Both convection and land surface parameterization influence seasonal precipitation forecasts. In this study, the sensitivity of dynamical downscaling seasonal precipitation forecasts to convection and land surface parameterization was investigated by nesting the Weather Research and Forecasting (WRF) model into the NCEP's Climate Forecast System version 2 (CFSv2) retrospective forecasts with four convective schemes: Kain-Fritsch (KF), Betts-Miller-Janjic (BMJ), Grell-Freitas (GF), and new simplified Arakawa-Schubert (NSAS) schemes, and two land surface schemes: Noah and simplified Simple Biosphere (SSiB) schemes over the Han River basin. e CFSv2 model biases are reduced when the KF convective scheme is used in the wet summer season. However, negative biases still exist especially when the combination of BMJ and SSiB schemes is used. Compared with CFSv2 reforecasts and other combinations of schemes, the forecast skills of spatial patterns of precipitation anomalies are highest when the combination of KF and Noah schemes is used in summer. In contrast, the combination of BMJ and SSiB schemes shows lowest forecast skills in summer. To understand the causes of the differences in precipitation forecasts using different parameterization schemes, the simulated moisture flux convergence, thermodynamic parameters at different pressure levels, convective available potential energy (CAPE), convective inhibition (CIN), and heat fluxes are compared with the data in the ERA-5 reanalysis dataset. e WRF model-simulated moisture flux convergence is closer to that of the ERA-5 reanalysis compared with that of the CFSv2 reforecasts in summer. e vertical thermodynamic profiles also suggest that the combination of the KF and Noah schemes has caused a more unstable atmosphere, which is crucial for precipitation. In contrast, the combination of BMJ and SSiB schemes shows a less unstable atmospheric environment in summer, which explains the lower forecast skills compared with other schemes. e spatial patterns of CAPE are also improved when using the WRF model, which further enhances the precipitation forecast skills over the Han River basin.
Introduction
Seasonal precipitation forecasts are essential for water management, disaster prevention, and many other aspects [1] [2] [3] . In recent years, coupled global circulation models (CGCMs), which use mathematical equations to describe the behaviour of large-scale circulations, have been developed. Many operational meteorological centers, including the National Centers for Environmental Prediction (NCEP), the European Centre for Medium-Range Weather Forecasts (ECMWF), and the Australian Bureau of Meteorology (BOM), have developed and released their own CGCMs [4] [5] [6] . Many studies have proved that the sea surface temperature (SST) forecasts of CGCMs are comparable with statistical predictions [7, 8] . Jin et al. [9] evaluated the overall prediction skills for El Niño-Southern Oscillation (ENSO) with ten CGCMs and pointed out that the correlation skill of the tier-1 Multi-Model Ensemble (MME) forecast for the NINO3.4 SST anomalies reached 0.86 with a 6-month lead. Seasonal precipitation forecasts remain a challenge due to the complexity of the climate system [10] [11] [12] . Precipitation is influenced not only by large-scale atmospheric circulations but also by small-scale processes such as convection and land surface interactions with the atmosphere, which influence spatial patterns of precipitation as well. Seasonal precipitation forecast skills of CGCMs are much lower than sea surface temperature, especially for the mid-and high-latitude areas [13] [14] [15] .
Regional climate models (RCMs), whose lateral boundary conditions are derived from CGCMs, usually run at higher horizontal resolutions and can provide additional details for small-scale processes. Research has indicated that given "perfect" boundary forcing, RCMs can improve the representation of the North American Monsoon System (NAMS), both its climatology and interannual variability [16, 17] . However, large uncertainties still exist in RCMs. Feser et al. [18] pointed out that improving RCMs depends on the experimental setup, analysed model variable, and location. Physical parameterizations, which are used to resolve small-scale physical processes, influence the ability of RCMs to add value. Liang et al. [19] reported that the Kain-Fritsch (KF) convection scheme performs better than the Grell scheme in North America, whereas the Grell scheme has its own compelling advantages for the Atlantic Ocean and Midwest. Yang et al. [20] tested five key parameters in the latest KF scheme over the Southern Great Plains, and the results indicated that the model bias for daily precipitation could be significantly reduced using five optimal parameters, especially for heavy precipitation. Xue et al. [21] compared the results from an Eta-SSiB biophysical coupled model with those from an Eta-bucket model and found a more realistic description of land surface processes could improve monthly precipitation forecasts over the U.S. It has been found by de Elía et al. [22] that a more realistic treatment of snow physics in a multilayer snow model could improve snow-pack simulations.
Most RCM parameterization sensitivity analyses take only one aspect into consideration, which is inadequate due to the complexity of the climate system. e cumulus convective processes influence the generation of precipitation directly and result in significant changes to land surface characteristics, such as soil moisture and surface albedo. ese changes influence the land surface interactions with the atmosphere, such as latent heat fluxes and sensible heat fluxes, which, in turn, impact atmospheric stability. erefore, land surface processes, convection, and other processes should be taken into consideration simultaneously. Crétat et al. [23] compared simulations of summer precipitation in Southern Africa using different physical parameterizations. e results indicated that intensity and other characteristics of summer precipitation are predominantly sensitive to convective schemes and affected less by the planetary boundary layer and microphysics schemes. Pei et al. [24] investigated the effects of the land surface model and convective parameterization on the simulation of short-term climate extremes. e results indicated that land surface processes strongly affect the precipitation amount, while the convective parameterization has considerable impacts on the precipitation pattern. However, different parameterization schemes have different impact on seasonal precipitation forecasts over different regions. Sensitivity analysis is still required for regional-scale precipitation forecasts.
Our previous studies have investigated the influence of convective parameterization on seasonal precipitation forecasts using the Weather and Research Forecasting model over the Han River basin [25] . e results suggested that convective parameterization played an important role in seasonal precipitation forecasts and that higher spatial resolution may potentially improve forecast skills. However, the influence of land surface parameterization on seasonal precipitation forecasts and the comparison between convective parameterization and land surface parameterization have not yet been studied. In this study, four convective parameterization schemes and two land surface parameterization schemes were selected to investigate the influence of both convection and land surface processes on seasonal precipitation forecasts over the Han River basin. Section 2 briefly introduces the study area, the designation of numerical experiments, and the verification data. Section 3 examines the large-scale circulations and surface energy balances to explain the main causes of the precipitation differences between parameterization schemes. Conclusions are summarized in Section 4.
Study Area, Experimental Design, and Evaluation

Study Area.
e Han River basin is located between 106 and 114°E and between 30 and 34°N covering an area of nearly 170,000 km 2 and is greatly affected by the East Asian monsoon (Figure 1(a) ). e land use of the upper subbasin is mostly dominated by mixed forests, while the middle and lower subbasins are mostly dominated by crops ( Figure 1(b) ). Precipitation in this region shows high seasonal variability. e amount of precipitation in summer is always much higher than that in spring and autumn. Winter is much drier than other seasons, during which the averaged precipitation is always less than 1 mm/day ( Figure 2 and Table 1 ). Researches have indicated that the coupling of soil moisture with precipitation is relatively high in the Han River basin compared with other regions worldwide [26] .
e Danjiangkou Reservoir, located in the upper Han River basin, is the water source for the middle route of the Southto-North Water Diversion Project (SNWDP). e investigation of seasonal precipitation forecasts over this region is of great importance to both flood prevention and water resource management in China.
Experimental Design.
In order to be aligned with previous studies, the model setting was the same as that of Li et al. [25] except for the selection of land surface parameterization schemes. e version of the Weather Research and Forecasting (WRF) model (http://www.wrf-model.org/ index.php) was 3.5. e horizontal resolution of the outer domain D01 was 30 km and that of the inner domain was 10 km (Figure 1 ). All domains were discretized with 38 vertical sigma levels with the model top at 50 mbar. Furthermore, the temporal coverage was extended from 2001-09 to 1999-2010. e lateral and boundary conditions were updated every six hours from the CFSv2 retrospective 2
Advances in Meteorology forecasts. All model atmospheric settings were kept unchanged except for the adopted convective and land surface parameterization scheme. e physical parameterization schemes used for the simulations were as follows: the Ferrier scheme for microphysics parameterization the Yonsei University scheme for planetary boundary layer parameterization [27] , the Dudhia scheme for shortwave parameterization [28] , and the RRTM for longwave radiation parameterization [29] . e WRF model integrated four months for spring, summer, autumn, and winter seasons, where integration in the first month was regarded as spin-up time. us, forecasts initialized from February 1 for the spring (March-April-May) prediction, May 1 for summer (June-July-August) prediction, August 1 for autumn (September-October-November) prediction, and November 1 for winter (December-January-February) prediction. WRF model version 3.5 provides eleven convective and seven land surface parameterization schemes, each employing different triggers and assumptions, and is therefore suitable for different convective regimes. In this study, four convective schemes and two land surface schemes were combined for each simulation to generate predictions of seasonal precipitation over the Han River basin ( Table 2 ). e Kain-Fritsch (KF) scheme [30] uses low-level vertical motion as a trigger function and convective available potential energy removal as the closure; thus, it can provide better simulation of the convective processes associated with late afternoon thermodynamic vertical motion induced by heating at the lower boundary [24] . e Betts-Miller-Janjic (BMJ) scheme [31] is an adjustment scheme where the essential principle lies in the relaxation of the temperature and humidity profiles toward reference thermodynamic profiles.
e Grell-Freitas (GF) convective parameterization scheme tries to smooth the transition to cloud-resolving scales, as proposed in [32] .
e new simplified Arakawa-Schubert (NSAS) scheme is a new mass-flux scheme with deep shallow components and momentum transport. In this scheme, the penetrative convection is simulated, with a saturated downdraft, and the cloud ensemble is reduced to a single cloud type with detrainment only from its top [33] .
Research has indicated that the KF convective scheme usually leads to a higher instability for the atmosphere compared with the BMJ and GF schemes over South Africa, which causes a positive bias of precipitation forecasts over this region [34] . In comparison, the GF scheme shows better performance on summer precipitation simulations than the KF and BMJ convective schemes over China at a horizontal resolution of 60 km [35] . e Noah land surface model (LSM) was first developed by the Oregon State University (OSU) in the mid-1980s. NCEP continually enhanced the OSU LSM since the 1990s and now renamed the Noah LSM in recognition of the broad partnership with other organizations [36] . It has been widely adopted in global and regional climate models. e simplified Simple Biosphere (SSiB) model is a biophysics-based LSM, which has been coupled with a number of RCMs as well [21] . Both the Noah and SSiB models use explicit vegetation canopy, soil hydrology, and soil thermodynamics. However, the thermodynamic surface energy budget in the Noah model is computed for a single unified ground/vegetation surface without considering the vegetation canopy. In contrast, the surface energy budget in the SSiB model is computed for multiple surfaces representing the ground and additional vegetation canopies. In addition, the Noah model uses four soil layers, while the SSiB model uses three soil layers.
Evaluation.
A high-resolution precipitation dataset, the Climate Hazards Group InfraRed Precipitation with Stations (CHIRPS v2.0), was used to evaluate the added value from the WRF model for the period of 1999-2010 [37] . e CHIRPS was operated by calibrating TRMM satellite data and blending rain gauge observations at a spatial resolution of 0.05°from 1981 to near present. is dataset has shown good agreement with gauge observations in different regions over the world [38, 39] . In order to evaluate the seasonal forecasts from different model grids, both the CFS reforecasts and WRF model forecasts were regridded to the CHIRPS 0.05°grid using a bilinear interpolation method over the Han River basin. e Taylor diagram was used to evaluate the performance of models coupled with different parameterization schemes in terms of correlation, centered root-mean-square (RMS) difference, and standard deviation [40] . e cosine of polar angle is the correlation between forecasts and observations, while the distance from the origin is the forecasted standard deviation. e distance from the reference reflects the RMS difference between forecasts and observations. A higher correlation coefficient, lower RMS difference, and similar standard deviation usually indicate a higher forecast skill. e anomaly correlation coefficient (ACC) was used to evaluate the forecasted spatial patterns of climatic anomalies [41] :
where F i is the forecasted seasonal precipitation, F is the multiyear average of seasonal forecasts, O i is the observed seasonal precipitation, and O is the multiyear average of observed seasonal precipitation at the grid point i. Student's t-test was also used to test the significance of the ACC at the 95% level for both the CFS reforecasts and the WRF model forecasts. As precipitation is always spatially autocorrelated, the effective number of CHIRPS grids was calculated for observed precipitation anomalies in each season and each year before Student's t-test.
To understand the causes of the differences in precipitation forecasts using different parameterization schemes, the simulated vertically integrated moisture flux convergence from 1000 hPa to 300 hPa, thermodynamic parameters at different pressure levels, convective available potential energy (CAPE), convective inhibition (CIN), and heat fluxes are compared with the data in the ERA-5 reanalysis dataset [42] . ERA-5 is the ECMWF's latest reanalysis product and runs at a high spatial resolution (30 km) with 137 hybrid vertical sigma/ pressure (model) levels for the atmosphere. Compared with previous reanalysis data, ERA-5 provides several improvements in model physics, numeric algorithms, and data assimilation [43, 44] .
Results
e spatial patterns of biases of CFS reforecasts and the WRF model are shown in Figure 3 . Positive biases are observed in spring for both CFS reforecasts and the WRF model, ranging from 1 to 3 mm/day. In particular, the WRF model shows higher positive biases when using the K-N, K-S, and G-S schemes in spring. Compared with those for spring, precipitation forecasts for summer are always negatively biased for CFS reforecasts with a value of − 3 to 4 mm/day. e negative biases of CFS reforecasts are reduced when the WRF model is coupled with K-N and K-S schemes, for which the biases usually range from − 2 to 2 mm/day. Positive biases are always observed in the upper and middle subbasins in autumn, while negative biases are observed in the lower subbasin. e biases of winter precipitation 
Combination
Convective parameterization scheme Land surface process scheme
Advances in Meteorology 5
forecasts are smaller than those in other seasons, varying from 0.2 mm/day. Figure 4 presents the bias of areal-averaged seasonal precipitation forecasts over the Han River basin for the period of 1999-2010. e CFS reforecasts are negatively biased in summer (− 3.4 mm/day) and autumn (− 1.4 mm/ day). e WRF model shows much lower bias compared with the CFS reforecasts. e bias is 0.0 mm/day and 0.7 mm/day when using the K-N and K-S schemes for summer. However, the bias ranges from − 1.8 to − 1.2 mm/ day when using other schemes. In addition, the B-N and B-S schemes are more negatively biased than other schemes. e difference in bias is much smaller for autumn precipitation forecasts with different schemes, and the bias always ranges from − 0.3 to 0.0 mm/day. In contrast, the WRF model is positively biased in spring and winter compared with the CFS reforecasts. e bias of the WRF model always ranges from 1.4 to 2.2 mm/day in spring, while the bias is from 0.6 to 0.7 mm/day in winter. Figure 5 compares the forecast skill of CFS reforecasts and the WRF model using the Taylor diagram. e forecasted seasonal precipitation is always negatively correlated with observations in spring and autumn for all models and schemes. Although the variability of the WRF model forecasts is closer to that of the observations, the RMS differences are greater in the WRF model than in CFS reforecasts in spring. e correlation coefficients usually range from 0.2 to 0.4 for all models and schemes in summer. e RMS differences for the CFS reforecasts and the WRF model are comparable as well, whereas the variability between different models is greater. e standard deviation of forecasts is similar to that of the observations when using the K-N scheme. e forecasted precipitation shows lower variability compared with observations when using other schemes. e differences between CFS reforecasts and the WRF model are smaller in winter than in other seasons. Correlation coefficients always range from 0 to 0.4 for all models and schemes, suggesting that the forecast skills are low. Meanwhile, the forecasted variability is also lower than the observation variability in winter. e anomaly correlation coefficient (ACC) between forecasts and observations is presented in Table 3 . e CFS reforecasts show relatively higher skills in 2000, 2004, and 2005 in spring when the spatial patterns of precipitation anomaly are significantly correlated with observations. In contrast, the performance of the WRF model is lower than that of CFS reforecasts in these years. e results of ACC values from the WRF model for summer precipitation forecasts are higher than those of the CFS reforecasts except for 1999, 2001, 2006, and 2009 where the K-N and K-S schemes are used, suggesting that the WRF model can add values compared with CFS reforecasts in some cases. e ACC values of the WRF model are also higher than those of the CFS reforecasts when using the G-S scheme in summer except for 1999, 2001, and 2006. We should also notice that the B-S scheme shows lowest forecast skills compared with other schemes in summer, in which the forecasts are not significantly correlated with the observations for all years. e forecast skills are significantly improved after using the WRF model in 2001 and 2004 for autumn precipitation forecasts. Compared with other seasons, the WRF model has lower ACC values than the CFS reforecasts in most of the years in winter, indicating that the performance of the CFS reforecasts is better than that of the WRF model.
In order to find the reasons for bias of precipitation forecasts in each season, the moisture flux convergence is analysed by vertically integrating from 1000 hPa to 300 hPa. Strong moisture flux convergence is observed over the southern Han River basin in the ERA-5 reanalysis in spring, while strong moisture divergence is observed in the northwestern Han River basin ( Figure 6 ). In contrast, both the CFS reforecasts and the WRF model show moisture flux convergence over the Han River basin. In addition, the moisture flux convergence of the WRF model is stronger than that of both the ERA-5 reanalysis and the CFS reforecasts. e spatial patterns of moisture flux convergence in summer are similar to those in spring. Both the CFS reforecasts and the WRF model underestimate the moisture flux convergence compared with ERA-5 reanalysis, which explains the negative biases observed in summer precipitation forecasts. Strong moisture flux convergence is observed in the lower subbasin in autumn. On the contrary, the spatial patterns of the moisture flux convergence of the CFS reforecasts and the WRF model are opposite to those of the ERA-5 reanalysis. e spatial patterns of moisture flux convergence of the CFS reforecasts and the WRF model are Statistically significant correlations at the 95% level are in bold shading. For WRF seasonal forecasts, an asterisk indicates that the result is statistically significant and better than the CFS reforecasts; bold indicates that the WRF seasonal forecasts are worse than the CFS reforecasts and statistical significance is retained; x indicates that the WRF seasonal forecasts are worse than the CFS reforecasts and statistical significance is lost. 8 Advances in Meteorology similar to those of the ERA-5 reanalysis in the middle and lower subbasins in winter. However, the magnitude of convergence of CFS reforecasts and the WRF model is much lower than that of ERA-5 reanalysis.
To further explore possible reasons for the differences in precipitation forecasts, biases of thermodynamical characteristics at different vertical pressure levels are analysed by comparing the results with ERA-5 reanalysis results in Figure 7 . e vertical velocity is always overestimated in spring and autumn for all models and all schemes. However, the biases of vertical velocity for CFS reforecasts are smaller than those of the WRF model. On the contrary, the vertical velocity is always underestimated in summer, indicating a more stable atmosphere compared with that in ERA-5 reanalysis. e biases of K-N and K-S schemes are much smaller than those of CFS reforecasts and other schemes. Although the B-S scheme shows lower biases compared with the CFSv2 reforecasts, they are higher negative biases compared with those of other schemes. e vertical velocity shows no differences between different parameterization schemes in winter. When considering the vertical moisture profile, it is seen that the CFS reforecasts and the WRF model are always negatively biased in spring and summer. e Noah land surface scheme is more negatively biased than the SSiB scheme between low and middle pressure levels, suggesting that the Noah scheme leads to drier vertical conditions. In comparison, the WRF model is positively biased for all pressure levels from 850 hPa to 500 hPa in autumn and winter. e equivalent potential temperature is used to indicate the stability of the vertical profile. Positive biases of equivalent potential temperature are observed at lower pressure levels for all seasons, suggesting that both the CFSv2 reforecasts and the WRF model are more stable than observed ones. In particular, the WRF model simulated a more stable atmosphere than the CFSv2 reforecasts in autumn and winter at lower pressure levels. In contrast, the CFSv2 reforecasts and the WRF model simulated a more unstable atmosphere at higher pressure levels. We should also notice that the differences in equivalent potential temperature between different convective parameterization and land surface scheme combinations are small. is suggests that other parameterization schemes, such as the planetary boundary layer scheme, should be further investigated over this region to improve the simulation of equivalent potential temperature. e CAPE values are usually used to indicate convective instability. e spatial patterns of CAPE are related to the spatial distribution of precipitation. us, the pattern correlations of mean CAPE between the ERA-5 reanalysis and forecasts are analysed here (Figure 8 ). e spatial patterns of the CFSv2 reforecasts are in good agreement with those of the ERA-5 reanalysis in spring, where the pattern correlation is 0.725. In comparison, the correlations between the WRF model and the ERA-5 reanalysis are lower than those with the CFSv2 reforecasts. In addition, the SSiB scheme is always higher correlated with the ERA-5 reanalysis than the Noah scheme. In summer and autumn, the spatial patterns of CAPE are improved when using the WRF model compared with the CFSv2 reforecasts. For example, the pattern correlation of the CFSv2 reforecasts is − 0.087 in summer, while that of the B-N scheme reaches a highest value of 0.808. e Noah scheme outperforms the SSiB scheme no matter what convective scheme is used in summer and autumn. e pattern correlations of the WRF model are lower than those of the CFSv2 reforecasts in winter, suggesting that the CFSv2 reforecasts are better at simulating the spatial distribution of CAPE.
Convective inhibition energy (CIN) is also used to indicate the convective instability in this study. e pattern correlations of CIN of CFS reforecasts are similar to those of the CAPE in spring, where the CFSv2 reforecasts are highly correlated with the ERA-5 reanalysis (Figure 9 ). However, spatial patterns of CIN of the WRF model are opposite to those of the ERA-5 reanalysis and CFSv2 reforecasts in spring. Negative spatial pattern correlations are observed no matter what convective and land surface schemes are used.
is is also observed in summer and autumn, where the spatial patterns of CIN of the WRF model are negatively correlated with those of the ERA-5 reanalysis. e spatial patterns of CIN are improved compared with those of the CFSv2 reforecasts when using the K-S, N-N, and N-S schemes in winter. e sensible and latent heat uxes are analysed to investigate the in uence of the land surface scheme on seasonal precipitation forecasts. As shown in Figures 10 and 11 , the spatial patterns of sensible heat uxes and latent heat uxes of the CFSv2 reforecasts are positively correlated with those of the ERA-5 reanalysis in spring. On the contrary, the WRF model shows much lower agreement between forecasts and observations compared with the CFSv2 reforecasts. e spatial patterns of sensible heat uxes and latent heat uxes are improved when the WRF model is used in summer. e pattern correlations of di erent schemes are almost the same for sensible heat uxes, while greater diversity is observed for latent heat uxes. e K-S and G-S schemes show better agreement with the ERA-5 reanalysis compared with other schemes. In autumn, the WRF model improves the simulation of sensible heat uxes, while the latent heat uxes are worsened compared with CFSv2 reforecasts. e spatial patterns of sensible heat uxes and latent heat uxes of the CFSv2 reforecasts are better in 
Conclusions
is study investigates the sensitivity of dynamical downscaling seasonal precipitation forecasts to convective and land surface parameterization schemes by nesting the WRF model at 10 km horizontal resolution into CFSv2 reforecasts. It is found that the CFS reforecasts are always positively biased in spring, autumn, and winter, while the CFS reforecasts are negatively biased in summer. e WRF model reduces the negative biases of precipitation forecasts when K-N and K-S schemes are used in summer. However, negative biases still exist when other parameterization schemes are used, especially for the B-N and B-S schemes. e Taylor diagram and the anomaly correlation coefficient suggest that the forecast skill of the K-N scheme is better than that of the CFS reforecasts in summer in some cases, while the forecast skill of the B-S scheme is worse than that of any other parameterization schemes. e differences between the performance of the CFS reforecasts and the WRF model are smaller in other seasons.
To understand the causes of the differences in precipitation forecasts using different parameterization schemes, we also compare the integrated moisture flux convergence, thermodynamic parameters at different pressure levels, convective available potential energy (CAPE), convective inhibition (CIN), and heat fluxes with the data in the ERA-5 reanalysis dataset. Both the CFS reforecasts and the WRF model underestimate the moisture flux convergence compared with ERA-5 reanalysis, which partly explains the negative biases observed in summer precipitation forecasts. In addition, the differences in moisture flux convergence between different parameterization schemes are small. e biases of K-N and K-S schemes of vertical velocity are much smaller than those of CFS reforecasts and other parameterization schemes, suggesting a more unstable atmosphere in summer, which is crucial for precipitation. In contrast, the B-S scheme shows higher negative biases compared with other schemes, indicating a less convective unstable environment.
is explains the relatively lower forecast skills when using the B-S scheme in summer. e WRF model also improves the spatial patterns of CAPE in summer, which further enhances the precipitation forecast skills over the Han River basin.
is study only investigates the influence of convective and land surface parameterization schemes on dynamical downscaling precipitation forecasts. However, other factors including scales, boundary condition treatment, microphysics parameterization schemes, planetary boundary parameterization schemes, and other regional climate models may influence the precipitation forecasts as well. Sensitivity tests on these factors will be considered in a future study.
