Abstract. We give a new proof of Friedman's conjecture that every uncountable ∆ 1 1 set of reals has a member of each hyperdegree greater than or equal to the hyperjump.
Introduction
In 1975, Friedman [2] conjectured that every uncountable ∆ 1 1 set of reals has a member of each hyperdegree greater than or equal to the hyperdegree of Kleene's O (which we also refer to as the hyperjump). According to Friedman, the conjecture had two motivations.
The first was to study basis theorems for ∆ 1 1 sets of reals. A basis theorem is a kind of theorem which states that some classes of sets of reals must contain a "nice" real. For example, Gandy's basis theorem says that every Σ 1 1 set of reals must contain a real x with x < h O. The motivation for studying basis theorems is to pin down the complexity of some mathematical statements. Basis theorems have been applied widely in recursion theory and effective descriptive set theory. For example, a classical application of basis theorems in effective descriptive set theory is the proof of Shoenfield's absoluteness theorem.
It is well known that the set A = {x | x ≥ h O} is an uncountable Σ The second motivation is to know whether a result of Feferman, that there exists an uncountable Σ 1 1 antichain of hyperdegrees, remains true for ∆ 1 1 sets (A proof can be found in [11] ). Feferman's result is another kind of irregular property for Σ 1 1 sets. It means that a Σ 1 1 set can be "spread out". Friedman's conjecture refutes this possibility for ∆ 1 1 sets. Eventually the conjecture was confirmed by Martin [7] (and independently, by Friedman himself). The idea of Martin's ingenious proof is the following. For every 2010 Mathematics Subject Classification. 03D30. The author was supported by NSF of China No. 10701041 and 10911120385. This work was typed out when the author was visiting University of Chicago. I would like to thank CT Chong and Wei Wang for their discussions. I also thank the anonymous referee for his pointing out an error in the earlier version of this paper. uncountable ∆ 1 1 set of reals, he can find a real coding a special function h. Then, using h, he defined a Σ 1 1 (h) set of functions in which every function grows fast. Using these facts, he was able to prove that the hyperjump is a Σ 1 1 (h) singleton. Thus the hyperjump is hyperaithmetic in h. All these were compressed in a one page proof, which is highly dense and not easy to understand.
In addition to Friedman's original motivations, we have an further one. Recently higher randomness was developed by Chong, Hjorth, Nies, Yu et al (see [5] and [1] ). Higher randomness theory requires many techniques in higher recursion theory developed in [10] . One of the major questions in this area is whether Π 1 1 -randomness is different from strong Π 1 1 -ML-randomness (these notions can be found in Chapter 9 of [9] ). This question can be reduced to a conjecture which says that there is a strongly Π 1 1 -ML-random real x so that x ≥ h O. Obviously we need a powerful coding argument to confirm the conjecture. But Martin's proof, while ingenious, seems not flexible enough. Our proof is a finite injury argument which is natural and should be easier to understand. We also hope that our method can eventually be used to prove the higher randomness conjecture.
We assume that the reader has some basic knowledge of higher recursion theory.
[10] is a good resource.
The proof of the conjecture
There is a recursive function j : ω ω → 2 ω and a Π 0 1 set B ⊆ ω ω so that j is function from B onto A and 1-1 restricted to B. That is there is a recursive oracle function Φ (see [8] ) so that (1) For any f ∈ ω ω , Φ f = j(f ); (2) For any f ∈ B, Φ f ∈ A; (3) For any x ∈ A, there is exactly one f ∈ B so that Φ f = x.
Then for every x ∈ B, j(x) ≡ h x and for every x ∈ A, there exists some y ∈ B so that y ≡ h j(y) = x. So it suffices to show that B has a member of each hyperdegree greater than or equal to the hyperjump. Since B is a Π 0 1 class, there is a recursive tree T ⊆ ω <ω so that B = [T ] = {y | ∀n(y n ∈ T )}. We prove a slightly stronger result. such that every τ σ is cut at α. Then we define
. Then we call a node σ ∈ ω <ω as a splitting node in the tree T 1 if there are two numbers i = j so that both H(σ i) and H(σ j) are undefined. For α < ω CK 1 , we call a node σ ∈ ω <ω as a splitting node in the tree T 1 [α] if there are two numbers i = j so that both H(σ i) and H(σ j) are undefined at stage α.
By the same method, there is a Σ 1 (L ω CK 1 ) partial function K : ω <ω → {0} so that K(σ) is undefined if and only if there exists an infinite path in T 0 ∩ [σ] = {τ ∈ T 0 | τ σ}. Note that this is different from H.
Then we call a node σ ∈ ω <ω as a dead node in
Now for any real x ≥ h O in 2 ω , we build a real z ∈ [T 1 ] as follows: At stage 0, let σ 0 = ∅. At stage s + 1, let σ σ s be the leftmost splitting node of T 1 extending σ s so that there are f (s) many splitting nodes between σ s and σ . Let σ σ be the secondleftmost splitting node extending σ in T 1 . Set σ s+1 σ to be the x(s)+1-th-leftmost splitting node extending σ in T 1 .
Let z = s∈ω σ s .
We prove that x ∈ L ω z 1
[z]. Actually we show that there is a Σ 1 (L ω z
1
[z]) (and so
1 One may conjecture that β = s α s + 1 < ω CK 1 . This is not true. Suppose that this is true. Before proceeding the formal decoding proof, we give a sketch of the idea behind it. Essentially we want to use z to decode the n-th value of the leftmost path f of T 0 for any n ∈ ω. First we give an example for n = 0. The idea is: at any stage α, we consecutively count, from the root of T 1 [α], how many times z goes the left way in T [α]. Say l α -times. Then we guess l α ∈ ω should be the value of f (0). Of course we maybe wrong. To avoid those naive mistakes, we also need to check whether f (0) is l α at stage α. In other words, l α is not a dead node in T 0 [α] but l is dead for every l α < l α . If not, then we need to go to a bigger stage α > α to check this fact. By the coding procedure, there must be some stage α < ω CK 1 so that l α matches the value of f (0) at stage α. Let α 1 be the first such stage. But we still cannot make sure whether l α 1 is the real f (0). Both l α 1 and f (0) may change later. But this cannot happen infinitely often since otherwise either l α goes to infinity or l α = l infinitely often for some finite number l. In the both cases, since "σ is a dead node in T 1 " is a Σ 1 statement, z would be the leftmost path in T 1 , a contradiction. Hence, we make mistakes at most finitely many times. So l α will be stable. For a general number n, to decide f (n), we iterate the construction for f (0). This is a typical finite injury argument. The full approximation is that: at the decoding stage s, once we find that the finite sequence (0, l Let us turn to the formal proof.
We define α s , σ n s , f s (n) as follows. What we try to do is to make that lim s f s (n) = f (n).
At stage 0, let α 0 = f 0 (n) = 0 for every n and σ 0 0 = ∅. We claim that 0 receives attention.
Before proceeding the construction, we introduce some notations. At any stage s, if j ≤ s receives attention, then we will introduce some notations α s , f s (j) and σ At stage s + 1. Check whether j is not correct up to j at α s + 1. Let j be the least such number. Then initialize all the j > j and keep all the parameters for j < j unchanging at stage s + 1.
Case(1). j has not received any attention after initialized. Let α s+1 = α s + 1, σ
(1) f s j (j, l) is not a dead node but for every l < l, f s j (j, l ) is dead in T 0 [α] ; and (2) There exists a σ ≺ σ which is the leftmost splitting node of T 1 [α] so that σ has l many splitting nodes extending σ
; and (3) For the σ above, there is a node σ ≺ σ extending σ which is the secondleftmost next splitting node extending σ in T 1 [α] so that σ is the next splitting node extending σ in T 1 [α] If during the search, z is always correct up to j − 1, then by the construction of z, we can find such an α. If so, then let α s+1 = α, f s+1 (j) = l and σ j s = σ and claim that j receives attention at stage s + 1. Otherwise, z is not correct up to j − 1 at α, then we go to j − 1 and do the search again. But this only happens finitely many times since z is always correct up to 0 at any α.
This finishes the construction.
[z]) sequence. So γ < ω z 1 . Lemma 2.3. For every j, there exists a stage s j so that for every t ≥ s j , z is correct up to j at α t .
Proof. Otherwise, let j be the least number so that for every s there is some t ≥ s so that z is not correct up to j at α t . Let s j be the least stage so that for every t ≥ s n , z is correct up to j − 1 at α t .
For any stage t > s j , we let σ t be the σ as defined in the construction for j. In other words, σ t ≺ σ is the leftmost splitting node of T 1 [α t ] so that σ t has f t (j) many splitting nodes extending σ
Note that for any t ≥ s j , f t+1 (j) ≥ f t (j). So |σ t+1 | ≥ |σ t | for any t > s j . Since for any σ, z cannot be the leftmost path of T 1 ∩ [σ], lim t σ t exists. Let σ = lim t σ t and t 1 > s j so that σ t = σ for any t ≥ t 1 . Then, by the construction, at any stage t > t 1 , f t (j) = f t 1 (j). Since for any σ, z cannot be the leftmost path of T 1 ∩ [σ], there must be some stage t 2 ≥ t 1 so that for any t ≥ t 2 , σ If x ≥ h O, then x can also easily decode the construction. Hence x ≡ h z.
some remarks
There are several ways to generalize Friedman's conjecture. The first one that was announced in [3] is due to Harrington.
Theorem 3.1 (Harrington) . Suppose A is a Π 1 1 set of reals, and α is the least admissible ordinal so that there is some real x ∈ A such that ω
. Then, for any y with ω y 1 > α, there exists a real x ∈ A so that x ≡ h y. By Gandy's basis theorem, Friedman's conjecture is an immediate consequence of Harrington's theorem. However, the proof of Theorem 3.1 is extremely sophisticated and has never been published. Actually, our proof uses some ideas from Harrington's proof of Theorem 3.1. Another interesting conclusion of Theorem 3.1 is that Π 1 1 -hyper-determinacy is equivalent to that for every real x, there is a non-x-constructible real y. So, in the consistency strength sense, Π After Friedman's conjecture had been settled, it was conjectured that for any recursive tree T in ω <ω having a non-hyperaithmetic infinite path, the Turing jumps of the infinite paths in T range over an upper cone of Turing degrees. This conjecture was refuted by Harrington (a proof can be found in [4] ). He proves the following result.
Theorem 3.2 (Harrington).
There is a recursive tree T ⊆ 2 <ω in which there are uncountably many infinite paths such that for any real x ∈ [T ] and ordinal α < ω The third way to generalize Friedman's conjecture is to look "higher up". Woodin prove the following remarkable result (for more information about Q-theory, see [6] ). 
