2 . . . x a n n = 1, a j ∈ Z. Both types are comprised under the name of "linear relations".
One of our objectives consists in convincing the reader that the representation theory of finite groups, applied to the Galois group G = Gal(L/K) of f , is the appropriate framework for questions of this kind. More than 15 years ago we already pointed out this role of representation theory in our paper [11] -it seems, however, that the proper value of this tool has not been recognized by several later researchers (cf. [19] , [9] , [10] , [1] , [17] ). As an effect, some minor observations of [11] appear as main results in later articles (cf., e.g., [11] , Proposition 4, Assertion 3 and [9] , Theorem 3). An exception to this tendency is the recent paper [7] . But although it uses representation theory, its viewpoint differs from that of our previous work: The results of [7] are mainly necessary conditions saying that a given relation (such as x 1 = x 2 + x 3 ) can occur for a certain class of polynomials only. Our paper [11] , in contrast, contains a criterion that allows one to decide whether a given relation (1) is possible or not in a specific case (cf. Theorem 1 below). This criterion yields a classification of all possible relations (1) for polynomials f over K = Q of degree n ≤ 15 with G acting primitively on its roots ( [11] , Theorem 1, and Section 2, ibid.). For example, the relation 1991 Mathematics Subject Classification: 12F10, 12E05.
[53] 4x 1 + x 2 + x 3 + x 4 + x 5 − 2(x 6 + x 7 + x 8 + x 9 ) = 0 actually occurs for n = 9 and a certain primitive group G of order |G| = 72.
In Section 1 we give a unified approach to both the additive and the multiplicative case. In particular, we show that both cases lead to the same basic concept: the concept of a K-admissible set. Roughly speaking, a Kadmissible set consists of relations (1) that may occur for some specific polynomial f ; multiplicative relations (2) are covered by the case K = Q. The property of being K-admissible does not, however, depend on f or its splitting field L, but only on the Galois group G and the stabilizer (3) H = G x = {s ∈ G : s(x) = x} of a root x ∈ {x 1 , . . . , x n } (clearly the groups H are conjugate for different choices of x). Hence it is quite natural to define the fundamental notions (such as "relation", "K-admissibility") in a completely abstract way in terms of pairs of groups (G, H) , H ⊆ G. To each pair (G, H) we attach a canonical module K [G/H] (over the group ring K [G] of G). "Relations" are elements of this K [G] -module and "K-admissible sets" are subsets of K [G/H] that can be characterized in terms of certain submodules (Theorem 1). In [11] , the theory was developed more or less thus far but without regard to the multiplicative case. It suffices, in fact, to consider only those K-admissible sets that are K [G] -modules themselves, so-called K-admissible modules. In Section 2 we work out the role which character theory plays in the description of these modules. The main result is a complete description (not of all but) of all isotypically closed K-admissible modules in terms of certain sets of characters (Theorem 2). As an illustration, we give an example that goes beyond hand-calculations, namely, nontrivial relations for a polynomial f of degree 55 whose Galois group is isomorphic to PSL (2, 11) and acts primitively on x 1 , . . . , x 55 (Example 6). Moreover, the main result says that all K-admissible modules (and, thus, essentially all K-admissible sets) are under control if the canonical module K [G/H] is multiplicity-free as a K [G] -module. In this case we say that the pair (G, H) is K-multiplicity-free. Pairs of this kind are quite important, as Examples 1-5 show.
Section 3 is devoted to polynomials f with abelian Galois groups, or, in our terminology, pairs (G, 1) with G abelian. Here the module K [G/H] is the group ring K [G] itself. Since (G, 1) is K-multiplicity-free, the foregoing results yield a nice criterion for K-admissibility: A subset of K [G] is K-admissible if, and only if, it is annihilated by a set of generators of the character group of G (Theorem 3). As an application, we compute the greatest possible dimension of a Q-admissible module (Proposition 11). Furthermore, we treat an interesting type of relations that was investigated in [10] and [7] : The authors of these papers asked under which conditions a root of f may be the sum or product of two other roots, say (4) x 1 = x 2 + x 3 or x 1 = x 2 x 3 .
Whereas [10] gives the complete answer in the abelian case, [7] yields a necessary condition in a more general situation. We show that the main result of [10] is a rather immediate consequence of Theorem 3 (cf. proof of Proposition 9). Moreover, we extend the positive answer that holds for abelian pairs (G, 1) , |G| divisible by 6, to a class of "metabelian" pairs (G, H) . This extension is a consequence of Proposition 10, which says that Q-admissible sets belonging to a "cyclic" pair (F, 1) remain Q-admissible for pairs (F H, H) , where F H is a certain type of semidirect product. Section 4 deals with another class of K-multiplicity-free pairs, so-called K-trivial pairs. They correspond to polynomials f which admit no (additive) relations except c(x 1 + . . . + x n ) = 0, c ∈ K {0}.
In [11] we observed that f has this property only if G acts primitively on x 1 , . . . , x n , whereas double transitivity is sufficient for K-triviality. Consequently, the really interesting K-trivial pairs are those corresponding to the primitive but not doubly transitive case. We display two types of examples of this kind: Proposition 13 concerns polynomials f of prime power degree q whose Galois group G is an affine group AGL (1, q) . This type generalizes the class of all irreducible solvable polynomials f of prime degree, whose "triviality" has been known for a long time. The second type comprises certain groups G = PSL(2, 2 p ) (p a prime number; Proposition 14) . Both types can be extended to automorphism groups of the groups G in question (Proposition 15) .
If the pair (G, H) is K-multiplicity-free, the mere use of group characters leads to a satisfactory theory of K-admissible sets (or modules). In the main, this statement remains true for the class of K-tame pairs, which contains all K-multiplicity-free pairs. It is no longer true, however, for the remaining pairs (G, H), which we call K-wild . The wild case is at least as important as the tame one, since it is likely to occur even more frequently. For instance, the symmetric group S 3 (of order 6) appears in the wild pair (S 3 , 1) (which corresponds to an irreducible polynomial f of degree n = 6 with Galois group S 3 ). Therefore, finding a simple criterion for wildness appears as a matter of priority. Although we cannot present a completely satisfactory solution of this task, the main result of Section 5 (Theorem 4) is not far from it. In particular, it yields some quite simple sufficient conditions for wildness (cf. Corollary 1 to Proposition 17 and Proposition 18) .
At this point we should say that not all K-admissible modules deserve the same interest: Only the maximal ones are really important. A complete description of all maximal K-admissible modules seems to be possible for the class of K-wild pairs which we study in Section 6. This description is based on Theorem 5, which gives, roughly speaking, a bijective parametrization of a certain infinite series of modules by points of a projective space. The main application of this theorem concerns the wild pairs (D 2p , 1), where D 2p means the dihedral group of order 2p, p a prime number (Example 8). However, the desired survey of all maximal K-admissible modules can be made completely explicit only if one knows the relevant representation of G, not only its character. We attain this degree of explicitness in the case of the pairs (D 2p , 1), p = 3, 5. As a by-product, we show that the abovementioned relations (4) are possible for p = 3 but impossible for p = 5. This fact deserves some interest with regard to Theorem 5 of [7] , which gives restrictions for pairs (G, H) permitting relations (4): The pairs (D 6 , 1) and (D 10 , 1) are among the simplest covered by this theorem.
In order to make the present paper reasonably self-contained, we have to repeat some concepts and results of [11] -so there is a small overlap between our papers. We need quite a number of definitions that are specific to the topic. The most important ones have been highlighted and numbered consecutively, in order to facilitate recovering them where necessary. In these definitions we use the simple conjunction "if" instead of unwieldy "if, and only if". Our notation of finite groups is fairly standard (cf. [5] ).
The basic structure of the theory of linear relations can be understood without reading each line of this rather long paper. We hope, for example, that the sense of our hierarchy of notions becomes clear from Sections 1, 2, and 5. The remaining sections concern (important) special cases which illustrate this hierarchy.
1.
A common framework for both kinds of relations. Throughout this section we need not assume char(K) = 0. We rephrase our main problem in a slightly different way. Let L be a finite Galois extension of K with Galois group G = Gal(L/K) and F an intermediate field whose pointwise stabilizer is H = Gal(L/F ). Let f run through all irreducible polynomials having a root (say x f ) that generates F over K (so F = K(x f )). The question to be considered is what kind of linear (i.e., additive or multiplicative) relations can exist between the roots of such an f . In general, some of these polynomials f may have nontrivial linear relations between their roots whilst others do not. For this reason it seems desirable to work with a concept of "possible relations" that does not depend on the choice of f . We shall describe this concept now.
We start with the group ring R [G] of the Galois group G over some commutative ring R (usually one of Z, Q, or K). Since (s : s ∈ G) is an R-basis of R [G] , the elements of R [G] take the shape
The additive group of L is a left K [G] Let x be an element of L whose stabilizer G x = {s ∈ G : sx = x} equals H (thus, x generates the intermediate field F over K, or, in other words, x = x f for one of the polynomials f in question). Consider the K [G] -module generated by x, i.e., K [G] 
) is well defined and surjective. We say that an element α ∈ K [G/H] is an additive relation of x if, and only if, αx = 0. It is obvious that this concept of additive relations is consistent with that of (1): If x = x f , then (sx : s ∈ G/H) is a certain arrangement of the roots of f and αx = 0 means that the respective linear equation (with coefficients in K) holds between these roots. Remarks. 1. Let x ∈ L be as above. In general, the Galois extension L of K that contains F = K(x) is not uniquely determined. However, it is natural (and sufficient for most purposes) to choose the smallest possible L, namely, the normal closure of F . This is equivalent to saying that G = Gal(L/K) acts faithfully on G/H.
2. A set M is admissible if, and only if, the K [G] -module K [G] M generated by M is admissible. Suppose, for the moment, that the group ring K [G] is semisimple (in other words, char(K) does not divide the order |G| of the group G). Then all K [G] -submodules of K [G/H] are cyclic, i.e., of the shape K [G] α for some α ∈ K [G/H] . Consequently, the theoretical behaviour of admissible sets is not different from the behaviour of admissible elements: One can always replace the set M by a single generator α of the module K [G] M . In practice, however, it may be toilsome to find such a generator. For this reason it is sometimes advisable to work with admissible sets, not only elements.
Note that the concept of additive admissibility depends on the field L so far. The next proposition shows that it can be enounced in terms of the group ring K [G] and the K [G] -module K [G/H] only. We consider an element µ ∈ K [G] whose stabilizer G µ = {s ∈ G : sµ = µ} equals H. If µ has this property, the definition sµ = sµ makes sense for each coset s = sH. This is even true if only G µ ⊇ H. Hence we obtain an obvious analogue of the mapping (7), namely, a [G] x and take the element µ ∈ a that is mapped onto x. Then G µ = H and M µ = 0. Conversely, let µ ∈ K [G] be such that G µ = H and M µ = 0. By the normal basis theorem, there exists an element y ∈ L such that the K [G] -linear map K [G] → K [G] y : λ → λy is an isomorphism (in view of the requirements of the multiplicative case, we note that we make no use of the fact that K [G] y = L). Put x = µy. Then x has the desired property.
The proof of Proposition 1 becomes a bit simpler if one uses the normal basis theorem to show both directions. The advantage of the above version consists in the fact that it can be adapted to the multiplicative situation, where we have only a weak form of the normal basis theorem at hand. The proposition shows that the concept of additive admissibility is of a purely group-theoretical nature and, thus, can be rephrased in terms of pairs of abstract groups (G, H) , H being a subgroup of G. Our next aim is a similar result for the multiplicative case.
For this purpose we write the multiplicative group L × additively. In order to free ourselves from torsion elements, we go over to the tensor product L × ⊗ Z Q, for which we simply write L × ⊗ Q. This kind of tensoring is quite common in the Galois module theory of unit groups (cf. also [7] ). The "typical" elements of
-module in the usual way and obtain a canonical
The kernel of this map is the torsion group of L × , i.e., the group of roots of unity in L. Proposition 2 shows that the concept of multiplicative admissibility comprises almost all possible multiplicative relations-the only exceptions are those occurring, exclusively, between conjugates that differ by a mere root of unity (such as n(s − 1), s ∈ G G x , n ∈ Z, n = 0). This type of relations has been investigated in [7] (e.g., Lemma 3, ibid.). In the remainder of this section we prove a multiplicative analogue of Proposition 1 under certain assumptions about K and L. We start with 
The next proposition is a sort of converse of Proposition 3. It is based on the validity of a weak multiplicative analogue of the normal basis theorem, which guarantees the existence of a
In [10] it was shown that an element v with the above property exists in the case of the ground field K = Q. We think that the existence of such elements is known for much more general fields but have no suitable reference at hand. Therefore, we include the following proposition. 
P r o o f. Let p be a place of K that splits completely in L. For any place P of L lying above p let v P denote the corresponding valuation of L × . Now choose one particular P of this kind. Since p splits completely, all places s(P), s ∈ G, are different. By the approximation theorem, there is an element x ∈ L × such that v P (x) = 0, whereas v s(P) (x) = 0 for all s ∈ G, s = 1. Thus x has the desired property: Let λ = s l s s be in Z [G] and t ∈ G arbitrary. Then
Hence λx is a root of unity only if l t = 0 for all t ∈ G.
The existence of a place p with the above property is known, e.g., for global fields K, in particular, for algebraic number fields (by the Chebotarev density theorem, cf. [4] , p. 165). Of course, global fields contain only finitely many roots of unity (as was required in Proposition 2). Accordingly, we may say that multiplicative admissibility is, for these ground fields K, an adequate characterization of sets of multiplicative relations. Furthermore, 
Remark. Some authors use the notion relation in a slightly more general sense, inasmuch as they only require that the right sides of (1), (2) are in K (not necessarily = 0, e.g., [1] , [7] ). One may say that this type of relations is covered by the concept of K-admissibility, too. Indeed, let char(K) be prime to |G| and M a subset of K [G/H] . Suppose that µ ∈ K [G] is such that G µ = H and that the elements αµ, α ∈ M , remain fixed under all s ∈ G. Put ε = |G| −1 s∈G s and µ = µ − εµ. Then G µ = H and, since εαµ = αµ = αεµ, we have αµ = 0 for all α ∈ M .
The role of character theory.
For the sake of simplicity we assume char(K) = 0 in what follows, though several results remain valid if only the group ring K [G] is semisimple (i.e., char(K) is prime to |G|). Our main concern will be the study of K-admissible subsets of K [G/H] . We have seen above that it suffices to consider K-admissible modules, i.e., K [G] -submodules of K [G/H] [G] . . . denotes the K [G] -module generated by the bracketed entries.
Throughout this section we fix a pair of groups (G, H), H being a subgroup of G (instead, one might say that we fix a certain transitive permutation representation of the group G, cf. [8] , p. 17). Such a pair is called faithful , primitive, imprimitive, doubly transitive, etc., when the permutation representation of G on G/H has the respective property. We write
H > H or H < H if H is a subgroup of G, H ⊇ H, and H = H. Note that one need not distinguish permutation isomorphic pairs: Any group isomorphism G → G that carries the subgroup H to H transports the whole theory from (G, H) to ( G, H).
We start with a fundamental type of module (introduced in [11] 
and in particular, its kernel
It is not hard to see that
The following theorem is the cornerstone of our further investigation. In the main it is identical with Proposition 1 of [11] . We think, however, that the proof given in [11] is too short, so we include a full-length version of this proof here.
Remark. The right-hand condition of Theorem 1 can also be enounced in the following way: For every s ∈ G H, s−1 is not in V . In order to see the equivalence of these conditions, one shows that s − 1 ∈ V implies s − 1 ∈ V for all s ∈ {s}∪H ; the proof of the last mentioned fact is based on relations
Although the condition of the theorem looks more complicated, it fits better to the character-theoretical approach we are going to describe. 
A subgroup H of G with H > H is called minimal with this property if there is no relation like H > H > H. Of course, there are only finitely many distinct minimal subgroups H > H, which we denote by H 1 , . . . , H m in the remainder of this section (observe that "distinct" means "distinct in the set-theoretical sense" but possibly isomorphic or even conjugate). For instance, if (G, H) is primitive, then m = 1 and H 1 = G. On observing that U (H ) is contained in U (H ) whenever H ⊆ H , we obtain the important
Corollary. A submodule V of K[G/H] is K-admissible if , and only if , V contains none of the modules
Theorem 1 also yields the less trivial direction of the following proposition. Consider an extension field (9) and the above remark).
We start using characters now, in particular, absolutely irreducible (i.e., irreducible complex) characters of G. They are known for many finite groups (cf., e.g., [5] ). Let K be a character-theoretic splitting field of G over K, for instance, K = K(ζ), ζ a primitive root of unity of order |G|. We consider each absolutely irreducible character χ as a character over K. There is a uniquely determined central idempotent of the group ring K [G] connected with χ, namely,
Moreover, there is exactly one K-irreducible character χ containing χ, which is obtained as follows (cf. [12] , p. 546): Let χ 1 = χ, χ 2 , . . . , χ c be the distinct K-conjugate characters of χ (so these characters form the set {σ • χ :
the natural number κ being the Schur index of χ. Whereas the computation of κ is, in general, not a trivial task, one easily finds the central idempotent
Then χ is a character with values in K (however, not a character defined over K unless κ = 1) and
This is the same as saying
For the time being, we write ψ = χ, in particular, ε ψ = ε χ . Consider
Since ε ψ is central, I ψ is a K [G] -module, namely, the cyclic module
In fact, I ψ is the isotypical component of ψ, i.e., the sum of all (necessarily simple) submodules of K [G/H] whose character is ψ. We obtain
with ψ running through all K-irreducible characters of G.
We shall show that the above data suffices to describe all isotypically closed K-admissible modules. To this end we consider the character of the
This character is induced on G by the trivial character 1 of the subgroup H and, consequently, denoted by 1 G H . We need the absolutely irreducible characters χ occurring in 1
where , means the usual scalar product of characters. It is fairly easy to check whether some χ belongs to X . In fact, by Frobenius reciprocity, (14) χ, 1
and so χ, 1 If χ is in X , all of its K-conjugate characters χ 1 = χ, . . . , χ c also belong to X . For this reason we go over to a reduced set X K , which contains exactly one member of each class of K-conjugate characters contained in X . Then
In this direct sum all summands are nonzero, i.e., they contain at least one
Then I Y is isotypically closed and
(this is the exact analogue of (11) and (12)). In this way we obtain all closed submodules of K [G/H] :
This bijection preserves the inclusion, i.e., Y ⊆ Z is equivalent to
In the sequel it will sometimes be advantageous to consider the comple-
On the other hand,
This means that one can test whether a given element α belongs to J Y by checking whether ε Y α = 0.
Next we look at the character of the module U (H ) for a subgroup H of G, H > H. Since U (H ) is the kernel of the surjection (8), its character must be 1
if, and only if, (14) , this criterion works well in practice. Put
Let χ be in X K . Then I χ ∩ U (H ) = 0 if, and only if, χ ∈ X K (H ). In other words, the module I X K (H ) is the smallest closed module that contains U (H ).
The name "generic" comes from the special case of an abelian group G (cf. Proposition 8). The importance of generic sets becomes clear from the next theorem; the meaning of "selections" will be discussed later. 
The character-theoretic equivalent of the decomposition (13) can be written (18) 1
Here ψ runs through all K-irreducible characters of G. Further, n ψ ≥ 1 if ψ = χ for some χ ∈ X K and n ψ = 0, otherwise. For the trivial character ψ = 1 we always have n ψ = 1. The following definition fits into the commonly used terminology: (18) take the values 0 or 1 only.
In other words, (G, H) is K-multiplicity-free if each of the nonzero isotypical components I ψ of K[G/H] is simple as a K[G]-module.
In this case all submodules V of K [G/H] are isotypically closed, so Theorem 2 gives a complete survey of all possible K-admissible modules. The following list of examples may convince the reader of the import of the multiplicity-free case. If no other specification is given, K may be an arbitrary field with char(K) = 0. Note that "K -multiplicity-free", holding for an extension field K of K, implies "K-multiplicity-free", but not conversely. Since faithful pairs are the most interesting ones (cf. Remark 1 on Definition 1), we eventually say some words about the faithfulness of the respective pair. Example 1. Let G be an abelian group. Then each possible pair (G, H) is K-multiplicity-free. This can be seen as follows: The set of absolutely irreducible characters of G is just the character group
Example 2. Let G be a solvable group and (G, H) primitive. Then G is K-multiplicity-free. This is an easy consequence of the fact that G has a transitive abelian subgroup (cf. [11] , Proposition 3). Example 4. Let G be the symmetric group S 6 and H < G a transitive subgroup. There are, up to permutation isomorphy, 13 faithful pairs (G, H) of this kind (only H = A 6 does not yield a faithful pair); of these, eight pairs are K-multiplicity-free (among them four primitive ones) but the remaining five not.
Example 5. Let G be the quaternion group of order 8 and H = 1. Then (G, H) is Q-multiplicity-free. This pair, however, is not K-multiplicity-free if there are elements a, b in K such that a
We continue the discussion of Theorem 2. This theorem provides a complete survey of all closed K-admissible submodules of K [G/H] in terms of generic subsets of X K . In general, the number of these subsets is close to 2
, so it is often very large. In this case working with all closed Kadmissible modules becomes an unmanageable task. Fortunately, however, not all of these modules are equally interesting. The notion of a selection Z has been introduced with special regard to this fact (cf. Definition 5):
By Theorem 2, the modules J Z which belong to selections Z are maximal among all closed K-admissible submodules of K [G/H] . For most purposes it suffices to control these maximal modules. Suppose, for instance, we would like to know whether some finite set
If we know that K [G] M is closed (as is the case whenever (G, H) is K-multiplicity-free), then there is a simple test: One looks for a selection Z of X K such that M ⊆ J Z ; by (16) , this is true if, and only if, (19) ε Z α = 0 holds for all α ∈ M . If such a selection exists, then M is K-admissible, otherwise it is not. Conversely, for any selection Z, the relevant generating element of the "large" module J Z is given by (15) , namely,
As a rule, it is easy to read ε Z from a character 
since this is, in view of Section 1, the canonical form of a K-admissible element (i.e., of a relation, cf. (6)). The actual computation of the coefficients b s , however, soon goes beyond human computing capacities-as in the following example, which is based on computer calculations.
Example 6. Let K = Q and G = PSL(2, 11), which we consider (in the most natural way) as a subgroup of S 12 (cf. [5] , p. 7). This simple group has a primitive permutation representation of degree 55, defined by the subgroup H = D 12 , a dihedral group of order 12. Moreover, let F = ASL(1, 11) be the affine subgroup of order 55 in G (i.e., the stabilizer of a point under the action of G on {1, . . . , 12}). The map
Qs.
The groups F = s 1 , s 2 and H = s 3 , s 4 are generated by permutations s 1 , . . . , s 4 ∈ S 12 , whose decompositions into disjoint cycles look as follows: The absolutely irreducible characters occurring in 1 G H can be found in [5] . We obtain X = {1, χ 1 , χ 1 , χ 2 , χ 3 , χ 3 }, where χ j , χ j , j ∈ {1, 3}, are pairs of Q-conjugate characters, and χ 1 (1) = 5, χ 2 (1) = 10, χ 3 (1) = 12. Thus,
is a possible choice. As (G, H) is primitive, H 1 = G is the only group > H; so it is minimal, of course, and
Hence there are exactly three selections of X Q (H 1 ), namely, Z = {χ j }, j = 1, 2, 3. For reasons of comfort we have multiplied the corresponding generator β Z of J Z , as defined in (20) , by the group order |G| = 660. In view of (21) we may write
where the coefficients b lk are the entries of the following 5 × 11-matrices: For The forementioned three relations exclude each other, i.e., they cannot occur with the same polynomial. This is due to the maximality of the closed modules they generate. We note, furthermore, that the pair (G, H) (19) . Here we are confronted, for the first time, with the phenomenon of "wildness", which will be discussed in Sections 5 and 6. On the other hand, the closed Q-admissible submodules In the above setting, Proposition 8 appears as a simple criterion for genericity. Our next aim is a description of the module J Y ⊆ K [G] (Y ⊆ X K not necessarily generic) that is sometimes more suitable than that of (16) . To this end we consider, once more, a character-theoretic splitting field K of G over K. We may assume that K is a finite abelian extension of K with Galois group Γ . Then the K-conjugates χ = χ 1 , . . . , χ c of a character χ ∈ X = G form an orbit under the canonical action of Γ , i.e.,
Fix an element α = s∈G a s s ∈ K [G] . Since G is abelian, the central idempotent ε χ ∈ K [G] applies to α in the following simple way:
where χ(α) has the usual meaning
Let χ = χ 1 + . . . + χ c be the K-irreducible character attached to χ and ε χ = ε χ 1 + . . . + ε χ c its central idempotent (observe that the Schur index κ equals 1 here). By (25),
Thus, ε χ α vanishes if, and only if, all values χ j (α) vanish. But (24) and (26) show that these values are K-conjugate elements of K. Hence we conclude that ε χ α = 0 if, and only if, χ(α) = 0. Accordingly, every set
Further, we observe that two K-conjugate characters χ, χ generate the same group of characters. This is due to the following fact: For each τ ∈ Γ there is an integer k, prime to the order ord(χ), such that
With this in mind, we are in a position to prove 
By Proposition 8 and (27), Z has the property required in the theorem. Conversely, suppose Z ⊆ G has this property. For each χ ∈ Z, X K contains a uniquely determined character χ that is K-conjugate to χ. Put Z = {χ : χ ∈ Z}. Because of χ = χ , Z and Z generate the same group of characters, namely, the group G. Moreover,
Next we apply Theorem 3 to the following problem: Several people have asked whether relations like (4), i.e., x 1 = x 2 + x 3 or x 1 = x 2 x 3 , are possible between the roots of an irreducible polynomial f as in the Introduction. In our terminology this problem reads as follows: Characterize those faithful pairs of groups (G, H) for which there exists a K-admissible element of the shape Here we obtain this result as an almost immediate consequence of our theorem (strictly speaking, [10] enounces the following proposition only for K = Q ; by Proposition 6, however, this statement remains true for an arbitrary field of characteristic 0). Only little is known, in general, about K-admissible elements (28). The following case has been studied in [7] : G is a product F H = {st : s ∈ F, t ∈ H}, where F is an abelian group, which thus acts transitively on G/H. For this reason (G, H) is K-multiplicity-free by the argument used in Example 2. The cited paper [7] gives a necessary condition for the K-admissibility of (28): The order |F | must be divisible by 6. According to Proposition 9, this condition is sufficient if H = 1, i.e., in the abelian case. We shall now prove the sufficiency of this condition in the following situation: F is a cyclic normal subgroup of G and F ∩ H = 1 (so G is a semidirect product). This result is an immediate consequence of the next proposition, which is of independent interest: It is a sort of "lifting theorem" for the Q[F ]-linear bijection
P r o o f. If α = 1 − s − t is K-admissible, there is a character χ ∈ G such that χ(α) = 0, so χ(s)+χ(t) = 1. Hence χ(s) and χ(t) are complex-conjugate roots of unity, χ(s) = ζ and χ(t) = ζ
Q[F ] → Q[G/H] : α = s∈F a s s → α = s∈F a s s.
Proposition 10. Let (G, H) be a faithful pair of the following kind :
There is a cyclic normal subgroup F of G such that G = F H and
H]). Then M is K-admissible for every field K of characteristic 0 (which contains Q, of course).
We give some explanations before we start the proof. The faithfulness condition excludes that G is abelian unless H = 1. Moreover, the groups G = F H in question can be classified completely: H acts on F by automorphisms and this action is faithful, too. So we may assume that H is a subgroup of the automorphism group of F . In other words, if F is isomorphic to Z/kZ, then H is a subgroup of the multiplicative group (Z/kZ) × , and G a subgroup of the usual semidirect product of these groups, which goes by the name of the "holomorph" of Z/kZ. For example, the dihedral group D 2k (with F = Z/kZ and H = {±1}, k ≥ 3) is of this type. Note that the assumption "F cyclic" cannot easily be dispensed with. A counterexample is G = A 4 , F = s, t being the (noncyclic) normal subgroup of order 4, and H a cyclic subgroup of order 3; here the Q-admissible element 1 + s ∈ Q[F ] produces the element 1+ s ∈ Q[G/H], which is not Q-admissible. Further, it seems necessary to assume that the coefficients of α ∈ M are rational numbers. Indeed, consider G = S 3 , F = A 3 = s , H of order 2, and K = Q(ζ), ζ a primitive third root of unity; then
On applying Proposition 10 to the situation of Proposition 9, we obtain
Corollary. Let G = F H be as in Proposition 10. Then K[G/H] contains a K-admissible element of the shape (28) if the order of the cyclic normal subgroup F is divisible by 6. (This condition is necessary by
Theorem 5 of [7] .) P r o o f (of Proposition 10). First some basic observations. Let F = s , ord(s) = k, and χ ∈ F be a character of F . Then χ is a group homomorphism F → ζ , ζ being a primitive kth root of unity. Because F is normal in G,
ut). Since F is cyclic, t * χ coincides with a character χ k t for an integer k t prime to k (observe that t −1 st has order k, so this element equals s k t for such a number k t ). On the other hand, ζ → ζ k t defines an element σ t of the Galois group Gal(Q(ζ)/Q), so we may write t * χ = σ t • χ. In particular, χ and t * χ are Q-conjugate characters.
By Proposition 6, it suffices to show that M is Q-admissible. Let X be, as usual, the set of absolutely irreducible characters χ of G satisfying χ , 1 G H = 0. Let X Q be the above-chosen system of representatives of X with respect to Q-conjugation. We start with a set Z of generators of F such that χ(α) = 0 for all χ ∈ Z and α in M . In part (a) we construct a subset Z of X Q ; in (b) we show that this set is generic; and (c) contains the proof of M ⊆ J Z .
(a) For a character χ in Z, let χ G F be the character induced by χ on G. Since F is a normal subgroup of G, (14)), so there is a uniquely determined absolutely irreducible character χ of G which occurs both in χ G F and 1 G H . Since χ is in X , there is a unique character χ ∈ X Q that is Q-conjugate to χ . We put (c) Consider, for a character χ ∈ Z, the central idempotent [G] .
Then (25) yields
for any element α ∈ M -this is due to χ(α) = 0, on the one hand, and the Q-conjugacy of the characters t * χ, on the other hand. Because χ occurs in χ G F , we get ε χ α = 0. But α has coefficients in Q, so this identity also holds for all Q-conjugate characters of χ (such as χ). Thus, ε Z α = 0 and, obviously, ε Z α = 0.
As a further application of Theorem 2, we compute the maximal dimension of a Q-admissible module in Q [G] for an abelian pair (G, 1) . Let Z denote a minimal subset of X = G that generates G. Since Q-conjugate characters generate the same group, Z does not contain any two different but Q-conjugate characters. Hence we may assume Z ⊆ X Q (Z is a selection of X Q , indeed). Let ϕ denote Euler's function. Then ϕ(ord(χ)) is the number of Q-conjugates of a character χ ∈ Z. Therefore,
ϕ(ord(χ)).
This fact and the isomorphy of G and G show that maximizing the Qdimension of a Q-admissible module is the same as computing the minimum of
when U runs through all minimal sets of generators of G. We need the following notations: For a natural number d and a prime p let d
the greatest power of p that divides d (which is 1 if p d). We put
We denote by C(d) a (multiplicative) cyclic group of order d.
Proposition 11. Let G be a finite abelian group whose elementary divisors are
We restrict ourselves to a sketch of the proof. Let U be a set of generators of G such that ϕ(U) is minimal . One may assume, without loss of generality, that the order of each s ∈ U is either p e or 2p e for a prime p. If not, the element s ∈ U can be replaced by two elements t, u for which t, u = s ,
ϕ(ord(t)) + ϕ(ord(u)) ≤ ϕ(ord(s)),
and whose orders are divisible by fewer primes than |{p : p | ord(s)}|. Because of this special shape of the elements of U , it is possible to reduce the proof to the case of a direct product
with p ≥ 3, 1 ≤ e 1 < . . . < e h , r 0 ≥ 0, and r j ≥ 1 for all j ≥ 1. Put U 2 = {s ∈ U : ord(s) = 2} and
For this purpose consider 
is necessary. On the other hand, one can choose U 2 and U p such that ϕ(U) equals the sum of the right sides of (31) and (32), so we have computed the desired minimum.
"Trivial" pairs.
We study a further class of K-multiplicity-free pairs (G, H) . Let H be a subgroup of G that contains H. Consider the element
attached to H and the module V (H ) = K [G] η H generated by this element. The canonical surjection of (8) 
In this way we obtain the decomposition 
It is well known that ψ is absolutely irreducible if, and only if, (G, H) is doubly transitive (cf. [12] , p. 597, Satz 20.2). In this case (G, H) is clearly K-trivial for an arbitrary field K with char(K) = 0. This was observed in [11] (for the additive case, to be precise) and by later authors (cf. [1] , Theorem 3, [7] , Theorem 1). Since there exists a complete classification of all doubly transitive pairs (cf., e.g., [3] ), they are not of interest here. In the remainder of this section we study faithful pairs (G, H) for which ψ is Q-irreducible but not absolutely irreducible. To our knowledge only the most obvious class of pairs (G, H) of this kind has been considered so far: pairs whose index [G : H] is a prime number p-so they belong to polynomials f ∈ Q[Z] of prime degree (cf. [14] , [11] , and [9] ). The assumptions " [G : H] = p" and "(G, H) not doubly transitive" imply that the group G is solvable. But then (G, H) is of a well known type: G is a proper subgroup of the affine group AGL (1, p) and H is the stabilizer of an element under the usual action of G on Z/pZ. We are going to generalize this class of Q-trivial pairs now.
To this end let q = p e be a prime power, e ≥ 1, and F q the finite field with q elements. For any a ∈ F Moreover, this action is regular , which means, first, that aX * χ = χ holds only if a = 1 and, second, that it is transitive (observe |T * | = |F |). Each χ ∈ T * is a (surjective) group homomorphism χ : T → ζ onto the multiplicative group generated by a primitive pth root of unity ζ. The Galois
In the remainder of the proof we identify σ ∈ Γ with k σ X ∈ F , so we consider Γ as a subgroup of F and, consistently, denote its action on T * by " * " instead of "•". It turns out that the decomposition of ψ = 1 
Clearly ψ is Q-irreducible if, and only if, all characters χ j are Q-conjugate.
The field Q(ζ) is a splitting field of each character χ j since all values of χ j lie in Q(ζ), on the one hand, and since (36) requires that the Schur index of χ j equals 1, on the other hand-for ψ is defined over Q. Moreover, the action of Let q = 2 p > 4 be a power of 2 such that l = q − 1 is a prime. This demands that p is a prime ≥ 3, so l is one of the Mersenne primes 7, 31, 127, 8191, . . . We consider the simple group G = PSL(2, q) as a permutation group on F q ∪ {∞} in the usual way. The group G contains a cyclic subgroup of (odd) order q + 1, whose normalizer in G is a dihedral group H = D 2(q+1) ; its index [G : H] The last two propositions can be extended to groups of automorphisms of G: For the group AGL(1, q) of Proposition 13, the (full) automorphism group consists of all semiaffine mappings
and G = T H as in Proposition 13. Then Λ normalizes the groups T and H (in the latter case this is due to the fact that the elements a ∈ F × q and λ(a) have the same order), hence it also normalizes G. We put Our final observations in this section result from
is K-multiplicity-free for every field K of characteristic 0. P r o o f. As in (10) we have
where the χ j 's are Q-conjugate, absolutely irreducible characters of G and the Schur index κ is a natural number. Since ψ(1) = κcχ 1 (1) is odd, the numbers c and χ 1 (1) are also odd. Consequently, χ 1 is a real-valued character of odd degree. Now a theorem of Brauer and Speiser ( [6] , p. 750) says that κ = 1.
In the case of the groups G = PSL(2, q), H = D 2(q+1) of Proposition 14, the index [G : H] is, in fact, even. This is not true for most pairs (G, H) of Proposition 13. Nevertheless, these pairs are K-multiplicity-free for any K, since G is solvable and (G, H) primitive (cf. Example 2).
Possibly the contemporary knowledge about permutation groups suffices for a complete classification of all Q-trivial pairs that are not doubly transitive. All primitive pairs (G, H) of odd index are known (cf., e.g., [15] ); so one could try to figure out the relevant ones from the (long and involved) list. On the other hand, if [G : H] is even, we know that (G, H) is K-multiplicity-free for any K. But this means that Theorem 30.2 of [20] , p. 92, can be applied: We find that, apart from the case |G| = 2, H = 1, the pair (G, H) is 3/2-fold transitive. Therefore, the classification of all primitive, 3/2-fold transitive permutation groups of even degree would be the basis for the same kind of search as in the odd case.
5. "Tame" and "wild" pairs. As above, let K be a field of characteristic 0 and (G, H) a pair of groups with H ⊆ G. The notions of "module" and "submodule" always refer to K [G] -modules. Furthermore, V ∼ = V means that the K [G] -modules V and V are isomorphic. In Section 2 we have seen (cf. the discussion concentrated around (19) ) that the complete list of all K-admissible submodules of K [G/H] is, in general, too complicated to be written down-even for K-multiplicity-free pairs. Consequently, we restrict ourselves to the following important type of K-admissible modules:
The notion of maximal K-admissibility leads to the following generalization of the class of K-multiplicity-free pairs:
contains only a finite number of submodules, so (G, H) is clearly K-tame. We conjecture that the converse ("K-tame" implies "K-multiplicity-free") is also true, which means that the class of K-tame pairs is not really larger than the class of K-multiplicity-free pairs. We cannot prove this, but our characterization of K-tame pairs (Theorem 4) comes close to the property of being K-multiplicity-free. For instance, it turns out that in the K-tame case the maximal K-admissible modules are just those of the shape J Z , where Z is a selection of the set of characters X K (cf. Proposition 20) . In view of Section 2 (context of (19)) we may say that K-tame pairs do not behave different from K-multiplicity-free pairs with respect to maximal K-admissible modules. In particular, the simple test of K-admissibility described there also works for K-tame pairs. The said characterization also yields some simple criteria for the K-wildness of a pair (e.g., Propositions 18, 19) .
A good case can be made out in favour of our forementioned conjecture. However, in order to avoid a lengthy (and, in the end, not conclusive) discussion, not all possible arguments are rendered here-we only draw the reader's attention to the corollaries to Proposition 17.
We adopt the notations of Section 2. Thus, X K denotes the reduced set of absolutely irreducible characters attached to (G, H) ; and for any χ ∈ X K , I χ = K [G] ε χ is the corresponding isotypical component of K [G/H] (cf. (11)). Recall that, for any subgroup H ⊆ G containing H, X K (H ) is the set of all χ ∈ X K which occur in U (H ), i.e., χ, 1 
However, the validity of (38) is not sufficient for tameness: Theorem 4. In the above setting, the following statements are equivalent:
m, is closed and all of its isotypical components
We postpone the proof of Theorem 4 and note some of its implications instead. Consider, first, the special case of a primitive pair (G, H) Next we need a simple but useful lemma. Here it seems appropriate to recall that S denotes the subgroup generated by the set S.
P r o o f. Assertion (a) is easy to check if one observes that U (H ) = K [G] s − 1 : s ∈ H (cf. (9)) and that U (H ) is the kernel of the canonical map :
The converse inclusion follows from
where s ∈ H and t ∈ H . This assertion can be extended to arbitrary elements of the shape
By the lemma, 
Corollary 1 supports our opinion that, in reality, the notions of "K-multiplicity-free" and "K-tame" are equivalent. One can also read this corollary in the following way: If (G, H) is K-tame but not K-multiplicity-free, then there is a group H > H such that (G, H ) is not K-multiplicity-free. As every tower of subgroups H < H < H < . . . ends with the group G, and (G, G) is K-multiplicity-free, we obtain another argument in favour of our opinion:
J Z -there are, however, only finitely many modules of this shape, so (G, H) is K-tame. In fact, since V is K-admissible, it does not contain any of the modules . . . , m (cf. (37) ). Thus we can select, for each j, a character χ ∈ X K (H j ) such that I χ is not contained in V . Since I χ is simple, this means I χ ∩ V = 0. In view of (11) Lemma 1) , which contradicts the minimality of the groups H 1 , . . . , H m . Suppose now that M is a submodule of J which is maximal with respect to the following properties:
Such a module M exists since M has these properties and J is finite-dimensional. We put
Because W i ⊆ I and M ⊆ J, these modules are all distinct. They are K-admissible. Indeed, for all j ≤ k we know V j ⊆ W i and hence
Finally, our modules U i are maximally K-admissible. Let the module U be strictly larger than some U i . Since W i is a maximal submodule of I, U either contains I or U ∩ J contains M as a proper submodule. In the first case U contains I ⊕ M = I ⊕ (U (H 1 ) ∩ J) and thus U (H 1 ). In the second case there is a j > k such that U (H j ) ⊆ U ∩ J (by the maximality property of M ) and hence U (H j ) ⊆ U . Consequently, U is not K-admissible. Altogether, we have constructed an infinite series U i of maximal K-admissible modules.
Proof of Lemma 2. The proof goes by induction on r ≥ 2. First let r = 2,
is a submodule of I, W The purpose of this section is a one-to-one parametrization of the said modules W under the additional assumption that the Schur index κ of V equals 1. In this way we obtain a description of all maximal K-admissible modules in the case of the wild pairs (D 2p , 1) , where D 2p means the dihedral group of order 2p, p a prime (our main example). Special attention will be paid to the cases p = 3, 5.
For the time being we simply assume that I = V r . Let ε ∈ K [G] denote the central idempotent belonging to V , so ε = ε χ for some absolutely irreducible character χ that occurs in the K-irreducible character χ of V . The field L = K(χ(s) : s ∈ G) plays an important role now. It is known that this field is isomorphic to the center C(K [G] ε) = C(K [G] )ε of the simple K-algebra K [G] ε (cf. [12] , p. 544, Hilfssatz 14.7, b)). In other words, if L = C(K [G] )ε is considered as a K-algebra with unit element ε, then there is an isomorphism
By means of (39), any L -vector space can be considered as an L-vector space, and conversely. In particular, the L -algebra K [G] is an L-algebra. For this reason we shall feel free to identify elements a ∈ L with their preimages λ
We assume that L (or L , respectively) is a splitting field of V , which is the same as κ = 1. Under this assumption each K [G] -linear endomorphism of V has the shape
conversely, since L lies in the center of K [G] , it is clear that mappings of this type are K [G] 
The following fundamental proposition is probably implicit in the literature but we do not know an appropriate quotation. So we include the proof here. 
In the following parts (a) and (b) of the proof we show
This yields, in particular, rank U = dim U L ; the other assertions will follow quickly.
(a) First we show (v j ) ∈ U L for each j. To this end we consider the 
(b) Since the vectors (v j ) are L-linearly independent, the r × q matrix A = (a ij ) has rank q. Thus, there is a q × r matrix B = (b ji ) such that BA is the q × q unit matrix. Now suppose that w is in U L ; this means, on the one hand,
on the other hand,
We show that there are elements 
Hence we assume that
where K [G] v i is a submodule of I isomorphic to the simple module V . Then Proposition 21 remains true word by word, provided that the elements v i have been chosen in a symmetry-adapted manner: This means that for all
If a is different from 0 ∈ L r , the set {w ∈ I L : [a, w] = 0} forms an (r −1)-dimensional subspace of I L , and all (r −1)-dimensional subspaces are obtained in this way. By Proposition 21, the corresponding K [G] -modules
run through all maximal (i.e., rank r − 1) submodules of I. This fact allows parametrizing the maximal submodules by the points of the projective space
Indeed, it is now easy to see that 
This It should be remarked that there is no closed maximal Q-admissible module.
The above examples suffer from one defect so far: It would be desirable to explicitly know the symmetry-adapted generators v 1 , . . . , v r of the isotypical component I ∼ = V r in question. This defect can be remedied if one has the simple module V at hand. Taking this for granted, we extend the isomorphism λ of (39) to a homomorphism of K-algebras
by mapping s ∈ G to sε. Thereby K [G] ε becomes a simple L-algebra (in fact, a subalgebra of L [G] ) and the K [G] This data suffices to compute the element π ∈ L [G] . We conclude this paper by returning to the relations (4) of the Introduction. So far, the possibility of these relations has been studied in some tame cases (cf. Corollary to Proposition 10). We look at our main examples of wild pairs now. In other words: Is there a Q-admissible element of the shape α = 1 − u − v, u = v ∈ G {1}, in the case (G, H) = (D 2p , 1)? By Theorem 5 of [7] , the answer can be affirmative only for p ∈ {3, 5}. As above, put ε = ε ψ . In the case p = 5 one can check that the Q[G]-module Q [G] εα always has Q-dimension 8, so Q [G] α contains I = I ψ = U (H p+1 ). Accordingly, the answer is negative. In the case p = 3 the group D 6 = s, t is the symmetric group S 3 . We collect the relevant data in the sense of our above results: L = Q and I = I ψ has the symmetry-adapted generators −1) , respectively. Therefore, each of these three elements α is Q-admissible.
The above pairs (D 2p , 1), p = 3, 5, belong to the simplest examples covered by the cited theorem of [7] . The result in either case sheds some light on the question to which extent this theorem describes the reality.
