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Kurzfassung
Bei der modularen Modellbildung dynamischer Systeme entsteht direkt und intuitiv eine differen-
tial-algebraische Beschreibungsform. In der regelungstechnischen Literatur wird diese meist als
Deskriptorsystem bezeichnet. Die Interpretation eines nichtlinearen Deskriptorsystems als spe-
zielles Verkopplungsproblem bildet die Grundlage für die in der vorliegenden Arbeit hergelei-
teten Methoden. Dafür wird der aus der Zustandsraummethodik bekannte Verkopplungsentwurf
genutzt, um für ein Deskriptorsystem ein verkoppeltes Zustandssystem zu berechnen. Dieses ver-
koppelte Zustandssystem existiert für alle regulären Deskriptorsysteme, insbesondere auch für
solche mit differenzierendem Verhalten, und ist geeignet, die Lösung des Deskriptorsystems zu
reproduzieren. Die verkoppelte Zustandsraumdarstellung stellt außerdem die Basis sowohl für
Regler- als auch Beobachterentwürfe dar, wobei die besondere Herausforderung darin besteht, die
Regler und Beobachter auf das Deskriptorsystem zu übertragen und vor allem immer ein geregel-
tes Deskriptorsystem zu erzeugen, welches regulär ist.
Auf diesem Weg lassen sich für Zustandssysteme bekannte Methoden auf nichtlineare Deskrip-
torsysteme überführen. Unter der Angabe neuer notwendiger und hinreichender Bedingungen
können Deskriptorsysteme sowohl statisch als auch dynamisch entkoppelt werden, unabhängig
davon, ob sie differenzierendes Verhalten besitzen. Die Untersuchung der Entkopplungsregelung
führt darüber hinaus auf neue invariante Kennzahlen für Deskriptorsysteme, den maximalen Dif-
ferenzordnungen. Daneben wird die Nulldynamik eines Deskriptorsystems allgemein definiert,
wodurch Aussagen über eine stabile Entkopplung möglich sind. Die exakte Deskriptorlinearisie-
rung überführt ein Deskriptorsystem durch Deskriptorrückführung und Koordinatentransformati-
on in ein lineares Deskriptorsystem. Für die Berechnungen sind im Allgemeinen partielle Diffe-
rentialgleichungen zu lösen. Die in einem Sonderfall mögliche analytische Lösung kann dagegen
direkt angegeben werden. Mit einem zeitvarianten Verkopplungsregler gelingt es außerdem, einen
Riccatiregler für lineare, zeitvariante Deskriptorsysteme zu entwerfen.
Neben dem Reglerentwurf für Deskriptorsysteme ist das verkoppelte Zustandssystem auch für die
Definition und Überprüfung der Beobachtbarkeit geeignet. Der Beobachterentwurf für ein De-
skriptorsystem führt im Allgemeinen auf ein dynamisches System, welches wieder ein Deskrip-
torsystem ist. Existiert ein Beobachter in Zustandsdarstellung, so wird das Deskriptorsystem als
kausal beobachtbar bezeichnet. Für die kausale Beobachtbarkeit werden nicht nur neue notwendi-
ge und hinreichende Bedingungen hergeleitet, sondern auch ein Methode, die den Entwurf immer
in einen Zustandsbeobachterentwurf für ein beobachtbares Zustandssystem überführt.
Alle neuen Methoden werden außerdem auf lineare Deskriptorsysteme angewandt. Gerade die
dort mögliche Transformation in den Laplacebereich ermöglicht ein einfacheres Verständnis der
Ergebnisse. Die praktische Anwendbarkeit der theoretischen Methoden zeigen die Beispielsyste-
me am Ende der Arbeit. Die neuen Verfahren werden sowohl an Simulationsbeispielen als auch
an einem realen Versuchsstand implementiert und validiert.
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11 Einführung
1.1 Einleitung
In weiten Teilen der Regelungstechnik ist eine exakte mathematische Beschreibung von dyna-
mischen Systemen eine wesentliche Voraussetzung für die Systemanalyse und den Entwurf von
Regelungen. Die Modellbildung übersetzt dafür reale physikalische Vorgänge in die abstrakte
Sprache der Mathematik, was in der Regel auf gewöhnliche oder partielle Differentialgleichun-
gen führt. Die Beschreibung von expliziten gewöhnlichen Differentialgleichungen ist immer mit
einem Zustandssystem, einem Differentialgleichungssystem erster Ordnung, möglich, das in der
Regelungstechnik seit vielen Jahren eine der wichtigsten Systemklassen darstellt. Die Aufgabe der
regelungstechnischen Modellbildung ist somit üblicherweise, für einen real existierenden Prozess
ein Modell in Form eines Zustandssystems zu erzeugen.
Die Modellbildung einfacher dynamischer Vorgänge ist häufig unproblematisch. Für große und
komplexe Systeme ist es dagegen sehr aufwendig oder kaum möglich, unmittelbar ein Zustands-
system zu bestimmen. Vielmehr muss das Gesamtsystem in kleinere Teilsysteme zerlegt werden,
die für sich genommen modelliert werden. Um zum gewünschten Gesamtsystem zu gelangen,
müssen die Teilsysteme miteinander verknüpft werden. Da die Kopplung im Allgemeinen nicht
über Differentialgleichungen, sondern über rein algebraische Beziehung erfolgt, ergibt sich kein
Zustandssystem; es entsteht ein differential-algebraisches System. Dieses besteht sowohl aus Dif-
ferentialgleichungen als auch aus algebraischen Gleichungen und ist in der Regelungstechnik als
Deskriptorsystem bekannt. Da sich die regelungstechnische Literatur stärker auf Zustandssysteme
als auf Deskriptorsysteme konzentriert, stehen heute deutlich mehr Methoden für Zustandssyste-
me zur Verfügung.
Vor allem Aspekte der Lösbarkeit erschweren die Behandlung von Deskriptorsystemen. Unter
wenig einschränkenden Annahmen besitzen Zustandssysteme immer eine eindeutige Lösung. Für
Deskriptorsysteme gilt dies nicht; die Lösbarkeit ist nur unter restriktiveren Bedingungen gegeben.
Und selbst wenn diese Bedingungen erfüllt sind, bleibt die numerische Berechnung der Lösung
eines Deskriptorsystems sehr aufwendig. Darüber hinaus können Deskriptorsysteme differenzie-
rendes Verhalten beschreiben, was mit Zustandssystemen nicht möglich ist. Sie stellen daher eine
allgemeinere Systemklasse dar, wobei die Klasse der Zustandssysteme komplett in den Deskrip-
torsystemen enthalten ist, sodass eine neue Methodik für Deskriptorsysteme automatisch auf Zu-
standssysteme anwendbar ist. Da Entwurfsmethoden auf eine allgemeinere Systemklasse erweitert
werden können, ist die Behandlung von Deskriptorsystemen auch aus mathematisch theoretischer
Sichtweise interessant.
Die Übertragung von Methoden für lineare Zustandssysteme auf lineare Deskriptorsysteme ist in
einigen Fällen mit überschaubarem Aufwand möglich, da sich die Systembeschreibungen im Fre-
quenzbereich kaum unterscheiden. Die Übertragung gelingt bei nichtlinearen Deskriptorsystemen
meist nicht ohne Weiteres. In der Regel wird das Deskriptorsystem in eine Zustandsraumdar-
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stellung überführt, auf die bekannte Methoden angewandt werden können. Dies ist auch in der
vorliegenden Arbeit der Fall; jedoch unterscheiden sich die Überführung und die Wahl der Zu-
standsraumdarstellung von bekannten Vorgehensweisen.
Die neuen Verfahren, die im Verlauf der Arbeit hergeleitet werden, basieren auf der Verkopp-
lungsregelung. Dabei handelt es sich ursprünglich um einen Reglerentwurf für Zustandssysteme,
bei dem die Zustandsvariablen asymptotisch eine algebraische Beziehung erfüllen. Für bestimm-
te Anfangswerte, die diese algebraische Gleichung erfüllen, stellt der Entwurf sicher, dass die
algebraische Gleichung nicht mehr verletzt werden kann. Obwohl die Zustandsvariablen formal
weiterhin unabhängig sind, sind sie daher für bestimmte Anfangswerte algebraisch verknüpft. Da
ein Deskriptorsystem genau durch diese Kopplung gekennzeichnet ist, lässt sich ein verkoppeltes
Zustandssystem als Deskriptorsystem interpretieren. Die Umkehrung dieser Argumentation führt
auf die Grundidee der vorliegenden Arbeit: für ein gegebenes Deskriptorsystem wird ein verkop-
peltes Zustandssystem entworfen, für welches bekannte Methoden existieren. Über die Verkopp-
lung finden die Methoden anschließend beim Deskriptorsystem Anwendung. Die Tatsache, dass
sogar für Deskriptorsysteme mit differenzierendem Verhalten die Herleitung geeigneter verkop-
pelter Zustandsraumdarstellungen möglich ist, macht die neue Methodik in einigen Bereichen
leistungsfähiger als bekannte Resultate.
1.2 Literaturübersicht
Bereits 1974 stellt Rosenbrock [113] die Beschreibung eines linearen Deskriptorsystems vor, ob-
wohl erst 1977 Luenberger [77] den Begriff Deskriptorsystem prägt. Nur zwei Jahre später führt
ebenfalls Luenberger [79] nichtlineare Deskriptorsysteme in die regelungstechnische Literatur
ein. Seitdem entstand eine Vielzahl von Arbeiten sowohl über lineare als auch nichtlineare De-
skriptorsysteme, wobei Aplevich [3], Dai [19] sowie Lewis [71] eine gute Übersicht für lineare
Deskriptorsysteme bieten und Duan [25], Kumar und Daoutidis [61], Kunkel und Mehrmann [64]
sowie Yang u. a. [139] einzelne Aspekte nichtlinearer Deskriptorsysteme beleuchten. Motiviert
ist die Verwendung von Deskriptorsystemen hauptsächlich durch die vereinfachte Modellbildung
mit der sich Müller [92, 93] intensiv beschäftigt. Gerade bei nichtlinearen Deskriptorsystemen
erweisen sich einige spezielle Darstellungsformen als günstig. Eine der Darstellungen, die semi-
explizite Form ([37]), stellt die Basis für weitere Untersuchungen in dieser Arbeit dar. Ein Deskrip-
torsystem in semi-expliziter Form besteht aus einem Differentialgleichungssystem erster Ordnung
und weiteren algebraischen Gleichungen. Viele Arbeiten setzen semi-explizite Deskriptorsysteme
vom Index 1 voraus (siehe z. B. [5, 17, 34, 51, 54, 72, 121, 126, 128–130, 133, 138, 140]). Der
Index eines Deskriptorsystems ist eine wichtige Systemgröße, wobei die Modellierung vieler rea-
ler Systeme auf ein Deskriptorsystem mit einem Index größer 1 führt. In der vorliegenden Arbeit
spielt der Index des Deskriptorsystems keine Rolle, er darf beliebige Werte kleiner unendlich an-
nehmen. Eine detaillierte Diskussion über den Index eines Deskriptorsystems geben Campbell
und Gear [15].
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Um versteckte Restriktionen eines allgemeinen Deskriptorsystems zu bestimmen, müssen die ge-
samten Systemgleichungen nach der Zeit abgeleitet werden ([16]). Bei Deskriptorsystemen in der
semi-expliziten Form reicht das zeitliche Ableiten der algebraischen Gleichungen aus, um weitere
Restriktionen zu berechnen. Alle Lösungen des Deskriptorsystems erfüllen auch diese versteck-
ten Restriktionen. Bei einem eindeutig lösbaren Deskriptorsystem müssen die Restriktionen nach
einer endlichen Anzahl von Ableitungen die algebraischen Variablen eindeutig festlegen. In der
vorliegenden Arbeit wird gezeigt, wie sich aus diesen Überlegungen eine Verbindung zu Verkopp-
lungsregelungen ziehen lässt.
In der Anwendung für eine spezielle Fahrzeugregelung betrachtet Jochheim [52] Verkopplungsre-
gelungen, die Konigorski [57] systematisch auf Basis der Vollständigen Modalen Synthese (siehe
Roppenecker [111]) für lineare Zustandssysteme verallgemeinert. Deutscher [23] erweitert diese
Methode schließlich sogar auf lineare, verteilt-parametrische Zustandssysteme. Die Lösungen ei-
nes verkoppelten Systems erfüllen asymptotisch eine algebraische Gleichung. Lösungen, die für
alle Zeiten die Gleichung erfüllen, liegen in einem geregelt invarianten Unterraum des Zustands-
raumes. Diese Interpretation entspricht bei nichtlinearen Zustandssystemen der größten, geregelt
invarianten, ausgangsnullenden Untermannigfaltigkeit, die Nijmeijer und van der Schaft [99] be-
rechnen. Im Gegensatz zum Unterraum, der mittels linearer Verkopplungsregelung erzeugt wird,
ist diese Untermannigfaltigkeit im Allgemeinen nicht attraktiv für das geregelte System. Wie auch
die Untermannigfaltigkeit für nichtlineare Systeme attraktiv gewählt werden kann, zeigt der Autor
in [67] bei der Verallgemeinerung der Verkopplungsregelung auf nichtlineare Zustandssysteme.
Verkopplungsregelungen für den Entwurf linearer Deskriptorsysteme werden erstmals von Koni-
gorski [58] vorgestellt. Darauf aufbauend übertragen Manderla und Konigorski [82] die Vollstän-
dige Modale Synthese auf lineare Deskriptorsysteme und überführen den Verkopplungsansatz in
Manderla u. a. [85] auf nichtlineare Deskriptorsysteme. Die Verkopplung ermöglicht außerdem
eine einfache numerische Simulation von Deskriptorsystemen, die kein differenzierendes Verhal-
ten besitzen ([70, 85]). Darüber hinaus nutzt Manderla [81] den Verkopplungsgedanken in seiner
Dissertation für den Entwurf eines Riccatireglers sowie eines Beobachters für lineare Deskrip-
torsysteme. Da sich die Interpretation eines Deskriptorsystems als Verkopplungsproblem als sehr
fruchtbar erwiesen hat, stellt sie auch die Grundlage für weitergehende Untersuchungen in der
vorliegenden Arbeit dar.
Der Entwurf von Entkopplungsreglern gehört für lineare und nichtlineare Mehrgrößensysteme zu
den am häufigsten verwendeten Verfahren, weshalb die Entkopplungsregelung ein großes Inter-
esse in der regelungstechnischen Literatur hervorgerufen hat. Beginnend mit Falb und Wolovich
[27] sind viele Arbeiten über die Entkopplung von zuerst linearen und später nichtlinearen Zu-
standssystemen entstanden. Seit dem Erscheinen von Nijmeijer und van der Schaft [99] gehört die
nichtlineare Entkopplungsregelung zu den Standardverfahren der nichtlinearen Zustandsregelung,
wohingegen die Entkopplung von Deskriptorsystemen erheblich weniger Aufmerksamkeit erhält.
Minamide u. a. [87] sowie Paraskevopoulos und Koumboulis [101, 102] untersuchen die Entkopp-
lung linearer Deskriptorsysteme. Da die verwendeten Methoden die Laplace-Transformation be-
nötigen, sind sie nicht für die Übertragung auf nichtlineare Systeme geeignet. Die Berechnung
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von Entkopplungsregelungen für nichtlineare Deskriptorsysteme setzt häufig restriktive Annah-
men voraus. So beschäftigen sich unter anderem Wang und Li [129] lediglich mit Deskriptorsyste-
men vom Index 1. Diese Voraussetzung ist für eine große Anzahl praxisrelevanter Systeme nicht
erfüllt. In vielen weiteren Arbeiten wird angenommen, dass die Jacobi-Matrix der algebraischen
Gleichung bezüglich der algebraischen Variable und dem Eingang maximalen Rang besitzt (siehe
z. B. Xiaoping und Celikovsky [136], Wang u. a. [132], Zhang [140]). Diese Bedingung entspricht
bei linearen Deskriptorsystemen der Impulssteuerbarkeit und ist ebenfalls sehr restriktiv. Neben
der Entkoppelbarkeit definieren Wang u. a. [132] außerdem die Differenzordnung nichtlinearer
Deskriptorsysteme für dieselbe begrenzte Systemklasse.
Auf derartige Einschränkungen verzichten Schlacher u. a. [115], die das Deskriptorsystem in eine
Pfaff’sche Darstellung überführen. Prinzipiell können die betrachteten Systeme dort sogar impro-
per sein, das bedeutet, sie besitzen differenzierendes Verhalten. Der Entwurf des Entkopplungs-
reglers führt in diesem Fall zu einer dynamischen Erweiterung mit Integratoren, sodass dann kein
statisches Regelgesetz berechnet werden kann. Mathematisch weniger anspruchsvoll ist das Ent-
kopplungsverfahren, das Müller [97] vorstellt. Es ist nur für Deskriptorsysteme ohne differenzie-
rendes Verhalten geeignet und führt nicht immer auf ein reguläres geregeltes Deskriptorsystem.
Problematisch ist vor allem, dass bei diesem Verfahren sogar bei properen Deskriptorsystemen
Eingangsableitungen den Entwurf erschweren.
Kumar und Daoutidis [59, 60] erzeugen eine Zustandsraumdarstellung für die Berechnung des
Entkopplungsreglers und verfolgen damit einen ähnlichen Ansatz wie die vorliegende Arbeit. Die
in [59] getroffene Einschränkung auf propere Deskriptorsysteme wird in [60] gelockert, wobei
dynamische Rückführungen bei improperen Deskriptorsystemen auftreten. Beide Verfahren sind
nicht in der Lage, die in dieser Arbeit beschriebenen, nicht proper entkoppelbaren Deskriptorsyste-
me zu entkoppeln. Dies gelingt mit der neuen Methode, da weder die Properheit des ungeregelten
noch die Properheit des geregelten Deskriptorsystems gefordert werden. Darüber hinaus werden
Deskriptorsysteme mit differenzierendem Verhalten ebenfalls mit einer statischen Rückführung
entkoppelt.
Einen anderen Weg beschreiben Pereira da Silva u. a. [103], die nicht a priori zwischen Ein-
gängen und algebraischen Variablen unterscheiden, wodurch kein improperes Verhalten auftreten
kann. Unter diesen Annahmen lösen Pereira da Silva u. a. das dynamische Entkopplungsproblem,
wobei das Vorgehen mathematisch anspruchsvoll ist. Wie in der vorliegenden Arbeit gezeigt wird,
lässt sich die dynamische Entkopplung auch sehr elegant mithilfe der verkoppelten Zustandsraum-
darstellung erzielen.
Grundsätzlich ist nur durch die Entkoppelbarkeit noch keine Stabilität im entkoppelten Deskrip-
torsystem sichergestellt, wie dies schon von Zustandssystemen bekannt ist. Für die Vorgabe der
Ein-/Ausgangsdynamik bietet sich in der Regel die exakte Ein-/Ausgangslinearisierung an. Nicht
nur Wang und Chen [128], sondern auch Jiandong und Zhaolin [51] setzen streng propere Deskrip-
torsysteme mit Index 1 voraus, was wieder sehr restriktiv ist. Gerade die exakte Ein-/Ausgangs-
linearisierung benötigt diese Annahmen nicht. Die Stabilität eines entkoppelten Zustandssystem
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hängt darüber hinaus von der übrigen Dynamik ab; so ist es für die stabile Entkoppelbarkeit eines
Zustandssystems hinreichend, wenn dessen Nulldynamik stabil ist ([50]).
Die Nulldynamik entspricht den unsteuerbaren Bewegungen, die ein Zustandssystem noch aus-
führen kann, wenn der Ausgang für alle Zeiten gleich null ist. Eine Lösung der Nulldynamik kann
nicht mehr auf der gesamten Zustandsmannigfaltigkeit liegen, sondern lediglich auf einer Unter-
mannigfaltigkeit. In der Literatur findet die Nulldynamik von nichtlinearen Deskriptorsystemen
bisher wenig Aufmerksamkeit. So beschäftigen sich Berger u. a. [8] lediglich mit der Nulldyna-
mik linearer Deskriptorsysteme. Sowohl Zhang [140] als auch Wang u. a. [133] betrachten zwar
affine nichtlineare Deskriptorsysteme, sie fordern jedoch, dass das System den Index 1 besitzt.
Die Definition der Nulldynamik von Wang u. a. [131, 132] setzt wieder voraus, dass die Jacobi-
Matrix der algebraischen Gleichung bezüglich der algebraischen Variable und dem Eingang ma-
ximalen Rang besitzt. Für die stabile Entkoppelbarkeit allgemeiner Deskriptorsysteme bieten die
bisherigen Publikationen zur Nulldynamik daher noch keine Resultate. Die vorliegende Arbeit
setzt nur die Regularität des Deskriptorsystems voraus, um nicht nur eine allgemeingültige Defi-
nition der Nulldynamik angeben zu können, sondern auch ein hinreichendes Kriterium für stabile
Entkoppelbarkeit.
Bei der exakten Zustandslinearisierung bedarf die Stabilität des geregelten Zustandssystems kei-
ner weiteren Untersuchung, da eine Rückführung und eine Koordinatentransformation berechnet
werden, sodass das geregelte System entkoppelt, linear sowie steuerbar ist ([50]). Folglich kann
das geregelte System immer stabilisiert werden. Die exakte Deskriptorlinearisierung stellt das
Pendant in der Anwendung auf Deskriptorsysteme dar. Jiandong und Zhaolin [51] betrachten die-
ses Problem für nichtlineare, streng propere Deskriptorsysteme mit Index 1 und geben für diese
Systemklasse eine entsprechende Koordinatentransformation an. Kaprielian u. a. [54] benötigen
dieselben Voraussetzungen, leiten aber keine Koordinatentransformation her. Einen anderen An-
satz stellt Xiaoping [135] vor, der für die Linearisierung ausschließlich eine Koordinatentransfor-
mation und keine Rückführung verwendet. Das Linearisierungsverfahren von Kawaji und Taha
[55] geht deutlich weiter. Ihre hinreichenden Bedingungen führen auf einen Satz partieller Dif-
ferentialgleichungen, die gelöst werden müssen. Allerdings erfolgt die Einschränkung auf De-
skriptorsysteme mit nur einer Eingangsgröße. Die exakte Deskriptorlinearisierung auf Basis der
verkoppelten Darstellung führt im Allgemeinen zwar auch auf partielle Differentialgleichungen,
trotzdem gelingt der Entwurf für eine Klasse von Deskriptorsystemen, die sogar impropere Mehr-
größensysteme einschließt.
Campbell [13] betrachtet die Linearisierung eines nichtlinearen Deskriptorsystems entlang einer
Trajektorie, wobei ein lineares, zeitvariantes Deskriptorsystem entsteht. Bei linearen, zeitvarian-
ten Zustandssystemen bietet sich vor allem der Entwurf eines Riccatioptimalreglers an, da für die
Vorgabe der Dynamik bei zeitvarianten Systemen keine Eigenwerte verwendet werden können.
Darüber hinaus ist die berechnete Rückführung sehr robust und stellt kaum Anforderungen an das
zu regelnde System ([80]). Der Entwurf von Optimalregelungen für zeitinvariante Deskriptorsys-
teme wird seit vielen Jahren untersucht. So leitet bereits Cobb [18] 1983 eine Lösung auf Basis
einer klassischen Riccatidifferentialgleichung her, die unter anderem die Impulssteuerbarkeit des
Deskriptorsystems fordert. Dieselbe Voraussetzung benötigen später Takaba [124] sowie Fridman
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[33]. Bei anderen Entwürfen entsteht eine Riccatidifferentialgleichung, die selbst in Deskriptor-
form vorliegt (siehe z. B. Kunkel und Mehrmann [62], Kurina und März [66]). Die numerische
Lösung dieser Riccatigleichung ist deshalb nicht mehr mit expliziten Standardintegrationsverfah-
ren möglich.
Optimalregler für propere und impropere Deskriptorsysteme betrachtet Müller [91, 94, 95]. Im
Fall von improperen Deskriptorsystemen wird durch die Vorschaltung zusätzlicher Integratoren
ein properes Deskriptorsystem erzeugt. Diese Integratoren müssen in den Regler integriert wer-
den, wodurch keine statische Rückführung, wie bei Zustandssystemen, entworfen wird. Im Ge-
gensatz dazu stellt Manderla [81] einen Riccati-Entwurf für zeitinvariante Deskriptorsysteme vor,
die differenzierendes Verhalten besitzen dürfen. Der benötigte Verkopplungsregler wird in dieser
Arbeit so erweitert, dass er für zeitvariante Deskriptorsysteme Anwendung finden kann, ohne dass
zusätzliche Voraussetzungen an das Deskriptorsystem gestellt werden.
Die Entkopplungsregelung, die exakte Deskriptorlinearisierung und auch der Riccatiregler führen
den gesamten Deskriptor zurück; sie sind Entwurfsverfahren für vollständige Deskriptorrückfüh-
rungen. Im Allgemeinen ist der Deskriptor jedoch nicht komplett messbar, sodass auf Beobach-
ter zurückgegriffen werden muss. Entsteht beim Beobachterentwurf für ein Zustandssystem un-
mittelbar ein Beobachter in Zustandsraumform, so ergibt sich zum Beispiel beim Entwurf eines
Deskriptorbeobachters von Campbell u. a. [14] ein Beobachter in Deskriptorform. Aufgrund des
Aufwands bei der numerischen Simulation ist es wünschenswert, Deskriptorbeobachter in Zu-
standsform zu entwerfen, sogenannte kausale Beobachter. Für lineare, impulsbeobachtbare De-
skriptorsysteme stellen unter anderem Fahmy und O’Reilly [26] sowie Darouach und Boutayeb
[22] einen entsprechenden Entwurf vor. Weniger restriktiv sind die hinreichenden Bedingungen
von Müller und Hou [96] bzw. Hou und Müller [44], die die Detektierbarkeit des Deskriptorsys-
tems zusammen mit einer weiteren Rangbedingung fordern. Ailon [1] zeigt erstmals, dass es für
den Entwurf eines kausalen Beobachters notwendig und hinreichend ist, wenn das lineare Deskrip-
torsystem detektierbar und das schnelle, steuerbare Teilsystem beobachtbar ist. Für den Entwurf
ist die aufwendige Überführung des Deskriptorsystems in die Weierstrass-Kronecker-Form not-
wendig. Später geben Hou und Müller [45, 46] notwendige und hinreichende Bedingungen an,
die ohne die Berechnung der Weierstrass-Kronecker-Form auskommen. Unter denselben Voraus-
setzungen überführen Manderla [81], Manderla und Konigorski [83] bzw. Manderla u. a. [84]
einen linearen Beobachter in Deskriptorform in einen äquivalenten Beobachter in Zustandsform.
Boutayeb und Darouach [9] nutzen die lineare Entwurfsmethodik, um den Beobachterentwurf auf
das um eine Ruhelage linearisierte Deskriptorsystem zu übertragen, wobei sie dessen Impulsbeob-
achtbarkeit fordern. Aliyu und Boukas [2] verlangen ein impulsfreies, linearisiertes Deskriptorsys-
tem. Für eine Verallgemeinerung behandeln viele Arbeiten nichtlineare Deskriptorsysteme, die in
einer Umgebung einem linearen Deskriptorsystem entsprechen, zu dessen Systemgleichung eine
Nichtlinearität addiert wird (siehe [20, 21], [35], [53], [56], [75], [105], [119, 120], [137], [139]).
Erfüllt die Nichtlinearität eine lokale Lipschitz-Bedingung, so kann sie geeignet kompensiert wer-
den und der Beobachterentwurf erfolgt mit linearen Methoden. Neben der Einschränkung, dass oft
die Impulsbeobachtbarkeit des linearen Teilsystems oder sogar die Beobachtbarkeit des schnellen
Teilsystems gefordert wird, bildet diese Systemklasse nicht alle nichtlinearen Deskriptorsysteme
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ab. Frisk und Åslund [34] bzw. Åslund und Frisk [5] benötigen diese strukturelle Einschränkung
der Systemklasse nicht, da sie Beobachter nur für Deskriptorsysteme vom Index 1 entwerfen. Mit
der Beobachtbarkeit impliziter Deskriptorsysteme beschäftigen sich Terrell [125] sowie Gerdin
[39], der darüber hinaus den Einfluss unbekannter Parameter betrachtet. Ein konkreter Beobach-
terentwurf erfolgt in beiden Arbeiten jedoch nicht. Im Gegensatz dazu übertragen Zimmer und
Meier [142] den Beobachterentwurf eines Deskriptorsystems auf einen Zustandsbeobachterent-
wurf, wobei das Deskriptorsystem keine Eingänge besitzt. Schwierigkeiten mit differenzierendem
Verhalten werden so komplett umgangen. Deskriptorsysteme, die eine Klasse mechanischer Syste-
me beschreiben, betrachten Hou und Müller [47]. Sie erzeugen direkt einen kausalen Beobachter.
Die verkoppelte Zustandsraumdarstellung ist wiederum geeignet, den nichtlinearen Zustandsbe-
obachterentwurf geradlinig auf Deskriptorsysteme zu übertragen. Ohne weiteren Aufwand ergibt
sich immer ein kausaler Beobachter, wobei die dafür benötigten neuen notwendigen und hinrei-
chenden Bedingungen in der Anwendung auf lineare Deskriptorsysteme den notwendigen und
hinreichenden von Ailon [1] entsprechen. Auf die teilweise sehr einschränkenden Annahmen, die
in der Literatur zu finden sind, kann mit dem neuen Ansatz verzichtet werden.
Im Gegensatz zu zahlreichen Veröffentlichungen findet in der vorliegenden Arbeit keine grund-
sätzliche Einschränkung der betrachteten Systemklasse statt. Die vorgestellten Methoden eignen
sich ausdrücklich für die Anwendung an improperen Deskriptorsystemen, ohne dass weitere Ei-
genschaften, wie zum Beispiel Impulssteuerbarkeit, gefordert werden. Dass das geregelte System
differenzierendes Verhalten besitzen darf, ermöglicht ganz neue Entwürfe, wobei die Regularität
des geregelten Deskriptorsystems stets sichergestellt ist.
1.3 Struktur der Arbeit
Neben den notwendigen Systemdarstellungen führt Kapitel 2 wichtige Eigenschaften bezüglich
der Lösbarkeit von Deskriptorsystemen ein. Diese werden in Kapitel 3 für eine neue Sicht auf
die semi-explizite Deskriptordarstellung genutzt: die Interpretation als Verkopplungsproblem. Die
Lösung dieses Problems erfolgt durch zwei Algorithmen, die beide eine verkoppelte Zustands-
raumdarstellung erzeugen. Neben einer ausführlichen Diskussion der Darstellungen erfolgt die
Herleitung notwendiger und hinreichender Bedingungen für den Erfolg der Berechnungen. Die
Algorithmen unterscheiden sich darin, wie mit improperem Verhalten umgegangen wird. Beim
ersten Algorithmus bleibt die Struktur des Ein-/Ausgangsverhaltens erhalten, der zweite erzeugt
eine verkoppelte Darstellung mit geringerer Ordnung. Eine praktische Anwendung liefert die Ver-
wendung der erzeugten Systemdarstellung als Simulationsmodell; sie ermöglicht die numerische
Lösungsberechnung mit Standardintegrationsverfahren. Die verkoppelte Darstellung vereinfacht
darüber hinaus die Stabilitätsanalyse nichtlinearer Deskriptorsysteme.
Kapitel 4 beschäftigt sich sowohl mit der Entkopplung von Deskriptorsystemen, als auch der exak-
ten Linearisierung sowie der Nulldynamik. Die Lösung des dynamischen und statischen Entkopp-
lungsproblems erfolgt unter der Angabe notwendiger und hinreichender Bedingungen, wobei neue
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invariante Kenngrößen, die maximalen Differenzordnungen, eingeführt werden. Aus der Entkopp-
lung lässt sich der Entwurf einer speziellen modellgestützten Vorsteuerung ableiten, die nicht nur
für Deskriptor-, sondern auch für Zustandssysteme genutzt werden kann. Die Nulldynamik, die
allgemein für Deskriptorsysteme definiert wird, stellt außerdem Bedingungen für die stabile Ent-
koppelbarkeit zur Verfügung. Für eine Klasse von Deskriptorsystemen ist es schließlich möglich,
eine exakte Deskriptorlinearisierung durchzuführen.
Um für nichtlineare Deskriptorsysteme die Vorteile der 2-Freiheitsgrade Reglerstruktur nutzen
zu können, behandelt Kapitel 5 die Trajektorienfolgeregelung mithilfe eines Riccati-Entwurfs.
Bei der Linearisierung eines nichtlinearen Deskriptorsystems entlang einer Trajektorie entsteht
ein lineares, zeitvariantes Deskriptorsystem, weshalb die Erweiterung des Riccati-Entwurfs auf
zeitvariante Deskriptorsysteme die Grundlage für die Trajektorienfolgeregelung nichtlinearer De-
skriptorsysteme darstellt.
Die Rekonstruktion des gesamten Deskriptors, den die vorgestellten Reglerentwürfe bekannter-
maßen benötigen, erfolgt in Kapitel 6 mit einem kausalen Beobachter. Neben notwendigen und
hinreichenden Bedingungen für die kausale Beobachtbarkeit werden Möglichkeiten vorgestellt,
die Ordnung des Beobachters zu reduzieren.
Kleine, akademische Beispielsysteme verdeutlichen bereits in den einzelnen Kapiteln die darge-
stellten Überlegungen. Dass die neuen Entwürfe für praktische und komplexe Systeme geeignet
sind, zeigt abschließend Kapitel 7. Ein Dreimassenschwinger, ein akademisches System sowie
eine Verladebrücke dienen als Simulationsbeispiele, wohingegen vom geregelten Prüfstand eines
redundanten, planaren Parallelroboters Messdaten vorgestellt werden.
Alle Ergebnisse für nichtlineare Deskriptorsysteme müssen grundsätzlich in gleicher Weise für
lineare Deskriptorsysteme Gültigkeit besitzen. Da sich viele Resultate mithilfe von linearen De-
skriptorsystemen sehr anschaulich nachvollziehen lassen, wird das Ergebnis jedes Kapitels am
entsprechenden Kapitelende auf lineare Deskriptorsysteme angewandt. Überdies veranschauli-
chen lineare Beispielsysteme solche Aspekte, die bereits bei linearen Deskriptorsystemen auf-
treten. Für eine bessere Verständlichkeit wird daher bewusst auf das Einfügen künstlicher Nicht-
linearitäten verzichtet.
92 Beschreibung von Deskriptorsystemen
2.1 Darstellung
Diese Arbeit beschäftigt sich mit nichtlinearen, zeitinvarianten Deskriptorsystemen, die in der
semi-expliziten Form ([37])
Px1 D f .x1;x2;u/ (2.1a)
0 D g.x1;x2;u/ (2.1b)
y D h.x1;x2;u/ (2.1c)
vorliegen. x1 2Mx1 bezeichnet die differentielle Variable und x2 2 Rm die algebraische Variable
des Systems. Zusammen bilden sie den Deskriptor x D .x1;x2/ 2 Mx. Mx1 sowie Mx sind
glatte r - bzw. n-dimensionale Mannigfaltigkeiten, wobei n D r Cm gilt. Außerdem kennzeichnet
u 2 Rp den Eingang und y 2 Rq den Ausgang des Deskriptorsystems. Das Vektorfeld f W
.Mx1  R
m  Rp/ ! Tx1Mx1 sowie die Abbildungen g W .Mx1  Rm  Rp/ ! Rm und
h W .Mx1 R
m Rp/! Rq werden als genügend glatt angenommen.
Die klassische Zustandsraumdarstellung ist als Sonderfall in der Klasse der Deskriptorsysteme
enthalten. Gilt m D 0 so existieren keine algebraischen Gleichungen und keine algebraischen
Variablen. Mit x1 D  geht das Deskriptorsystem in ein Zustandssystem
P D a.;u/ (2.2a)
y D c.;u/ (2.2b)
über, wobei der Zustand  2 MŸ auf einer glatten, n-dimensionalen Mannigfaltigkeit MŸ liegt
und das Vektorfeld a W .MŸ  Rp/ ! TMŸ sowie die Abbildung c W .MŸ  Rp/ ! Rq
genügend glatt sind.
Noch allgemeiner als ein Deskriptorsystem beschreibt das implizite Gleichungssystem
0 D F
 
P; ;u
 (2.3)
dynamische Vorgänge.  2 M— ist die dynamische Variable, die auf der glatten n-dimensiona-
len Mannigfaltigkeit M— liegt, und F W .TM—  Rp/ ! Rn eine genügend glatte Abbildung.
In dieser impliziten Darstellung sind sowohl die klassischen Zustandssysteme als auch Deskrip-
torsysteme enthalten. Gilt in einer Umgebung rang.@ PF / D n, so lässt sich das implizite Glei-
chungssystem lokal nach P D P auflösen und als Zustandssystem (2.2) darstellen. Gilt in einer
Umgebung dagegen rang.@ PF / D r < n, so kann das implizite Gleichungssystem mithilfe einer
Koordinatentransformation lokal in die semi-explizite Form (2.1) überführt werden. Damit ist es
unter den genannten Voraussetzungen möglich, das implizite System in einer Umgebung in ein
Zustandssystem oder ein Deskriptorsystem zu überführen.
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Wie eingangs beschrieben, entstehen Deskriptorsysteme ganz intuitiv bei der modularen Modell-
bildung und anschließenden Verknüpfung von Teilsystemen. Diese Vorgehensweise führt im All-
gemeinen zu einer Darstellung in der Form (2.1). Liegt eine implizite Systembeschreibung (2.3)
vor und ist die Überführung in (2.1) nicht möglich oder nicht nur lokal gewünscht, so lässt sich
jedes implizite System mithilfe von
P D xs (2.4a)
0 D F.xs; ;u/ ; (2.4b)
mit xs 2 Rn, in die Darstellung (2.1) überführen. In dieser Arbeit wird daher ausschließlich von
nichtlinearen Deskriptorsystemen, die in der Form (2.1) vorliegen, ausgegangen.
2.2 Eigenschaften
Von Zustandssystemen (2.2) ist mit dem Satz von Picard-Lindelöf (siehe z. B. [28]) schon lange
bekannt, dass lokal eine eindeutige Lösung zu einem Anfangswert O existiert, wenn das System-
vektorfeld a in einer Umgebung von . O; Ou/ Lipschitz-stetig bezüglich  ist. Da in dieser Arbeit ein
genügend glattes Vektorfeld vorausgesetzt wird, ist dies immer der Fall.
Im Gegensatz dazu besitzen Deskriptorsysteme nicht immer eine eindeutige Lösung, weshalb
eine genauere Betrachtung des Lösungsbegriffs und der damit verbundenen Eigenschaften bei
der Analyse von Deskriptorsystemen notwendig ist. Zuerst wird die Definition der Lösung in
Anlehnung an Mehrmann und Stykel [86] gegeben.
Definition 2.1. Eine Abbildung x W I!Mx wird als Lösung des Systems (2.1) bezeichnet, wenn
x 2 C1.I;Mx/ gilt und x (2.1) punktweise für eine gegebene Eingangsfunktion u erfüllt. Die
Abbildung wird als Lösung des Anfangswertproblems, bestehend aus (2.1) und
x.t0/ D Ox (2.5)
bezeichnet, wenn x eine Lösung von (2.1) ist und (2.5) erfüllt. Der Anfangswert (2.5) wird als
konsistent bezeichnet, wenn das entsprechende Anfangswertproblem mindestens eine Lösung be-
sitzt.
Mithilfe dieses Lösungsbegriffs ist es möglich, die Regularität eines Deskriptorsystems zu defi-
nieren.
Definition 2.2 ([86]). Ein Deskriptorsystem (2.1) wird als regulär in einer Umgebung von . Ox; Ou/,
die (2.1) erfüllt, bezeichnet, wenn es eine eindeutige Lösung für jede genügend glatte Eingangs-
funktion u in einer Umgebung von Ou und jeden konsistenten Anfangswert in einer Umgebung von
Ox besitzt.
Die Regularität stellt die wichtigste Eigenschaft eines Deskriptorsystems dar. Jede Modellierung
eines realen Systems führt immer auf ein reguläres Deskriptorsystem. Aus diesem Grund und da
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die Behandlung von Systemen ohne eindeutige Lösung aus regelungstechnischer Sicht wenig ziel-
führend erscheint, wird in dieser Arbeit die Regularität des Deskriptorsystems (2.1) grundsätzlich
vorausgesetzt. Die nachfolgend definierte Properheit wird jedoch ausdrücklich nicht vorausge-
setzt.
Definition 2.3. Ein reguläres Deskriptorsystem (2.1) wird als proper bezeichnet, wenn es eine
eindeutige Lösung für jede Eingangsfunktion u 2 C1.I;U  Rp/ in einer Umgebung von Ou und
jeden Anfangswert in einer Umgebung von Ox, der konsistent mit dem Deskriptorsystem ist, besitzt.
Ist dies nicht der Fall, wird das Deskriptorsystem als improper bezeichnet. Existiert die eindeutige
Lösung bereits für jede Eingangsfunktion u 2 C0.I;U  Rp/, so wird das Deskriptorsystem
darüber hinaus als streng proper bezeichnet.
Die letzte Definition lässt sich so interpretieren, dass ein Deskriptorsystem genau dann proper ist,
wenn die Lösung nicht von Ableitungen der Eingangsfunktion abhängt. Dies ist bei Zustandssys-
temen immer erfüllt. Da die Lösung eines Zustandssystems darüber hinaus nicht direkt von der
Eingangsfunktion abhängt, ist es immer streng proper. Sowohl Regularität als auch Properheit sind
lokale Eigenschaften, die nur in einer Umgebung gültig sind. Da in dieser Arbeit überwiegend lo-
kale Aussagen hergeleitet werden, wird auf die Angabe der jeweiligen Umgebungen im Hinblick
auf eine bessere Lesbarkeit verzichtet, wenn sie für das Verständnis nicht notwendig ist.
Die Definition der Regularität nichtlinearer Deskriptorsysteme ist in der Literatur nicht immer ein-
heitlich. Teilweise (siehe z. B. [61]) wird ein Deskriptorsystem erst als regulär bezeichnet, wenn
es proper ist. Die in dieser Arbeit getroffene Unterscheidung zwischen regulären und properen
Deskriptorsystemen wird in der Literatur häufig verwendet und stimmt, wie im folgenden Ab-
schnitt gezeigt, mit der einheitlichen Definition für lineare Deskriptorsysteme überein. Daneben
werden reguläre Deskriptorsysteme teilweise als lösbar ([12]) und in der englischsprachigen Lite-
ratur als well-posed ([110]) bezeichnet. Gebräuchliches Synonym für Properheit ist die Kausalität
([90]), teilweise wird auch von Realisierbarkeit ([36]) gesprochen, da die Beschreibung jedes real
existierenden Systems immer auf ein properes Deskriptorsystem führt.
Obwohl keine realen Systeme existieren, die improper sind, wird Properheit in dieser Arbeit nicht
generell vorausgesetzt. Neben Methoden, die nur für propere Deskriptorsysteme existieren, wer-
den auch Methoden für impropere Systeme vorgestellt. Welche Möglichkeiten sich daraus für die
Regelung von realen Systemen ergeben, wird in den jeweiligen Kapiteln ausgeführt. Außerdem
wird in Abschnitt 7.1 ein Deskriptormodell eines realen Systems vorgestellt, welches wegen einer
Vereinfachung bei der Modellbildung improper ist.
Neben der Systemanalyse ist es in der Regelungstechnik wünschenswert, Systeme gezielt beein-
flussen zu können. Wird eine Regelung verwendet, so kann bei einem Deskriptorsystem prin-
zipiell der komplette Deskriptor verwendet werden, was als Deskriptorrückführung bezeichnet
wird. Im Unterschied zu Zustandssystemen kann eine Deskriptorrückführung die grundlegenden
Eigenschaften der Regularität und Properheit verändern, weshalb die Regularität des geregelten
Deskriptorsystems stets sicherzustellen ist. Damit durch die Rückführung keine Freiheitsgrade
verloren gehen, werden lediglich reguläre Deskriptorrückführungen betrachtet.
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Definition 2.4. Eine statische Deskriptorrückführung
u D r.x1;x2; w/ (2.6)
mit w 2 Rp für ein reguläres Deskriptorsystem (2.1) wird in einer Umgebung U  .Mx  Rp/
als regulär bezeichnet, wenn rang @wr.x1;x2; w/ D p 8.x1;x2; w/ 2 U gilt.
Definition 2.5. Eine dynamische Deskriptorrückführung
Pxc D r1.xc;x1;x2; w/ (2.7a)
u D r2.xc;x1;x2; w/ (2.7b)
mit xc 2 Rnc und w 2 Rp für ein reguläres Deskriptorsystem (2.1) wird in einer Umgebung von
U  .Rnc Mx R
p/ als regulär bezeichnet, wenn (2.7) dort invertierbar (siehe Definition B.4)
ist.
In der Literatur über Deskriptorsysteme ist häufig vom Index die Rede. Für lineare Deskriptorsys-
temen wird dieses Konzept im nächsten Abschnitt definiert. Für nichtlineare Deskriptorsysteme
existieren mehrere Indexbegriffe (siehe [37, 38] oder [15]). Häufig anzutreffen ist der differentiel-
le Index, der, vereinfacht ausgedrückt, der Anzahl der benötigten Ableitungen der algebraischen
Gleichungen entspricht, um diese eindeutig nach der ersten Ableitung der algebraischen Variablen
auflösen zu können. Da der Index eines Deskriptorsystems in dieser Arbeit nicht von Bedeutung
ist, wird auf die entsprechenden Definitionen nicht weiter eingegangen.
2.3 Lineare Deskriptorsysteme
Lineare Deskriptorsysteme werden im Allgemeinen in der Form
E Px D Ax C Bu (2.8a)
y D Cx CDu (2.8b)
mit dem Deskriptor x 2 Rn, dem Eingang u 2 Rp und dem Ausgang y 2 Rq dargestellt. Die
Matrix E 2 Rnn besitzt den Rang r , der kleiner oder gleich n ist. Die Matrizen A, B, C und
D sind von passender Dimension. Lineare Deskriptorsysteme können immer in die semi-explizite
Form
Px1 D A11x1 CA12x2 C B1u (2.9a)
0 D A21x1 CA22x2 C B2u (2.9b)
y D C1x1 C C2x2 CDu (2.9c)
überführt werden, wobei x1 2 Rr , x2 2 Rm und n D rCm gilt. Das Vorgehen ist zum Beispiel in
Konigorski [58] beschrieben. Die Matrizen in (2.9) sind wieder von passender Dimension. Die im
letzten Abschnitt vorgestellten Eigenschaften werden nun speziell für lineare Deskriptorsysteme
dargestellt.
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Definition 2.6 ([19, 81]). Ein lineares Deskriptorsystem (2.8) wird als regulär bezeichnet, wenn
det .E  A/ ¤ 0
für fast alle  2 C erfüllt ist.
Für die Betrachtung der Properheit ist die Einführung der Weierstrass-Kronecker-Form hilfreich.
Jedes reguläre, lineare Deskriptorsystem (2.8) lässt sich mithilfe einer Koordinatentransformation
xw D Twx und der Multiplikation mit einer geeigneten Matrix TL 2 Rnn von links auf die
Darstellung
Pxw;1 D Awxw;1 C Bw;1u (2.10a)
N Pxw;2 D xw;2 C Bw;2u (2.10b)
y D Cw;1xw;1 C Cw;2xw;2 CDu (2.10c)
mit den Deskriptorvariablen xw;1 2 Rnslow sowie xw;2 2 Rn nslow überführen ([19]). Die hier auftre-
tende Matrix N 2 R.n nslow/.n nslow/ ist nilpotent mit dem Index h, d. h. N h 1 ¤ 0 und N h D 0.
Die Lösung von (2.10) kann durch
xw;1.t/ D e
Aw.t t0/xw;1.t0/C
Z t
t0
eAw.t /Bw;1u./d (2.11)
xw;2.t/ D  
h 1X
iD0
N iBw;2u
.i/.t/ (2.12)
angegeben werden. xw;1.t/ hängt, wie die Lösung von Zustandssystemen, nur vom Anfangswert
xw;1.t0/ und von vergangenen Werten von u./ ab. xw;2.t/ wird dagegen durch den Eingang und
seine Ableitungen zum aktuellen Zeitpunkt t bestimmt. Aus diesem Grund wird (2.10a) als lang-
sames Teilsystem und (2.10b) als schnelles Teilsystem bezeichnet. Die Properheit des Deskriptor-
systems hängt wegen (2.11) und (2.12) lediglich vom schnellen Teilsystem ab.
Definition 2.7 ([118]). Ein lineares Deskriptorsystem (2.8) wird als proper bezeichnet, wenn in
der Darstellung (2.10) die Bedingung NBw;2 D 0 erfüllt ist. Es wird als streng proper bezeichnet,
wenn Bw;2 D 0 gilt.
Dai [19] zeigt, dass die Regularität von (2.8) für die Überführung in die Form (2.10) und damit
für die Existenz einer eindeutigen Lösung von (2.8) notwendig und hinreichend ist. Daher ist De-
finition 2.2 für lineare Systeme äquivalent zu Definition 2.6. Anhand der Zeitlösung ist erkennbar,
dass auch Definition (2.3) sowie (2.7) äquivalent sind.
Wie für lineare Zustandssysteme kann die Ein-/Ausgangsdynamik für reguläre, lineare Deskrip-
torsysteme mithilfe der Übertragungsmatrix
G./ D C .E  A/ 1 B CD
beschrieben werden.
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3 Interpretation eines Deskriptorsystems als
Verkopplungsproblem
Die Lösungen eines verkoppelten Zustandssystems erfüllen asymptotisch eine algebraische Be-
ziehung und liegen damit asymptotisch in einem invarianten Unterraum. Wird diese Beziehung
als algebraische Gleichung zum Zustandssystem ergänzt, entsteht formal ein Deskriptorsystem.
Es verhält sich genau wie das verkoppelte Zustandssystem, sofern die Anfangswerte des Zu-
standssystems im invarianten Unterraum gewählt werden. Umgekehrt lässt sich damit auch ein
Deskriptorsystem als Verkopplungsproblem interpretieren, indem ein verkoppeltes Zustandssys-
tem gesucht wird, welches sich asymptotisch wie das Deskriptorsystem verhält. Dafür wird die
algebraische Gleichung des Deskriptorsystems als fiktive Ausgangsgleichung betrachtet, die nicht
immer, sondern nur asymptotisch erfüllt werden soll. Aus dem Deskriptorsystem wird somit ein
fiktives Zustandssystem. Für dieses Zustandssystem wird anschließend ein Verkopplungsregler
entworfen, um zum verkoppelten Zustandssystem zu gelangen.
3.1 Fiktive Zustandsraumdarstellung
Betrachtet wird das fiktive Zustandssystem
Px1 D f .x1;x2;u/ (3.1a)
z D g.x1;x2;u/ (3.1b)
y D h.x1;x2;u/ ; (3.1c)
wobei das Vektorfeld f sowie die Abbildungen g und h des Deskriptorsystems (2.1) verwendet
werden. Das System besitzt den r -dimensionalen Zustand x1 2 Mx1 . Je nach Verwendung wird
entweder ue D .x2;u/ 2 RmCp als Eingang und ze D .z;y/ 2 RmCq als Ausgang betrachtet
oder der Eingang entspricht x2 2 Rm und der Ausgang z 2 Rm. Im zweiten Fall stellt u 2
Ck.I;Rp/ einen genügend glatten, zeitvarianten Parameter dar. Im weiteren Verlauf wird nicht
nur die lokale Invertierbarkeit bezüglich der Ein- und Ausgänge ue und ze, sondern auch bezüglich
x2 und z diskutiert. Abgekürzt wird dies mit der Invertierbarkeit bezüglich hze;uei bzw. hz;x2i.
Die Definition der Invertierbarkeit eines Zustandssystems ist im Anhang in Definition B.4 zu
finden. Das folgende Lemma zeigt, dass die Regularität des Deskriptorsystems (2.1) mit dem
Zustandssystem (3.1) überprüft werden kann.
Lemma 3.1. . Ox1; Ox2/ sei ein konsistenter Anfangswert für das Deskriptorsystem (2.1). Das De-
skriptorsystem ist genau dann regulär in einer Umgebung von . Ox1; Ox2; Ou/, wenn (3.1) bezüglich
hz;x2i in einer Umgebung von . Ox1; Ox2; Ou/ invertierbar ist.
Beweis. (W Sei x.t/ D .x1.t/;x2.t// eine Funktion, die zusammen mit u.t/ punktweise (2.1)
erfüllt. Dann erfüllen x.t/ und u.t/ auch punktweise (3.1), wobei z.t/ D 0 gilt. Da (3.1) inver-
tierbar bezüglich hz;x2i ist, wird x2.t/ nach Lemma B.3 eindeutig durch z.t/ D 0 und Ox D x.t0/
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festgelegt. Zu einem gegebenen u.t/ existiert daher genau eine Lösung, die (3.1) mit z.t/ D 0
erfüllt. Somit existiert eine eindeutige Lösung für (2.1), sodass (2.1) regulär ist.
)W Das Deskriptorsystem (2.1) sei regulär, wodurch die Lösung x.t/ D .x1.t/;x2.t// eindeutig
ist, die (2.1) punktweise für ein gegebenes u.t/ und einen konsistenten Anfangswert Ox D x.t0/
erfüllt. Angenommen (3.1) ist nicht invertierbar bezüglich hz;x2i. Dann existiert ein Qx.t/ D
. Qx1.t/; Qx2.t//, für das Qx2.t/ ¤ x2.t/, Qx2.t0/ D x2.t0/ sowie Qx1.t0/ D x1.t0/ gilt, sodass Qx.t/
punktweise (3.1) mit z.t/ D 0 für die Eingangsfunktion u.t/ erfüllt. Deshalb erfüllt auch Qx.t/
punktweise (2.1). Da (2.1) zwei Lösungen zum selben Anfangswert und Eingang besitzt, kann
das Deskriptorsystem nicht regulär sein.
In den folgenden Abschnitten werden Algorithmen vorgestellt, die ausgehend von (3.1) verkop-
pelte Zustandsraumdarstellungen herleiten, die geeignet sind, die Lösung des Deskriptorsystems
zu reproduzieren.
3.2 Verkoppelte Zustandsraumdarstellung
Ausgangspunkt der weiteren Überlegungen stellt der Shuffle Algorithmus von Luenberger [78]
dar, der ein lineares Deskriptorsystem derart modifiziert, dass ein Deskriptorsystem vom Index 0
entsteht. Angewandt auf Deskriptorsysteme in der semi-expliziten Form erzeugt der Algorithmus
Ableitungen der algebraischen Gleichungen. Da die algebraischen Gleichungen für eine Lösung
des Deskriptorsystems zu jedem Zeitpunkt erfüllt sind, muss eine Lösung auch die Ableitungen
der algebraischen Gleichungen zu jedem Zeitpunkt erfüllen ([15]). Die dabei auftretenden Glei-
chungen stellen weitere Restriktionen für die Lösung dar und werden als verborgene Restriktionen
(engl. hidden constraints [115]) bezeichnet.
Die Grundidee des im Folgenden vorgestellten Algorithmus ist es, die algebraischen Gleichungen
des Deskriptorsystems so lange nach der Zeit abzuleiten, bis das entstandene Gleichungssystem
eindeutig nach den algebraischen Variablen aufgelöst werden kann, um eine fiktive Rückführung
für die algebraischen Variablen zu erzeugen. Bei diesem Vorgehen wird der explizite Zusam-
menhang zwischen den algebraischen und den übrigen Variablen sichtbar. Das Einsetzen die-
ser fiktiven Rückführung in die Differentialgleichungen des Deskriptorsystems liefert formal ein
Zustandssystem. Die Untermannigfaltigkeit, die im Kern der Abbildung g von (2.1b) und ihren
Ableitungen liegt, wird für das Zustandssystem durch die fiktive Rückführung geregelt invari-
ant. Da die Systemgleichungen (2.1a) und (3.1a) übereinstimmen und (2.1b) für alle Lösungen
des geregelten Zustandssystems auf dieser Untermannigfaltigkeit erfüllt ist, besitzt die Zustands-
raumdarstellung auf der Untermannigfaltigkeit dieselbe Lösung wie das Deskriptorsystem. Um
die vorgestellte Grundidee allgemein umsetzen zu können, müssen einige Besonderheiten beach-
tet werden.
Ist das Deskriptorsystem nicht proper, so hängen Ableitungen der algebraischen Gleichungen von
Eingangsableitungen ab. Um trotzdem zu einer Zustandsraumdarstellung zu gelangen, wird beim
Auftreten einer Eingangsableitung das Deskriptorsystem dynamisch erweitert, indem vor jeden
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Eingang ein Integrator geschaltet wird. Dies kann offensichtlich mehrfach notwendig sein; es wird
so lange dynamisch erweitert, bis das erweiterte Deskriptorsystem proper ist. Für einige Anwen-
dungen ist es außerdem sinnvoll, dass die berechnete Untermannigfaltigkeit für das entstandene
Zustandssystem attraktiv ist.
Der vorgestellte Algorithmus basiert prinzipiell auf dem Constrained Dynamics Algorithm von
Nijmeijer und van der Schaft [99]. Dort wird die größte ausgangsnullende Untermannigfaltig-
keit sowie eine Rückführung bestimmt, mit der die Untermannigfaltigkeit geregelt invariant ist.
In Manderla u. a. [85] wird ein Verkopplungsalgorithmus für Deskriptorsysteme beschrieben, der
strukturell wie der Constrained Dynamics Algorithm aufgebaut ist; alle algebraischen Gleichun-
gen werden zusammen im Algorithmus verwendet. Dabei konnte kein konstruktives Verfahren
angegeben werden, um die Attraktivität der Untermannigfaltigkeit immer sicherzustellen.
Im neuen Verfahren werden die algebraischen Gleichungen sukzessive behandelt. Dies bedeutet,
dass die erste Gleichung so lange nach der Zeit abgeleitet wird, bis die entstandene Gleichung
von algebraischen Variablen abhängt. Diese eine Gleichung kann nicht eindeutig nach den m al-
gebraischen Variablen x2 aufgelöst werden. Es verbleiben m 1 Freiheitsgrade, die in einer neuen
.m  1/-dimensionalen Variable x2;1 parametriert werden, was auf eine erste fiktive Rückführung
führt. Beim Ableiten der zweiten algebraischen Gleichung wird diese Rückführung eingesetzt,
sodass nun so lange abgeleitet wird, bis die neue Variable auftritt. Dieses Vorgehen wird für alle
algebraischen Gleichungen wiederholt, sodass im letzten Schritt keine Freiheitsgrade beim Auf-
lösen übrig bleiben.
Um die Attraktivität der Untermannigfaltigkeit sicherzustellen, wird nicht nur die höchste Ablei-
tung einer algebraischen Gleichung beim Auflösen verwendet, sondern es werden die vorherigen
Ableitungen mit Gewichtungsfaktoren hinzu addiert. Dies entspricht der Polvorgabe bei der ex-
akten Ein-/Ausgangslinearisierung ([50]), wenn die Abbildung g von (2.1b) als fiktive Ausgangs-
gleichung und die algebraischen Variablen als fiktiver Eingang interpretiert werden. Die Vorga-
be von Polen mit negativem Realteil führt dazu, dass der fiktive Ausgang asymptotisch gegen
null konvergiert. Da die Untermannigfaltigkeit gerade dadurch charakterisiert ist, dass der fikti-
ve Ausgang für alle Lösungen auf der Untermannigfaltigkeit null ist, macht diese Polvorgabe die
Untermannigfaltigkeit attraktiv.
Das beschriebene Vorgehen lässt sich als nichtlinearer Verkopplungsreglerentwurf ([67]) für das
System (3.1) bezüglich des Eingangs x2 und des Ausgangs z verstehen. Diese in Konigorski [58]
für lineare Deskriptorsysteme vorgeschlagene und in Manderla [81] auf nichtlineare Deskriptor-
systeme übertragene Interpretation wird weiter verallgemeinert und gibt der entstehenden Darstel-
lung den Namen verkoppelte Zustandsraumdarstellung.
Im Verlauf der Arbeit wird die verkoppelte Zustandsraumdarstellung auch für Stabilitätsunter-
suchungen genutzt. Daher ist es notwendig, dass für die dynamische Erweiterung nicht nur In-
tegratoren vor die Eingänge geschaltet werden, sondern stabile PT1-Glieder. Die Vorschaltung
von Integratorketten bleibt als Sonderfall enthalten. Für eine bessere Verständlichkeit wird der
Algorithmus zuerst für die erste algebraische Gleichung ausgeführt (Schritte 1-3). Anschließend
werden die übrigen algebraischen Gleichungen betrachtet (Schritte 4-8).
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Algorithmus 3.1.
Schritt 0 Das System (3.1) wird mit†0 bezeichnet und es gilt Qx1 WD x1, Qu WD u, Qf . Qx1; Qu;x2/ WD
f .x1;x2;u/ sowie 0. Qx1; Qu;x2/ WD g.x1;x2;u/. Die einzelnen Funktionen in 0 werden mit
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m
0 bezeichnet. Außerdem sei M0 WD M1 WD Mx1 die Zustandsmannigfaltigkeit für
†0. Der Parameter j zählt die Anzahl der Ableitungen der j -ten Gleichung und der Parameter
 die Ordnung der dynamischen Erweiterung jedes Eingangs. Zu Beginn wird j D 0, j 2 m
und  D 0 gesetzt.
Schritt 1 Wenn @x2 11 ¤ 0 in einer Umgebung von OQx1 auf M1 gilt, wird direkt zu Schritt 3
gesprungen, da keine weiteren Ableitungen notwendig sind.
Gilt @Qu 11 ¤ 0 in einer Umgebung von OQx1 auf M1, dann wird  um 1 erhöht und das System
mit einem PT1-Glied vor jedem Eingang dynamisch erweitert. Dies führt auf Lx1 WD . Qx1; Qu/
sowie
Lf . Lx1; Lu;x2/ WD
"
Qf . Qx1; Qu;x2/
c QuC Lu
#
; (3.2)
mit einem beliebigen Parameter c 2 R 0 . Außerdem wird M0 durch .M0 Rp/ ersetzt.
Gilt dagegen @Qu 11 D 0 in einer Umgebung von OQx1 auf M1, so wird lediglich Lx1 WD Qx1, Lu WD Qu
und Lf . Lx1; Lu;x2/ WD Qf . Qx1; Qu;x2/ gesetzt.
Schritt 2 1 wird um 1 erhöht und das Ableiten der letzten Restriktion erzeugt die neue Re-
striktion  11 WD L Lf 
1
1 1
. Alle bisherigen Restriktionen werden in der Vektorfunktion  T1 WD
 10 : : : 
1
1 1

zusammengefasst und es wird angenommen, dass der Rang der Jacobi-Matrix
von 1 bezüglich Lx1 konstant in einer Umgebung von . OLx1; OLu/ ist und
rang.@ Lx11/ D 1 (3.3)
gilt, also alle zuvor bestimmten Restriktionen unabhängig sind. Damit ist M1 WD f Lx1 2 M0 j
1 D 0g eine Untermannigfaltigkeit.
Schritt 3 Es wird Qf WD Lf , Qx1 WD Lx1 sowie Qu WD Lu gesetzt und die Schritte 1 und 2 so lange
wiederholt, bis @x2 11 ¤ 0 in einer Umgebung von OQx1 auf M1 gilt. Dafür waren 1 Ableitungen
der ersten algebraischen Gleichung notwendig.
Die Parameter b1i 2 R werden so gewählt, dass die Nullstellen des Polynoms
P 1./ D ./1 C
1 1X
iD0
b1i  ./
i (3.4)
alle in C  liegen. Mit dem Satz B.9 ist es möglich, eine fiktive Rückführung ˛1 W .M1 Rp 
Rm 1/! Rm mit x2 D ˛1. Qx1; Qu;x2;1/ und der neuen Variable x2;1 2 Rm 1 zu finden, die die
Gleichung
 11. Qx1; Qu;x2/C
1 1X
iD0
b1i 
1
i . Qx1; Qu;x2/ D 0 (3.5)
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in einer Umgebung von OQx1 auf M1 löst und für die lokal rang @x2;1˛1 D m 1 gilt. Das System
†0, welches mit x2 D ˛1. Qx1; Qu;x2;1/ geregelt ist, wird mit †1 bezeichnet. Für dieses System
ist M1 attraktiv, da in †1 die lineare Dynamik .z1/.1/ C
P1 1
iD0 b
1
i .z
1/.i/ D 0 enthalten ist,
deren Polstellen den Nullstellen von (3.4) entsprechen.
In den nächsten Schritten werden die übrigen algebraischen Gleichungen beginnend bei der
zweiten betrachtet, wofür die Variable j D 2 gesetzt wird.
Schritt 4 Die Beschreibung von †j 1 sei PQx1 D Qf . Qx1; Qu;x2;.j 1// mit x2;.j 1/ 2 Rm jC1. Es
gilt Mj WDMj 1.
Schritt 5 Wenn @x2;.j 1/
j
j ¤ 0 in einer Umgebung von OQx1 auf Mj gilt, wird direkt zu Schritt
7 gesprungen.
Gilt @Qu jj ¤ 0 in einer Umgebung von OQx1 auf Mj , dann wird  um 1 erhöht und das System
mit einem PT1-Glied vor jedem Eingang dynamisch erweitert. Dies führt auf Lx1 WD . Qx1; Qu/ und
Lf . Lx1; Lu;x2;.j 1// WD
"
Qf . Qx1; Qu;x2;.j 1//
c QuC Lu
#
; (3.6)
mit einem beliebigen Parameter c 2 R 0 . Außerdem wird Mj 1 durch .Mj 1 Rp/ ersetzt.
Gilt dagegen @Qu jj D 0 in einer Umgebung von OQx1 auf Mj , so wird lediglich Lx1 WD Qx1, Lu WD Qu
und Lf . Lx1; Lu;x2;.j 1// WD Qf . Qx1; Qu;x2;.j 1// gesetzt.
Schritt 6 j wird um 1 erhöht und die neue Restriktion  jj WD L Lf 
j
j 1
durch Ableiten der
letzten Restriktion erzeugt. Alle bisherigen Restriktionen zur j -ten algebraischen Gleichung
werden in der Vektorfunktion  Tj WD


j
0 : : : 
j
j 1

zusammengefasst und es wird angenom-
men, dass der Rang der Jacobi-Matrix von j bezüglich Lx1 konstant in einer Umgebung von
. OLx1; OLu/ ist und
rang @ Lx1
2
64 1:::
j
3
75 D jX
iD1
i : (3.7)
gilt, also alle zuvor bestimmten Restriktionen unabhängig sind. Damit ist Mj WD f Lx1 2
Mj 1 j j D 0g eine Untermannigfaltigkeit.
Schritt 7 Es wird Qf WD Lf , Qx1 WD Lx1 sowie Qu WD Lu gesetzt und die Schritte 5 und 6 so lange
wiederholt, bis @x2;.j 1/
j
j ¤ 0 in einer Umgebung von OQx1 auf Mj gilt. Dafür waren j
Ableitungen der j -ten algebraischen Gleichung notwendig.
Die Parameter bji 2 R werden so gewählt, dass die Nullstellen des Polynoms
P j ./ D ./j C
j 1X
iD0
b
j
i  ./
i (3.8)
alle in C  liegen. Mit dem Satz B.9 ist es möglich, eine fiktive Rückführung ˛j W .Mj Rp 
Rm j / ! Rm jC1 mit x2;.j 1/ D ˛j . Qx1; Qu;x2;j / und der neuen Variable x2;j 2 Rm j zu
finden, die die Gleichung
 jj . Qx1; Qu;x2;.j 1//C
j 1X
iD0
b
j
i 
j
i . Qx1; Qu;x2;.j 1// D 0 (3.9)
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in einer Umgebung von OQx1 auf Mj löst und für die lokal rang @x2;j˛j D m   j gilt. Das
System †j 1, welches mit x2;.j 1/ D ˛j . Qx1; Qu;x2;j / geregelt ist, wird mit †j bezeichnet. Für
dieses System ist Mj attraktiv, da in †j die lineare Dynamik .zj /.j / C
Pj 1
iD0 b
j
i .z
j /.i/ D 0
enthalten ist, deren Polstellen den Nullstellen von (3.8) entsprechen.
Schritt 8 j wird um 1 erhöht und die Schritte 4 – 8 werden so lange wiederholt, bis j D m gilt.
Werden die Rangannahmen (3.3) und (3.7) in Schritt 2 bzw. 6 immer erfüllt, so terminiert der Al-
gorithmus erfolgreich. Werden die Rangannahmen nicht erfüllt, wird die j -te algebraische Glei-
chung von den verbleibenden Variablen x2;.j 1/ nicht mehr beeinflusst. In diesem Fall terminiert
der Algorithmus nicht erfolgreich. Im weiteren Verlauf wird gezeigt, dass der Algorithmus für
reguläre Deskriptorsysteme immer erfolgreich terminiert. Zuvor verdeutlicht ein Beispiel den Ab-
lauf des Algorithmus.
Beispiel 3.1. Gegeben ist das Deskriptorsystem2
6664
Px1
Px2
Px3
Px4
3
7775 D
2
6664
x3 C u1
x4 C u2
 x5
 x5   x6
3
7775 0 D

x4
x1 C x2

y D x5
mit x1 D .x1;x2;x3;x4/ D . Qx1; Qx2; Qx3; Qx4/ 2 R4, x2 D .x5;x6/ 2 R2 und Qu D . Qu1; Qu2/ D
.u1;u2/ 2 R2.
Schritt 0: Es gilt  10 D Qx4,  20 D Qx1 C Qx2 und M0 DM1 D R4.
Schritt 1: Wegen @x2 10 D 0 und @Qu 10 D 0 ist keine dynamische Erweiterung notwendig und es
gilt Lx1 D Qx1 und Lu D Qu.
Schritt 2: 1 D 1 und die neue Restriktion  11 D  x5   x6 wird berechnet. Es gilt
rang @ Lx11 D rang @ Lx1. Lx
4/ D rang

0 0 0 1

D 1
und M1 D
˚
Lx1 2 R
4 j Lx4 D 0
	
.
Schritt 3: Es wird Qx1 D Lx1 und Qu D Lu gesetzt und der Parameter b10 größer null gewählt, sodass
die Nullstelle des Polynoms
P 1./ D C b10
in C  liegt. (3.5) ergibt sich zu
 x5   x6 C b10 Qx
4 D 0
und es kann
x2 D

x5
x6

D ˛1. Qx1; Qu;x2;1/ D

x2;1
b10 Qx
4   x2;1

gewählt werden.
Schritt 4: Fortsetzung mit 2. algebraischer Gleichung und  20 D Qx1 C Qx2.
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Schritt 5: Wegen @x2 20 D 0 und @Qu 20 D 0 ist keine dynamische Erweiterung notwendig und es
gilt Lx1 D Qx1 und Lu D Qu.
Schritt 6: 2 D 1 und die neue Restriktion  21 D Lx3 C Lx4 C Lu1 C Lu2 wird berechnet. Es gilt
rang @ Lx1

1
2

D rang @ Lx1

Lx4
Lx1 C Lx2

D rang

0 0 0 1
1 1 0 0

D 2
und M2 D
˚
Lx1 2M1 j Lx
1 C Lx2 D 0
	
.
Schritt 7: Wiederholen der Schritte 5 und 6 mit Qx1 D Lx1 und Qu D Lu.
Schritt 5: Wegen @x2 21 D 0 und @Qu 21 ¤ 0 wird mit Lx1 D . Qx1; Qu/ und M1 D
˚
Lx1 2 R
6 j Lx4 D 0
	
das erweiterte System
Lf . Lx1; Lu;x2;1/ D
2
66666664
Lx3 C Lx5
Lx4 C Lx6
 x2;1
 b10 Lx
4
c1 Lx
5 C Lu1
c1 Lx
6 C Lu2
3
77777775
erzeugt.
Schritt 6: 2 D 2 und die neue Restriktion  22 D  x2;1   b10 Lx4 C c1 Lx5 C Lu1 C c1 Lx6 C Lu2 wird
berechnet. Es gilt
rang @ Lx1

1
2

D rang @ Lx1
2
4 Lx4Lx1 C Lx2
Lx3 C Lx4 C Lx5 C Lx6
3
5 D rang
2
4 0 0 0 1 0 01 1 0 0 0 0
0 0 1 1 1 1
3
5 D 3
und M2 D
˚
Lx1 2M1 j Lx
1 C Lx2 D 0; Lx3 C Lx4 C Lx5 C Lx6 D 0
	
.
Schritt 7: Es wird Qx1 D Lx1 und Qu D Lu gesetzt und die Parameter b20 und b21 beide größer null
gewählt, sodass die Nullstellen des Polynoms
P 2./ D 2 C b21C b
2
0
in C  liegen. (3.9) ergibt sich zu
 x2;1   b
1
0 Qx
4 C c1 Qx
5 C Qu1 C c1 Qx
6 C Qu2 C b21. Qx
3 C Qx4 C Qx5 C Qx6/C b20. Qx
1 C Qx2/ D 0
und damit gilt
x2;1 D ˛2. Qx1; Qu/
D  b10 Qx
4 C c1 Qx
5 C Qu1 C c1 Qx
6 C Qu2 C b21. Qx
3 C Qx4 C Qx5 C Qx6/C b20. Qx
1 C Qx2/ :
Schritt 8: Der Algorithmus terminiert erfolgreich.
Ist der Algorithmus erfolgreich, so wird die neue Variable xe WD Qx1 2 Mxe eingeführt, wobei
Mxe D .Mx1  R
p/ mit nxe WD dimMxe D r C p, da das System (3.1) mit  PT1-Gliedern
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vor jedem Eingang dynamisch erweitert wird. nu WD p entspricht der Ordnung der dynamischen
Erweiterung und  WD
Pm
jD1 j der Anzahl der Restriktionen. Alle berechneten Restriktionen
werden in der Abbildung e WMxe ! R ,
e.xe/ D
2
666666664
 10 . Qx1/
:::
 11 1. Qx1/
 20 . Qx1/
:::
mm 1. Qx1/
3
777777775
zusammengefasst. Die Restriktionen definieren die Untermannigfaltigkeit
Ne WDMm D fxe 2Mxe j e.xe/ D 0g ; (3.10)
die die Dimension dimNe D rCnu  besitzt. Mit dem neuen Eingang v WD Qu und der Aufteilung
xe D .x1;xu/, wobei xu 2 Rnu gilt, kann die dynamische Erweiterung
Pxu D
2
66664
Au;11 Ip : : : 0
: : :
: : :
:::
:::
: : : Ip
0 : : : Au;
3
77775xu C
2
6664
0
:::
0
Ip
3
7775 v D rx.xu; v/ (3.11a)
u D

Ip 0 : : : 0

xu D ru.xu/ ; (3.11b)
angegeben werden, wobei
Au;kk D
2
64 ck 0: : :
0 ck
3
75 2 Rpp
gilt. Die sukzessive berechneten Rückführungen erzeugen den fiktiven Verkopplungsregler
x2 D ˛1 .x1;u; ˛2 .: : : ˛m. Qx1; Qu/// D ˛e.xe; v/ (3.12)
und die verkoppelte Zustandsraumdarstellung †m nimmt die Form
Pxe D

f .x1; ˛e.x1;xu; v/; ru.xu//
rx.xu; v/

D Qfe.xe; v/ (3.13a)
y D h.x1; ˛e.x1;xu; v/; ru.xu// D he.xe; v/ (3.13b)
an. Wird (3.12) in (2.1b) eingesetzt, so ergibt sich die fiktive algebraische Gleichung
0 D g.x1; ˛e.x1;xu; v/; ru.xu// D ge.xe/ ; (3.14)
die für alle xe 2 Ne sowie v 2 Rp erfüllt ist. Dass ge nicht mehr von v abhängt, lässt sich mithilfe
einer Fallunterscheidung begründen. Hängt die j -te algebraische Gleichung von (2.1b) nicht von
22 3 Interpretation eines Deskriptorsystems als Verkopplungsproblem
x2 und u ab, so kann gje nicht von v abhängen. Hängt die Gleichung von x2 ab, so ist j D 0 und
wegen (3.5) bzw. (3.9) tritt v in gje nicht auf. Tritt in gj nur u auf, so wird das Deskriptorsystem
mindestens einmal dynamisch erweitert, sodass gje ebenfalls nicht von v abhängen kann.
Die in (3.13) auftretenden Variablen xu und v lassen sich bei der dynamischen Erweiterung mit I-
Gliedern als Eingang und Eingangsableitung interpretieren. Werden jedoch PT1-Glieder verwen-
det, ist die Verknüpfung nicht mehr unmittelbar erkennbar. Die dynamische Erweiterung (3.11)
lässt sich aufgrund ihrer Struktur immer in eine reguläre Koordinatentransformation
.xu; v/ D ‰.u; Pu; : : : ; .u/
.// D ‰.u/ ; (3.15)
umformen, die ebenfalls linear ist und die Gestalt
xu;1 D u
xu;2 D Pu  Au;11u
xu;3 D Ru   .Au;11 CAu;22/ PuCAu;22Au;11u
:::
xu; D .u/
. 1/  
 
 1X
iD2
Au;ii
!
.u/. 2/ C
0
@ 1X
iD1
i 1X
jD1
Au;iiAu;jj
1
A .u/. 3/
C : : :C
0
@ 1X
iD1
 1Y
jD1;j¤i
 Au;jj
1
A PuC
0
@ 1Y
jD1
 Au;jj
1
Au
v D .u/./  
 
X
iD2
Au;ii
!
.u/. 1/ C
0
@ X
iD1
i 1X
jD1
Au;iiAu;jj
1
A .u/. 2/
 
X
iD3
i 1X
jD2
j 1X
kD1
Au;iiAu;jjAu;kk.u/
. 3/
C : : :C
0
@ X
iD1
Y
jD1;j¤i
 Au;jj
1
A PuC
0
@ Y
jD1
 Au;jj
1
Au
annimmt. Mit (3.15) ist es möglich, Berechnungen für die verkoppelte Zustandsraumdarstellung
auf den Eingang und seine Ableitung zurückzuführen und umgekehrt.
Im weiteren Verlauf der Arbeit werden an einigen Stellen Restriktionen benötigt, die von x2 ab-
hängen. Die Restriktionen  jj aus dem Algorithmus hängen jedoch von der Variable x2;.j 1/ ab.
Durch
 je;j WD L Lf 
j
j 1
mit Lf .xe;x2; v/ WD

f .x1;x2; ru.xu//
rx.xu; v/

werden die Koordinaten so gewählt, dass alle  je;j von x2 abhängen. Da der Algorithmus termi-
niert, muss
rang @x2
h
 je;j
i
j2m
D m
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gelten. Außerdem wird

j
e;i WD 
j
i 8i 2 f0; : : : ; j   1g; j 2 m
gesetzt. (3.9) stellt mit zj D  je;0, Pzj D  je;1, : : :, .zj /.j / D  je;j , j 2 m eine lineare, auto-
nome Differentialgleichung mit einer stabilen Ruhelage in z D 0 dar, da die in (3.4) bzw. (3.8)
gewählten Nullstellen hier als Pole die Dynamik bestimmen. Diese werden im weiteren Verlauf
auch synonym als Verkopplungseigenwerte bezeichnet. Da auf Ne immer z D 0 gilt, ist Ne für
(3.13) invariant und attraktiv.
Nachdem die Ergebnisse des Algorithmus 3.1 vorgestellt wurden, wird gezeigt, dass der Algorith-
mus für reguläre Deskriptorsysteme immer erfolgreich terminiert.
Satz 3.2. . Ox1; Ox2/ sei ein konsistenter Anfangswert für das Deskriptorsystem (2.1). Der Algo-
rithmus 3.1 terminiert in einer Umgebung von . Oxe; Ov/ D . Ox1; Oxu; Ov/, wobei Ox2 D ˛e. Oxe; Ov/ und
Ou D ru. Oxu/ gilt, genau dann erfolgreich, wenn das Deskriptorsystem (2.1) in einer Umgebung von
. Ox1; Ox2; Ou/ regulär ist.
Beweis. (W  ji stellt die i -te Ableitung der j -ten algebraischen Gleichung von (2.1) dar, wodurch

j
i D 0 für alle Lösungen von (2.1) erfüllt ist. Mit der Regularität des Deskriptorsystems (2.1)
folgt aus Lemma 3.1, dass (3.1) bezüglich hz;x2i invertierbar ist. Daher sind alle  ji unabhängig
(siehe [109]) und die Rangannahmen (3.3) sowie (3.7) erfüllt. Der Algorithmus terminiert erfolg-
reich.
)W Angenommen der Algorithmus terminiert erfolgreich. Dann wird eine Funktion (3.12) be-
rechnet, die auf Ne, unabhängig von der Wahl der Parameter bji , eindeutig ist. Aus der Kenntnis
von Oxe, Ov und z.t/ D 0 kann mit (3.13) x2.t/ in eindeutiger Weise bestimmt werden. Damit
muss (3.1) bezüglich hz;x2i invertierbar sein, was nach Lemma 3.1 äquivalent zur Regularität des
Deskriptorsystems (2.1) ist.
Die im Verlauf des Algorithmus erzeugte dynamische Erweiterung (3.11) besitzt spezielle Eigen-
schaften, wie nachfolgend gezeigt.
Lemma 3.3. Die dynamische Erweiterung (3.11) ist linear, besitzt keine Nullstellen und ist voll-
ständig steuer- und beobachtbar sowie invertierbar.
Beweis. Da die quadratische Rosenbrock’sche Systemmatrix von (3.11) wegen
rang
2
6666664
Au;11   Ip Ip : : : 0 0
: : :
: : :
:::
:::
:::
: : : Ip 0
0 : : : Au;   Ip Ip
Ip 0 : : : 0
3
7777775 D pC p D nu C p 8 2 C
immer vollen Rang besitzt, existieren keine invarianten Nullstellen und das System ist vollständig
steuer- sowie beobachtbar. Damit ist das System auch invertierbar (siehe Lemma B.1).
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Ein Ziel des Algorithmus ist es, ein Zustandssystem zu erzeugen, das die Lösung des Deskriptor-
systems rekonstruieren kann. Dass dies gelungen ist, zeigt der nachfolgende Satz.
Satz 3.4. Das Deskriptorsystem (2.1) sei regulär in einer Umgebung von . Ox1; Ox2; Ou/, wobei Ox D
. Ox1; Ox2/ einen konsistenten Anfangswert beschreibt. .x1.t/;x2.t// bezeichne die Lösung des De-
skriptorsystems zu diesem Anfangswert und .1.t/; u.t// bezeichne die Lösung von (3.13) zum
Anfangswert . Ox1; Ou/, wobei Ou und v so gewählt werden, dass der Ausgang von (3.11) genau u.t/,
dem Eingang des Deskriptorsystems, entspricht, was nach Lemma 3.3 immer möglich ist. Dann be-
sitzen beide Systeme dieselbe Lösung und es gilt x1.t/ D 1.t/ sowie x2.t/ D ˛e.1.t/; u.t/; v.t//.
Beweis. Da (3.14) für den gewählten Anfangswert erfüllt ist, wird (3.14) für die Lösung von (3.13)
zu diesem Anfangswert für alle v 2 Rp erfüllt. Damit ist die algebraische Gleichung (2.1b) für
1.t/, 2.t/ und u.t/ immer erfüllt, wobei 2.t/ D ˛e.1.t/; u.t/; v.t// gilt. Dies ist gleichbedeu-
tend mit g.1.t/; 2.t/;u.t// D 0. Aufgrund der Regularität von (2.1) entspricht 1.t/, 2.t/ der
Lösung des Deskriptorsystems (2.1).
Wird für die Lösungen von (3.13) noch die Variable x2, berechnet mit (3.12), berücksichtigt, so
lässt sich mit
QNe WD
n
.xe;x2; v/ 2Mxe;x2;v j 
j
e;i.xe;x2; v/ D 0; i 2 f0; : : : ; jg; j 2 m
o
(3.16)
eine Untermannigfaltigkeit von Mxe;x2;v WD Mxe  Rm  Rp angeben, auf der die Lösungen
übereinstimmen.
Beim Algorithmus 3.1 werden beim Auftreten von Eingangsableitungen vor jeden Eingang PT1-
Glieder geschaltet. In vielen Fällen entsteht dabei eine dynamische Erweiterung großer Ordnung.
Im nächsten Abschnitt wird ein modifizierter Algorithmus vorgestellt, um die Ordnung der dyna-
mischen Erweiterung deutlich zu reduzieren.
3.3 Verkoppelte Zustandsraumdarstellung mit minimaler
dynamischer Erweiterung
Die Ordnung der dynamischen Erweiterung ließe sich sicherlich reduzieren, indem ein PT1-Glied
nur vor die Eingänge geschaltet wird, deren Ableitungen auftreten. Die Ordnung lässt sich darüber
hinaus weiter vermindern, was mit folgender Überlegung verdeutlicht werden soll.
Gilt beispielsweise bei m D 1 für die Ableitung der algebraischen Gleichung Lf g D .x1/ C
x2CPu
1CPu2, so wird das System mit zwei PT1-Gliedern, jeweils eines vor u1 und vor u2, erweitert.
Wird zuvor eine reguläre Eingangstransformation w1 D u1Cu2,w2 D u1 u2 angewandt, ergibt
sich Lf g D .x1/C x2 C Pw1 und es wird nur noch ein PT1-Glied benötigt.
Führen nur die auftretenden Eingangsableitungen zu dynamischen Erweiterungen, so hängt die
Gesamtordnung von einer regulären Eingangstransformation ab. Dies lässt sich nutzen, indem vor
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der dynamischen Erweiterung immer eine reguläre Eingangstransformation durchgeführt wird, so-
dass nur noch die Ableitung einer Komponente des neuen Eingangsvektors auftritt. Dann wird bei
jedem Auftreten von Eingangsableitungen nur ein PT1-Glied hinzugefügt. Diese Überlegungen
führen auf den folgenden Algorithmus.
Algorithmus 3.2. Der Algorithmus stimmt mit Algorithmus 3.1 bis auf Schritt 1 und Schritt 5
überein. Da Schritt 5 für j D 1 identisch mit Schritt 1 ist, wird hier nur die Modifikation von
Schritt 5 vorgestellt. Die Änderung betrifft nur den Fall, wenn @Qu jj ¤ 0 gilt.
Modifizierter Schritt 5 Wenn @x2;.j 1/
j
j ¤ 0 in einer Umgebung von OQx1 auf Mj gilt, wird
direkt zu Schritt 7 von Algorithmus 3.1 gesprungen.
Gilt @Qu jj D 0 in einer Umgebung von OQx1 auf Mj , so wird der Schritt 5 von Algorithmus 3.1
ausgeführt.
Gilt dagegen @Qu jj ¤ 0 in einer Umgebung von OQx1 auf Mj , dann wird  um 1 erhöht und das
System mit einem PT1-Glied dynamisch erweitert. Dafür wird eine reguläre Eingangskoordina-
tentransformation Qu D ˇ. Qx1; Qv/, Qv 2 Rp benötigt, wobei lokal rang @Qvˇ D p gilt. Die Trans-
formation muss so gewählt werden, dass mit der Aufteilung Qv D . Qv1; Qv2/, Qv1 2 Rp 1, Qv2 2 R,
nur noch Qv2 Einfluss auf  jj besitzt. Damit muss lokal @Qv1.
j
j ıˇ/ D 0 und @Qv2.
j
j ıˇ/ ¤ 0
gelten. Außerdem ist ˇ so zu wählen, dass bei OQx1 die Gleichungen @ Qx1 Qf D @ Qx1. Qf ıˇ/ıˇ 1 ,
@ Qx1
j
j D @ Qx1.
j
j ıˇ/ ıˇ
 1
 und @ Qx1 i0 D @ Qx1. i0 ıˇ/ ıˇ 1 für j < i  m erfüllt sind. Die
Erweiterung des Zustands mit Qv2 führt auf Lx1 WD . Qx1; Qv2/ und Lu WD . Lu1; Lu2/ mit Lu1 D Qv1. Mit
PQv2 D c Qv2 C Lu2 folgt
Lf . Lx1; Lu;x2;.j 1// WD
"
Qf . Qx1; ˇ. Qx1; Qv/;x2;.j 1//
c Qv2 C Lu2
#
; (3.17)
für einen beliebigen Parameter c 2 R 0 . Außerdem wird Mj 1 durch Mj 1 D f. Qx1; Qv2/ 2
.Mj 2 R/ j j 1 D 0g ersetzt.
Es folgt Schritt 6 von Algorithmus 3.1
Wie zuvor terminiert der Algorithmus erfolgreich, wenn die Rangannahmen (3.3) und (3.7) in
Schritt 2 bzw. 6 erfüllt sind. Wie gezeigt wird, ist dies für reguläre Deskriptorsysteme immer der
Fall. Der Ablauf wird erneut an einem Beispiel verdeutlicht.
Beispiel 3.2. Betrachtet wird wieder das Deskriptorsystem aus Beispiel 3.1. Bis zum ersten Aus-
führen von Schritt 7 ändert sich nichts, da @Qu 10 D 0 und @Qu 20 D 0 gilt. Es folgen die Berechnun-
gen ab dem zweiten Durchgang von Schritt 5.
Schritt 5: Wegen @x2 21 D 0 und @Qu 21 ¤ 0 wird das System dynamisch erweitert. Die Eingangs-
koordinatentransformation
Qu D 0;5

Qv1 C Qv2
Qv2   Qv1

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erfüllt die genannten Voraussetzungen und erzeugt mit Lx1 D . Qx1; Qv2/, Lu1 D Qv1 und M1 D˚
Lx1 2 R
5 j Lx4 D 0
	
das erweiterte System
Lf . Lx1; Lu;x2;1/ D
2
666664
Lx3 C 0;5 Lu1 C 0;5 Lx
5
Lx4 C 0;5 Lx5   0;5 Lu1
 x2;1
 b10 Lx
4
c1 Lx
5 C Lu2
3
777775 :
Schritt 6: 2 D 2 und die neue Restriktion  22 D  x2;1   b10 Lx4 C c1 Lx5 C Lu2 wird berechnet. Es
gilt
rang @ Lx1

1
2

D rang @ Lx1
2
4 Lx4Lx1 C Lx2
Lx3 C Lx4 C Lx5
3
5 D rang
2
4 0 0 0 1 01 1 0 0 0
0 0 1 1 1
3
5 D 3
und M2 D
˚
Lx1 2M1 j Lx
1 C Lx2 D 0; Lx3 C Lx4 C Lx5 D 0
	
.
Schritt 7: Es wird Qx1 D Lx1 und Qu D Lu gesetzt und die Parameter b20 und b21 beide größer null
gewählt, sodass die Nullstellen des Polynoms
P 2./ D 2 C b21C b
2
0
in C  liegen. (3.9) ergibt sich zu
 x2;1   b
1
0 Qx
4 C c1 Qx
5 C Qu2 C b11. Qx
3 C Qx4 C Qx5/C b10. Qx
1 C Qx2/ D 0
und damit gilt
x2;1 D ˛2. Qx1; Qu/ D  b
1
0 Qx
4 C c1 Qx
5 C Qu2 C b11. Qx
3 C Qx4 C Qx5/C b10. Qx
1 C Qx2/ :
Schritt 8: Der Algorithmus terminiert erfolgreich.
Ist der Algorithmus erfolgreich, so werden alle berechneten Restriktionen in
m.xe/ D
2
666666664
 1
m;0. Qx1/
:::
 1
m;1 1
. Qx1/
 2
m;0. Qx1/
:::
m
m;m 1
. Qx1/
3
777777775
D
2
666666664
 10 . Qx1/
:::
 11 1. Qx1/
 20 . Qx1/
:::
mm 1. Qx1/
3
777777775
mit der Variable xe WD Qx1 2 Mxe zusammengefasst. Es gilt Mxe D .Mx1  R/ mit nxe WD
dimMxe D r C , da das System (3.1) mit insgesamt  PT1-Gliedern dynamisch erweitert
wird. Die Ordnung der dynamischen Erweiterung wird wieder mit nu WD  und die Anzahl der
Restriktionen mit  WD
Pm
jD1 j abgekürzt. Die Restriktionen definieren für den modifizierten
Algorithmus die Untermannigfaltigkeit
Nm D fxe 2Mxe j m.xe/ D 0g ; (3.18)
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die die Dimension dimNm D rCnu  besitzt. Mit dem neuen Eingang v WD Qu und der Aufteilung
xe D .x1;xu/, wobei xu 2 Rnu gilt, kann die dynamische Erweiterung
Pxu D rx.xu;x1; v/ (3.19a)
u D ru.xu;x1; v/ (3.19b)
berechnet werden. Diese erzeugt zusammen mit dem fiktiven Verkopplungsregler
x2 D ˛m.xe; v/ (3.20)
die verkoppelte Zustandsraumdarstellung minimaler Ordnung
Pxe D

f .x1; ˛m.x1;xu; v/; ru.xu;x1; v//
rx.xu;x1; v/

D Qfm.xe; v/ (3.21a)
y D h.x1; ˛m.x1;xu; v/; ru.xu;x1; v// D hm.xe; v/ ; (3.21b)
die †m entspricht. Durch Einsetzen in (2.1b) ergibt sich die fiktive algebraische Gleichung
0 D g.x1; ˛e.x1;xu; v/; ru.x1;xu; v// D gm.xe/ ; (3.22)
die für alle xe 2 Nm und v 2 Rp erfüllt ist. Aus denselben Überlegungen wie bei (3.14) hängt die
Gleichung nicht mehr von v ab.
(3.19) wird als minimale dynamische Erweiterung bezeichnet, da bei jedem Auftreten von Ein-
gangsableitungen nur ein zusätzlicher Zustand hinzugefügt wird. Bei der Verwendung von Algo-
rithmus 3.1 hängt weder rx noch ru von x1 ab, da (3.11) nur aus PT1-Gliedern besteht. Bei der
Verwendung von Algorithmus 3.2 hängt (3.19) im Allgemeinen von x1 ab.
Mit  jm;j WD L Lf 
j
m;j 1
, wobei
Lf .xe;x2; v/ WD

f .x1;x2; ru.xu//
rx.xu; v/

gilt, werden die Restriktionen mit einer Abhängigkeit von x2 eingeführt, die
rang @x2
h
 jm;j
i
j2m
D m
erfüllen müssen. (3.9) stellt mit zj D  j
m;0, Pz
j D 
j
m;1, : : :, .z
j /.j / D 
j
m;j , j 2 m weiterhin
eine lineare, autonome Differentialgleichung mit einer stabilen Ruhelage in z D 0 dar. Da auf Nm
wieder z D 0 gilt, ist Nm für (3.21) invariant und attraktiv.
Anmerkung. Die mit Algorithmus 3.1 und Algorithmus 3.2 berechneten Mannigfaltigkeiten (3.10)
bzw. (3.18) sowie die verkoppelten Zustandsraumdarstellungen (3.13) und (3.21) werden im wei-
teren Verlauf der Arbeit in der Notation unterschieden. Um für eine übersichtliche Darstellung auf
zusätzliche Indizes zu verzichten, erhalten Parameter und Variablen aus den Algorithmen diesel-
ben Bezeichnungen (wie z. B. nu, xe, xu, : : :).
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Der erste der folgenden Sätze zeigt, dass die Regularität des Deskriptorsystems notwendig und
hinreichend für das erfolgreiche Terminieren des Algorithmus 3.2 ist.
Satz 3.5. . Ox1; Ox2/ sei ein konsistenter Anfangswert für das Deskriptorsystem (2.1). Der Algo-
rithmus 3.2 terminiert in einer Umgebung von . Oxe; Ov/ D . Ox1; Oxu; Ov/, wobei Ox2 D ˛m. Oxe; Ov/ und
Ou D ru. Oxu;x1; v/ gilt, genau dann erfolgreich, wenn das Deskriptorsystem (2.1) in einer Umge-
bung von . Ox1; Ox2; Ou/ regulär ist.
Beweis. Der Beweis ist identisch mit dem Beweis von Satz 3.2.
Obwohl Lemma 3.3 nicht für die dynamische Erweiterung (3.19) gilt, besitzt auch diese spezielle
Eigenschaften.
Lemma 3.6. Für ein bekanntes x1.t/ ist die dynamische Erweiterung (3.19) invertierbar und u.t/
legt xu.t/ sowie v.t/ für t  t0 eindeutig fest.
Beweis. Der Beweis erfolgt durch vollständige Induktion.
Induktionsanfang: Bei der ersten dynamischen Erweiterung ergibt sich mit xu 2 R
Pxu D c1xu C Lu2
u D ˇ1.x1; Qv/ D ru.xu;x1; Lu1/
mit Qv D . Lu1;xu/, wobei lokal rang @Qvˇ1 D rang @. Lu1;xu/ru D p gelten muss, da die Eingangs-
koordinatentransformation regulär ist. Aus Satz B.8 folgt, dass die zweite Gleichung eindeutig
nach .xu; Lu1/ D Qru.x1;u/ aufgelöst werden kann. Sind u.t/ und x1.t/ bekannt, so sind Lu1.t/ und
xu.t/ festgelegt. Über Lu2 D Pxu   c1xu ist deshalb Lu2.t/ eindeutig festgelegt. Die dynamische Er-
weiterung erster Ordnung ist damit invertierbar.
Induktionsschritt: Angenommen die dynamische Erweiterung nach k-maligem Erweitern mit xu 2
Rk
Pxu D rx.xu;x1; Qu/
u D ru.xu;x1; Qu/
ist für ein bekanntes x1.t/ invertierbar und u.t/ legt xu.t/ sowie Qu.t/ eindeutig fest. Die nächste
dynamische Erweiterung ergibt sich mit xv 2 R zu
Pxv D ckxv C Lu2
Qu D ˇk.x1;xu; Qv/ D rQu.xu;xv;x1; Lu1/
mit Qv D . Lu1;xv/, wobei lokal rang @Qvˇk D rang @. Lu1;xv/rQu D p gilt. Aus Satz B.8 folgt erneut,
dass die zweite Gleichung eindeutig nach . Lu1;xv/ D QrQu.x1;xu; Qu/ aufgelöst werden kann. Damit
ist Lu1.t/ und xv.t/ festgelegt, sowie über Lu2 D Pxv   ckxv auch Lu2.t/.
Aus der Induktion resultiert, dass die dynamische Erweiterung (3.19) für ein bekanntes x1.t/
invertierbar ist und u.t/ eindeutig xu.t/ sowie v.t/ festlegt.
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Es folgen die Bedingungen dafür, dass die verkoppelte Darstellung (3.21) dieselbe Lösung wie
das Deskriptorsystem (2.1) besitzt.
Satz 3.7. Das Deskriptorsystem (2.1) sei regulär in einer Umgebung von . Ox1; Ox2; Ou/, wobei Ox D
. Ox1; Ox2/ einen konsistenten Anfangswert beschreibt. .x1.t/;x2.t// bezeichne die Lösung des De-
skriptorsystems zu diesem Anfangswert und .1.t/; u.t// bezeichne die Lösung von (3.21) zum
Anfangswert . Ox1; Ou/, wobei Ou und v so gewählt werden, dass der Ausgang von (3.19) genau u.t/,
dem Eingang des Deskriptorsystems entspricht. Dann besitzen beide Systeme dieselbe Lösung und
es gilt x1.t/ D 1.t/ sowie x2.t/ D ˛m.1.t/; u.t/; v.t//.
Beweis. Der Beweis erfolgt analog zum Beweis von Satz 3.4.
Abschließend kann analog zu (3.16)
QNm WD
n
.xe;x2; v/ 2Mxe;x2;v
ˇˇ

j
m;i.xe;x2; v/ D 0; i 2 f0; : : : ; jg; j 2 m
o
(3.23)
definiert werden.
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In den letzten beiden Abschnitten werden zwei Algorithmen vorgestellt, die jeweils eine mit dem
Deskriptorsystem (2.1) verknüpfte Zustandsraumdarstellung erzeugen. Wie bereits dargestellt,
sind beide geeignet, die Lösung des Deskriptorsystems zu berechnen. In diesem Abschnitt werden
einige Vergleiche zwischen den Darstellungen gezogen und weiterführende Resultate hergeleitet.
Die verkoppelten Zustandsraumdarstellungen (3.13) und (3.21) unterscheiden sich lediglich in
der jeweiligen dynamischen Erweiterung (3.11) bzw. (3.19). Für ein properes Deskriptorsystem
stimmen die verkoppelten Zustandssysteme offensichtlich überein, da keine dynamische Erwei-
terung für deren Erzeugung benötigt wird. Für propere Deskriptorsysteme existiert immer eine
Zustandsraumdarstellung in Minimalkoordinaten. Ein Zustandssystem ist eine Minimalkoordina-
tendarstellung für ein properes Deskriptorsystem, wenn das Zustandssystem keine redundanten
Variablen enthält. Die Lösungen des Deskriptorsystems und des Zustandssystems stimmen dann
auf der gesamten Zustandsmannigfaltigkeit des Zustandssystems überein. An dieser Stelle wird
nochmals explizit betont, dass (3.13) und (3.21) im Allgemeinen nicht der Minimalkoordinaten-
darstellung entsprechen. Dies ist nur der Fall, wenn das Deskriptorsystem vom Index 1 ist.
Um eine Minimalkoordinatendarstellung zu berechnen, müssen ebenfalls die algebraischen Glei-
chungen nach der Zeit abgeleitet werden, bis explizite Abhängigkeiten von den algebraischen
Variablen auftreten. Die Systembeschreibung wird anschließend so umgeformt, dass keine re-
dundanten Variablen mehr auftreten und das entstandene Zustandssystem nur von unabhängigen
Variablen abhängt – den Minimalkoordinaten. Diese Umformung ist im Allgemeinen bei nichtli-
nearen Deskriptorsystemen sehr aufwendig und erhöht die Komplexität des Systemvektorfeldes
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deutlich. Im Gegensatz zur Minimalkoordinatendarstellung besitzt die verkoppelte Zustandsraum-
darstellung eine größere Ordnung, weil die redundanten Variablen weiterhin vorhanden sind. Dies
ermöglicht Lösungen des Zustandssystems, die keine Lösungen des Deskriptorsystems sind, die
also nicht auf der invarianten Untermannigfaltigkeit verlaufen. Da die Umformung in Minimalko-
ordinaten entfällt, ist das Systemvektorfeld in vielen Fällen erheblich einfacher aufgebaut, was die
weitere Verwendung zum Regler- und Beobachterentwurf erleichtert. Zusammenfassend handelt
es sich beim verkoppelten Zustandssystem um eine übersichtlichere und einfachere Darstellung,
die jedoch durch eine größere Ordnung erkauft wird.
Obwohl Lösungen des Deskriptorsystems auch Lösungen der beiden verkoppelten Zustandssyste-
me (3.13) bzw. (3.21) sind, gibt es einige wichtige Unterschiede zwischen den Darstellungen. Dass
sich die Ordnungen der beiden Systeme im Allgemeinen unterscheiden, wird bereits in den voran-
gegangenen Abschnitten diskutiert und ist der Grund für die Einführung des Algorithmus 3.2. Die
dynamische Erweiterung (3.11) verändert allerdings nicht die Struktur des Ein-/Ausgangsverhal-
tens des Deskriptorsystems, da vor jeden Eingang dieselbe Anzahl PT1-Glieder geschaltet wird.
Damit ist das Deskriptorsystem (2.1) genau dann entkoppelt, wenn die verkoppelte Zustandsraum-
darstellung (3.13) entkoppelt ist.
Für die Erzeugung der verkoppelten Darstellung (3.21) werden dagegen reguläre Eingangskoordi-
natentransformationen benötigt, was die Struktur des Ein-/Ausgangsverhaltens des Deskriptor-
systems verändert. (3.21) ist daher im Allgemeinen nicht entkoppelt, wenn das Deskriptorsystem
entkoppelt ist und umgekehrt. Aus diesem Grund bildet die erste verkoppelte Darstellung (3.13)
die Grundlage für den Entkopplungsentwurf in Kapitel 4. Da das verkoppelte System (3.21) we-
niger Zustände besitzt, müssen beim Beobachterentwurf weniger Zustände rekonstruiert werden,
weshalb (3.21) für den Beobachterentwurf in Kapitel 6 besser geeignet erscheint.
Bei der Polvorgabe (3.5) bzw. (3.9) in den Algorithmen 3.1 und 3.2 werden zu der höchsten
Ableitung einer algebraischen Gleichung andere Restriktionen addiert. Da diese Restriktionen auf
Mj verschwinden, ändert sich die zu lösende Gleichung auf Mj nicht. Außerhalb dagegen schon,
was die Attraktivität von Mj sicherstellt. Die Idee, eine Funktion gezielt mit den Restriktionen
zu modifizieren, wird an dieser Stelle weiter untersucht.
Für jede beliebige Funktion  W Mxe;x2;v ! R verändert die Summe der Funktion mit einer
Restriktion den Funktionswert auf QNe nicht. Dies bedeutet
.xe;x2; v/ D .xe;x2; v/C 
j
e;i.xe;x2; v/ 8.xe;x2; v/ 2
QNe
mit i 2 f0; : : : ; jg; j 2 m, da  je;i.xe;x2; v/ D 0 für alle .xe;x2; v/ 2 QNe erfüllt ist. Offenbar
gelten diese Überlegungen nicht nur für die Modifikation einer Funktion durch Addition einer
Restriktion, sondern auch für allgemeinere Modifikationen durch Restriktionen.
Die Verallgemeinerung des dargestellten Vorgehens führt auf eine Funktionenklasse, die von jeder
Funktion  WMxe;x2;v ! R erzeugt wird. Diese Klasse ist definiert als
K.; QNe/ WD
n
Q WMxe;x2;v ! R
ˇˇˇ
Q.xe;x2; v/ D .xe;x2; v/ 8.xe;x2; v/ 2 QNe
o
: (3.24)
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Z
dx1
dx2d
d Q1
d Q2
d 1
e;0
Bild 3.1: Geometrische Interpretation der Äquivalenzklasse
K.; QNe/ enthält alle Funktionen, die auf QNe denselben Funktionswert wie  annehmen. Satz 3.4
zeigt, dass Lösungen der verkoppelten Darstellung auf Ne und wegen (3.12) auf QNe mit der Lösung
des Deskriptorsystems verknüpft sind. Infolgedessen stimmt eine Funktion  W .Mx Rp/! R
mit allen Funktionen Q 2 K.; QNe/, die ebenfalls nur von x und u abhängen, für alle Lösungen
des Deskriptorsystems überein. Wie sich leicht zeigen lässt, handelt es sich bei K.; QNe/ sogar
um eine Äquivalenzklasse ([29]).
Den vorausgegangenen Überlegungen folgend, werden teilweise Funktionen aus K.; QNe/ ge-
sucht, die nicht von allen Variablen .xe;x2; v/ abhängen, sondern zum Beispiel nur von x und u.
M sei eine der Mannigfaltigkeiten fMx1;Mx;ug. Da Mxe;x2;v D .Mx1  Rp  Rm  Rp/ gilt,
existiert immer eine Projektion  WMxe;x2;v !M mit
 W .x1;xu;x2; v/ 7! x1 für M DMx1
 W .x1;xu;x2; v/ 7! .x1;x2;u/ für M DMx;u ;
wobei im zweiten Fall mit (3.15) .u; Pu; : : : ; .u/.// D ‰ 1.xu; v/ beachtet werden muss. Damit
kann die Menge
K.; QNe;M/ WD
n
Q WM ! R
ˇˇˇ
Q..xe;x2; v// D .xe;x2; v/ 8.xe;x2; v/ 2 QNe
o
(3.25)
definiert werden. Diese wird erst für  W M ! R zu einer Äquivalenzklasse, da für alle  W
Mxe;x2;v ! R, die nicht nur von Elementen aus M abhängen,  62 K.; QNe;M/ gilt ([29]).
Die Äquivalenzklasse lässt sich geometrisch interpretieren. Jede Funktion  W Mxe;x2;v ! R
erzeugt an jedem Punkt . Oxe; Ox2; Ov/ 2Mxe;x2;v ein Element d 2 T . Oxe; Ox2; Ov/Mxe;x2;v des Kotangenti-
alraumes (zur Definition der äußeren Ableitung und des Kotangentialraumes siehe z. B. [114]).
Da sich alle Q 2 K.; QNe/ durch die Modifikation mit Restriktionen ergeben, verändert sich
die Richtung im Kotangentialraum. Diese Veränderung ist nur in die Richtungen von d je;i mög-
lich, da nur Modifikationen mit  je;i erlaubt sind. Mit dem Unterraum des Kotangentialraumes
Z  T 
. Oxe; Ox2; Ov/
Mxe;x2;v
Z WD span
n
d je;i
o
i2f0;:::;j g; j2m
(3.26)
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gilt deshalb
d Q 2 span fdg C Z : (3.27)
Da die Richtung von d unter der Modifikation erhalten bleiben muss, gilt
d 62 Z , d Q 62 Z :
Bild 3.1 zeigt diesen Zusammenhang bei einer Restriktion  1e;0 D x1 C x2, die Z aufspannt. Die
Funktion  D x2   x1 erzeugt die Äquivalenzklasse K.; QNe/, wobei beispielhaft zwei Elemente
Q1 D 2x2 und Q2 D  2x1 der Äquivalenzklasse dargestellt sind.
Die Äquivalenzklassen werden in Abschnitt 4.1 bei der Entkopplung von Deskriptorsystemen
angewandt. Diesen Abschnitt rundet eine Betrachtung der Dimensionen von Ne und Nm ab, wobei
die Äquivalenzklasse ebenfalls benötigt wird. Dass die Dimension von Ne nicht invariant unter
einer regulären statischen Deskriptorrückführung ist, verdeutlicht folgendes Beispiel.
Beispiel 3.3. Betrachtet wird das Deskriptorsystem
Px1 D x2 0 D x1 C u
1 C u2
mit x1 2 R, x2 2 R und u D .u1;u2/ 2 R2. Algorithmus 3.1 erzeugt die dynamische Erweiterung
Pxu D

c1x
1
u C v
1
c1x
2
u C v
2

u D

u1
u2

D xu
und eine Restriktion  10 D x1 C u1 C u2. Es gilt dimNe D 2. Wird das Deskriptorsystem mit
der Rückführung u1 D x2 C w1, u2 D w2 geregelt, so erzeugt der Algorithmus keine dynami-
sche Erweiterung, da das geregelte Deskriptorsystem proper ist. Außerdem wird keine Restriktion
berechnet, sodass dimNe D 1 für das geregelte Deskriptorsystem gilt.
Im Gegensatz dazu lässt sich zeigen, dass die Dimension von Nm invariant unter einer regulären
statischen Deskriptorrückführung ist. Vorher werden einige Vorüberlegungen benötigt.
Die Dimension von Nm entspricht r Cnu . Im nachfolgenden Lemma wird gezeigt, dass nu 
invariant unter einer regulären statischen Deskriptorrückführung ist. Die Grundidee des Beweises
lässt sich mithilfe eines Deskriptorsystems mit einer algebraischen Gleichung anschaulich zeigen.
Beim Auftreten von u in  11 im Algorithmus wird bei jeder weiteren Ableitung nicht nur eine
neue Restriktion, sondern auch eine zusätzliche dynamische Erweiterung erzeugt. Somit spielt es
für die Dimension von Nm keine Rolle, wie viele weitere Ableitungen von  11 nötig sind.
Lemma 3.8. Die Dimension von Nm ist invariant unter einer regulären statischen Deskriptor-
rückführung (2.6) für das reguläre Deskriptorsystem (2.1).
Vor dem Beweis des Lemmas werden noch zwei Zwischenergebnisse benötigt.
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Lemma 3.9. Die mit Algorithmus 3.1 und 3.2 berechneten Untermannigfaltigkeiten Ne bzw. Nm
sind lokal invariant unter einer Vertauschung der algebraischen Gleichungen des regulären De-
skriptorsystems (2.1).
Beweis. Der Beweis ist für beide Algorithmen identisch. N1 und N2 seien die Untermannigfaltig-
keiten, die für verschiedene Reihenfolgen der algebraischen Gleichungen bestimmt werden. Hat
die Reihenfolge Einfluss auf die Untermannigfaltigkeiten, so muss es Vertauschungen der alge-
braischen Gleichungen geben, bei denen lokal N1 6 N2 gilt. Eine k-dimensionale, glatte Man-
nigfaltigkeit ist lokal per Definition immer diffeomorph zum Rk . Damit folgt dimN1 ¤ dimN2.
O.B.d.A. sei angenommen, dass dimN1 > dimN2 gilt. Es muss eine Lösung des verkoppelten
Zustandssystems mit xe 2 N1 geben, für die xe.t/ 2 N1 für alle t > t0 gilt und xe.t1/ 62 N2 für
ein t1 > t0. Nach Satz 3.4 bzw. 3.7 stimmt diese Lösung mit der Lösung des Deskriptorsystems
überein. Für die Lösung eines Deskriptorsystems ist die Reihenfolge der algebraischen Gleichun-
gen ohne Bedeutung, sodass die Lösung in N2 liegen muss. Dies widerspricht der Annahme, dass
die Reihenfolge Einfluss auf N besitzt.
Lemma 3.10. Wird zu Beginn von Schritt 1 oder 5 von Algorithmus 3.1 oder 3.2 die Restriktion

j
j durch ein Element von K.
j
j ;Mj ; .Mx1  R
p// ersetzt, so hat dies keinen Einfluss auf die
berechnete Mannigfaltigkeit Mm eines regulären Deskriptorsystems (2.1).
Beweis. Alle Berechnungen im weiteren Verlauf des Algorithmus werden auf Mj oder Unter-
mannigfaltigkeiten von Mj durchgeführt. Auf der Mannigfaltigkeit Mj gilt  jj D Q 8 Q 2
K.
j
j ;Mj ; .Mx1  R
p//, womit sich die weiteren Restriktionen auf Mj nicht ändern. Damit
hat das Ersetzen keinen Einfluss auf Mm.
Beweis von Lemma 3.8. Der Algorithmus 3.2 wird leicht modifiziert durchgeführt. Wenn in Schritt
1 oder 5 @Qu jj ¤ 0 gilt, wird der Algorithmus unterbrochen und die algebraischen Gleichungen
so umsortiert, dass die j -te algebraische Gleichung zur letzten Gleichung wird. Die algebraischen
Gleichungen dürfen nach Lemma 3.9 vertauscht werden. Die übrige Reihenfolge soll erhalten
bleiben und der Algorithmus wird mit der neuen j -ten Gleichung fortgesetzt. Dies wird so lange
wiederholt, bis die letzten algebraischen Gleichungen alle von Qu abhängen. Da mit dem modifi-
zierten Vorgehen noch keine dynamische Erweiterung erzeugt wird, gilt Qu D u. Die Anzahl dieser
Gleichungen wird mit Qm bezeichnet und es sei Qj WD m   QmC 1
Gilt
Qp WD rang @u
2
64 
Qj
 Qj
:::
mm
3
75 < Qm ;
so werden diese  jj im Hinblick auf Lemma 3.10 modifiziert. Es existieren Qp Funktionen Q i 2
K. ii ;M Qj /, i 2 f
Qj ; : : : ;mg, für die
rang @Qu
2
64 Q
Qj
:::
Qm
3
75 D Qp
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gilt und Qm   Qp Funktionen O i 2 K. ii ;M Qj /, i 2 f Qj ; : : : ;mg, für die
@Qu
2
64 O
Qj
:::
Om
3
75 D 0
gilt. Es ist immer möglich, die Funktionen so zu wählen, dass alle Q i und O j unabhängig bezüglich
Qx1 sind. Nach Lemma 3.10 kann der Algorithmus mit diesen veränderten Funktionen weiterge-
führt werden, ohne dass sich Nm ändern wird. Die O j können weiter abgeleitet werden.
Wird das beschriebene modifizierte Vorgehen weiter wiederholt, so tritt bei einem regulären De-
skriptorsystem irgendwann der Fall ein, dass Qm D Qp gilt. Wird der Algorithmus für diese Glei-
chungen ohne Modifikationen weiter ausgeführt, so wird bei jedem Ableiten der Gleichungen ei-
ne neue Restriktion erzeugt und, wegen der Eingangsabhängigkeit, eine dynamische Erweiterung
hinzugefügt. nu  
Pm
jD1 j wird sich damit bis zum Ende des Algorithmus nicht mehr verändern.
Alle bisher erzeugten Restriktionen sind unabhängig von u, sodass eine reguläre statische Deskrip-
torrückführung (2.6) keinen Einfluss darauf hat. Für jede reguläre statische Deskriptorrückführung
muss
rang @w
2
64 Q
Qj ı r
:::
Qm ı r
3
75 D Qp D Qm
erfüllt sein, sodass sich im geregelten System nu 
Pm
jD1 j D nu   nicht mehr verändern kann.
Wegen dimNm D r C nu    ist die Dimension invariant.
Wie mit Beispiel 3.3 gezeigt, kann das Lemma 3.8 nicht für Ne gelten. Im Algorithmus 3.1 wird
beim Auftreten von Eingangsableitungen sofort eine dynamische Erweiterung der Ordnung p
erzeugt. Bei Qp < p mit Qp aus dem Beweis von Lemma 3.8 überwiegt daher die zusätzliche
Dimension der dynamischen Erweiterung die zusätzlichen Restriktionen.
Nachdem die verkoppelten Zustandsraumdarstellungen verglichen und die Unterschiede diskutiert
wurden, leitet der nächste Abschnitt weitere praktische Resultate aus den Zustandsraumdarstellun-
gen ab.
3.5 Spezielle Anwendungen der verkoppelten Darstellung
3.5.1 Numerische Simulation
Gerade die numerische Simulation nichtlinearer Deskriptorsysteme gestaltet sich im Allgemei-
nen schwieriger und aufwendiger als die Simulation von Zustandssystemen. Seit vielen Jahren
([10, 41]) bis heute ([63, 65, 122, 123]) beschäftigen sich viele Publikationen mit dieser Aufga-
be. Die Interpretation als Verkopplungsproblem liefert eine elegante Möglichkeit zur numerischen
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Simulation von Deskriptorsystemen. Im Fall eines properen Deskriptorsystems sind die Algorith-
men 3.1 und 3.2 identisch und liefern dasselbe verkoppelte Zustandssystem. Da dieses denselben
Eingang wie das Deskriptorsystem besitzt, kann die Darstellung direkt für die Simulation des
Deskriptorsystems genutzt werden ([70]).
Für konsistente Anfangswerte besitzt das verkoppelte Zustandssystem für alle Eingangsfunktio-
nen dieselbe Lösung wie das Deskriptorsystem, da die Lösungen auf der invarianten Unterman-
nigfaltigkeit Ne verbleiben. Für die numerische Simulation können die Systemgleichungen (3.13)
mit Standardintegrationsverfahren (z. B. Runge-Kutta-Verfahren) numerisch gelöst werden. Unter
Beachtung des Verkopplungsreglers (3.12) kann so der komplette Deskriptor berechnet werden.
Da bei der numerischen Integration immer kleine Fehler auftreten, wird die numerische Lösung
des verkoppelten Zustandssystems (3.13) nicht exakt auf Ne liegen. An dieser Stelle wird zum
ersten Mal deutlich, dass die Wahl von Ne als attraktive Untermannigfaltigkeit notwendig ist.
Wäre Ne nicht attraktiv, so würden kleine numerische Fehler mit der Zeit dazu führen, dass die
Lösung von (3.13) die Untermannigfaltigkeit Ne erkennbar verließe und nicht mehr der Lösung
des Deskriptorsystems entspräche. Durch die Attraktivität klingen diese kleinen Fehler sofort ab,
sodass die Lösungen im Rahmen der numerischen Genauigkeit übereinstimmen.
Ist das Deskriptorsystem improper, so entspricht der Eingang des verkoppelten Zustandssystems
nicht mehr dem Eingang des Deskriptorsystems. Wird davon ausgegangen, dass die Ableitun-
gen von u bekannt sind, so lassen sich mit (3.15) xu.t/ und v.t/ bestimmen, sodass (3.13) als
Simulationsmodell verwendet werden kann. Entweder kann das System dann mittels xu.t0/ und
v.t/ komplett simuliert werden oder eine Alternative besteht darin, aus xu.t/ und v.t/ mithilfe
des Verkopplungsreglers (3.12) die algebraische Variable x2.t/ zu bestimmen und nur noch (3.1)
zu simulieren. Im ersten Fall sollte die dynamische Erweiterung nicht nur aus Integratorketten
bestehen, sondern aus stabilen PT1-Gliedern, sodass numerische Fehler bei der Simulation der
dynamischen Erweiterung abklingen.
Im Gegensatz zum Simulationsmodell aus Manderla u. a. [85] bzw. Manderla [81] beinhalten die
Algorithmen 3.1 und 3.2 eine konstruktive Methode zur Stabilisierung mittels Polvorgabe für alle
regulären Deskriptorsysteme.
Für propere Deskriptorsysteme entspricht die vorgeschlagene Simulation in ihrer Grundidee der
von Baumgarte [7] vorgestellten Stabilisierungsmethode. Viele Veröffentlichungen wie zum Bei-
spiel Ascher u. a. [4] oder auch Burgermeister u. a. [11] zeigen, welche Schwierigkeiten bei der
Wahl der Verkopplungsdynamik für die Simulation von Deskriptorsystemen entstehen und dass
Projektionsmethoden im Allgemeinen bessere Ergebnisse liefern. Dieser Abschnitt hat daher nicht
zum Ziel, ein neues numerisches Simulationsverfahren vorzustellen, sondern zu zeigen, dass die
verkoppelte Zustandsraumdarstellung prinzipiell für die numerische Simulation geeignet ist. Da
dieses System für die folgenden Entwurfsmethoden erzeugt werden muss, kann auf einfachem
Weg eine numerische Lösung mit Standardintegrationsverfahren berechnet werden. Diese An-
wendung wird im Abschnitt 7.4 mit der Simulation des nichtlinearen Deskriptormodells eines
planaren Parallelroboters verdeutlicht.
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3.5.2 Stabilitätsuntersuchung
Die Überprüfung der Stabilität von nichtlinearen Deskriptorsystemen gestaltet sich aufwendiger,
als bei Zustandssystemen ([89, 91]). Häufig werden restriktive Forderungen an das Deskriptorsys-
tem gestellt, um die Stabilität zu untersuchen ([126, 127, 134]). Bei Verwendung der verkoppelten
Darstellung ist es möglich, Stabilitätsuntersuchungen für das Deskriptorsystem durchzuführen,
ohne solche einschränkenden Annahmen zu treffen.
Definition 3.1 ([114], [127]). Eine Ruhelage Ox des Deskriptorsystems (2.1) ist stabil im Sinne von
Lyapunov, wenn für alle "1 2 RC ein "2."1; t0/ 2 RC existiert, für das
jx.t0/   Oxj < "2."1; t0/) jx.t/   Oxj < "1 8t  t0
erfüllt ist, wobei x.t/ die Lösung von (2.1) zum konsistenten Anfangswert x.t0/ für u.t/ D 0
beschreibt. Die Ruhelage wird als asymptotisch stabil bezeichnet, wenn zusätzlich ein "3 2 RC
existiert, sodass
jx.t0/   Oxj < "3 ) lim
t!1
jx.t/   Oxj D 0
gilt.
Da die Lösungen auf Ne übereinstimmen, ist eine Ruhelage des Deskriptorsystems immer eine
Ruhelage des verkoppelten Systems auf Ne und umgekehrt. Handelt es sich um eine stabile Ru-
helage für ein properes Deskriptorsystem, so muss sie mithilfe von Satz 3.4 auch eine stabile
Ruhelage für (3.13) sein, wenn Ne attraktiv gewählt wird. Die Argumentation gilt offensichtlich
ebenso in umgekehrter Richtung.
Bei der Betrachtung von improperen Deskriptorsystemen muss zusätzlich noch gefordert werden,
dass stabile PT1-Glieder für die dynamische Erweiterung verwendet werden, da sonst (3.13) ein
lineares Teilsystem mit instabilen Eigenwerten enthalten kann.
Folgende Sätze fassen zusammen, wie die Stabilität des Deskriptorsystems (2.1) mithilfe des Zu-
standssystems (3.13) überprüft werden kann.
Satz 3.11. Sei Oxe D . Ox1; 0; : : : ; 0/ 2 Ne für v D 0 eine Ruhelage des verkoppelten Zustands-
systems (3.13). Wird Ne attraktiv und die dynamische Erweiterung (3.11) stabil gewählt, so ist
Ox D . Ox1; ˛e. Oxe; 0/ genau dann eine stabile Ruhelage im Sinne von Lyapunov für das Deskriptor-
system (2.1), wenn Oxe eine stabile Ruhelage im Sinne von Lyapunov für das verkoppelte Zustands-
system (3.13) ist.
Beweis. Nach Satz 3.4 stimmen die Lösungen von (2.1) und (3.13) für die Anfangswerte Ox bzw.
Oxe und die Eingänge u.t/ D 0 und v.t/ D 0 lokal überein. Damit ist Definition 3.1 genau dann
für das Deskriptorsystem erfüllt, wenn sie für das verkoppelte Zustandssystem erfüllt ist.
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Satz 3.12. Sei Oxe D . Ox1; 0; : : : ; 0/ 2 Ne für v D 0 eine Ruhelage des verkoppelten Zustands-
systems (3.13). Wird Ne attraktiv und die dynamische Erweiterung (3.11) stabil gewählt, so ist
Ox D . Ox1; ˛e. Oxe; 0/ genau dann eine asymptotisch stabile Ruhelage des Deskriptorsystems (2.1),
wenn Oxe eine asymptotisch stabile Ruhelage des verkoppelten Zustandssystems (3.13) ist.
Beweis. Der Beweis ist identisch mit dem Beweis von Satz 3.11.
Anmerkung. Im Gegensatz zur asymptotischen Stabilität ist Satz 3.12 für exponentielle Stabili-
tät (siehe z. B. [114]) im Allgemeinen nicht mehr notwendig und hinreichend, sondern nur noch
hinreichend. Dies ist darin begründet, dass durch den Verkopplungsentwurf nur z.t/ exponenti-
ell abklingt. Durch die nichtlineare Abbildung z D ge.xe/ konvergiert xe.t/ im Allgemeinen nur
noch asymptotisch gegen Ne, wenn z.t/ exponentiell gegen 0 konvergiert.
In einigen Fällen, zum Beispiel wenn es sich bei den zi D gie.xe/ um Polynome in den Ele-
menten von xe handelt, gilt Satz 3.12 sogar für exponentielle Stabilität, da für jeden Summanden
ak 
 
xje .t/
k des Polynoms gie.xe/ die Abschätzungˇˇˇ
ak 
 
xje .t/
k ˇˇˇ
 "1e
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ˇˇ
xje .t0/
ˇˇ
,
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ˇˇ
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mit "1; "2 2 RC gilt.
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Auch für ein lineares Deskriptorsystem (2.9) in semi-expliziter Form kann mithilfe der Algo-
rithmen 3.1 oder 3.2 eine dynamische Erweiterung (3.11) bzw. (3.19) entworfen werden, sodass
die Restriktionen nicht mehr von Ableitungen von v abhängen. Beide dynamische Erweiterungen
nehmen die lineare Gestalt
Pxu D Auxu C Buv (3.28a)
u D Cuxu CDuv (3.28b)
an, wobei für die mit Algorithmus 3.1 erzeugte Erweiterung Du D 0 gilt. Die Berechnung des
Verkopplungsreglers (3.12) bzw. (3.20) führt auf die Darstellung
x2 D Rx1x1 CRxuxu C Fvv (3.29)
und zusammen mit (3.28) auf das Gesamtsystem
Pxe D

A11 CA12Rx1 A12Rxu C B1Cu
0 Au

xe C

A12Fv C B1Du
Bu

v (3.30a)
y D

C1 C C2Rx1 C2Rxu CDCu

xe C .C2Fv CDDu/v : (3.30b)
Außerdem ergibt sich die fiktive algebraische Gleichung
0 D

A21 CA22Rx1 A22Rxu C B2Cu

xe C .A22Fv C B2Du/„ ƒ‚ …
D0
v ;
38 3 Interpretation eines Deskriptorsystems als Verkopplungsproblem
die, wie auch (3.14), nicht von v abhängt.
Selbstverständlich gelten die für nichtlineare Deskriptorsysteme zuvor hergeleiteten Aussagen für
lineare Deskriptorsysteme. So terminieren die Algorithmen für reguläre Deskriptorsysteme erfolg-
reich (Sätze 3.2 und 3.5), die Lösungen stimmen unter den angegebenen Voraussetzungen überein
(Sätze 3.4 bzw. 3.7), die dynamische Erweiterung (3.28) basierend auf Algorithmus 3.1 besitzt
keine Nullstellen und ist vollständig steuer- und beobachtbar sowie invertierbar (Lemma 3.3), die
dynamische Erweiterung (3.28) basierend auf Algorithmus 3.2 ist invertierbar (Lemma 3.6) und
die Dimension von Nm ist invariant unter einer regulären statischen Deskriptorrückführung (Lem-
ma 3.8). Für die dynamische Erweiterung basierend auf Algorithmus 3.2 lässt sich ein weiteres
Ergebnis angeben.
Lemma 3.13. Die dynamische Erweiterung (3.28), berechnet mit Algorithmus 3.2, besitzt keine
invarianten Nullstellen.
Beweis. Nach Lemma 3.6 legt u.t/ eindeutig xu.t/ und v.t/ für t  t0 fest und damit insbesondere
auch xu.t0/. Daher können keine Nullstellen existieren.
Bei linearen Deskriptorsystemen lassen sich die differenzierbaren Lösungen über die Eigenmodi
des Systems darstellen und interpretieren ([81]). Diese Eigenschaft ermöglicht die bisherigen Er-
gebnisse mit den nslow endlichen Eigenwerten des Deskriptorsystems in Verbindung zu bringen.
Dafür wird das erweiterte Deskriptorsystem2
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0 0 I
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2
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v (3.31a)
y D

C1 C2 DCu
„ ƒ‚ …
Ce
2
4 x1x2
xu
3
5C DDu„ƒ‚…
De
v (3.31b)
benötigt, welches sich durch Verwendung von (3.28) ergibt. Durch die Anwendung von Algorith-
mus 3.1 oder 3.2 wird eine dynamische Erweiterung erzeugt, sodass
Gxe./ D .Ee  Ae/
 1Be
nur Einträge besitzt, bei denen der Nennergrad größer oder gleich dem Zählergrad ist. Das erwei-
terte Deskriptorsystem ist damit immer proper, obwohl bei einem improperen Deskriptorsystem
bei einzelnen Einträgen von
Gx./ D .E  A/
 1B
der Zählergrad größer als der Nennergrad ist. Der folgende Satz verknüpft nun die Eigenmodi mit
den Mannigfaltigkeiten Ne und Nm.
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Satz 3.14. Bei der Anwendung der Algorithmen 3.1 und 3.2 auf ein reguläres lineares Deskrip-
torsystem (2.9) gilt
dimNe   nu;1 D nslow
dimNm   nu;2 D nslow ;
wobei nu;1 die Dimension von xu, berechnet mit Algorithmus 3.1, nu;2 die Dimension von xu, be-
rechnet mit Algorithmus 3.2, und nslow die Anzahl der endlichen Eigenwerte von (2.9) bezeichnet.
Beweis. Der Beweis ist für beide Algorithmen identisch, weshalb er nur für Algorithmus 3.1
angegeben wird. Das erweiterte Deskriptorsystem (3.31) wird mit der Koordinatentransformation

xw;1
xw;2

D Tw
2
4 x1x2
xu
3
5
in die Weierstrass-Kronecker-Form (2.10) überführt. Bezeichne ƒi den Eigenvektor zum Eigen-
wert i des langsamen Teilsystems. Insgesamt existieren nslow C nu Eigenwert/Eigenvektor Paare.
Für die Lösung von (3.31) gilt immer2
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xw;2 hängt dabei nicht von Ableitungen von v ab, da (3.31) immer proper ist. Offensichtlich gilt
dim QN D nslow C nu C p. Da jedes Element von QNe und QN in einer Lösung enthalten ist, folgt
dim QNe D dim QN . Mit dem Zusammenhang dimNe D dim QNe   p folgt der Satz.
3.7 Kurzzusammenfassung
Kapitel 3 leitet mehrere Zustandsraumdarstellungen aus einem Deskriptorsystem ab. Zuerst wer-
den die algebraische Variable und die algebraische Gleichung als weiterer Ein- bzw. Ausgang
interpretiert, um so die wichtige Verknüpfung zwischen der Regularität eines Deskriptorsystems
und der Invertierbarkeit des fiktiven Zustandssystems (3.1) zu erzeugen.
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Durch die Weiterentwicklung bekannter Algorithmen ist es gelungen, mithilfe von Algorithmus
3.1 ein verkoppeltes Zustandssystem zu erzeugen, welches auf einer Untermannigfaltigkeit diesel-
be Lösung wie das Deskriptorsystem besitzt. Ist das Deskriptorsystem improper, so ist im Verlauf
des Algorithmus eine dynamische Erweiterung des verkoppelten Systems notwendig. Durch ei-
ne Modifikation bei dieser dynamischen Erweiterung wird ein zweiter Algorithmus hergeleitet,
der ebenfalls ein verkoppeltes Zustandssystem erzeugt. Obwohl sich die verkoppelten Darstellun-
gen in ihrer Ordnung unterscheiden können, sind sie strukturell sehr ähnlich und von zentraler
Bedeutung im weiteren Verlauf der Arbeit.
Da es mit den verkoppelten Zustandsraumdarstellungen möglich ist, die Lösung des Deskriptor-
systems zu bestimmen, sind sie auch für die numerische Simulation nichtlinearer Deskriptorsyste-
me geeignet. Wie in Abschnitt 3.5.1 dargestellt, müssen keine aufwendigen Integrationsverfahren
für differential-algebraische Systeme verwendet werden, sondern die verkoppelten Zustandssys-
teme können mit Standardintegrationsverfahren gelöst werden. Zudem liefert Satz 3.12 eine ein-
fache Möglichkeit, die Stabilität nichtlinearer Deskriptorsysteme zu überprüfen.
Die verkoppelten Darstellungen bilden im weiteren Verlauf der Arbeit die Grundlage für darauf
aufbauende Untersuchungen. Dieses Kapitel zeigt, dass die verkoppelten Zustandssysteme für alle
regulären Deskriptorsysteme immer existieren. Einschränkende Voraussetzungen für das Deskrip-
torsystem sind daher nicht notwendig.
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4 Exakte Linearisierung
Die verkoppelte Zustandsraumdarstellung (3.13) liefert die Grundlage für die Untersuchungen
in diesem Kapitel. Zuerst wird die dynamische sowie die statische Entkoppelbarkeit von nicht-
linearen Deskriptorsystemen analysiert. Beim Entkopplungsentwurf legt dabei die exakte Ein-/
Ausgangslinearisierung die Ein-/Ausgangsdynamik fest. Ob auch das gesamte geregelte Deskrip-
torsystem stabil ist, lässt sich mit der Nulldynamik untersuchen, die anschließend für nichtlinea-
re Deskriptorsysteme eingeführt wird. Bei der exakten Deskriptorlinearisierung in Abschnitt 4.3
wird eine statische Deskriptorrückführung gesucht, die das nichtlineare Deskriptorsystem zusam-
men mit einer Koordinatentransformation in ein lineares überführt.
4.1 Entkopplung und exakte Ein-/Ausgangslinearisierung
Ein Zustands- oder Deskriptorsystem ist entkoppelt, wenn jeder Eingang auf genau einen Ausgang
wirkt und jeder Ausgang von genau einem Eingang beeinflusst wird. Offensichtlich notwendig für
ein entkoppeltes System ist, dass die Anzahl der Ein- und Ausgänge übereinstimmt. Folglich wird
für die Entkopplung angenommen, dass das Deskriptorsystem quadratisch ist und damit p D q
gilt.
Bei Zustandssystemen wird in der Regel zuerst die statische Entkoppelbarkeit untersucht, da sie
einfacher als die dynamische Entkoppelbarkeit überprüft werden kann (siehe z. B. [50] sowie
[99]). Aus der dynamischen Entkoppelbarkeit lässt sich anschließend auch die Invertierbarkeit
ableiten ([24]). Die dynamische Entkoppelbarkeit von Deskriptorsystemen wird jedoch auf Ba-
sis der Invertierbarkeit hergeleitet, was direkt gelingt und daher zuerst erfolgt. Bei der statischen
Entkopplung können sich die Differenzordnungen im geregelten Deskriptorsystem ändern. Da-
her muss zuerst untersucht werden, wie sich die Differenzordnungen gezielt verändern lassen.
Anschließend können daraus notwendige und hinreichende Bedingungen für die statische Ent-
koppelbarkeit in Abschnitt 4.1.3 hergeleitet werden.
Nach der statischen Entkoppelbarkeit wird mit der exakten Ein-/Ausgangslinearisierung in Ab-
schnitt 4.1.4 ein Verfahren vorgestellt, das die Ein-/Ausgangsdynamik vorgibt. Untersuchungen
zur properen Entkoppelbarkeit schließen daraufhin die theoretischen Überlegungen zur Entkopp-
lung ab. Abschnitt 4.1.6 geht auf Aspekte zur Implementierung und der Robustheit der Entkopp-
lungsregelung ein; der praktische Einsatz einer speziellen Entkopplung für den Entwurf einer
modellgestützen Vorsteuerung runden den Abschnitt 4.1 ab.
4.1.1 Dynamische Entkoppelbarkeit
Wie bei Zustandssystemen spielt die Invertierbarkeit auch bei Deskriptorsystemen eine große Rol-
le für die dynamische Entkopplung. Bevor die dynamische Entkopplung untersucht wird, stellt das
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folgende Lemma eine Verbindung zwischen der Invertierbarkeit der fiktiven Darstellung (3.1) und
des verkoppelten Systems (3.13) her.
Lemma 4.1. Die verkoppelte Zustandsraumdarstellung (3.13) des regulären Deskriptorsystems
(2.1) ist genau dann in einer Umgebung von . Ox1; Oxu; Ov/ invertierbar, wenn das fiktive System (3.1)
bezüglich hze;uei in einer Umgebung von . Ox; Ou/ invertierbar ist, wobei Ox2 D ˛e. Ox1; Oxu; Ov/ und
Ou D ru. Ox1; Oxu; Ov/ gilt.
Beweis. (W Da (3.1) invertierbar bezüglich hze;uei ist, lassen sich x2.t/ und u.t/ eindeutig aus
Ox1 sowie z.t/ und y.t/ bestimmen (siehe Lemma B.3). Da die dynamische Erweiterung (3.11)
nach Lemma 3.3 invertierbar ist, kann aus Oxu und u.t/ direkt v.t/ bestimmt werden. Oxu ist mit
u.t/ festgelegt, sodass v.t/ mithilfe von u.t/ berechnet werden kann. Damit ist das verkoppelte
System (3.13) invertierbar.
)W Da (3.13) invertierbar ist, kann aus Oxe und y.t/ unmittelbar v.t/ bestimmt werden. Da (3.11)
und (3.1) in Reihe geschaltet sind und (3.11) nach Lemma 3.3 invertierbar ist, muss aus y.t/,
x2.t/ sowie Ox1 auch u.t/ bestimmbar sein. Zusammen mit der Regularität des Deskriptorsystems
und Lemma 3.1 folgt die Invertierbarkeit von (3.1) bezüglich hze;uei.
Ist die verkoppelte Zustandsraumdarstellung (3.13) invertierbar, so kann sie dynamisch entkoppelt
werden (siehe Lemma B.5). Wird der dynamische Entkopplungsregler zusammen mit der dynami-
schen Erweiterung (3.11) auf das Deskriptorsystem (2.1) angewandt, ist auch dieses entkoppelt.
Unter der Voraussetzung, dass das geregelte Deskriptorsystem regulär ist, kann auf diesem Weg
mit geringem Aufwand ein Deskriptorsystem dynamisch entkoppelt werden. Folgender Satz be-
weist nicht nur die Regularität, sondern auch, dass die Invertierbarkeit von (3.13) notwendig und
hinreichend für die dynamische Entkoppelbarkeit ist.
Satz 4.2. Eine reguläre dynamische Deskriptorrückführung (2.7) für das reguläre Deskriptorsys-
tem (2.1), die das geregelte Deskriptorsystem in einer Umgebung von . Ox; Ou/ so entkoppelt, dass
das geregelte System dort regulär ist, existiert genau dann, wenn eine der folgenden äquivalenten
Bedingungen erfüllt ist:
 Die fiktive Zustandsraumdarstellung (3.1) des Deskriptorsystems (2.1) ist in einer Umgebung
von . Ox; Ou/ invertierbar bezüglich hze;uei.
 Die verkoppelte Zustandsraumdarstellung (3.13) des Deskriptorsystems (2.1) ist in einer Um-
gebung von . Ox1; Oxu; Ov/ invertierbar, wobei Ox2 D ˛e. Ox1; Oxu; Ov/ und Ou D ru. Ox1; Oxu; Ov/ gilt.
Beweis. Dass beide Bedingungen äquivalent sind, folgt aus Lemma 4.1.
(W Nach Lemma B.5 existiert eine reguläre dynamische Zustandsrückführung (B.2) für (3.13),
die die Ein-/Ausgangsdynamik des geregelten Systems entkoppelt. Wird der dynamischen Rück-
führung die dynamische Erweiterung (3.11) nachgeschaltet, entsteht eine reguläre dynamische
Deskriptorrückführung für das Deskriptorsystem, die wegen Satz 3.4 das Deskriptorsystem ent-
koppelt. Diese Rückführung hängt nicht von x2 ab. Es bleibt zu zeigen, dass das geregelte De-
skriptorsystem regulär ist.
Wird die Deskriptorrückführung mit der Identität x2 D x2 erweitert, entsteht eine reguläre dy-
namische Zustandsrückführung für den erweiterten Eingang ue in (3.1). Mit Lemma B.4 ist das
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geregelte fiktive System invertierbar bezüglich hze; wei, wobei we WD .x2; w/.
Da das geregelte Deskriptorsystem entkoppelt und das fiktive Zustandssystem des geregelten De-
skriptorsystems bezüglich hze; wei invertierbar ist, muss die fiktive Zustandsraumdarstellung auch
bezüglich hz;x2i invertierbar sein. Damit ist das geregelte Deskriptorsystem regulär.
)W Angenommen es existiert eine reguläre dynamische Deskriptorrückführung (2.7), sodass das
geregelte Deskriptorsystem regulär und entkoppelt ist, so ist das fiktive Zustandssystem des gere-
gelten Deskriptorsystems invertierbar bezüglich hze; wei. Angenommen das System (3.1) ist nicht
bezüglich hze;uei invertierbar. Dann ist die dynamische Rückführung mit x2 D x2 für (3.1) re-
gulär und das fiktive Zustandssystem des geregelten Deskriptorsystems kann nicht invertierbar
bezüglich hze; wei sein. Dies widerspricht der Annahme.
Mit dem letzten Satz sind Bedingungen für die dynamische Entkoppelbarkeit regulärer Deskrip-
torsysteme bekannt. Wenn ein Deskriptorsystem dynamisch entkoppelbar ist, kann es nur einen
Eingang u.t/ geben, der einen vorgegebenen Ausgang y.t/ zu einem bestimmten Anfangswert
Ox erzeugt. Der Vergleich mit Lemma B.3 und B.5 für invertierbare Zustandssysteme motiviert
folgende Definition invertierbarer Deskriptorsysteme.
Definition 4.1. Das Deskriptorsystem (2.1) wird als invertierbar in einer Umgebung von . Ox; Ou/
bezeichnet, wenn Ox ein konsistenter Anfangswert ist und (3.13) in einer Umgebung von . Ox1; Oxu; Ov/
invertierbar ist, wobei Ox2 D ˛e. Ox1; Oxu; Ov/ und Ou D ru. Ox1; Oxu; Ov/ gilt.
Wie im Verlauf des letzten Beweises dargestellt, wird die erste Bedingung von Satz 4.2 nicht
nur zur Überprüfung der dynamischen Entkoppelbarkeit benötigt, sondern dient auch direkt dem
Entwurf einer dynamischen Rückführung. Im Allgemeinen ergibt sich dabei eine große Reglerord-
nung, da die dynamische Erweiterung (3.11) der berechneten Zustandsrückführung nachgeschaltet
werden muss. Wie bereits in Kapitel 3 diskutiert, lässt sich die Ordnung der dynamischen Erweite-
rung durch einfache Maßnahmen reduzieren, was auf den Algorithmus 3.2 führte. Da der Entwurf
einer dynamischen Zustandsrückführung minimaler Ordnung für die Entkopplung von Zustands-
systemen recht aufwendig ist (siehe z. B. [48]), wird in dieser Arbeit nicht weiter untersucht, wie
eine dynamische Deskriptorrückführung minimaler Ordnung für die dynamische Entkopplung be-
rechnet werden kann.
Wird auf die Dynamik in der Rückführung jedoch vollständig verzichtet, muss das Deskriptorsys-
tem statisch entkoppelbar sein. Bedingungen, wann dies der Fall ist, werden im Abschnitt 4.1.3
hergeleitet. Zuvor ist die Einführung der Differenzordnungen für Deskriptorsysteme notwendig.
4.1.2 Differenzordnungen
Wird eine Ausgangsgleichung eines Zustandssystems so lange nach der Zeit abgeleitet, bis ei-
ne explizite Eingangsabhängigkeit auftritt, entspricht die Anzahl der benötigten Ableitungen der
Differenzordnung des Ausgangs. Werden alle Ausgänge entsprechend der jeweiligen Differenz-
ordnung abgeleitet und die höchsten Ausgangsableitungen in einer Vektorfunktion zusammenge-
fasst, so ist das Zustandssystem genau dann statisch entkoppelbar, wenn die partielle Ableitung
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dieser Vektorfunktion nach dem Eingang vollen Rang besitzt ([50], [99], [114]). Da die Diffe-
renzordnungen eng mit der statischen Entkoppelbarkeit von Zustandssystemen verknüpft sind,
beschäftigt sich dieser Abschnitt mit den Differenzordnungen von Deskriptorsystemen.
Für die Berechnung der Ausgangsableitungen bei Zustandssystemen muss zuerst die partielle Ab-
leitung einer Ausgangsgleichung nach dem Zustandsvektor gebildet werden, die mit der Ableitung
des Zustandsvektors multipliziert wird. Da die Ableitung des Zustandsvektors dem Systemvektor-
feld entspricht, kann dieses eingesetzt werden, um die Ableitung des Ausgangs in Abhängigkeit
des Zustands und des Eingangs zu bestimmen. Dies entspricht der Lie-Ableitung des Ausgangs.
Bei der Übertragung auf ein Deskriptorsystem muss ebenfalls die partielle Ableitung einer Aus-
gangsgleichung nach dem Deskriptor gebildet werden. Die Ableitung der differentiellen Variablen
ist wie zuvor bekannt und kann eingesetzt werden. Die Ableitung der algebraischen Variablen ist
dagegen nicht bekannt.
Einen Ausweg bietet die verkoppelte Zustandsraumdarstellung (3.13). Da es sich dabei um ein
Zustandssystem handelt, können die Differenzordnungen klassisch berechnet werden. Diese ent-
sprechen allerdings noch nicht den Differenzordnungen des Deskriptorsystems, da die dynamische
Erweiterung Einfluss auf die Differenzordnungen von (3.13) hat. Die für (3.13) berechneten Diffe-
renzordnungen müssen noch um die Anzahl der vorgeschalteten PT1-Glieder vermindert werden,
was auf die folgende Definition führt.
Definition 4.2. Die Differenzordnung ıi für den Ausgang yi des regulären Deskriptorsystems
(2.1) ist die kleinste ganze Zahl ıi   , die
@L
diC
Qfe
hie
@v
D 0 8di 2 f ; : : : ; ıi   1g
@L
ıiC
Qfe
hie
@v
¤ 0
für (3.13) in einer Umgebung von . Oxe; Ov/ erfüllt.
Im Gegensatz zu Zustandssystemen können Differenzordnungen eines Deskriptorsystems negati-
ve Werte annehmen, wenn das Deskriptorsystem differenzierendes Verhalten besitzt. Für  D 0
dagegen geht obige Definition in die klassische Definition der Differenzordnungen für Zustands-
systeme über, ist also konsistent mit dieser. In Wang u. a. [132] werden Differenzordnungen für
Deskriptorsysteme definiert, allerdings für eine eingeschränkte Systemklasse, bei der die Jacobi-
Matrix der algebraischen Gleichungen bezüglich den algebraischen Variablen und den Eingängen
maximalen Rang besitzt. Mit der dort angegebenen Definition ist Definition 4.2 ebenfalls konsis-
tent.
Für Zustandssysteme sind die Differenzordnungen invariant unter einer regulären statischen Zu-
standsrückführung ([99]). Anhand einfacher linearer Deskriptorsysteme lässt sich leicht nachvoll-
ziehen, dass dies für die Differenzordnungen von Deskriptorsystemen nicht der Fall ist (siehe z. B.
Abschnitt 7.1). Im Folgenden wird untersucht, wie die Differenzordnung verändert werden kann;
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im Allgemeinen ist es sowohl möglich, die Differenzordnung zu verringern, als auch zu vergrö-
ßern. Selbstverständlich ist es nur dann sinnvoll, von einer veränderten Differenzordnung beim
geregelten Deskriptorsystem zu sprechen, wenn dieses regulär ist. Für eine einfachere Darstellung
wird die Regularität des geregelten Deskriptorsystems in diesem Abschnitt immer angenommen.
Erst im Abschnitt 4.1.3 werden Bedingungen hergeleitet, sodass ein reguläres geregeltes Deskrip-
torsystem mit veränderter Differenzordnung entsteht. Zuerst wird nur die Verringerung der Diffe-
renzordnung betrachtet.
Wenn ein reguläres Deskriptorsystem (2.1) nicht streng proper ist, gibt es mindestens eine Restrik-
tion  je;i.x1;x2;u/, die von u abhängt, aber nicht von Ableitungen von u. Diese Restriktion kann
zu einer Ausgangsfunktion hi.x1;x2/ addiert werden, die nicht vom Eingang abhängt, wodurch
eine modifizierte Ausgangsfunktion entsteht. Da die Restriktionen für alle Lösungen des Deskrip-
torsystems null sind, stimmen die Ausgangsfunktion und die modifizierte Ausgangsfunktion in ih-
rem Wert für alle Lösungen des Deskriptorsystems überein. Die modifizierte Ausgangsgleichung
ist ein Element der Äquivalenzklasse K.hi; QNe/ und hängt, im Gegensatz zur ursprünglichen Aus-
gangsgleichung, von u ab.
Da die modifizierte Ausgangsfunktion nach dem Eingang u aufgelöst werden kann, ist sie für
einen Reglerentwurf geeignet. Dafür wird
hi.x1;x2/C 
j
e;i.x1;x2;u/ D w
i
nach u aufgelöst, um eine Deskriptorrückführung zu berechnen. Unter der Annahme, dass das
geregelte Deskriptorsystem regulär ist, besitzt es die Ein-/Ausgangsdynamik yi D wi , womit die
Differenzordnung auf 0 reduziert wird.
Doch die Modifikation einer Ausgangsfunktion kann nicht nur genutzt werden, um bei einer Aus-
gangsableitung eine Eingangsabhängigkeit zu erzeugen und die Differenzordnung zu reduzieren.
Sie kann eine vorhandene Eingangsabhängigkeit auch kompensieren und so die Differenzordnung
vergrößern. Wie dies möglich ist, wird im Folgenden hergeleitet, indem Ausgangsableitungen
.yi/.di / beliebiger Höhe di untersucht werden. Jede Ausgangsableitung .yi/.di / lässt sich immer
als Funktion .Mx  R`p/! R darstellen, die von x und .u; : : : ; .u/.` 1// abhängt, wobei `   1
der Anzahl der notwendigen Eingangsableitungen entspricht. Um diese Funktionen zu bestimmen,
kann zum Beispiel
.yi/.0/ D hi
.yi/.jC1/ D

@x1.y
i/.j/

f C

@x2.y
i/.j/

Px2 C

@u.y
i/.j/

PuC

@ Pu.y
i/.j/

RuC : : :
mit f und h des Deskriptorsystems (2.1) sowie
Px2 D .@x1˛e/ f C .@u.˛e ı‰// PuC    C
 
@.u/./.˛e ı‰/

.u/.C1/
mit der Funktion‰ aus (3.15) verwendet werden. .yi/.di / erzeugt die Äquivalenzklasse von Funk-
tionen K..yi/.di /; QNe/, die für alle Lösungen des Deskriptorsystems dieselben Funktionswerte
annehmen.
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Um eine Eingangsabhängigkeit von .yi/.di / zu kompensieren, muss ein Qy 2 K..yi/.di /; QNe;Mx1/
existieren. Die Funktion Qy nimmt für alle Lösungen dieselben Funktionswerte wie .yi/.di / an
und hängt nicht vom Eingang oder Eingangsableitungen ab. Hängt Lf Qy von u ab, so kann Lf Qy
zum Reglerentwurf genutzt werden. Die Differenzordnung beim geregelten Deskriptorsystem ist
dann di C 1, sofern es regulär ist. Da Restriktionen höchstens von der -ten Eingangsableitung
abhängen, kann eine solche Kompensation nicht für beliebig große di möglich sein.
Für die Herleitung einer Obergrenze für di wird zuerst ‚  T 
. Ox; Ou/
Mx;u
‚ WD span
n
dxk1 ; d.
j
e;i ı‰/
o
k2r ; i2f0;:::;j g; j2m
eingeführt. Gilt d 2 ‚ für eine Funktion  WMx;u ! R, so folgt aus (3.27) offensichtlich d Q 2 ‚
für alle Q 2 K.; QNe/. Gilt dagegen d 62 ‚, so führt (3.27) auf d Q 62 ‚ für alle Q 2 K.; QNe/.
Liegt also die äußere Ableitung von  in ‚, so liegen die äußeren Ableitungen aller Funktionen
in ‚, die Elemente der Äquivalenzklasse von  sind.
Hängt  nur von x1 ab, so ist d 2 ‚ unabhängig von den Restriktionen erfüllt. Hängt  dagegen
vom Eingang ab, so spielen die Restriktionen eine Rolle. Gibt es eine Restriktion mit derselben
Eingangsabhängigkeit wie , so ist diese ebenfalls in ‚ enthalten und es gilt wieder d 2 ‚.
Hängt keine Restriktion vom Eingang ab, so folgt d 62 ‚. In diesem Fall ist keine Kompensation
der Eingangsabhängigkeit möglich. Dieselben Überlegungen gelten für Eingangsableitungen und
werden nachfolgend verallgemeinert.
Wie gezeigt wird, ist es für alle Elemente von ‚ möglich, sie durch Modifikationen mit den Re-
striktionen so zu verändern, dass sie nur noch von x1 abhängen. Dies bedeutet insbesondere, dass
sie nicht mehr vom Eingang oder dessen Ableitung abhängt und eine Vergrößerung der Differenz-
ordnung prinzipiell möglich ist.
Lemma 4.3. Es existiert genau dann mindestens ein Q 2 K.; QNe;Mx1/, wenn d 2 ‚ für eine
Funktion  WMx;u ! R gilt.
Beweis. (W Es existiert immer ein lokaler Diffeomorphismus  W Mx;u ! Rk1Ck2Ck3 mit k1 WD
 Cm, k2 C k3 D nC p   k1, für den2
4 1
2
3
5 D
2
4 1.x1;x2;u/2.x1/
3.x2;u/
3
5
gilt. Dabei wird
1 D 1 D
2
64 
1
e;0
:::
me;m
3
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gewählt, was auf  1.0; ; 2/ 2 QNe für alle  2 Rk2 und 2 2 Rk3 führt. Wegen d 2 ‚
existieren Funktionen ak ; bji WMx;u ! R, für die
d D
nX
kD1
akdxk1 C
mX
jD1
jX
iD0
b
j
i d.
j
e;i ı‰/
lokal in einer Umgebung von
 
Ox; Ou

gilt. Daraus folgt @2. ı  1/ D 0.
Die Wahl von O D  ı  1.0; ; 0/ führt mit Q WD O ı  auf Q D  8.x1;x2;u/ 2 QNe. Aus
@2. ı 
 1/ D 0 folgt @2 O D 0, weshalb Q 2 K.; QNe;Mx1/ erfüllt ist.
)W d 62 ‚ führt mit (3.27) auf d Q 62 ‚ für alle Q 2 K.; QNe/. Aus d Q 62 spanfdxk1 gk2r folgt,
dass K.; QNe;Mx1/ D ¿ für d 62 ‚ gilt.
Dieses Ergebnis wird verwendet, um für Ausgangsableitungen zu überprüfen, ob es ein Element in
der Äquivalenzklasse der Ausgangsableitung gibt, das nur von x1 abhängt. Wenn dies der Fall ist,
kann der Ausgang weiter abgeleitet werden, da der Eingangseinfluss kompensiert werden konnte.
Eine Vergrößerung der Differenzordnung ist daher möglich. Existiert ein solches Element nicht
in der Äquivalenzklasse, dann ist, wie im weiteren Verlauf noch hergeleitet wird, die größtmög-
liche Differenzordnung erreicht, die im geschlossenen Regelkreis mit einer regulären statischen
Deskriptorrückführung erzeugt werden kann. Im Hinblick darauf erfolgt bereits an dieser Stelle
die Definition der maximalen Differenzordnung, die sich an der Definition der Differenzordnung
für Zustandssysteme von Huijberts u. a. [49] sowie Glumineau und Moog [40] orientiert.
Definition 4.3. Die maximale Differenzordnung ım;i für den Ausgang yi des regulären Deskrip-
torsystems (2.1) ist die kleinste ganze Zahl ım;i  0, für die
d.yi/.ım;i / 62 ‚
in einer Umgebung von . Oxe; Ov/ gilt.
Wegen d 2 ‚, d Q 2 ‚ für  W Mx;u ! R und Q 2 K.; QNe/ kann die Berechnung der ma-
ximalen Differenzordnung immer mit den Ausgangsableitungen der verkoppelten Zustandsraum-
darstellung (3.13) erfolgen. Die Berechnung der maximalen Differenzordnung wird in Beispiel
4.1 sowie in Abschnitt 7.1 für das Beispiel eines Dreimassenschwingers beschrieben.
Wenn d.yi/.di / in‚ liegt, besitzt die di-te Ableitung der Ausgangsfunktion Eingangsabhängigkei-
ten, die durch Restriktionen kompensiert werden können. Wird der Ausgang yi jedoch mehr als
ım;i-mal abgeleitet, lässt sich keine statische Rückführung mehr daraus berechnen, da immer Ein-
gangsableitungen auftreten. Die dargestellten Überlegungen werden in den folgenden Lemmata
zusammengefasst.
Lemma 4.4. Wenn di 2 f0; : : : ; ım;i   1g für ein reguläres Deskriptorsystem (2.1) gewählt wird,
existiert eine Funktion Qy 2 K

.yi/.di /; QNe;Mx1

.
Beweis. Sei di 2 f0; : : : ; ım;i 1g. Aus Definition 4.3 folgt d.yi/.di / 2 ‚. Mit Lemma 4.3 existiert
dann ein Qy 2 K

.yi/.di /; QNe;Mx1

.
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Lemma 4.5. Wenn di > ım;i für ein reguläres Deskriptorsystem (2.1) gilt, ist @. Pu; Ru;::: / Qy ¤ 0 für
jede Funktion Qy 2 K..yi/.di /; QNe/ in der Umgebung von . Oxe; Ov/ erfüllt.
Beweis. Nach Lemma 4.4 existiert ein Qyi1 2 K..yi/.ım;i 1/; QNe;Mx1/. Für Qyi2 WD Lf Qyi1 gilt Qyi2 2
K..yi/.ım;i /; QNe;Mx;u/ und Qyi2 62 ‚. Sei Qyi3 WD Lf Qyi2 C @x2 Qyi2 Px2 mit Px2 D Lf ˛e C @u.˛e ı‰/ Pu.
Angenommen es gilt @ Pu Qyi3 D 0, dann muss @x2 Qyi2@u.˛eı‰/ D 0 erfüllt sein, was auf Qyi2 2 ‚ führt.
Durch Widerspruch ist damit gezeigt, dass @ Pu Qy ¤ 0 für alle Qy 2 K..yi/.di /; QNe/mit di D ım;i C1
gilt. Die Argumentation lässt sich für alle di > ım;i wiederholen.
Mit den letzten beiden Ergebnissen wurde gezeigt, dass es immer möglich ist, eine zu .yi/.di /
äquivalente Funktion zu finden, die nicht vom Eingang oder Eingangsableitungen abhängt, wenn
di < ım;i gilt. Von mindestens einer Eingangsableitung hängen alle äquivalenten Funktionen für
di > ım;i ab. Im Fall di D ım;i muss im Allgemeinen keines der beiden Lemmata erfüllt sein.
Um die äquivalenten Funktionen für einen Reglerentwurf, wie hier der Entkopplung, nutzen zu
können, muss eine äquivalente Funktion gesucht werden, die vom Eingang, jedoch nicht von
Eingangsableitungen abhängt. Eine solche äquivalente Funktion muss in K..yi/.di /; QNe;Mx;u/
liegen. Diese kann nach dem Eingang aufgelöst werden, um zu einer Rückführung zu gelangen.
Wann geeignete äquivalente Funktionen existieren, beantwortet folgendes Lemma.
Lemma 4.6. Es existiert genau dann eine Funktion Qy 2 K..yi/.di /; QNe;Mx;u/, für die
@ Qy
@u
¤ 0 (4.1)
in einer Umgebung von . Oxe; Ov/ erfüllt ist, wenn di 2 f0; : : : ; ım;ig für ein reguläres, nicht streng
properes Deskriptorsystem gilt.
Beweis. (W Da das Deskriptorsystem nicht streng proper ist, existiert mindestens eine Funktion
Q W Mx;u ! R, die Q .x;u/ D 0 8.x; ‰.u// 2 QNe und @u Q ¤ 0 erfüllt. Gilt di < ım;i , existiert
wegen Lemma 4.4 mindestens ein Ly 2 K..yi/.di /; QNe;Mx1/. Qy D Ly C Q erfüllt damit (4.1). Gilt
di D ım;i , so erfüllt mit Ly 2 K..yi/.di 1/; QNe;Mx1/ entweder Qy D Lf Ly oder Qy D Lf Ly C Q die
Bedingung (4.1) und Qy 2 K..yi/.di /; QNe;Mx;u/.
)W Die Notwendigkeit ist eine direkte Folge aus Lemma 4.5.
Eine weitere Konsequenz aus dem letzten Lemma ist, dass die Differenzordnung durch eine Rück-
führung höchstens den Wert ım;i annehmen kann. Dies rechtfertigt die zuvor gewählte Bezeich-
nung der maximalen Differenzordnung und schließt die Überlegungen zu einer Veränderung der
Differenzordnung ab.
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4.1.3 Statische Entkoppelbarkeit
Ausgänge durch Restriktionen zu modifizieren, wie dies im letzten Abschnitt betrachtet wird, birgt
komplett neue Möglichkeiten für den Reglerentwurf. Im weiteren Verlauf werden daher modifi-
zierte Ausgänge zum Entkoppeln verwendet. Für die Berechnung eines statischen Entkopplungs-
reglers ist es notwendig, dass modifizierte Ausgänge Qyi 2 K..yi/.di /; QNe/, di 2 f0; : : : ; ım;ig,
i 2 p existieren, die
rang @u

Qyi

i2p
D p (4.2)
und
@ Qyi
@.u/.j/
D 0 8i 2 p; j > 0 (4.3)
erfüllen. Dann kann zum Beispiel

Qyi

i2p
D w nach dem Eingang u aufgelöst werden, um eine
reguläre statische Deskriptorrückführung (2.6) zu berechnen. Ist das geregelte Deskriptorsystem
regulär, so besitzt es die Ein-/Ausgangsdynamik .yi/.di / D wi . Damit ist es entkoppelt und die
Ein-/Ausgangsdynamik besteht aus jeweils di Integratoren.
Da die Bedingung (4.3) nur sicherstellt, dass keine Eingangsableitungen auftreten, kann sie ent-
fallen, wenn stattdessen Qyi 2 K..yi/.di /; QNe;Mx;u/ gefordert wird. Die Regularität des geregelten
Deskriptorsystems ist durch die beiden Bedingungen allerdings noch nicht sichergestellt. Es zeigt
sich bereits an einfachen Beispielsystemen, dass das beschriebene Vorgehen teilweise zum Ver-
lust der Regularität führt. Ist das Deskriptorsystem nicht invertierbar, so kann es offensichtlich
nicht möglich sein, das System zu entkoppeln. Sind die Bedingungen für ein nicht invertierbares
Deskriptorsystem trotzdem erfüllt, so entsteht ein nicht reguläres geregeltes Deskriptorsystem.
Im Gegensatz zu Zustandssystemen, die immer invertierbar sind, wenn ihre Entkopplungsmatrix
regulär ist ([99]), folgt bei Deskriptorsystemen aus (4.2) noch nicht deren Invertierbarkeit. Nach
Satz 4.2 ist jedoch auch bei Deskriptorsystemen die Forderung der Invertierbarkeit notwendig für
die Entkoppelbarkeit. Wie gezeigt wird, erzeugt die Kombination mit (4.2) eine notwendige und
hinreichende Bedingung für die statische Entkoppelbarkeit.
Satz 4.7. Es existiert genau dann eine reguläre statische Deskriptorrückführung (2.6) für das
reguläre Deskriptorsystem (2.1), sodass das mit der Rückführung geregelte Deskriptorsystem in
einer Umgebung von Ox regulär und mit den Differenzordnungen di  0 entkoppelt ist, wenn
Funktionen Qyi 2 K..yi/.di /; QNe;Mx;u/, di 2 f0; : : : ; ım;ig, i 2 p, existieren, für die (4.2) in einer
Umgebung von . Ox; Ou/ erfüllt ist und das Deskriptorsystem in dieser Umgebung invertierbar ist.
Beweis. (W Angenommen das Deskriptorsystem ist invertierbar und (4.2) ist erfüllt. Aufgrund
der obigen Überlegungen existiert eine reguläre statische Deskriptorrückführung, die das geregel-
te Deskriptorsystem mit den Differenzordnungen di  0 entkoppelt. Wird die Rückführung mit
der Identität x2 D x2 erweitert, so ist mit derselben Argumentation, wie im Beweis von Satz 4.2,
die fiktive Darstellung des geregelten Deskriptorsystems invertierbar bezüglich hze; wei sowie die
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fiktive Zustandsraumdarstellung bezüglich hz;x2i invertierbar und somit das geregelte Deskrip-
torsystem regulär.
)W Angenommen es existiert eine reguläre statische Deskriptorrückführung (2.6), sodass das ge-
regelte Deskriptorsystem regulär und mit den Differenzordnungen di  0 entkoppelt ist. Es exis-
tieren Funktionen Oyi 2 K..yi/. Qdi /; QNe;Mx;w/ für die @wi Oyi ¤ 0 8i 2 p gilt und die Matrix
@w

Oyi

i2p
vollen Rang besitzt. Da die Deskriptorrückführung regulär ist, ist (4.2) für das ungere-
gelte Deskriptorsystem erfüllt.
Wie beim Beweis von Satz 4.2 kann auf die Regularität von (2.1) und die Invertierbarkeit von
(3.1) bezüglich hze; vei geschlossen werden.
Mit dem letzten Satz sind erstmals notwendige und hinreichende Bedingungen für die statische
Entkoppelbarkeit regulärer Deskriptorsysteme bekannt, wobei an das Deskriptorsystem keine wei-
teren Annahmen gestellt oder Einschränkungen gemacht werden. Die Differenzordnungen des
geregelten Deskriptorsystems können beliebig zwischen 0 und ım;i gewählt werden, sofern (4.2)
erfüllt ist. Für die Überprüfung der notwendigen und hinreichenden Bedingungen aus Satz 4.7
müssen geeignete Funktionen in der jeweiligen Äquivalenzklasse gefunden werden. Die Äquiva-
lenzklasse hängt noch vom Parameter di ab, dieser muss geeignet gewählt werden. Es ist bisher
nicht erkennbar, welche Auswirkungen die Wahl von di hat.
Lemma 4.8. Kann ein reguläres Deskriptorsystem (2.1) nach Satz 4.7 mit den Parametern di 
ım;i 8i 2 p in einer Umgebung von . Ox1; Ox2/ entkoppelt werden, wobei dj < ım;j für ein j 2 p
gilt, so kann das Deskriptorsystem mit den Parametern Qdi D di 8i 2 p; i ¤ j und 0  Qdj  ım;j
in dieser Umgebung entkoppelt werden.
Beweis. Sei (2.1) ein reguläres Deskriptorsystem, das mit den Parametern di , i 2 p entkop-
pelt werden kann. Angenommen, dass Deskriptorsystem kann mit den Parametern Qdi , i 2 p,
wobei Qdj ¤ dj für ein j 2 p gilt, nicht entkoppelt werden. Da dj < ım;j folgt für alle
Qyj 2 K..yj /.dj /; QNe;Mx;u/ direkt d Qyj 2 ‚. Daher existiert ein Q W Mx;u ! R mit Q .x;u/ D
0 8.x; ‰.u// 2 QNe, sodass (4.2) erfüllt ist, wenn Qyj durch Q ersetzt wird. Da in (4.2) nur die
Abhängigkeit von u eine Rolle spielt, kann Q darüber hinaus so gewählt werden, dass d Q 2 Z
gilt.
Wegen der Annahme dj < ım;j ist das Deskriptorsystem nicht streng proper und es existiert nach
Lemma 4.6 ein Lyj 2 K..yj /. Qdj /; QNe;Mx;u/. Mit Qyj D Lyj kann (4.2) nicht erfüllt sein, da das De-
skriptorsystem sonst mit den Parametern Qdi entkoppelbar wäre, was per Annahme ausgeschlossen
ist. Dann muss Qyj D Lyj C Q die Bedingung (4.2) erfüllen. Da Qyj 2 K..yj /. Qdj /; QNe;Mx;u/ gilt,
ist das Deskriptorsystem mit den Parametern Qdj entkoppelbar und das Lemma durch Widerspruch
bewiesen.
Nach dem letzten Lemma kann eine Differenzordnung dj beliebig verändert werden, wenn eine
Entkopplung mit dj < ım;j möglich ist. Die Umkehrung der Aussage zeigt, dass wenn die Ent-
kopplung eines entkoppelbaren Deskriptorsystems mit dj < ım;j nicht möglich ist, auch keine
Entkopplung mit 0  Qdj < ım;j erfolgen kann. Für die Entkopplung muss zwingend Qdj D ım;j
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gewählt werden. Daher sollte für die Überprüfung der Entkoppelbarkeit eines Deskriptorsystems
immer di D ım;i , i 2 p gewählt werden.
Am Ende dieses Abschnitts werden nochmals die maximalen Differenzordnungen betrachtet. Für
Zustandssysteme stimmen die maximalen Differenzordnungen mit den klassischen Differenzord-
nungen überein, welche unter einer regulären statischen Rückführung invariant sind. Bei Deskrip-
torsystemen sind beide im Allgemeinen verschieden und nur die maximalen Differenzordnungen
sind invariant, was an dieser Stelle gezeigt wird.
Satz 4.9. Die maximalen Differenzordnungen eines regulären Deskriptorsystems (2.1) sind inva-
riant unter einer regulären statischen Deskriptorrückführung (2.6).
Beweis. Angenommen die maximale Differenzordnung wird durch eine reguläre statische De-
skriptorrückführung verändert. Sei ım;i die maximale Differenzordnung eines Ausgangs des De-
skriptorsystems und Qım;i die des geregelten Deskriptorsystems, wobei ohne Beschränkung der
Allgemeinheit Qım;i > ım;i angenommen wird. Das geregelte Deskriptorsystem kann mit einer
weiteren regulären statischen Deskriptorrückführung so geregelt werden, dass das zweite gere-
gelte System als Differenzordnungen Qım;i besitzt. Die Hintereinanderschaltung von zwei regu-
lären statischen Deskriptorrückführungen lässt sich immer durch eine einzige reguläre statische
Deskriptorrückführung erzielen, sodass sich die Differenzordnung Qım;i bereits mit einer Rückfüh-
rung erzeugen lassen muss. Da Qım;i > ım;i gilt, widerspricht dies Lemma 4.5, was die Annahme
widerlegt.
Da die maximalen Differenzordnungen invariant unter einer regulären statischen Deskriptorrück-
führung sind, ist ihre Summe ebenfalls invariant. Nachfolgendes Beispiel verdeutlicht die Berech-
nung der maximalen Differenzordnungen und die Überprüfung der Entkoppelbarkeit.
Beispiel 4.1. Gegeben ist das Deskriptorsystem
Px1 D
2
4 sin.x1/C x3 C u1x2 C u1
u2
3
5
0 D

x4 C u1
x5 C u2

y D

x1
x2

mit x1 D .x1;x2;x3/, x2 D .x4;x5/ und x D .x1;x2/ 2 .S1  R4/. Algorithmus 3.1 berechnet
den Verkopplungsregler
x2 D

 u1
 u2

;
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wobei keine Verkopplungseigenwerte vorgegeben werden können, da g direkt nach x2 auflösbar
ist. Es lässt sich leicht erkennen, dass das fiktive Zustandssystem (3.1) bezüglich hze;uei invertier-
bar ist und damit auch das Deskriptorsystem. Für die Berechnung der maximalen Differenzord-
nung wird
d 1e;0 D d.x4 C u1/ D dx4 C du1
d 2e;0 D d.x5 C u2/ D dx5 C du2
benötigt, was auf
‚ WD span
˚
dx1; dx2; dx3; dx4 C du1; dx5 C du2
	
führt. Offensichtlich gilt dy1 2 ‚ und dy2 2 ‚. Die erste Ausgangsableitung ergibt sich zu
Py D

u1 C x3 C sin.x1/
u1 C x2

und führt auf
d Py1 D d.u1 C x3 C sin.x1// D du1 C dx3 C @x1 sin.x1/dx1 D du1 C dx3 C cos.x1/dx1
d Py2 D d.u1 C x2/ D du1 C dx2 ;
woraus direkt d Py1 62 ‚ und d Py2 62 ‚ folgt. Mit Definition 4.3 sind die maximalen Differenzord-
nungen damit ım;1 D ım;2 D 1. Zur Überprüfung der Entkoppelbarkeit werden zuerst Funktionen
in K..yi/.ım;i /; QNe;Mx;u/ gesucht, die (4.2) erfüllen. Dies ist für die Wahl
Qy D
"
Py1
Py2    1e;0 C 
2
e;0
#
D

sin.x1/C x3 C u1
x2   x4 C x5 C u2

der Fall, sodass das Deskriptorsystem entkoppelbar ist. Auflösen von Qy !D w nach u erzeugt die
reguläre statische Deskriptorrückführung
u D

  sin.x1/   x3 C w1
 x2 C x4   x5 C w2

;
die auf das reguläre geregelte Deskriptorsystem
Px1 D
2
4 w1  sin.x1/C x2   x3 C w1
 x2 C x4   x5 C w2
3
5
0 D

  sin.x1/   x3 C x4 C w1
 x2 C x4 C w2

y D

x1
x2

führt, das die Ein-/Ausgangsdynamik Py D w besitzt.
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Eine Veränderung der Differenzordnung im geregelten System ist ebenfalls möglich. Die Wahl von
Qy D
"
y1 C  1e;0
y2 C  2e;0
#
D

x1 C x4 C u1
x2 C x5 C u2

erfüllt erneut (4.2) und führt mit der Forderung Qy !D w auf die reguläre statische Deskriptorrück-
führung
u D

 x1   x4 C w1
 x2   x5 C w2

:
Das reguläre geregelte Deskriptorsystem
Px1 D
2
4  x1 C sin.x1/C x3   x4 C w1 x1 C x2   x4 C w1
 x2   x5 C w2
3
5
0 D

 x1 C w1
 x2 C w2

y D

x1
x2

besitzt nun die Ein-/Ausgangsdynamik y D w.
Das Beispiel gibt außerdem einen Hinweis für die Wahl der Funktionen in den Äquivalenzklassen
um (4.2) zu erfüllen. Zum Erzeugen einer passenden Eingangsabhängigkeit reicht die Addition
einer eingangsabhängigen Restriktion in vielen Fällen bereits aus.
4.1.4 Exakte Ein-/Ausgangslinearisierung
Bis jetzt wurden Bedingungen hergeleitet, wann ein Deskriptorsystem statisch entkoppelt werden
kann. Der verwendete Reglerentwurf führte zu einer Integratorkette in jedem Ein-/Ausgangskanal.
Aufbauend auf den vorgestellten Ergebnissen wird in diesem Abschnitt die exakte Ein-/Ausgangs-
linearisierung auf Deskriptorsysteme übertragen.
Das Prinzip der exakten Ein-/Ausgangslinearisierung für Zustandssysteme besteht darin, dass für
jede Ausgangsgleichung und ihre Ableitungen eine gewünschte lineare Differentialgleichung vor-
gegeben wird. Wird diese nach dem Eingang aufgelöst, so ergibt sich ein Regelgesetz, welches
die vorgegebene Dynamik für den Ausgang erzeugt (siehe z. B. [50], [99]).
Bei der vorgestellten statischen Entkopplung von Deskriptorsystemen werden die Parameter di so
gewählt, dass Funktionen Qyi
di
2 K..yi/.di /; QNe;Mx;u/ existieren, für die (4.2) erfüllt ist. Um Dif-
ferentialgleichungen vorgeben zu können, werden weitere Funktionen Qyij 2 K..yi/.j/; QNe;Mx1/
mit j < di benötigt. Nach Lemma 4.4 existieren diese Funktionen immer, da di  ım;i gewählt
werden muss.
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Mit den Parametern aij 2 R kann die Gleichung2
664
Pd1 1
jD0 a
1
j Qy
1
j C Qy
1
d1
:::Pdp 1
jD0 a
p
j Qy
p
j C Qy
p
dp
3
775 D
2
64 a
1
0w
1
:::
a
p
0w
p
3
75 (4.4)
wegen Satz B.8 und (4.2) nach u aufgelöst werden und es ergibt sich eine reguläre statische De-
skriptorrückführung (2.6). Ist das Deskriptorsystem statisch entkoppelbar, so besitzt das geregelte
Deskriptorsystem die Ein-/Ausgangsdynamik
ai0y
i C    C aidi 1  .y
i/.di 1/ C .yi/.di / D ai0w
i 8i 2 p ;
da y.t/ D Qy.t/ für alle Lösungen auf QNe gilt.
Wie bei Zustandssystemen hängt die Stabilität des geregelten Systems bei der exakten Ein-/Aus-
gangslinearisierung nicht nur von der vorgegebenen Dynamik ab, sondern auch von der Nulldy-
namik. Diese wird später in Abschnitt 4.2 betrachtet.
4.1.5 Propere Entkoppelbarkeit
Bei der bisherigen Betrachtung der Entkopplung wird weder für das ungeregelte noch das geregel-
te Deskriptorsystem Properheit angenommen. Im Gegensatz dazu fordern Zhang u. a. [141] immer
die Properheit des geregelten Systems und Müller [97] noch dazu die Properheit des ungeregelten
Systems.
Mit der neu vorgestellten Methodik lässt sich nur dann ein properes geregeltes Deskriptorsys-
tem erzeugen, wenn mit maximaler Differenzordnung entkoppelt wird. Dafür ist keine statische
Deskriptorrückführung in der Form (2.6) nötig. Wie sich zeigen lässt (z. B. in [97]), ist für die Re-
gelung eines properen Deskriptorsystems, sodass das geregelte Deskriptorsystem proper ist, nur
eine reduzierte statische Deskriptorrückführung
u D rred.x1; w/ (4.5)
mit w 2 Rp ausreichend. Damit diese regulär ist, muss rang @wrred D p gelten. Für die propere,
statische Entkoppelbarkeit gilt das folgende Lemma.
Lemma 4.10. Ein reguläres, properes Deskriptorsystem (2.1) kann mit einer regulären, reduzier-
ten statischen Deskriptorrückführung (4.5) genau dann in einer Umgebung von . Ox1; Ox2/ entkop-
pelt werden, sodass das geregelte Deskriptorsystem dort regulär und proper ist, wenn (4.2) mit
Qyi D .yi/.ım;i / in einer Umgebung von . Ox1; Oxu; Ov/ erfüllt ist.
Beweis. (WWenn Qyi D .yi/.ım;i / (4.2) erfüllt, ist die verkoppelte Zustandsraumdarstellung (3.13)
entkoppelbar und damit invertierbar. Daher ist das Deskriptorsystem invertierbar und die Bedin-
gungen von Satz 4.7 sind erfüllt. Da (3.13) entkoppelbar ist und wegen der Properheit nu D 0 gilt,
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kann für (3.13) eine entkoppelnde, reguläre statische Zustandsrückführung entworfen werden, die
die Form (4.5) annimmt. Diese entkoppelt das Deskriptorsystem. Das geregelte Deskriptorsystem
ist wegen Satz 4.7 regulär. Da die Restriktionen  je;i , i 2 f0; : : : ; j   1g; j 2 m nicht von u
abhängen und die reduzierte Rückführung die Abhängigkeit der Restriktionen  je;j von x2 nicht
verändert, bleibt das geregelte Deskriptorsystem proper.
)W Existiert eine reguläre, reduzierte statische Deskriptorrückführung, die das System proper
entkoppelt, so müssen die Bedingungen von Satz 4.7 erfüllt sein, da dieser notwendig ist. Damit
existieren Oyi 2 K..yi/.ım;i /; QNe;Mx;u/, i 2 p, für die (4.2) erfüllt ist. Da eine reduzierte Rück-
führung entworfen werden konnte, müssen sogar Oyi 2 K..yi/.ım;i /; QNe;Mx;u/ existieren, die (4.2)
erfüllen.
Angenommen (4.2) wird von Qyi D .yi/.ım;i / nicht erfüllt. Da das Deskriptorsystem proper ist,
hängt e nicht von u ab, sodass alle Elemente von K. Qyi; QNe;Mx1;u/ dieselbe Eingangsabhängig-
keit besitzen. Damit kann (4.2) auch nicht mit Oyi erfüllt werden. Durch Widerspruch ist gezeigt,
dass (4.2) mit Qyi D .yi/.ım;i / erfüllt ist.
Die vorgestellte Entkopplungsmethodik deckt mit diesem Lemma die Resultate zur properen Ent-
koppelbarkeit von Müller [97] sowie Schmitt und Konigorski [117] mit ab, ohne dass die in Müller
[97] benötigten Fallunterscheidungen beachtet werden müssen. Den Unterschied zwischen Satz
4.7 und Lemma 4.10 verdeutlicht ein kurzes Beispielsystem, das zwar entkoppelbar ist, aber nicht
proper entkoppelt werden kann.
Beispiel 4.2. Das Deskriptorsystem2
4 Px1Px2
Px3
3
5 D
2
4 x3 C u1u1
u2
3
5 0 D x4 C u2 y D  x1
x2

mit x1 D .x1;x2;x3/ 2 R3, x2 D x4 2 R und u D .u1;u2/ 2 R2 ist ein reguläres, properes
Deskriptorsystem, welches nach Satz 4.7 entkoppelbar ist und für das ı1m D ı2m D 1 gilt. Die
Ausgangsableitung ist
Py D

x3 C u1
u1

;
weshalb die Bedingung von Lemma 4.10 nicht erfüllt ist. Mit
PQy D Py C
"
0
 1e;0
#
D

x3 C u1
u1 C x4 C u2

!
D

w1
w2

) u D

 x3 C w1
x3   x4   w1 C w2

ist das System entkoppelbar und das geregelte System2
4 Px1Px2
Px3
3
5 D
2
4 w1 x3 C w1
x3   x4   w1 C w2
3
5 0 D x3   w1 C w2 y D  x1
x2

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ist regulär und mit maximaler Differenzordnung entkoppelt, aber nicht proper. Wegen Lemma 4.10
existiert keine Rückführung, die ein properes, entkoppeltes Deskriptorsystem erzeugt.
Das Beispiel zeigt, dass es für die Angabe notwendiger und hinreichender Entkopplungsbedingun-
gen nötig ist, auf die Forderung der Properheit des geregelten Deskriptorsystems zu verzichten.
4.1.6 Aspekte der Implementierung und Robustheit
Dieser Abschnitt beschäftigt sich mit zwei wichtigen Aspekten der vorgestellten Entkopplungs-
regelung. Zuerst wird auf die Implementierung der Entkopplungsregelung in Verbindung mit der
verkoppelten Zustandsraumdarstellung eingegangen. Anschließend wird die Robustheit der Rück-
führung gegenüber Parametervariationen untersucht.
Implementierung Die verkoppelte Darstellung kann, wie in Abschnitt 3.5.1 gezeigt, zur Simu-
lation des Deskriptorsystems verwendet werden. Soll ein geregeltes Deskriptorsystem simuliert
werden, so lässt sich die Deskriptorrückführung prinzipiell auch auf das verkoppelte Zustandssys-
tem anwenden. Dass diese Implementierung zu Problemen führen kann, zeigt folgendes Beispiel.
Beispiel 4.3. Betrachtet wird das reguläre Deskriptorsystem2
4 Px1Px2
Px3
3
5 D
2
4 x1 C x3 C u1x2 C u1
u2
3
5 0 D  x4 C u1
x5 C u2

y D

x1
x2

mit x1 D .x1;x2;x3/ 2 R3, x2 D .x4;x5/ 2 R2 und u D .u1;u2/ 2 R2, das die Übertragungs-
matrix
G.s/ D
"
1
s 1
  1
s.1 s/
1
s 1
0
#
besitzt. Das Einsetzen der regulären statischen Deskriptorrückführung
u D

 x1   x4 C w1
 x2   x5 C w2

führt auf das Deskriptorsystem2
4 Px1Px2
Px3
3
5 D
2
4 x3   x4 C w1 x1 C x2   x4 C w1
 x2   x5 C w2
3
5 0 D   x1 C w1
 x2 C w2

y D

x1
x2

;
welches regulär ist. Die Übertragungsmatrix des geregelten Deskriptorsystems ist G./ D I2.
Wird die verkoppelte Zustandsraumdarstellung des ungeregelten Systems2
4 Px1Px2
Px3
3
5 D
2
4 x1 C x3 C u1x2 C u1
u2
3
5 y D  x1
x2


x4
x5

D

 u1
 u2

4.1 Entkopplung und exakte Ein-/Ausgangslinearisierung 57
betrachtet und die Rückführung eingesetzt, so ergibt sich2
4 Px1Px2
Px3
3
5 D
2
4 x3   x4 C w1 x1 C x2   x4 C w1
 x2   x5 C w2
3
5 y D  x1
x2

:
Einsetzen in den Verkopplungsregler führt auf
x4
x5

D

x1 C x4   w1
x2 C x5   w2

:
Es ist nicht mehr möglich, den Verkopplungsregler nach x2 aufzulösen. Bei einer Implementierung
der Rückführung entsteht damit eine nicht lösbare algebraische Schleife, sodass x2 nicht mehr
bestimmt werden kann.
Im Beispiel ist es nicht möglich, die geregelte verkoppelte Zustandsraumdarstellung zur Simu-
lation des geregelten Deskriptorsystems einzusetzen. Werden die Differenzordnungen auf null
reduziert, so tritt das Problem bei den meisten Deskriptorsystemen auf. Daher sollte immer eine
neue verkoppelte Zustandsraumdarstellung des geregelten Deskriptorsystems berechnet werden,
unabhängig davon ob es simuliert wird oder andere auf der verkoppelten Darstellung basierende
Methoden zum Einsatz kommen.
Robustheit Es soll an dieser Stelle keine umfangreiche Robustheitsanalyse der Entkopplungsre-
gelung erfolgen, sondern lediglich ein spezieller Aspekt der Robustheit betrachtet werden. Dafür
wird nochmals das Beispiel 4.3 herangezogen. Wird die Rückführung
u D

 x1   x4 C p1x
4 C w1
 x2   x5 C p2x
5 C w2

mit den Parametern p1;p2 2 R verwendet, so zeigt sich, dass nur bei der Wahl p1 D p2 D 0
die Differenzordnungen ı1 D ı2 D 0 im geschlossenen Regelkreis erzeugt werden. Schon für
beliebig kleine Abweichungen der Parameter von 0 erhöhen sich die Differenzordnungen.
Da die Reduzierung der Differenzordnung erreicht wird, indem die Wirkung von x2 auf z in
(3.1) verzögert wird, müssen durch die Rückführung bestimmte Variablen in den algebraischen
Gleichungen oder deren Ableitungen kompensiert werden. Im Beispiel 4.3 waren das die alge-
braischen Variablen x4 und x5. Stimmt diese Kompensation nicht exakt, so verändert sich der
differenzierende Charakter des Systems und somit dessen Differenzordnung.
Da ein Modell praktisch nie exakt einem realen System entspricht, ist die Reduzierung der Dif-
ferenzordnung für den praktischen Einsatz ungeeignet; es wird immer zu kleinen Abweichungen
kommen, die eine exakte Kompensation verhindern. Im Gegensatz dazu sind in der Simulation die
Modelle in der Regel exakt bekannt und der entworfene Entkopplungsregler reduziert die Diffe-
renzordnung wie gewünscht. Dass trotzdem praktische Anwendungen dieses Entkopplungsreglers
existieren, verdeutlicht der folgende Abschnitt.
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Bild 4.1: Struktur der klassischen, modellgestützten Vorsteuerung
4.1.7 Anwendung als Vorsteuerungsentwurf
Entwurf einer Vorsteuerung für Deskriptorsysteme Bevor auf den neuen Vorsteuerungsentwurf
eingegangen wird, soll zuerst eine bekannte Vorsteuerungsstruktur vorgestellt werden, die als
Grundlage dienen wird. Es handelt sich um eine dynamische, modellgestützte Vorsteuerung (sie-
he [112]), die in Bild 4.1 dargestellt ist. Das Besondere an dieser Vorsteuerung ist, dass sie ein
geregeltes Modell der Strecke enthält. Ist das System ein-/ausgangslinearisierbar, so kann eine
lineare Vorsteuerung des geregelten Modells erfolgen (siehe z. B. [116]), was den Entwurfsauf-
wand für die Vorsteuerung deutlich reduziert. Bei dieser Struktur kann der Eingang des Modells
als Stellgröße für das reale System verwendet werden. Das Modell in der Vorsteuerung berechnet
außerdem einen Sollverlauf für den Zustand des realen Systems. Da der Sollverlauf bekannt ist,
ist die weitere Implementierung eines Folgereglers sehr einfach.
Ist es möglich, alle Differenzordnungen eines regulären, entkoppelbaren Deskriptorsystems zu
reduzieren, so ist es nach Lemma 4.8 immer möglich, dass Deskriptorsystem mit di D 0 zu
entkoppeln. Das geregelte System besitzt die Übertragungsmatrix G./ D I , also ein P-Verhalten
in den entkoppelten Ein-/Ausgangskanälen. Der Ausgang folgt damit immer exakt dem Eingang,
ohne dynamische Verzögerungen. Da die gewünschte Trajektorie direkt aufgeschaltet wird, kann
eine zusätzliche lineare Vorsteuerung des geregelten Systems entfallen.
Wie in Kapitel 3 gezeigt wird, kann ein improperes System problemlos simuliert werden, wenn
die Eingangsableitungen bekannt sind. Es ist somit grundsätzlich möglich, das geregelte System
zu simulieren. Selbstverständlich muss dafür der Eingang des geregelten Deskriptorsystems eine
bestimmte Differenzierbarkeitsanforderung erfüllen, wobei jede Trajektorie eines realen Systems
eine gewisse Differenzierbarkeit besitzt. Unter der Beachtung von (3.15) stimmen diese überein.
Beim hier dargestellten Vorgehen wird die Stellgröße für das reale System vom Regler berechnet.
Ebenso wird ein Sollverlauf des Deskriptors erzeugt. Der Unterschied zur klassischen Struktur
liegt darin, dass für die Simulation des Deskriptorsystems die verkoppelte Zustandsraumdarstel-
lung verwendet wird. Da das geregelte Deskriptorsystem simuliert wird, muss die verkoppelte
Zustandsraumdarstellung des geregelten Deskriptorsystems simuliert werden, wie in Abschnitt
4.1.4 beschrieben. Um bei dieser Implementierung die Stellgröße des realen Systems bestimmen
zu können, muss der Entkopplungsregler separat berechnet werden. Dies führt auf die in Bild 4.2
dargestellte Struktur.
Die Voraussetzung für den neuen Vorsteuerungsentwurf ist, dass das Deskriptorsystem mit redu-
zierten Differenzordnungen entkoppelbar ist. Dafür ist es nicht notwendig, dass das ungeregelte
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Bild 4.2: Struktur der modifizierten, modellgestützten Vorsteuerung
Deskriptorsystem improper ist. Das geregelte Deskriptorsystem muss jedoch stabil sein. Wie im
nächsten Abschnitt bei der Einführung der Nulldynamik für Deskriptorsysteme gezeigt wird, ist
dafür eine stabile Nulldynamik hinreichend. Der Vorsteuerungsentwurf ist damit nicht nur von
theoretischem Interesse, sondern lässt sich für viele praktische Systeme einsetzen. In Abschnitt
7.4 wird der Vorsteuerungsentwurf beispielhaft an einem Parallelroboterprüfstand implementiert
und Messergebnisse gezeigt.
Die Idee dieses neuen Vorsteuerungsentwurfs kann nicht nur für Deskriptorsysteme, sondern auch
für Zustandssysteme genutzt werden, um zu einer einfachen Entwurfsmethodik für eine Vorsteue-
rung zu gelangen.
Entwurf einer Vorsteuerung für Zustandssysteme Durch die Hinzunahme der algebraischen Glei-
chung
0 D u   
zu den Differentialgleichungen des Zustandssystems (2.2) kann ein fiktives, reguläres Deskriptor-
system erzeugt werden, für das  die differentielle Variable und  2 Rp die algebraische Variable
darstellt. Dieses Deskriptorsystem ist genau dann invertierbar, wenn das Zustandssystem (2.2)
invertierbar ist, was nachfolgend angenommen wird.
Besitzt das Zustandssystem keinen Durchgriff, so können mit Qy D yCu modifizierte Ausgän-
ge erzeugt werden, wobei für alle Ausgänge Qyi 2 K.y;Ne/ gilt. Diese modifizierten Ausgänge
können zum Entkopplungsreglerentwurf herangezogen werden, da die Bedingungen von Satz 4.7
erfüllt sind. Dies führt auf den Entkopplungsregler
u D r.; ; w/ D w   c./C  ;
womit sich das geregelte Deskriptorsystem
P D a.; r.; ; w//
0 D r.; ; w/    D w   c./
y D c./
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ergibt, das die Ein-/Ausgangsdynamik
y.t/ D w.t/
besitzt und wegen Satz 4.7 regulär ist. Selbstverständlich ist der Entwurf auch für Systeme mit
Durchgriff möglich; modifizierte Ausgänge Qyi 2 K.y;Ne/, die Satz 4.7 erfüllen, existieren immer.
Die Anwendung des Algorithmus 3.1 auf das geregelte Deskriptorsystem erzeugt den Verkopp-
lungsregler  D ˛e.xe; v/, was unter Beachtung von (3.15) mit ysoll D w; : : : ; .ysoll/./ D .w/./
und .xu; v/ D ‰
 
w; : : : ; .w/./

zu
 D ˛e

;‰

ysoll; : : : ; .ysoll/
./

führt. Es lässt sich wiederum die Struktur aus Bild 4.2 verwenden, um das Zustandssystem vor-
zusteuern. Wie bei der Vorsteuerung von Deskriptorsystemen müssen Ableitungen der Trajektorie
ysoll bekannt sein.
Voraussetzung für den Entwurf der Vorsteuerung ist die Invertierbarkeit des Zustandssystems
(2.2). Die Stabilität des entkoppelten Deskriptorsystems ist für Zustandssysteme mit stabiler Null-
dynamik immer sichergestellt. Diese Voraussetzungen sind für viele praktische Systeme erfüllt,
sodass mit der dargestellten Methodik in einfacher Weise eine Vorsteuerung entworfen werden
kann.
4.2 Nulldynamik
4.2.1 Nulldynamik regulärer Deskriptorsysteme
Bei der Nulldynamik handelt es sich um Bewegungen, die ein System ausführen kann, wenn der
Ausgang identisch null ist. Ist ein Zustandssystem invertierbar, so legt die Bedingung y.t/ D
0 8t  t0 alle Eingänge eindeutig fest. Ist dies nicht der Fall, so definieren Nijmeijer und van
der Schaft [99, Definition 11.15] die Nulldynamik als die Bewegungen, die mit den verbleibenden
Eingängen nicht mehr beeinflusst werden können. Diese Definition lässt sich auf reguläre Deskrip-
torsysteme übertragen. Anschließend wird auf zwei Aspekte der Nulldynamik näher eingegangen:
der Einfluss auf die stabile Entkoppelbarkeit und die Ordnung der Nulldynamik.
Für eine Lösung der Nulldynamik nimmt die Ausgangsfunktion für alle Zeiten den Wert null an.
Da für die Lösung eines Deskriptorsystems auch immer die Restriktionen erfüllt sein müssen, ist
es naheliegend, für die Berechnung der Nulldynamik nicht mehr zwischen dem Ausgang und den
algebraischen Gleichungen zu unterscheiden. Die Herleitung der Nulldynamik eines Deskriptor-
systems erfolgt deshalb mithilfe des Systems (3.1) mit dem Ausgang ze sowie dem Eingang ue. Sie
basiert auf der Definition und der Herleitung der Nulldynamik von Nijmeijer und van der Schaft
[99].
4.2 Nulldynamik 61
Der Verkopplungsalgorithmus 3.1 und der Algorithmus zur Berechnung der Nulldynamik sind
sich prinzipiell ähnlich, wenn ue als algebraische Variable und ze als algebraische Gleichung in-
terpretiert werden. Algorithmus 3.1 terminiert allerdings nur, wenn das System bezüglich hze;uei
invertierbar ist, was keine Voraussetzung für die Nulldynamik ist. Im Folgenden wird daher ein
neuer Algorithmus zur Berechnung der Nulldynamik angegeben, der strukturell mit Algorithmus
3.1 übereinstimmt, wobei die Attraktivität der berechneten Untermannigfaltigkeit nicht benötigt
wird.
Algorithmus 4.1.
Schritt 0 Das System (3.1) wird durch †0 gekennzeichnet; Y0 WD Y1 WD Mx1 sei dessen Zu-
standsmannigfaltigkeit. Mit ue;0 WD ue gilt Qf .x1;ue;0/ WD f .x1;x2;u/ und
 0 WD

g.x1;ue;0/
h.x1;ue;0/

:
 10 ; : : : ;  
mCq
0 bezeichnen die einzelnen Funktionen in  0. Der Parameter `j zählt die Anzahl
der Ableitungen der j -ten Gleichung. Zu Beginn wird `1 D `2 D    D `mCq D 0 gesetzt und
es gilt Qp D mC p sowie j D 1.
Schritt 1 Wenn @ue;.j 1/ 
j
`j
¤ 0 in einer Umgebung von Ox1 auf Yj gilt, wird direkt zu Schritt 2
gesprungen.
Ansonsten wird `j um 1 erhöht und die neue Restriktion  j`j D L Qf 
j
`j 1
durch Ableiten
der letzten Restriktion erzeugt. Alle bisherigen Restriktionen werden in der Vektorfunktion
 Tj D

 
j
0 : : :  
j
`j 1

zusammengefasst und es wird angenommen, dass der Rang der Jacobi-
Matrix von  j bezüglich x1 konstant in einer Umgebung von Ox1 ist. Gilt
rang @x1
2
64  1:::
 j
3
75 D jX
iD1
`i ; (4.6)
so sind alle Restriktionen unabhängig, Yj WD fx1 2 Yj 1 j  j D 0g ist eine Untermannigfal-
tigkeit und es wird zu Schritt 2 gesprungen.
Ist (4.6) dagegen nicht erfüllt, so ist die letzte Restriktion abhängig von den vorherigen. Das
Ableiten wird abgebrochen und `j um 1 vermindert. Dann ist (4.6) wieder erfüllt und Yj eine
Untermannigfaltigkeit. Es wird ˛j .x1;ue;j / WD ue;j mit ue;j 2 R Qp eingeführt. Anschließend
wird zu Schritt 3 gesprungen.
Schritt 2 Es wird der Schritt 1 so lange wiederholt, bis @ue;.j 1/ 
j
`j
¤ 0 in einer Umgebung von
Ox1 gilt. Dafür waren `j Ableitungen der j -ten Ausgangsgleichung notwendig.
Mit Satz B.9 ist es möglich, eine fiktive Rückführung ˛j W .Yj R Qp 1/! R Qp mit ue;.j 1/ D
˛j .x1;ue;j / und ue;j 2 R Qp 1 zu finden, die die Gleichung  j`j .x1;ue;.j 1// D 0 in einer
Umgebung von Ox1 löst und für die rang @ue;j˛j D Qp   1 gilt. Das System †j 1, welches mit
ue;.j 1/ D ˛j .x1;ue;j / geregelt ist, wird mit †1 bezeichnet. Es gilt YjC1 WD Yj .
Schritt 3 j wird um 1 erhöht und die Schritte 1 – 3 werden so lange wiederholt, bis j D mC q
gilt.
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Der Algorithmus terminiert erfolgreich, wenn die Rangannahme (4.6) im Schritt 1 immer erfüllt
ist. Die berechneten Restriktionen werden in
 z.x1/ D
2
666666664
 11 .x1/
:::
 1
`1 1
.x1/
 21 .x1/
:::
 
mCq
`mCq 1
.x1/
3
777777775
zusammengefasst und es gilt ` WD
PmCq
jD1 `j . Der Algorithmus erzeugt die Rückführung
ue D ˛z.x1;ue;j / D ˛z.x1; v/ (4.7)
mit v 2 R Qp, das geregelte Zustandssystem
Px1 D fz.x1; v/ (4.8a)
ze D hz.x1/ (4.8b)
und die maximale, lokal geregelt invariante, ausgangsnullende Untermannigfaltigkeit
Nz D fx1 2Mx1 j  z.x1/ D 0g : (4.9)
Für das geregelte System muss ze D 0 8x1 2 Nz; v 2 R Qp gelten. Damit entsprechen die Bewe-
gungen von (4.8) denen des Deskriptorsystems für y.t/ D 0, wenn ue D ˛z.x1; v/ beachtet wird.
Für die Definition der Nulldynamik werden noch zwei Zwischenergebnisse benötigt.
Lemma 4.11. Terminiert der Algorithmus 4.1 erfolgreich in einer Umgebung von Ox1, so existieren
Koordinaten .; / mit  D  z.x1/, in denen (4.8) die Gestalt
P D Qfz;1./ (4.10a)
P D Qf˜.; ; v/ (4.10b)
ze D hz./ (4.10c)
annimmt, wobei das Zustandssystem (4.10a) mit dem Ausgang (4.10c) lokal beobachtbar um O D
 z. Ox1/ ist.  sind lokale Koordinaten für Nz.
Beweis. Auf Nz gilt per Definition  D 0. Würde das erste Teilsystem von  oder v abhängen,
wäre Nz nicht mehr invariant unter der Systemdynamik. Daher darf das erste Teilsystem nicht von
 und v abhängen. Da  z nur durch Ausgangsableitungen erzeugt wird, folgt die lokale Beobacht-
barkeit des Teilsystems (4.10a), (4.10c). Das zweite Teilsystem darf wegen  D  z.x1/ keinen
Einfluss auf den Ausgang haben.
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Lemma 4.12. Wenn die Dimension der Erreichbarkeitsdistribution A von (4.10b) lokal konstant
ist, existieren lokale Koordinaten .2; 3/ für Nz, in denen (4.10b) auf Nz die Form
P2 D fz1.2; 3; v/ (4.11a)
P3 D fz2.3/ (4.11b)
annimmt.
Beweis. Das Lemma ist eine direkte Folge von Satz B.6.
Definition 4.4. (4.11b) wird als Nulldynamik des regulären Deskriptorsystems (2.1) in einer Um-
gebung von Ox bezeichnet.
Die Nulldynamik ist wohldefiniert, wenn der Algorithmus 4.1 erfolgreich terminiert und Lemma
4.12 erfüllt ist. Bemerkenswert ist, dass die Nulldynamik eines regulären Deskriptorsystems, wel-
ches nicht notwendigerweise proper ist, immer durch ein gewöhnliches Differentialgleichungssys-
tem beschrieben werden kann. Genau wie bei Zustandssystemen liegen die Lösungen der Null-
dynamik im Allgemeinen nur in einer Untermannigfaltigkeit von Nz, in der 2 D 0 gilt. Mit
dim 2 C dim 3 D dimNz ergibt sich die Ordnung der Nulldynamik zu nz WD dim 3.
Folgendes Beispiel verdeutlicht den Algorithmus 4.1.
Beispiel 4.4. Das Deskriptorsystem2
6664
Px1
Px2
Px3
Px4
3
7775 D
2
6664
uC x2
bx2 C a sin.x2/C x3
x5 C c cos.x2/
x2 C e.x4/2 C dx4   u
3
7775
0 D x1
y D x3
mit x1 D .x1;x2;x3;x4/, x2 D x5, Mx1 D .R  S R2/ und den Parametern a, b, c, d , e 2 R
verletzt die Voraussetzung zur Definition der Nulldynamik von Wang u. a. [131, 132]. Algorithmus
4.1 berechnet die Restriktionen
 10 D x
1
 20 D x
3
 11 D uC x
2
 21 D x
5 C c cos.x2/ :
Damit ergibt sich die Untermannigfaltigkeit
Nz D
˚
x1 2Mx1 j x
1 D 0;x3 D 0
	
;
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die fiktive Rückführung
ue D

 c cos.x2/
 x2

und das geregelte System
Px1 D
2
6664
0
bx2 C a sin.x2/C x3
0
2x2 C e.x4/2 C dx4
3
7775
ze D

x1
x3

:
Da dieses System keinen weiteren Eingang v besitzt, lässt sich direkt die Nulldynamik
Px2
Px4

D

bx2 C a sin.x2/
2x2 C e.x4/2 C dx4

ablesen.
Die Anwendung von Algorithmus 4.1 auf Zustandssysteme berechnet die klassische Nulldynamik.
Weitere Betrachtungen im Verlauf der Arbeit verdeutlichen, dass die vorgestellte Definition mit
der Nulldynamik von Zustandssystemen konsistent ist. Zuerst wird gezeigt, dass die Nulldynamik
durch eine reguläre statische Deskriptorrückführung nicht verändert werden kann.
Satz 4.13. Die Nulldynamik (4.11b) ist invariant unter einer regulären statischen Deskriptorrück-
führung (2.6) für das reguläre Deskriptorsystem (2.1).
Beweis. Da keine Restriktion in  z.x1/ von u abhängt, werden die Restriktionen durch die De-
skriptorrückführung u D r.x1;x2; w/ nicht verändert und die Mannigfaltigkeit Nz ist für das
ungeregelte und das geregelte Deskriptorsystem dieselbe. Es bleibt zu zeigen, dass die Dynamik
(4.11b) auf Nz ebenfalls dieselbe ist.
Mit der Abbildung  ` WMx;u ! RmCq
 `.x1;ue/ WD
2
64
Lf 
1
`1 1
:::
Lf 
mCq
`mCq 1
3
75
kann (4.7) auch direkt über  ` ı ˛z D 0 8x1 2 Mx1; v 2 R Qp berechnet werden. Die Deskriptor-
rückführung lässt sich als erweiterte Rückführung
ue D

x2
u

D

x2
r.x1;x2; w/

D Qr.x1;x2; w/ D Qr.x1; we/
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mit we WD .x2; w/ interpretieren. Sei we D Q˛z.x1; Qv/ die Rückführung (4.7) bei der Berechnung
der Nulldynamik des geregelten Deskriptorsystems. Diese muss immer
 ` ı Qr ı Q˛z D 0 8x1 2Mx1; Qv 2 R
Qp
erfüllen. Da v bzw. Qv die verbleibenden Freiheitsgrade parametrieren, ist die Wahl Qv D v mög-
lich. Q˛z;1.x1; v/ D ˛z;1.x1; v/ stellt somit den ersten Teil der Rückführung (4.7) des geregelten
Deskriptorsystems dar. Für den zweiten Teil muss
˛z;2.x1; v/ D r.x1; ˛z;1.x1; v/; Q˛z;2.x1; v//
gelten. Da die statische Rückführung (2.6) regulär ist, folgt f ı r ı Q˛z;2 D f ı ˛z;2. Die Systeme
(4.8), (4.10) sowie (4.11) stimmen somit für das ungeregelte und das geregelte Deskriptorsystem
überein, und daher insbesondere die Nulldynamik (4.11b).
Wie bei Zustandssystemen ist die Berechnung der Nulldynamik für nicht invertierbare Deskrip-
torsysteme relativ aufwendig, da geeignete Koordinatentransformationen für die Erzeugung von
(4.11) benötigt werden. Deutlich einfacher gelingt dies bei invertierbaren Systemen, worauf im
nächsten Abschnitt näher eingegangen wird.
4.2.2 Nulldynamik entkoppelbarer Deskriptorsysteme
Zuerst werden quadratische, invertierbare Deskriptorsysteme betrachtet. Ist ein reguläres Deskrip-
torsystem invertierbar, so ist (3.1) bezüglich hze;uei invertierbar. Die Bedingung ze.t/ D 0 für die
Nulldynamik legt somit in eindeutiger Weise den Eingang ue.t/ fest. Da keine Freiheitsgrade bei
der Berechnung von (4.7) existieren, tritt in (4.8), (4.10) und (4.11) die Variable v nicht mehr auf.
Für (4.11) folgt dim 2 D 0 und damit dimNz D nz. Die Berechnung der Erreichbarkeitsdistribu-
tion, die für die Koordinatentransformation auf (4.11) benötigt wird, ist nicht mehr notwendig, da
die Nulldynamik für invertierbare Deskriptorsysteme schon (4.10b) für  D 0 entspricht.
Die Ausgangsableitungen von ze sind bei einem invertierbaren Deskriptorsystem unabhängig,
weshalb die Bedingung (4.6) bei jeder Durchführung des 1. Schrittes erfüllt ist. Die Nulldyna-
mik ist daher immer wohldefiniert. Darüber hinaus muss für die Transformation auf (4.10) die
Funktion  z W Mx1 ! RmCq lediglich zu einem lokalen Diffeomorphismus ergänzt werden, was
in der Regel wenig Aufwand erfordert. Zusammenfassend ist die Nulldynamik für invertierbare,
reguläre Deskriptorsysteme immer wohldefiniert und sie kann, sofern sie existiert, deutlich einfa-
cher bestimmt werden als im allgemeinen Fall.
Bei entkoppelbaren Zustandssystemen existiert ein interessanter Zusammenhang zwischen der
Systemordnung n, der Summe der Differenzordnungen ı und der Ordnung der Nulldynamik nz.
Wird das System mittels der exakten Ein-/Ausgangslinearisierung entkoppelt, so werden ı Zustän-
de als externe Dynamik sichtbar, die übrigen n  ı Zustände treten als interne Zustände auf ([50]).
In dieser Darstellung wird die Berechnung der Nulldynamik sehr einfach und es kann abgelesen
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werden, dass sie die Ordnung nz D n   ı besitzt. Es stellt sich die Frage, ob ein solcher Zu-
sammenhang bei Deskriptorsystemen ebenfalls besteht. Um diese Frage zu beantworten, werden
im Folgenden einige Ergebnisse zur Nulldynamik entkoppelbarer Deskriptorsysteme hergeleitet,
wobei die Aussagen zur Nulldynamik invertierbarer Deskriptorsysteme offensichtlich auch für
entkoppelbare Deskriptorsysteme gelten.
Lemma 4.14. Die Ordnung nz der Nulldynamik des entkoppelbaren Deskriptorsystems (2.1) ist
immer gleich der Ordnung der Nulldynamik des Zustandssystems
Px1 D f .x1;x2; ru.xu;x1; v// (4.12a)
Pxu D rx.xu;x1; v/ (4.12b)
z D g.x1;x2; ru.xu;x1; v// (4.12c)
y D h.x1;x2; ru.xu;x1; v// ; (4.12d)
das aus der Kombination von (2.1) mit (3.19) entsteht. Für den erweiterten Ausgang wird ze.t/ D
.z.t/;y.t// D 0 gefordert, wobei als Eingang zur Berechnung der Nulldynamik ve D .x2; v/
verwendet wird.
Beweis. Ist x1.t/, x2.t/, xu.t/ mit v.t/ eine Lösung der Nulldynamik des Zustandssystems, so ist
x1.t/, x2.t/ mit u.t/ D ru.xu.t/;x1.t/; v.t// eine Lösung der Nulldynamik des Deskriptorsys-
tems, da z.t/ D 0, y.t/ D 0 gilt. Umgekehrt lassen sich zu jeder Lösung der Nulldynamik des
Deskriptorsystems x1.t/, x2.t/ mit u.t/ nach Lemma 3.6 eindeutige Funktionen xu.t/ und v.t/
berechnen, sodass u.t/ D ru.xu.t/;x1.t/; v.t// gilt und damit ze.t/ D 0. Zusammen mit v.t/ stellt
.x1.t/;x2.t/;xu.t// somit eine Lösung der Nulldynamik des Zustandssystems dar. Darüber hin-
aus folgt für zwei Lösungen der Nulldynamik .v1.t/;x1;1.t/;xu;1.t// und .v2.t/;x1;2.t/;xu;2.t//
mit x1;1.t/ D x1;2.t/ nach Lemma 3.6 immer xu;1.t/ D xu;2.t/. Daher besitzen die beiden Man-
nigfaltigkeiten, in denen die jeweiligen Nulldynamiken der beiden Systeme liegen, dieselbe Di-
mension.
Lemma 4.15. Ist das reguläre Deskriptorsystem (2.1) mit den Differenzordnungen ıi in einer
Umgebung von Ox entkoppelt, so gilt dort
nz D r      ı
und
dimNm D ı C nz C nu ;
wobei ı WD
qP
iD1
ıi .
Beweis. Da eine Lösung der Nulldynamik immer z.t/ D 0 erfüllen muss, gilt Nz  Nm. Wegen
Lemma 4.14 kann die Berechnung von nz D dimNz mit (4.12) durchgeführt werden.
Die Berechnung von QNz, der Mannigfaltigkeit der Nulldynamik von (4.12), wird aufgeteilt, sodass
zuerst nur z.t/ D 0 gefordert wird. Die Anwendung von Algorithmus (4.1) liefert dann dasselbe
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Ergebnis wie Algorithmus 3.2, sodass ebenfalls (3.20) und die  Restriktionen m berechnet wer-
den. Erst jetzt wird y.t/ D 0 gefordert. Die Ausgänge yi von (4.12) werden abgeleitet, um eine
Rückführung für v zu berechnen, die y.t/ D 0 sicherstellt. Da das Deskriptorsystem mit den Dif-
ferenzordnungen ıi entkoppelt ist, sind zur Bestimmung von u.t/weitere ı Ableitungen nötig. Um
aus u.t/ eindeutig v.t/ zu berechnen, sind nochmals nu Ableitungen notwendig. Insgesamt erzeugt
die Forderung y.t/ D 0 damit .ıCnu/weitere unabhängige Restriktionen für QNz, die auch von m
unabhängig sind, da das Deskriptorsystem entkoppelt ist. Es gilt nz D dimNm ı nu D r  ı,
da dimNm D r C nu    per Definition erfüllt ist.
Das letzte Lemma gilt nur für Deskriptorsysteme, die entkoppelt sind, im Allgemeinen aber nicht
für entkoppelbare Deskriptorsysteme. Für Deskriptorsysteme, die mit der Differenzordnung ım
entkoppelt sind, folgt
dimNm D ım C nu C nz :
Aufgrund der Invarianzeigenschaft von ım kann daraus ein Ergebnis für proper entkoppelbare
Deskriptorsysteme abgeleitet werden.
Lemma 4.16. Ist das Deskriptorsystem (2.1) in einer Umgebung von Ox regulär und proper ent-
koppelbar, gilt
dimNm D ım C nz : (4.13)
Beweis. Wird das System proper entkoppelt, so gilt nu D 0 im proper entkoppelten System und
es muss mit maximaler Differenzordnung entkoppelt werden. Wegen Lemma 4.15 gilt dimNm D
ımCnz im geregelten Deskriptorsystem. Nach Lemma 3.8, Satz 4.13 sowie Satz 4.9 sind dimNm,
dimNz und ım invariant unter einer regulären Deskriptorrückführung, sodass dimNm D ım C nz
im ungeregelten Deskriptorsystem erfüllt ist.
(4.13) stellt für proper entkoppelbare Deskriptorsysteme ein ähnliches Ergebnis dar, wie es für
Zustandssysteme bekannt ist – bei entkoppelbaren Zustandssystemen entspricht die Summe der
Differenzordnung und der Ordnung der Nulldynamik immer der Systemordnung. Wichtig ist, dass
das Resultat nur für proper entkoppelbare Deskriptorsysteme gilt. Für entkoppelbare Deskriptor-
systeme, die nicht proper entkoppelt werden können, ist der vorgestellte Zusammenhang nicht
erfüllt. In Abschnitt 4.4 wird diese Besonderheit für lineare Deskriptorsysteme anschaulich mit-
hilfe von Eigenwerten und invarianten Nullstellen beschrieben.
Die bisherigen Überlegungen liefern ein weiteres wichtiges Resultat; sie ermöglichen eine hinrei-
chende Bedingung für stabile Entkoppelbarkeit. Ist die Nulldynamik eines Zustandssystems stabil,
so kann es immer stabil entkoppelt werden ([50]). Dasselbe gilt für Deskriptorsysteme.
Satz 4.17. Stellt . Ox; Ou/ mit h. Ox; Ou/ D 0 eine stabile Ruhelage der Nulldynamik (4.11b) eines
regulären, entkoppelbaren Deskriptorsystems (2.1) dar, so kann das Deskriptorsystem um . Ox; Ou/
stabil entkoppelt werden.
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Beweis. Ist die Nulldynamik des Deskriptorsystems (2.1) stabil, so ist nach Satz 4.13 die Null-
dynamik des entkoppelten Deskriptorsystems stabil. Wird die Ein-/Ausgangsdynamik mithilfe
der exakten Ein-/Ausgangslinearisierung (Abschnitt 4.1.4) stabil gewählt, so hängt die Ein-/Aus-
gangsdynamik nicht mehr von der übrigen Dynamik ab. Wegen Lemma 4.15 kann im geregelten
Deskriptorsystem nur die Ein-/Ausgangsdynamik und die Nulldynamik existieren. Da die Ein-/
Ausgangsdynamik stabil gewählt wird, stellt Nz eine attraktive Untermannigfaltigkeit dar, sodass
alle Lösungen asymptotisch auf Nz konvergieren. Aus der Stabilität der Nulldynamik folgt die
Stabilität des Gesamtsystems um . Ox; Ou/.
4.3 Exakte Deskriptorlinearisierung
Entkoppelbare Zustandssysteme können mithilfe der exakten Ein-/Ausgangslinearisierung (siehe
z. B. [50, 99, 114]) direkt entkoppelt werden. Besitzt das System keine instabile Nulldynamik, so
ist mit diesem Verfahren der geschlossene Regelkreis stabil. Die Ein-/Ausgangsdynamik ist nicht
nur entkoppelt, sondern auch linear und kann als Übertragungsmatrix dargestellt werden. Besitzt
das System darüber hinaus keine Nulldynamik, so kann eine Koordinatentransformation berechnet
werden, sodass das gesamte geregelte System linear ist. Dies wird als exakte Zustandslinearisie-
rung bezeichnet, wobei nicht notwendigerweise die Ausgänge des Zustandssystems verwendet
werden müssen. Das System ist bereits dann exakt zustandslinearisierbar, wenn Ausgänge existie-
ren, für die es entkoppelbar ist und keine Nulldynamik besitzt.
In Anlehnung an die exakte Zustandslinearisierung wird bei der exakten Deskriptorlinearisierung
gefordert, dass das gesamte nichtlineare Deskriptorsystem mit einer regulären statischen Deskrip-
torrückführung und einer regulären Koordinatentransformation in ein lineares Deskriptorsystem
überführt werden kann. In Anlehnung an Isidori [50] erfolgt die folgende Definition.
Definition 4.5. Wenn für ein reguläres Deskriptorsystem (2.1) Umgebungen Ux  Mx um einen
konsistenten Anfangswert Ox und Uu  Rp um Ou, eine statische Deskriptorrückführung (2.6), die
in .UxUu/ regulär ist, eine Koordinatentransformationˆ W Ux ! Rn und Matrizen A11 2 Rrr ,
A12 2 R
rm
, A21 2 R
mr
, A22 2 R
mm
, B1 2 R
rp
, B2 2 R
mp existieren, sodass 
@x1f .x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D A111 (4.14a) 
@x2f .x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D A122 (4.14b) 
@x1g.x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D A211 (4.14c) 
@x2g.x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D A222 (4.14d) 
@wf .x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D B1w (4.14e) 
@wg.x1;x2; r.x1;x2; w//
ˇˇ
xDˆ 1./
D B2w (4.14f)
rang

Ir  A11  A12 B1
 A21  A22 B2

D n 8 2 C (4.14g)
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mit  D .1; 2/ D ˆ.x/ erfüllt ist, dann wird das Deskriptorsystem (2.1) als exakt deskriptorli-
nearisierbar bezeichnet.
Obwohl sich die exakte Ein-/Ausgangslinearisierung, die in Abschnitt 4.1.4 behandelt wird, ohne
Probleme auf Deskriptorsysteme übertragen lässt, ist der Aufwand für die exakte Deskriptorlinea-
risierung erheblich größer. Exakt ein-/ausgangslinearisierte Zustandssysteme können in die lineare
externe Dynamik und die Nulldynamik aufgeteilt werden. Ist keine Nulldynamik vorhanden, so
ist das Gesamtsystem linear. Ein Deskriptorsystem enthält darüber hinaus im Allgemeinen noch
eine schnelle Dynamik, die für lineare Systeme als schnelles Teilsystem der Weierstrass-Krone-
cker-Form abgespalten werden kann. Die Überführung der schnellen Dynamik eines nichtlinearen
Deskriptorsystems in eine lineare Darstellung kann nur noch durch Koordinatentransformation er-
folgen, da die Rückführung durch die Ein-/Ausgangsdynamik vollständig festliegt.
Allgemeine Voraussetzungen dafür, dass diese Koordinatentransformation existiert, sind sehr auf-
wendig zu finden. Im Folgenden werden die Voraussetzungen aus diesem Grund nur für zwei
Sonderfälle hergeleitet und es wird gezeigt, welche Schwierigkeiten bei der Verallgemeinerung
entstehen.
Nachfolgend wird angenommen, dass das Deskriptorsystem keine Nulldynamik besitzt. Wird ein
reguläres Deskriptorsystem entkoppelt und exakt ein-/ausgangslinearisiert, hängt die externe Dy-
namik nicht von der schnellen Dynamik ab. Wird das Deskriptorsystem mit den Differenzord-
nungen ıi entkoppelt, müssen Qyij 2 K
 
.yi/.j/;Ne;Mx1

, 0  j < ıi , i 2 p existieren, die eine
Abbildung ˆ1 WMx1 ! Rı
1 D
2
64 Qy
1
0
:::
Qy
p
ıp 1
3
75 D ˆ1.x1/
erzeugen, wobei ı WD
Pp
iD1 ıi gilt. Die mithilfe der exakten Ein-/Ausgangslinearisierung erzeugte
Dynamik nimmt in den neuen Koordinaten die lineare Form
P1 D
2
64 A11 0: : :
0 App
3
75 1 C
2
64 B1;1 0: : :
0 B1;p
3
75w (4.15a)
y D
2
64 C1 0: : :
0 Cp
3
75 1 C
2
64 D11 0: : :
0 Dpp
3
75w (4.15b)
an. Die Dynamik jedes Ein-/Ausgangskanals wird durch die Matrizen
Aii D
2
6664
0 1 0
:::
: : :
0 1
 ai0 : : :  a
i
ıi 1
3
7775 2 Rıiıi B1;i D
2
6664
0
:::
0
ai0
3
7775 2 Rıi1
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Ci D

1 0 : : : 0

2 R1ıi Dii D

0 wenn ıi > 0
1 sonst
beschrieben, die in Steuerungsnormalform vorliegen. Die Übertragungsmatrix des langsamen Teil-
systems hat die Gestalt
G./ D
2
64 G11./ 0: : :
0 Gpp./
3
75 ; Gii./ D ai0
ıi C ai
ıi 1
ıi 1 C    C ai0
;
wobei die Parameter aij im Verlauf der exakten Ein-/Ausgangslinearisierung (4.4) vorgegeben
werden. Es ist daher für exakt ein-/ausgangslinearisierte Deskriptorsysteme ohne Nulldynamik
immer möglich, die langsame Dynamik in die lineare Darstellung (4.15) zu überführen.
Im Folgenden werden Bedingungen gesucht, für die das schnelle Teilsystem mit einem linearen,
differential-algebraischen Gleichungssystem beschrieben werden kann. Ist das Deskriptorsystem
streng proper, so ist auch das geregelte Deskriptorsystem streng proper. Damit ist keine dynami-
sche Erweiterung im Algorithmus 3.2 notwendig und es gilt dimNm D r   . Aus Lemma 4.15
kann direkt abgeleitet werden, dass für entkoppelbare Deskriptorsysteme, die keine Nulldynamik
besitzen, r D  C ı gilt. Die Restriktionen des geregelten Deskriptorsystems
2 D
2
64 
1
e;1
:::
me;m
3
75 D ˆ2.x1;x2/ ;
die wegen der strengen Properheit nicht vom Eingang u abhängen, ergänzen die Abbildung ˆ1
zu einer regulären Koordinatentransformation ˆ.x1;x2/ WD .ˆ1.x1/; ˆ2.x1;x2//, wobei ˆ W
Mx ! R
n
, da bei einem regulären, invertierbaren Deskriptorsystem die Restriktionen und Aus-
gangsableitungen unabhängig sind. Die Restriktionen entstehen nur durch Ableiten der algebrai-
schen Gleichungen, weshalb die schnelle Dynamik in den transformierten Koordinaten die lineare
Form
2
64 N11 0: : :
0 Nmm
3
75 P2 D 2 Nii WD
2
66664
0 : : : 0
1
:::
: : :
0 1 0
3
77775 2 R.iC1/.iC1/
annimmt. Da die Matrix N aufgrund der gewählten Struktur immer nilpotent ist, handelt es sich
um ein schnelles Teilsystem der Weierstrass-Kronecker-Form (2.10). Das deskriptorlinearisierte
System liegt somit immer in Weierstrass-Kronecker-Form vor.
Ist das Deskriptorsystem nicht streng proper, so treten Eingänge oder sogar Eingangsableitun-
gen in den Restriktionen auf. Wird die Transformation ˆ in gleicher Weise gebildet, so hängt sie
vom Eingang ab. Eingangsabhängige Transformationen können unter anderem Steuerbarkeitsei-
genschaften verändern, was kurz an folgendem Beispiel verde
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Beispiel 4.5. Das Deskriptorsystem
Px1 D x1 0 D x2 C u
mit x1 2 R, x2 2 R und u 2 R ist impulssteuerbar. Mit der Transformation 1 D x1, 2 D x2Cu
wird daraus das System
P1 D 1 0 D 2 ;
welches keinen Eingang besitzt und deshalb nicht impulssteuerbar ist.
In dieser Arbeit werden nur Koordinatentransformationen für die exakte Deskriptorlinearisierung
betrachtet, die nicht vom Eingang abhängen. Die Herleitung allgemeiner Bedingungen für die
exakte Deskriptorlinearisierbarkeit gestaltet sich unter dieser Voraussetzung sehr aufwendig.
Als zweiter Sonderfall wird angenommen, dass die Eingänge nur linear in den Restriktionen des
geregelten Deskriptorsystems auftreten. Dies bedeutet, alle Restriktionen sind affin in den Ein-
gängen w mit konstanten Vorfaktoren dji 2 R. Es gilt

j
e;i.x1;x2; w/ D 
j
x;i.x1;x2/C d
j
i w C d
j
i 1 Pw C    C d
j
0  .w/
.i/ ;
wobei der nichtlineare Bestandteil der Restriktionen  jx;i.x1;x2/ die eingangsunabhängige Abbil-
dung
2 D
2
64 
1
x;1
:::
mx;m
3
75 D ˆ2.x1;x2/ ;
erzeugt. Wie zuvor müssen die Funktionen  jx;i bei einem regulären, invertierbaren Deskriptor-
system unabhängig von den Ausgangsableitungen sein, da die Restriktionen  je;i unabhängig sind.
Damit ergibt sich wieder eine reguläre Koordinatentransformation ˆ D .ˆ1; ˆ2/ W Mx ! Rn,
die das geregelte Deskriptorsystem in die Darstellung (4.15) und2
64 N11 0: : :
0 Nmm
3
75 P2 D 2 C
2
64 B2;1:::
B2;p
3
75w (4.16)
mit den Matrizen
Njj D
2
66664
0 : : : 0
1
:::
: : :
0 1 0
3
77775 2 Rjj B2;j D
2
64 d
j
0
:::
d
j
j 1
3
75
transformiert. Das lineare System liegt erneut in der Weierstrass-Kronecker-Form vor Grundsätz-
lich muss bei der exakten Deskriptorlinearisierung nicht die Ausgangsabbildung (2.1c) verwendet
werden, sondern es reicht aus, wenn eine beliebige Ausgangsabbildung existiert, mit der das De-
skriptorsystem die genannten Voraussetzungen erfüllt. Das zuerst dargestellte Vorgehen für streng
propere Deskriptorsysteme ist in diesem zweiten Entwurf enthalten, der in folgendem Satz zu-
sammengefasst wird.
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Satz 4.18. Das reguläre Deskriptorsystem (2.1) ist in einer Umgebung von Ox exakt deskriptorli-
nearisierbar, wenn Ausgangsfunktionen existieren, für die es keine Nulldynamik besitzt und ent-
koppelbar ist, und die Restriktionen des entkoppelten Deskriptorsystems affin in .w; Pw; : : : / mit
konstanten Vorfaktoren sind.
Beweis. Mit den oben angegebenen Überlegungen kann unter den geforderten Voraussetzungen
ein lineares langsames Teilsystem (4.15) und ein lineares schnelles Teilsystem (4.16) erzeugt wer-
den, sodass (4.14a) bis (4.14f) erfüllt sind. Aufgrund der Struktur von (4.15) ist das langsame
Teilsystem immer steuerbar, was nach Satz A.1 gleichbedeutend mit (4.14g) ist.
Die restriktiven Voraussetzungen von Satz 4.18 sind zwar hinreichend für die exakte Deskriptor-
linearisierung, sicherlich aber nicht notwendig. Der Verzicht auf die Konstanz des affinen Vorfak-
tors von w erschwert das Auffinden einer geeigneten Koordinatentransformation erheblich, da er
im Allgemeinen auf eine partielle Differentialgleichung führt, die gelöst werden muss (siehe z. B.
[55]). Ob eine geeignete Koordinatentransformation existiert und bestimmt werden kann, wird in
dieser Arbeit deshalb nicht weiter untersucht.
4.4 Anwendung auf lineare Deskriptorsysteme
Entkopplung In Abschnitt 4.1.1 wird die dynamische Entkoppelbarkeit zusammen mit geeigne-
ten Bedingungen hergeleitet. Genau wie dort wird im Folgenden für die Entkopplung angenom-
men, dass das Deskriptorsystem quadratisch ist und p D q gilt.
Die Bedingungen von Satz 4.2 vereinfachen sich bei linearen Deskriptorsystemen, da die Inver-
tierbarkeit eines Zustandssystems mit Lemma B.1 deutlich einfacher bestimmt werden kann, als
bei nichtlinearen Systemen.
Lemma 4.19. Das reguläre, quadratische lineare Deskriptorsystem (2.9) ist genau dann inver-
tierbar, wenn
max
2C
rang G./ D p
gilt.
Beweis. Ein Deskriptorsystem ist nach Definition 4.1 invertierbar, wenn (3.30) invertierbar ist.
Wegen Satz 3.4 ist (3.30) genau dann invertierbar, wenn die Hintereinanderschaltung der dyna-
mischen Erweiterung (3.28) und des Deskriptorsystems (2.9) invertierbar ist. Nach Lemma 3.3
ist (3.28) invertierbar und damit ist (3.30) genau dann invertierbar, wenn das Deskriptorsystem
invertierbar ist.
Auch die Berechnung der Differenzordnungen für ein lineares Deskriptorsystem ist deutlich einfa-
cher. Wie bei Zustandssystemen (siehe z. B. [32]) ist die Differenzordnung im Fall eines linearen
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Deskriptorsystems mit einem Ein- und einem Ausgang die Differenz der Ordnungen des Nen-
ner- und Zählerpolynoms. Bei mehreren Ein- und Ausgängen ist die Differenzordnung des i -ten
Ausgangs die kleinste Differenzordnung aller Einzelübertragungsfunktionen der i -ten Zeile der
Übertragungsmatrix. Wird die dynamische Erweiterung (3.28) vorgeschaltet, so erhöht sich jede
Differenzordnung um . Daher stimmen die Differenzordnungen eines linearen Deskriptorsys-
tems mit den Differenzordnungen der verkoppelten Darstellung (3.30) vermindert um  überein.
Dasselbe Ergebnis liefert Definition 4.2, wodurch gezeigt ist, dass die vorgestellte Definition der
Differenzordnungen für lineare Deskriptorsysteme in die klassische Definition übergeht.
Für die statische Entkopplung müssen gegebenenfalls Ausgangsableitungen mit Restriktionen mo-
difiziert werden, was sich bei linearen Deskriptorsystemen erneut einfacher gestaltet. Um eine
lineare Rückführung berechnen zu können, müssen die modifizierten Ausgangsfunktionen linear
sein. Zur Erzeugung der modifizierten Ausgangsfunktion dürfen deshalb nur Linearkombinatio-
nen der Restriktionen zur Ausgangsableitung addiert werden.
Betrachtet wird die Ausgangsableitung .yi/.di /. Zu dieser werden die Restriktionen  j
e;k
addiert,
die jeweils mit dem Parameter pj
k
2 R multipliziert werden, sodass
Qyi D .yi/.di / C
mX
jD1
jX
kD0
p
j
k

j
e;k
(4.17)
gilt. Es müssen Parameter gesucht werden, um Qyi 2 K..yi/.di /; QNe;Mx;u/ zu erfüllen. Dies ist
gleichbedeutend mit (4.17) und
@.u/.j / Qy
i D 0 8i 2 p; j > 0 : (4.18)
Wenn für alle Ausgänge zusammen außerdem (4.2) gilt, so ist die Entkopplung nach Satz 4.7
möglich.
Für die Überprüfung der statischen Entkoppelbarkeit ist nicht mehr die Suche geeigneter Funktio-
nen in den Äquivalenzklassen K..yi/.di /;Ne;Mx;u/ nötig, sondern (4.2) und (4.18) stellen lineare
Gleichungssysteme in den Parametern pj
k
dar, die gelöst werden müssen.
Nulldynamik Die Berechnung der Nulldynamik, wie in Abschnitt 4.2 beschrieben, führt bei ei-
nem linearen Deskriptorsystem (2.9) auf die Rückführung (4.7), die in der Form
x2
u

D

R1
R2

x1 C

F11
F21

v (4.19)
dargestellt werden kann. Es ergibt sich der Unterraum Nz D fx1 2 Rr j Q1x1 D 0g mit Q1x1 D
 z.x1/, der für das geregelte fiktive System invariant ist und es gilt ze D 0 8x1 2 Nz; v 2
RmCp  Qp. Da mit mCq Ausgangsgrößen Qp  mCq unabhängige Eingangsrichtungen von ue bei
der Berechnung der Nulldynamik fest vorgegeben werden können, bleiben m C p   Qp  p   q
Eingangsrichtungen übrig, die keinen Einfluss auf die Nulldynamik ausüben können.
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Es lässt sich nach Lemma 4.11 und Lemma 4.12 immer eine reguläre Koordinatentransformation
Ox1 D Qx1 finden, sodass das geregelte System die Gestalt
POx D
2
64
P1
P2
P3
3
75 D
2
64
OA11 0 0
OA21 OA22 OA23
OA31 0 OA33
3
75
2
4 12
3
3
5C
2
64 0OB21
0
3
75 v (4.20a)

z
y

D
h
OC1 0 0
i24 12
3
3
5 (4.20b)
annimmt, wobei 1 D Q1x1 gilt. Das erste Teilsystem ist vollständig beobachtbar, wodurch aus
ze.t/ D 0 direkt 1.t/ D 0 folgt. Damit gilt für Ox1 2 Nz unmittelbar 1 D 0. Für 1 D 0
beschreiben das zweite und dritte Teilsystem die Dynamik auf Nz, wobei das zweite Teilsystem
vollständig steuerbar ist. Somit entspricht das dritte Teilsystem für 1 D 0 der Nulldynamik des
Systems.
Für lineare Zustandssysteme kann die Nulldynamik als lineares Zustandssystem im invarianten
Unterraum beschrieben werden. Die Eigenwerte der Systemmatrix dieses Systems entsprechen
den invarianten Nullstellen des ursprünglichen Zustandssystems ([50]). Dasselbe Resultat wird
nun für Deskriptorsysteme hergeleitet, wofür zuerst invariante Nullstellen eines linearen Deskrip-
torsystems benötigt werden.
Definition 4.6 ([88]). Die invarianten Nullstellen eines regulären Deskriptorsystems (2.8) sind
die Werte 0 2 C, die
rang

A   0E B
C D

< max
2C
rang

A   E B
C D

erfüllen.
Satz 4.20. Die Eigenwerte von OA33 stimmen mit den invarianten Nullstellen von (2.9) überein.
Beweis. Aus der Steuerbarkeit des zweiten Teilsystems von (4.20a) folgt
rang
h
OA22   I OB21
i
D dim 2 :
Wird das Vorfilter von (4.19) so erweitert, dass sich eine reguläre Rückführung
x2
u

D

R1
R2

x1 C

F11 F12
F21 F22

„ ƒ‚ …
FD
2
4 F1
F2
3
5

Qv1
Qv2

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mit Qv1 WD v, det F ¤ 0 ergibt, so legt die Bedingung ze.t/ D 0 jetzt Qv2.t/ D 0 eindeutig fest. Das
geregelte System (4.20) nimmt die Gestalt
POx D
2
64
P1
P2
P3
3
75 D
2
64
OA11 0 0
OA21 OA22 OA23
OA31 0 OA33
3
75
„ ƒ‚ …
OA
2
4 12
3
3
5C
2
64 0
OB12
OB21 OB22
0 OB32
3
75
„ ƒ‚ …
OB

Qv1
Qv2


z
y

D
h
OC1 0 0
i
„ ƒ‚ …
OC
2
4 12
3
3
5C  0 D2 „ ƒ‚ …
OD

Qv1
Qv2

an. Die Überführung geschah mithilfe einer regulären Koordinatentransformation Q und einer
statischen Rückführung, sodass
OA D Q.A11 CA12R1 C B1R2/Q
 1 OB D Q.A12F1 C B1F2/
OC D

 .A21 CA22R1 C B2R2/Q
 1
.C1 C C2R1 CDR2/Q
 1

OD D

 A22F1   B2F2
C2F1 CDF2

gilt. Da aus ze.t/ D 0 mit der Berechnung der Nulldynamik Qv2.t/ eindeutig bestimmt wird, kann
das erste Teilsystem keine invariante Nullstelle besitzen und es folgt
rang
"
OA11   I OB12
OC1 D2
#
D dim 1 C Qp ;
was dem Maximalrang der Matrix entspricht. Wird die Rosenbrock’sche Systemmatrix für das
geregelte System aufgestellt, ergibt sich
rang
"
OA   I OB
OC OD
#
D rang
2
6664
OA11   I 0 0 0 OB12
OA21 OA22   I OA23 OB21 OB22
OA31 0 OA33   I 0 OB32
OC1 0 0 0 D2
3
7775
D rang
2
6664
OA11   I OB12 0 0 0
OC1 D2 0 0 0
OA31 OB32 OA33   I 0 0
OA21 OB22 OA23 OA22   I OB21
3
7775
D dim 1 C Qp C rang
h
OA33   I
i
C dim 2 :
Die Umformung2
4 Q 0 00 I 0
0 0 I
3
5
2
4 A11   I A12 B1A21 A22 B2
C1 C2 D
3
5
2
4 I 0 0R1 I 0
R2 0 I
3
5
2
4 Q 1 00 F1
0 F2
3
5
D
2
4 Q.A11 CA12R1 C B1R2/Q 1   I Q.A12F1 C B1F2/.A21 CA22R1 C B2R2/Q 1 A22F1   B2F2
.C1 C C2R1 CDR2/Q
 1 C2F1 CDF2
3
5 D
"
OA   I OB
OC OD
#
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zeigt, dass die Rosenbrock’schen Systemmatrizen beider Darstellungen denselben Rang besitzen.
Dies führt auf
rang

A   0E B
C D

< max
2C
rang

A   E B
C D

80 2 . OA33/ ;
was den Satz beweist.
Beispiel 4.6. Betrachtet wird erneut das Deskriptorsystem aus Beispiel 4.4, welches mit den Pa-
rametern a D c D e D 0 und Mx1 D R4 zu einem linearen Deskriptorsystem2
666664
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
3
777775 Px D
2
666664
0 1 0 0 0
0 b 1 0 0
0 0 0 0 1
0 1 0 d 0
1 0 0 0 0
3
777775x C
2
666664
1
0
0
 1
0
3
777775u
y D

0 0 1 0 0

x
wird, genau wie die Nulldynamik
Pz2
Pz4

D

b 0
2 d

„ ƒ‚ …
Az

z2
z4

:
Das lineare Deskriptorsystem besitzt die invarianten Nullstellen b und d , die mit den Eigenwerten
von Az übereinstimmen.
Ist das lineare Deskriptorsystem invertierbar, so tritt, wie bei nichtlinearen Deskriptorsystemen,
das zweite Teilsystem aus (4.20a) nicht mehr auf. Auch hier wird damit das Auffinden einer ge-
eigneten Koordinatentransformation einfacher.
Darüber hinaus existiert bei entkoppelbaren Zustandssystemen ein interessanter Zusammenhang
zwischen der Entkoppelbarkeit und den invarianten Nullstellen: ein lineares, quadratisches, inver-
tierbares Zustandssystem kann genau dann entkoppelt werden, wenn die Summe der Differenz-
ordnungen und der Anzahl der invarianten Nullstellen gleich der Systemordnung ist ([74]). Die
Vollständige Modale Synthese ([111]) ermöglicht eine anschauliche Erklärung. Im entkoppelten
System treten so viele Pole in der Übertragungsmatrix auf, wie die Summer der Differenzordnung-
en des Systems ist. Unsteuerbare Eigenwerte entsprechen bereits invarianten Nullstellen; treten
weitere steuerbare Eigenwerte auf, so müssen diese zu den restlichen invarianten Nullstellen ver-
schoben und somit unbeobachtbar gemacht werden. Dafür sind n 
Pq
iD1 ıi invariante Nullstellen
nötig.
Bereits bei der Betrachtung nichtlinearer Deskriptorsysteme in Lemma 4.16 wird für proper ent-
koppelbare Deskriptorsysteme ein vergleichbarer Zusammenhang hergeleitet, der nslow C nu D
ım C nz entspricht. Im Allgemeinen gilt dieser Zusammenhang jedoch nicht, wie folgendes linea-
re Beispiel nochmals anschaulich verdeutlicht.
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Beispiel 4.7. Es wird das Deskriptorsystem2
4 Px1Px2
Px3
3
5 D
2
4 x1 C x3 C u1x2 C u1
u2
3
5 0 D  x4 C u1
x5 C u2

y D

x1
x2

mit x1 D .x1;x2;x3/ 2 R3, x2 D .x4;x5/ 2 R2 und u D .u1;u2/ 2 R2 betrachtet. Die
Anwendung von Satz 4.7 zeigt, dass das System mit den maximalen Differenzordnungen ım D
1 1
T
entkoppelbar ist. Es besitzt drei endliche Eigenwerte und keine invarianten Nullstellen.
Die Rückführung
u D

 x1   x3 C w1
 x2 C x4   x5 C w2

erzeugt die Übertragungsmatrix des geschlossenen Regelkreises
GR./ D

1

0
0 1


:
Das geregelte System besitzt lediglich zwei endliche Eigenwerte und nach wie vor keine invariante
Nullstelle.
Wird die Entkopplung mit der Vollständigen Modalen Synthese für Deskriptorsysteme (siehe [81,
82]) zugrunde gelegt, so gibt es bei Deskriptorsystemen offensichtlich nicht nur die Möglichkeit,
einen Pol durch eine Nullstelle aus der Übertragungsmatrix zu kürzen, sondern auch die, einen
Eigenwert ins Unendliche zu verschieben und damit die Anzahl der endlichen Eigenwerte zu
reduzieren. Eine ähnlich einfache Entkoppelbarkeitsbedingung, wie sie Lohmann [74] vorstellt,
existiert deshalb für lineare Deskriptorsysteme nicht. Im folgenden Satz wird jedoch gezeigt, dass
diese Bedingung auf proper entkoppelbare Deskriptorsysteme übertragen werden kann.
Satz 4.21. Das reguläre Deskriptorsystem (2.9) sei quadratisch und invertierbar. Es ist genau
dann proper entkoppelbar, wenn
nslow C nu D ım C nz
gilt.
Beweis. Dass diese Bedingung notwendig ist, folgt aus Satz 3.14 und Lemma 4.16. Es bleibt zu
zeigen, dass sie auch hinreichend ist.
Ist das Deskriptorsystem improper, besitzt es steuerbare unendliche Eigenwerte. Diese können
daher zu endlichen verschoben werden, sodass das geregelte Deskriptorsystem proper ist. Somit
existiert immer eine reguläre statische Deskriptorrückführung, die ein properes geregeltes De-
skriptorsystem erzeugt. Nach Lemma 3.8 ist dimNm und somit nslow C nu invariant unter einer re-
gulären statischen Deskriptorrückführung. Nach Satz 4.9 ist ım invariant sowie nach Satz 4.13 nz.
Daher gilt für das geregelte Deskriptorsystem nslow D ım C nz. Die Anwendung von Algorithmus
3.1 auf das geregelte Deskriptorsystem führt auf (3.13), ohne dass eine dynamische Erweiterung
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benötigt wird. Wegen der Invertierbarkeit des Deskriptorsystems ist auch (3.13) invertierbar und
nach Lemma B.2 nicht degeneriert.
Das Zustandssystem (3.13) besitzt n Eigenwerte, wobei die n   r Verkopplungseigenwerte durch
den Verkopplungsentwurf unsteuerbar gemacht werden und damit als zusätzliche invariante Null-
stellen auftreten. Die Systemordnung des Zustandssystems (3.13) entspricht daher ımCnzCn  r
und (3.13) erfüllt die Entkoppelbarkeitsbedingung von Lohmann [74]. Da (3.13) entkoppelbar
ist, muss auch das geregelte Deskriptorsystem proper entkoppelbar sein und die Bedingungen
von Lemma 4.10 erfüllen. Dann wird Lemma 4.10 auch vom ungeregelten Deskriptorsystem er-
füllt.
4.5 Kurzzusammenfassung
Dieses Kapitel untersucht nicht nur die statische, sondern auch die dynamische Entkoppelbar-
keit nichtlinearer Deskriptorsysteme. Ausgehend von der Überführung des dynamischen Entkopp-
lungsentwurfs auf ein invertierbares Zustandssystem werden notwendige und hinreichende Krite-
rien für die dynamische Entkoppelbarkeit in Abschnitt 4.1.1 entwickelt.
Um die notwendigen und hinreichenden Bedingungen für die statische Entkoppelbarkeit herzulei-
ten, ist deutlich mehr Aufwand erforderlich. Es zeigt sich, dass die in Abschnitt 4.1.2 definierten
Differenzordnungen mit einer regulären statischen Deskriptorrückführung verändert werden kön-
nen. Genauere Betrachtungen führen auf die maximale Differenzordnung, die den größtmöglichen
Wert beschreibt, den die Differenzordnung eines Ausgangs im geregelten Deskriptorsystem an-
nehmen kann. Darüber hinaus wird gezeigt, dass die maximalen Differenzordnungen unter einer
regulären statischen Deskriptorrückführung invariant sind. Mit diesen Überlegungen werden an-
schließend die notwendigen und hinreichenden Kriterien für die statische Entkoppelbarkeit in Satz
4.7 angegeben, die die exakte Ein-/Ausgangslinearisierung in Abschnitt 4.1.4 in einen konkreten
Reglerentwurf überführt. Damit liegt erstmals ein allgemein gültiger Entkopplungsentwurf vor,
der keinerlei einschränkende Voraussetzungen an das Deskriptorsystem stellt. Zudem erlaubt die
neue Methodik, die Differenzordnungen im geregelten Deskriptorsystem frei zu wählen, sofern
dies möglich ist.
Neben den theoretischen Untersuchungen stellt Abschnitt 4.1.7 eine praktische Anwendung vor,
um die vorgestellte Entkopplung zu nutzen: auf einfache Weise wird eine modellgestützte Vor-
steuerung entworfen. Das Vorgehen lässt sich sogar auf Zustandssysteme übertragen, um für jedes
invertierbare Zustandssystem eine Vorsteuerung mit einem rein proportionalen Ein-/Ausgangsver-
halten zu berechnen.
Die Nulldynamik, die in Abschnitt 4.2 betrachtet wird, lässt sich in geradliniger Weise von Zu-
standssystemen auf Deskriptorsysteme übertragen. Wird bei Zustandssystemen nur gefordert, dass
die Ausgangsgleichung für alle Lösungen der Nulldynamik gleich null ist, so wird bei Deskrip-
torsystemen darüber hinaus gefordert, dass die algebraische Gleichung erfüllt ist. Der notwendige
Algorithmus ist, wie die Verkopplungsalgorithmen in Kapitel 3, in serieller Weise angegeben. Die
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Definition der Nulldynamik betrachtet alle regulären Deskriptorsysteme, wohingegen Abschnitt
4.2.2 Vereinfachungen bei der Berechnung für invertierbare sowie entkoppelbare Deskriptorsys-
teme diskutiert.
Die Untersuchung der Nulldynamik bietet die Grundlage, um die exakte Deskriptorlinearisierung
in Abschnitt 4.3 zu betrachten. Es wird eine Rückführung und eine Koordinatentransformation ge-
sucht, die ein geregeltes Deskriptorsystem erzeugen, welches linear ist. Für einen Sonderfall kön-
nen in Satz 4.18 hinreichende Bedingungen an die exakte Deskriptorlinearisierbarkeit angegeben
werden. Außerdem ist dargestellt, welche Schwierigkeiten bei einer Verallgemeinerung auftreten.
Abschließend werden die vorgestellten Methoden speziell auf lineare Deskriptorsysteme ange-
wandt. Für die Entkopplung müssen überschüssige Eigenwerte nicht mehr nur durch invariante
Nullstellen kompensiert werden, sondern sie können auch zu unendlichen Eigenwerten verscho-
ben werden. Der bekannte Zusammenhang, dass bei einem entkoppelbaren Zustandssystem die
Summe der Differenzordnungen und invarianten Nullstellen der Anzahl der Eigenwerte entspre-
chen muss, gilt, wie ausführlich erläutert, nur für proper entkoppelbare Deskriptorsysteme.
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5 Trajektorienfolgeregelung mittels Riccati-
Entwurf
Zur Trajektorienfolgeregelung wird ein nichtlineares Zustandssystem häufig entlang der Trajek-
torie linearisiert, wobei ein lineares, zeitvariantes System entsteht. Eigenwertbasierte Methoden,
wie zum Beispiel die Vollständige Modale Synthese, sind für die Regelung zeitvarianter Systeme
ungeeignet. Der Riccati-Entwurf, der sich durch die Minimierung eines quadratischen Gütema-
ßes ergibt, ermöglicht dagegen einen einfachen und zudem gut interpretierbaren Reglerentwurf.
In diesem Kapitel werden lineare, zeitvariante Deskriptorsysteme
E.t/ Px D A.t/x C B.t/u (5.1)
mit x.t0/ D Ox im Zeitintervall von t0 bis te < 1 betrachtet, wobei x 2 Rn und u 2 Rp gilt.
Die Matrix E W Ut ! Rnn hat den konstanten Rang r  n für alle t 2 Ut, wobei Ut  R
eine zusammenhängende, offene Menge mit t0; te 2 Ut beschreibt. Die übrigen Matrizen sind von
passender Dimension und hängen ebenfalls von t ab. Alle Matrizen werden als genügend glatt für
alle t 2 Ut angenommen.
Das zeitvariante Deskriptorsystem (5.1) kann, genau wie zeitinvariante Deskriptorsysteme, immer
in die semi-explizite Form
Px1 D A11.t/x1 CA12.t/x2 C B1.t/u (5.2a)
0 D A21.t/x1 CA22.t/x2 C B2.t/u (5.2b)
gebracht werden ([12]), indem die in Konigorski [58] dargestellte Überführung mit einer zeitva-
rianten Transformation durchgeführt wird. Die Definitionen 2.1 bis 2.5 gelten direkt für lineare,
zeitvariante Deskriptorsysteme (5.1). Da das System linear ist, können die Umgebungen um Ox und
Ou entfallen; die getroffenen Annahmen müssen jetzt für alle t 2 Ut erfüllt sein.
Der im Folgenden vorgestellte Entwurf entspricht dem in Labisch und Konigorski [69] beschrie-
benen Verfahren, wobei in der vorliegenden Arbeit der zeitvariante Verkopplungsalgorithmus ex-
plizit dargestellt ist.
5.1 Verkopplung linearer, zeitvarianter Deskriptorsysteme
Um den zeitvarianten Riccati-Entwurf auf Deskriptorsysteme zu übertragen, wird erneut eine ver-
koppelte Zustandsraumdarstellung benötigt. Für deren Berechnung kann nicht Algorithmus 3.1
verwendet werden, da das Deskriptorsystem (5.2) zeitvariant ist und die Zeitabhängigkeiten ex-
plizit im Algorithmus berücksichtigt werden müssen. Im weiteren Verlauf wird sich zeigen, dass
es sinnvoll ist, die algebraischen Variablen und die Eingänge zu einem erweiterten Eingang zusam-
menzufassen. Mit dieser Struktur benötigt Manderla [81] selbst bei der Verkopplung improperer
Deskriptorsysteme keine dynamische Erweiterung.
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Algorithmus 5.1.
Schritt 0 Das System (5.2) wird mit †0 bezeichnet und es gilt vT0 WD

xT2 u
T

, Af.t/ WD
A11.t/, Bf.t/ WD

A12.t/ B1.t/

, Cf.t/ WD A21.t/ und Df.t/ WD

A22.t/ B2.t/

. Die
einzelnen Zeilen von Cf.t/ werden mit c1f;0.t/; : : : ; cmf;0.t/, die einzelnen Zeilen von Df.t/ wer-
den mit d1f;0.t/; : : : ; dmf;0.t/ bezeichnet. M0 WD M1 WD Rr sei der Zustandsraum für †0. Der
Parameter j zählt die Anzahl der Ableitungen der j -ten algebraischen Gleichung. Zu Beginn
wird j D 0, j 2 m gesetzt und es gilt j D 1.
Schritt 1 Wenn djf;j.t/ ¤ 0 für alle t 2 Ut gilt, wird direkt zu Schritt 2 gesprungen.
Sonst wird j um 1 erhöht und die neue Restriktion
c
j
f;j.t/ WD
dcjf;j 1.t/
dt
C c
j
f;j 1.t/Af.t/ (5.3)
und djf;j.t/ WD c
j
f;j 1.t/Bf.t/ durch Ableiten der letzten Restriktion erzeugt. Alle bisherigen
Restriktionen zur j -ten algebraischen Gleichung werden in der Matrix
QGj .t/ WD
2
64 c
j
f;0.t/
:::
c
j
f;j 1.t/
3
75
zusammengefasst und es wird angenommen, dass der Rang von QGj .t/ konstant für alle t 2 Ut
ist und
rang
2
64
QG1.t/
:::
QGj .t/
3
75 D jX
iD1
i (5.4)
gilt. Damit sind alle zuvor bestimmten Restriktionen unabhängig und
Mj WD fx1 2Mj 1 j QGj .t/x1 D 0g
ist zu jedem Zeitpunkt eine Untermannigfaltigkeit.
Schritt 2 Es wird der Schritt 1 so lange wiederholt, bis djf;j.t/ ¤ 0 für alle t 2 Ut gilt. Dafür
waren j Ableitungen der j -ten algebraischen Gleichung notwendig.
Die Parameter bji 2 R werden so gewählt, dass die Nullstellen des Polynoms
P j ./ D ./j C
j 1X
iD0
b
j
i  ./
i (5.5)
alle in C  liegen. Dann ist es möglich, die fiktive Rückführung vj 1 D QRj .t/x1C QFj .t/vj mit
vj 2 R
mCp j zu berechnen, die
0 D b
j
0 c
j
f;0.t/C    C b
j
j 1
c
j
f;j 1.t/C c
j
f;j.t/C d
j
f;j.t/vj 1 (5.6)
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löst. Es gilt
QRj .t/ WD  

d
j
f;j.t/
C 
b
j
0 c
j
f;0.t/C    C b
j
j 1
c
j
f;j 1.t/C c
j
f;j.t/

(5.7)
QFj .t/ WD

d
j
f;j.t/
?
; (5.8)
wobei ./C die Rechtsinverse und ./? eine Matrix beschreibt, die den gesamten Rechtskern
aufspannt. Das System †j 1, welches mit dem Verkopplungsregler geregelt ist, wird mit †1
bezeichnet. Für dieses System ist Mj attraktiv. Es gilt MjC1 WDMj .
Schritt 3 j wird um 1 erhöht und die Schritte 1 – 3 werden so lange wiederholt, bis j D m gilt.
Wie Algorithmus 3.1 und 3.2 terminiert auch dieser Algorithmus erfolgreich, wenn die Rangan-
nahme (5.4) in Schritt 1 immer erfüllt ist. Ist der Algorithmus erfolgreich, so werden alle berech-
neten Restriktionen in
QG.t/ D
2
64
QG1.t/
:::
QGm.t/
3
75
zusammengefasst. Die Anzahl der Restriktionen ergibt sich zu  WD
Pm
jD1 j . Die Restriktionen
definieren erneut eine Untermannigfaltigkeit
Nr D
n
x1 2 R
r j QG.t/x1 D 0
o
; (5.9)
die die Dimension dimNr D r    besitzt. Der fiktive Verkopplungsregler
ue D

x2
u

D QR1.t/x1 C QF1.t/ QR2.t/x1 C    C
 
mY
iD1
QFi.t/
!
vm
D
"
OR1.t/
OR2.t/
#
x1 C
"
OF1.t/
OF2.t/
#
v
(5.10)
mit v WD vm erzeugt die verkoppelte Zustandsraumdarstellung
Px1 D QA.t/x1 C QB.t/v (5.11a)
z D QC .t/x1 C QD.t/v ; (5.11b)
wobei
QA.t/ D A11.t/C

A12.t/ OR1.t/C B1.t/ OR2.t/

QB.t/ D A12.t/ OF1.t/C B1.t/ OF2.t/
QC .t/ D A21.t/C

A22.t/ OR1.t/C B2.t/ OR2.t/

QD.t/ D A22.t/ OF1.t/C B2.t/ OF2.t/ :
Für das System (5.11), das†m entspricht, ist die Untermannigfaltigkeit Nr invariant und attraktiv,
sodass auf Nr wieder z D 0 gilt. Für djf;0.t/ D 0 ist die j -te Zeile von QD.t/ eine Nullzeile. Gilt
dagegen djf;0.t/ ¤ 0, so ist j D 0 und wegen (5.6) ist die j -te Zeile von QD.t/ ebenfalls eine
Nullzeile. Daher kann (5.11b) nicht mehr von v abhängen, woraus
QD.t/ D 0
folgt.
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Satz 5.1. . Ox1; Ox2/ sei ein konsistenter Anfangswert für das Deskriptorsystem (5.2). Der Algorith-
mus 5.1 terminiert erfolgreich, wenn das Deskriptorsystem (5.2) regulär ist.
Beweis. Dem Beweis von Satz A.4 folgend, lässt sich Algorithmus 3.1 auf das zeitinvariante
Deskriptorsystem (5.2) anwenden, wenn Pt D 1 berücksichtigt wird. Da x2 in ue enthalten ist, muss
Algorithmus 5.1 erfolgreich terminieren, wenn Algorithmus 3.1 erfolgreich terminiert. Zusammen
mit Satz 3.2 ist der Satz bewiesen.
Im Gegensatz zu den Sätzen 3.2 und 3.5 ist der Satz 5.1 nur noch hinreichend. Da die Abhän-
gigkeit von u zum Terminieren des Algorithmus führen kann, ergibt sich aus der Anwendung des
Algorithmus 5.1 noch kein Hinweis auf die Regularität des Deskriptorsystems. Ist das Deskriptor-
system allerdings regulär, so ist die Zustandsraumdarstellung (5.11) in der Lage, die Lösung des
Deskriptorsystems zu reproduzieren.
Satz 5.2. Das Deskriptorsystem (5.2) sei regulär. 1.t/ bezeichne die Lösung von (5.11) zum
Anfangswert 1.t0/ D Ox1 2 Nr . x1.t0/ D 1.t0/ ist zusammen mit x2.t0/ D OR1.t0/1.t0/ C
OF1.t0/v.t0/ für alle v.t/ ein konsistenter Anfangswert des Deskriptorsystems und für die Lö-
sung des Deskriptorsystems .x1.t/;x2.t// zum Eingang u.t/ D OR2.t/1.t/ C OF2.t/v.t/ gilt
x1.t/ D 1.t/ und x2.t/ D OR1.t/1.t/C OF1.t/v.t/.
Beweis. (5.2b) ist für alle x1.t0/ 2 Nr und v.t0/ 2 Rp in Verbindung mit (5.10) erfüllt. Aufgrund
des Verkopplungsentwurfs gilt für alle x1.t0/ 2 Nr und v 2 Ck.Ut;Rp/ immer z.t/ D 0 in
(5.11b). Zusammen mit (5.10) ist (5.2) für alle Lösungen des verkoppelten Zustandssystems (5.11)
erfüllt, sodass die Lösungen auch Lösungen des Deskriptorsystems (5.2) sind und .x1.t0/;x2.t0//
einen konsistenten Anfangswert für das Deskriptorsystem darstellt.
5.2 Riccati-Entwurf linearer, zeitvarianter Deskriptorsysteme
Beim Riccati-Entwurf für ein Zustandssystem (5.11) wird eine Eingangsfunktion u.t/ gesucht,
die das Gütemaß
QJ D
1
2
xT1.te/
QMxex1.te/C
1
2
teZ
t0

xT1.t/ u
T.t/

MODE.t/

x1.t/
u.t/

dt (5.12)
mit
MODE.t/ D
"
QMxx.t/ QMxu.t/
QMux.t/ QMuu.t/
#
minimiert. x1.t/ beschreibt darin die Lösung des Systems (5.11) beim Eingang u.t/. Die Lösung
dieses Optimierungsproblems führt auf eine Zustandsrückführung, den Riccatiregler (siehe z. B.
[31], [76]).
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Für Deskriptorsysteme lässt sich entsprechend das Gütemaß
J D
1
2
xT1.te/M
11
xe
x1.te/C
1
2
teZ
t0

xT1.t/ x
T
2.t/ u
T.t/

MDAE.t/
2
4 x1.t/x2.t/
u.t/
3
5 dt (5.13)
mit
MDAE.t/ D
2
4 M 11xx .t/ M 12xx .t/ M 1xu.t/M 21xx .t/ M 22xx .t/ M 2xu.t/
M 1ux.t/ M
2
ux.t/ Muu.t/
3
5
angeben. Im Folgenden ist eine Rückführung
u D R1.t/x1 CR2.t/x2 (5.14)
gesucht, die das Gütemaß (5.13) für das reguläre Deskriptorsystem (5.2) minimiert. Das mit (5.14)
geregelte Deskriptorsystem soll stets regulär und proper sein.
Der nachfolgende Riccati-Entwurf erweitert das in Manderla [81] dargestellten Verfahren für li-
neare, zeitinvariante Deskriptorsysteme, das für den Riccati-Entwurf ebenfalls eine verkoppel-
te Zustandsraumdarstellung benötigt. Diese wird auf Basis der Vollständigen Modalen Synthese
entworfen. Der in dieser Arbeit vorgestellte Verkopplungsreglerentwurf lässt sich, im Gegensatz
zur Vollständigen Modalen Synthese, ohne Probleme auf zeitvariante Systeme übertragen. Der
Riccati-Entwurf für lineare, zeitvariante Deskriptorsysteme kann damit auf den klassischen Ent-
wurf für zeitvariante Zustandssysteme zurückgeführt werden, wobei das Gütemaß (5.12) mini-
miert wird.
Das Gütemaß (5.13) wird nur für Lösungen des Deskriptorsystems (5.2) minimiert. Da die Lösun-
gen von (5.2) und (5.11) wegen Satz 5.2 auf Nr übereinstimmen, können prinzipiell die Lösungen
von (5.11) für den Entwurf verwendet werden. v muss so bestimmt werden, dass sich der entspre-
chende Verlauf für x2 und u ergibt. Da dies für alle Lösungen des Deskriptorsystems möglich ist,
erzeugt (5.11) zusammen mit (5.10) für alle Anfangswerte auf Nr und alle v.t/ 2 Ck.I;Rp/ auch
alle Lösungen des Deskriptorsystems. Wird die Minimierung für Lösungen von (5.11) durchge-
führt, so sind alle Lösungen des Deskriptorsystems enthalten. Ist es möglich, den berechneten
Riccatiregler so auf das Deskriptorsystem zu übertragen, dass die Lösungen der jeweiligen gere-
gelten Systeme einander entsprechen, so ist der Riccatiregler für das Deskriptorsystem gefunden.
Um den Riccati-Entwurf für (5.11) durchführen zu können, muss aus dem Gütemaß für das De-
skriptorsystem (5.13) das Gütemaß für das verkoppelte Zustandssystem (5.12) berechnet werden.
Wie in Manderla [81] beschrieben, erfolgt diese Umrechnung mithilfe des Verkopplungsreglers
(5.10). Dies führt auf
MODE.t/ D T
T
R .t/MDAE.t/TR.t/ mit TR.t/ WD
2
64 I 0OR1.t/ OF1.t/
OR2.t/ OF2.t/
3
75 : (5.15)
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Für eine kompaktere Darstellung wird nachfolgend auf die Angabe der Zeitabhängigkeit der Ma-
trizen verzichtet. Die Anwendung des Riccati-Entwurfs auf die verkoppelte Darstellung (5.11)
erzeugt die Riccatidifferentialgleichung
 
PQP D QMxx C
QAT QP C QP QA   . QP QB C QMxu/
QM  1uu .
QBT QP C QM Txu/
QP .te/ D QMxe D M
11
xe
:
(5.16)
Aus der Lösung QP dieser Differentialgleichung wird der Riccatiregler
v D   QM  1uu .
QBT QP C QMux/x1 D
QRx1 (5.17)
für das Zustandssystem (5.11) berechnet (siehe z. B. [31], [76]).
(5.17) bestimmt lediglich v und nicht den Eingang des Deskriptorsystems u. Für die Übertragung
des Riccatireglers auf das Deskriptorsystem wird (5.10) von links mit  Ms I  multipliziert,
wobei Ms W Ut ! Rpm eine vorerst beliebige, zeitvariante Matrix darstellt. (5.10) kann jetzt
nach
u D
h 
Ms OR1 C OR2

 Ms
i  x1
x2

C

Ms OF1 C OF2

v (5.18)
aufgelöst werden. Wird Ms so gewählt, dass die Matrix .Ms OF1C OF2/, die als Vorfilter interpretiert
werden kann, regulär ist, stellt (5.18) eine eindeutige Beziehung zwischen u und v her. Da für
reguläre Deskriptorsysteme immer
rang
"
OF1
OF2
#
D p (5.19)
gilt ([81]), ist die geforderte Wahl von Ms für alle regulären Deskriptorsysteme möglich. Das
Einsetzen des Riccatireglers (5.17) für das verkoppelte Zustandssystem in (5.18) führt auf die
lineare, zeitvariante Deskriptorrückführung
u D
h 
Ms OR1 C OR2 C

Ms OF1 C OF2

QR

 Ms
i  x1
x2

; (5.20)
die den Riccatiregler für das Deskriptorsystem (5.2) bezüglich des Gütemaßes (5.13) darstellt.
Wie bei allen Verfahren muss hier gezeigt werden, dass das geregelte Deskriptorsystem regulär
ist. Neben der Regularität wird die Properheit des Deskriptorsystems gefordert. Nun wird gezeigt,
dass Regularität und Properheit bereits mit (5.18) sichergestellt sind.
Satz 5.3. Das mit der Rückführung (5.18) geregelte Deskriptorsystem (5.2) ist mit v D QR x1 für
alle QR 2 Ut ! Rpr regulär und proper.
Beweis. In Manderla [81] wird für zeitinvariante Deskriptorsysteme gezeigt, dass die Rückfüh-
rung (5.18) immer einen regulären geschlossenen Regelkreis erzeugt, da die steuerbaren unendli-
chen Eigenwerte zu den gewählten Verkopplungseigenwerten verschoben werden. Aus Satz A.4
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folgt die Regularität des geschlossenen zeitvarianten Regelkreises.
Wie sich leicht anhand von (5.18) erkennen lässt, werden in allen i-ten Ableitungen der algebrai-
schen Gleichungen, die von u, nicht aber von x2 abhängen, durch die Rückführung Abhängigkei-
ten von x2 erzeugt, da .Ms OF1 C OF2/ regulär ist. Damit ist das geregelte Deskriptorsystem proper.
Da mit QR nur der Einfluss von x1 verändert werden kann, kann die Regularität und Properheit für
kein QR verloren gehen.
Bei der Minimierung des Gütemaßes (5.13) stellt das Deskriptorsystem (5.2) eine Nebenbedin-
gung in Form eines differential-algebraischen Systems dar. Die algebraische Gleichung von (5.2)
muss daher bei der Minimierung beachtet werden. Der Verkopplungsentwurf macht aus dieser al-
gebraischen Nebenbedingung eine dynamische in Form der Verkopplungsdynamik von (5.11). Für
alle konsistenten Anfangswerte des Deskriptorsystems wird die Verkopplungsdynamik von (5.11)
nicht angeregt, sodass die algebraische Nebenbedingung für konsistente Anfangswerte weiterhin
implizit in (5.11) enthalten ist.
Aufgrund des Entwurfs ist der Riccatiregler (5.20) für die verkoppelte Darstellung (5.11) bezüg-
lich des Gütemaßes (5.12) optimal. Wird der Riccatiregler (5.17) in den Verkopplungsregler (5.10)
eingesetzt, so ist das entstandene Regelgesetz für das fiktive Zustandssystem (3.1) nicht für alle
Anfangswerte optimal, da die Verkopplungsdynamik per Polvorgabe entworfen und von inkonsis-
tenten Anfangswerten angeregt wird. Im Deskriptorsystem existiert diese Verkopplungsdynamik
jedoch nicht, sodass die Rückführung (5.20) für das Deskriptorsystem (5.2) einen Riccatiregler
bezüglich des Gütemaßes (5.13) darstellt.
Um das vorgestellte Verfahren anwenden zu können, muss zuerst ein Verkopplungsregler entwor-
fen werden. Wie in Satz 5.3 gezeigt, ist dies für alle regulären Deskriptorsysteme möglich. Der
Entwurf des Riccatireglers für das Deskriptorsystem wird damit auf den Entwurf für das ver-
koppelte Zustandssystem übertragen. Die Riccatidifferentialgleichung (5.16) existiert und besitzt
immer eine optimale Lösung, wenn die Matrizen QMxe D M
11
xe
und QMuu.t/ für alle t 2 Ut symme-
trisch, positiv definit sind und die Matrix MODE.t/ für alle t 2 Ut symmetrisch, positiv semidefinit
ist (siehe z. B. [31], [76]). Da die Matrix TR vollen Rang besitzt, ist MODE.t/ symmetrisch, positiv
semidefinit, wenn MDAE.t/ symmetrisch, positiv semidefinit gewählt wird ([143, Satz 5, S. 129]).
Wie in Manderla [81] beschrieben, lässt sich die positive Definitheit von QMuu.t/ über die Wahl
von M 22xx .t/, M
2
xu.t/ und Muu.t/ immer erzielen, da (5.19) erfüllt ist. Die bisherigen Überlegun-
gen stellen den Beweis für den nachfolgenden Satz dar, indem die beschriebenen Voraussetzungen
kompakt zusammengefasst sind.
Satz 5.4. Wird die Matrix M 11xe symmetrisch, positiv definit und die Matrix MDAE.t/ so gewählt,
dass die Matrix QMuu.t/mit (5.15) für alle t 2 Ut symmetrisch, positiv definit und MODE.t/ symme-
trisch, positiv semidefinit ist, so existiert mit (5.20) immer eine optimale Lösung, die das Gütemaß
(5.13) für das reguläre Deskriptorsystem (5.2) minimiert.
Anmerkung. Der Zeitpunkt te im Gütemaß (5.13) muss immer kleiner unendlich gewählt werden.
Genau wie bei Zustandssystemen (siehe z. B. [31]) werden daher keine weiteren Voraussetzungen,
wie zum Beispiel die Stabilisierbarkeit des Systems, benötigt. Der Riccati-Entwurf für zeitinvari-
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ante Deskriptorsysteme mit te !1 ist in Manderla [81] beschrieben. Für praktische Anwendun-
gen ist es jedoch sinnvoll die Gewichtungsmatrizen so zu wählen, dass auch MODE.t/ symmetrisch
positiv definit ist, damit alle Bewegungen des Systems in das Gütemaß (5.13) eingehen.
5.3 Trajektorienfolgeregelung nichtlinearer Deskriptorsysteme
Häufig entsteht das lineare, zeitvariante Deskriptorsystem (5.2) durch die Linearisierung eines
nichtlinearen Deskriptorsystems entlang einer Trajektorie. In diesem Fall ist die Zeitvarianz der
Systemmatrizen nicht mehr analytisch gegeben, sondern es wird zu jedem Zeitpunkt eine System-
darstellung durch Linearisierung berechnet. Die Bestimmung der Zeitableitungen in (5.3) wird
dann deutlich aufwendiger; die Anwendung des beschriebenen Verfahrens ist jedoch weiterhin
möglich.
Wurde bereits ein nichtlinearer Verkopplungsregler nach Algorithmus 3.1 entworfen, um zum
Beispiel das System zu simulieren, so vereinfacht sich die Anwendung des Riccati-Entwurfs. Der
lineare, zeitvariante Verkopplungsregler (5.10) kann aus dem schon bekannten nichtlinearen Ver-
kopplungsregler bestimmt werden, sodass der Algorithmus 5.1 und damit die aufwendigen Zeitab-
leitungen nicht berechnet werden müssen. Zu beachten bleibt, dass der Verkopplungsregler (3.12)
lediglich x2 und nicht ue bestimmt und vom Zustand der dynamischen Erweiterung xu abhängt.
Daher wird angenommen, dass das nichtlineare Deskriptorsystem regulär und proper ist, sodass
keine dynamische Erweiterung auftritt und in (3.12) v D u gewählt werden kann. Wird (3.12),
wie auch das Deskriptorsystem, entlang einer Trajektorie linearisiert, so lässt sich daraus (5.10)
bestimmen. Zur Unterscheidung der Variablen des nichtlinearen und des linearisierten Systems
beschreiben 1 bzw. u den Zustand und den Eingang von (3.13) sowie x1 und v den Zustand
und Eingang von (5.11). Durch Linearisierung entlang der Trajektorie 1.t/ und der passenden
Stellgröße u.t/ ergibt sich (5.10) zu
ue D

x2
u

D

@1˛e.1;u/
0

x1 C

@u˛e.1;u/
Ip

v
ˇˇˇ
ˇ
1D1.t/;uDu.t/
D
"
OR1.t/
OR2.t/
#
x1 C
"
OF1.t/
OF2.t/
#
v :
Der zeitvariante Verkopplungsregler ermöglicht wieder den vorgestellten Riccati-Entwurf, wobei
für das nichtlineare Deskriptorsystem zusätzlich die Properheit vorausgesetzt wird.
Anmerkung. Die Forderung der Properheit kann entfallen, wenn Algorithmus 5.1 für nichtlineare
Systeme durchgeführt wird. Dies ist analog zum Algorithmus 3.1 möglich und führt auf einen
nichtlinearen Verkopplungsregler, der ue bestimmt (siehe Manderla [81]). Da der Beweis von
Satz 5.3 für nichtlineare Systeme erheblich aufwendiger ist, wird in der vorliegenden Arbeit auf
dessen Ausführung und die Angabe des nichtlinearen Algorithmus verzichtet.
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5.4 Kurzzusammenfassung
Dieses Kapitel erweitert den Riccati-Entwurf auf zeitvariante Deskriptorsysteme, wobei der fikti-
ve Verkopplungsentwurf erneut die Grundlage für die Entwurfsmethodik darstellt. Die Überfüh-
rung in die verkoppelte Zustandsraumdarstellung ermöglicht den Entwurf auf Basis einer klassi-
schen Matrix-Riccatidifferentialgleichung. Wie Satz 5.4 zeigt, ist für den vorgestellten Entwurf
nur die Regularität des Deskriptorsystems notwendig. Obwohl es sich beim Riccati-Entwurf um
ein lineares Regelungsverfahren handelt, zeigt es bei der Trajektorienfolgeregelung eines nicht-
linearen Systems in vielen Fällen hervorragende Ergebnisse. Ist bereits ein nichtlinearer Ver-
kopplungsregler bekannt, so kann die Berechnung des linearen, zeitvarianten Verkopplungsreglers
deutlich vereinfacht werden.
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6 Beobachterentwurf
Nachdem in den letzten beiden Kapiteln vollständige Deskriptorrückführungen berechnet wurden,
beschäftigt sich Kapitel 6 mit dem Entwurf von Deskriptorbeobachtern. Zuerst wird dafür die lo-
kale Beobachtbarkeit von Deskriptorsystemen definiert. Im Anschluss erfolgt der Entwurf kausa-
ler Beobachter, also Beobachter die in Form eines Zustandssystems vorliegen. Es wird gezeigt,
dass die dabei hergeleiteten Bedingungen notwendig und hinreichend für die kausale Beobacht-
barkeit von lokal beobachtbaren Deskriptorsystemen sind.
6.1 Beobachtbarkeit nichtlinearer Deskriptorsysteme
Die folgenden Definitionen für die Beobachtbarkeit sind Nijmeijer und van der Schaft [99] ent-
nommen. Da sie unabhängig von der Systembeschreibung sind, können sie sowohl auf Zustands-
systeme als auch auf Deskriptorsysteme angewandt werden. Liegt das Zustandssystem (2.2) zu-
grunde, so gilt M— WDMŸ und y.t; t0; 0;u/ bezeichnet den Ausgangsverlauf von (2.2) für dessen
Lösung zum Anfangswert 0 WD .t0/ und Eingang u. Wird das Deskriptorsystem (2.1) betrachtet,
so gilt M— WDMx und y.t; t0; 0;u/ beschreibt den Ausgangsverlauf von (2.1) für dessen Lösung
zum konsistenten Anfangswert 0 WD x.t0/ und dem Eingang u. Neben einem konsistenten An-
fangswert wird die Regularität des Deskriptorsystems vorausgesetzt.
Definition 6.1 ([99, Definition 3.27]). Zwei Variablen 1; 2 2 M— eines Systems (2.2) oder
(2.1) werden als ununterscheidbar bezeichnet (dargestellt durch 1I2), wenn für jede zulässige
Eingangsfunktion u die Ausgangsfunktion t 7! y.t; t0; 1;u/, t  t0 für den Anfangswert .t0/ D
1 und die Ausgangsfunktion t 7! y.t; t0; 2;u/, t  t0 für den Anfangswert .t0/ D 2 identisch
auf ihrem gemeinsamen Definitionsgebiet sind. Das System wird als beobachtbar bezeichnet,
wenn aus der Ununterscheidbarkeit von 1 und 2 unmittelbar 1 D 2 folgt.
Da viele Aussagen für nichtlineare Systeme nur lokal gelten, wird in der folgenden Definition auf
die lokale Beobachtbarkeit eingegangen.
Definition 6.2 ([99, Definition 3.28]). Sei V  M— eine offene Menge, die 1 und 2 enthält.
1 und 2 werden als ununterscheidbar in V bezeichnet (dargestellt durch 1IV2), wenn für jede
zulässige konstante Eingangsfunktion u 2 Uu die Lösungen .t; t0; 1;u/ sowie .t; t0; 2;u/ für
t  t1, mit t1 > t0, in V verbleiben und die Ausgangsfunktion t 7! y.t; t0; 1;u/, t  t0 für den
(konsistenten) Anfangswert .t0/ D 1 und die Ausgangsfunktion t 7! y.t; t0; 2;u/, t  t0 für
den (konsistenten) Anfangswert .t0/ D 2 identisch auf ihrem gemeinsamen Definitionsgebiet
für t  t1 mit einem beliebigen t1 > t0 sind. Das System wird als lokal beobachtbar um O
bezeichnet, wenn eine Umgebung W um O existiert, sodass für jede Umgebung V  W von O aus
der Ununterscheidbarkeit in V von 1 und 2 direkt 1 D 2 folgt. Ist das System für alle O 2M—
lokal beobachtbar um O, so wird es als lokal beobachtbar bezeichnet.
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Wie in Anhang A dargestellt, werden bei linearen Deskriptorsystemen verschiedene Beobachtbar-
keitsdefinitionen unterschieden. Die vorgestellte Beobachtbarkeit nichtlinearer Deskriptorsysteme
geht für lineare Deskriptorsysteme in die Beobachtbarkeit des langsamen Teilsystems über. Ande-
re Beobachtbarkeitsdefinitionen, die sich auf das Impulsverhalten nichtlinearer Deskriptorsysteme
beziehen, werden im weiteren Verlauf nicht benötigt, sodass darauf nicht weiter eingegangen wird.
Für die Untersuchung der Beobachtbarkeit spielt es bei Deskriptorsystemen eine entscheidende
Rolle, dass die Lösungen im Allgemeinen nicht auf der gesamten Mannigfaltigkeit Mx verlaufen
können. Die Betrachtung der Ausgangsableitungen alleine, entsprechend der Herangehensweise
bei Zustandssystemen aus Satz B.7, reicht daher noch nicht aus.
Obwohl mit (3.13) und (3.21) verkoppelte Zustandssysteme zur Verfügung stehen, kann mit die-
sen nicht unmittelbar die lokale Beobachtbarkeit des Deskriptorsystems überprüft werden. Die
Definition der lokalen Beobachtbarkeit geht von konstanten Eingängen aus; die dynamische Er-
weiterung führt jedoch dazu, dass von einem konstanten v nicht auf ein konstantes u geschlossen
werden kann. Ist der Eingang des Deskriptorsystems konstant, so gilt Pu D 0, wodurch aus (3.13)
und unter Verwendung von (3.15) das Zustandssystem
Px1 D Qfe;1.x1; ‰.u; 0; : : : ; 0// D fb.x1;u/ (6.1a)
z D ge .x1; ‰.u; 0; : : : ; 0// D gb.x1;u/ (6.1b)
y D he .x1; ‰.u; 0; : : : ; 0// D hb.x1;u/ (6.1c)
hervorgeht. Für die Herleitung einer Beobachtbarkeitsbedingung für Deskriptorsysteme wird der
Beobachtbarkeitsraum O.x1/ benötigt. O.x1/ ist der lineare Raum über R aller Funktionen
LX1LX2 : : :LXk
Qhj .x1;u0/; j 2 q; k 2 f0; 1; 2; : : : g ; (6.2)
wobei Xi D fb.x1;ui/, i 2 k gilt und ui konstante Eingangsfunktionen aus einer Umgebung U
um Ou sind.
Mit O.x1/ lässt sich die Beobachtbarkeitskodistribution dO.x1/  T x1Mx1
dO.x1/ D span fdH.x1/ j H.x1/ 2 O.x1/g ; x1 2Mx1
definieren. Wie in Satz B.7 dargestellt, muss für die Beobachtbarkeit von Zustandssystemen le-
diglich überprüft werden, ob die Dimension von dO.x1/ der Systemordnung entspricht. Dies ist
bei Deskriptorsystemen im Allgemeinen nicht notwendig, da Lösungen nur auf einer Unterman-
nigfaltigkeit von Mx1 verlaufen.
In Kapitel 3 wird die Untermannigfaltigkeit Ne berechnet, die für Pu D 0 zu
Nb D f.x1;u/ 2Mx1 R
p j b.x1;u/ D 0g ;
wird, wobei b.x1;u/ D e.x1; ‰.u; 0; : : : ; 0// gilt. Für die Betrachtung auf Mx1 wird zusätzlich
der Raum Q.x1/ benötigt, der der lineare Raum über R aller Funktionen
LX1LX2 : : :LXk Qg
j .x1;u0/; j 2 m; k 2 f0; 1; 2; : : : g (6.3)
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ist, wobei Xi D fb.x1;ui/, i 2 k gilt und ui konstante Eingangsfunktionen aus einer Umgebung
U um Ou sind. Mit Q.x1/ lässt sich eine Distribution dQ.x1/  T x1Mx1
dQ.x1/ D span fdH.x1/ j H.x1/ 2 Q.x1/g ; x1 2Mx1
definieren.
Satz 6.1. Das reguläre Deskriptorsystem (2.1) ist lokal beobachtbar um . Ox1; Ox2/, wenn zusammen
mit d QO.x1/ D dO.x1/C dQ.x1/
dim.d QO.x1// D dimMx1 D r (6.4)
in einer Umgebung von Ox1 gilt.
Beweis. Da alle Lösungen zu einem Anfangswert auf Nb in Nb verbleiben, ist zusätzlich zur
Ausgangsfunktion noch gb.x1;u/ D 0 bekannt. Der Beweis des Satzes erfolgt analog zu dem
Beweis von Theorem 3.32 von Nijmeijer und van der Schaft [99].
Es existieren r Funktionen Hi.x1/ 2 QO.x1/, sodass dH1. Ox1/; : : : ; dHr . Ox1/ linear unabhängig
sind. Sie erzeugen die Abbildung ˆ WMx1 ! Rr mit
ˆ.x1/ D

H1.x1/ : : : Hr .x1/
T
;
deren Jacobi-Matrix regulär in Ox1 ist und die deshalb in einer Umgebung W  Mx1 von Ox1 ein
Diffeomorphismus ist. Angenommen es existiert ein O 2 V  W , für das Ox1IV O gilt. Dann folgt
daraus für jedes i 2 q und k  0 mit kleinen t1; : : : ; tk
hib.Z
tk
k
ı    ıZ
t1
1 . Ox1/;u0/ D h
i
b.Z
tk
k
ı    ıZ
t1
1 .
O/;u0/ ;
wobei Ztj . Ox1/ den Fluss von Zj .x1/ D fb.x1;uj / für den Anfangswert Ox1 und den konstanten
Eingang uj aus einer Umgebung U um Ou beschreibt. Das sukzessive Ableiten der Gleichungen
nach tk ; : : : ; t1 jeweils bei tk D 0; : : : ; t1 D 0 liefert
LZ1 : : :LZk h
i
b. Ox1;u0/ D LZ1 : : :LZk h
i
b.
O;u0/ :
Daraus folgt, dass H. Ox1/ D H. O/ 8H 2 QO und insbesondere Hi. Ox1/ D Hi. O/ 8i 2 r und
daraus Ox1 D O. Daher ist das Deskriptorsystem lokal beobachtbar.
Nachdem Bedingungen für die lokale Beobachtbarkeit eines nichtlinearen Deskriptorsystems be-
kannt sind, wird im nächsten Abschnitt speziell auf das Problem der kausalen Beobachtbarkeit
und den Entwurf eines kausalen Beobachters eingegangen.
6.2 Entwurf kausaler Beobachter für nichtlineare
Deskriptorsysteme
Die Aufgabe eines Beobachters ist es, eine Variable xb zur Verfügung zu stellen, die möglichst der
unbekannten Variable x des beobachteten Systems entspricht. Ein dynamisches System wird als
Beobachter für das Deskriptorsystem (2.1) bezeichnet, wenn es die beiden folgenden Eigenschaf-
ten erfüllt:
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1. (Konsistenz) für Oxb D Ox muss xb.t/ D x.t/ für alle t > t0 gelten und
2. (Konvergenz) für Oxb ¤ Ox muss lim
t!1
xb.t/   x.t/ D 0 gelten.
Der Beobachter verwendet dafür lediglich den Eingang u und den Ausgang y des Deskriptor-
systems. Wie eingangs beschrieben, werden als Beobachter für Deskriptorsysteme oft ebenfalls
Deskriptorsysteme berechnet. Um die damit verbundenen Probleme bei der Simulation des Beob-
achters in der Reglereinrichtung zu vermeiden ist es zweckmäßig, zur Beobachtung von Deskrip-
torsystemen, wenn möglich, ein Zustandssystem
Pb D ab.b;u;y/ (6.5a)
xb D cb.b;u;y/ (6.5b)
einzusetzen, wobei b 2 Rnb der Zustand des Beobachters ist, dessen Dimension nb an dieser
Stelle noch unbekannt ist. Man spricht von einem kausalen Beobachter, wenn zusätzlich zu den
Eigenschaften des Beobachters noch die folgende Eigenschaft erfüllt ist:
3. (Kausalität) der Beobachter lässt sich als dynamisches Zustandssystem (6.5) beschreiben.
Dann wird das Deskriptorsystem (2.1) als kausal beobachtbar bezeichnet, da es mit einem Zu-
standssystem, welches bekanntlich immer kausal ist, beobachtet werden kann. Da der Entwurf
eines kausalen Beobachters nicht für jedes beobachtbare Deskriptorsystem möglich ist, werden
im Folgenden Bedingungen für die kausale Beobachtbarkeit hergeleitet.
Offensichtlich kann bei einem properen Deskriptorsystem das verkoppelte Zustandssystem (3.13)
als Prozesskopie verwendet werden, da v D u gilt. Ist (3.13) beobachtbar, so kann ein Zustands-
beobachter für das System entworfen werden. Da die Lösungen der verkoppelten Darstellung und
des Deskriptorsystems nach Satz 3.4 übereinstimmen, ist der Beobachter ein Beobachter des De-
skriptorsystems. Die Properheit eines beobachtbaren Deskriptorsystems und die Beobachtbarkeit
von (3.13) sind zwar hinreichend für die kausale Beobachtbarkeit, sie sind jedoch keinesfalls not-
wendig.
Den Entwurf eines Deskriptorbeobachters auf den Entwurf eines Zustandsbeobachters zu über-
führen, bildet die Grundidee bei den weiteren Überlegungen und führt am Ende des Abschnitts
auch auf notwendige und hinreichende Bedingungen für kausale Beobachtbarkeit. Dafür wird
eine kausale Prozesskopie in Form eines Zustandssystems gesucht, für die ein Zustandsbeobach-
ter entworfen werden kann. Im Fall eines improperen Deskriptorsystems stellt das verkoppelte
Zustandssystem (3.13) eine kausale Prozesskopie dar, der Eingang v kann allerdings nur durch
Differenzieren aus u gewonnen werden. Da es nicht möglich ist, einen idealen Differenzierer als
Zustandssystem zu beschreiben, kann auf diesem Weg nicht direkt ein kausaler Beobachter er-
zeugt werden. Die Verwendungen von Ableitungsschätzern (siehe z. B. [30], [107, 108]) ist zwar
prinzipiell möglich, soll aber in dieser Arbeit nicht weiter verfolgt werden. Vielmehr werden Be-
dingungen gesucht, wann es nur mit Verwendung eines Zustandssystems als Beobachter möglich
ist, impropere Deskriptorsysteme zu beobachten.
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Kann aus der Kenntnis von y und u der neue Eingang v bestimmt werden, so sind bei einem
improperen Deskriptorsystem die Eingänge von (3.13) bekannt und (3.13) kann damit als kausale
Prozesskopie verwendet werden. Neben (3.13) steht mit (3.21) eine weitere verkoppelte Zustands-
raumdarstellung zur Verfügung. Es stellt sich die Frage, ob der Entwurf eines kausalen Beobach-
ters mit beiden Darstellungen möglich ist oder welche der beiden genutzt werden sollte.
Bei der Herleitung der Entkoppelbarkeit in Kapitel 4 wird das verkoppelte Zustandssystem (3.13)
zugrunde gelegt, weil es an manchen Stellen eine einfachere Darstellung ermöglicht. Im Gegen-
satz dazu ist es beim Entwurf kausaler Beobachter von entscheidender Bedeutung, dass das ver-
koppelte Zustandssystem mit minimaler Erweiterung (3.21) verwendet wird. Folgendes Beispiel
soll dies verdeutlichen.
Beispiel 6.1. Das Deskriptorsystem2
6664
Px1
Px2
Px3
Px4
3
7775 D
2
6664
x3 C u1
x4 C u2
 x5
 x5   x6
3
7775 0 D

x4
x1 C x2

y D x5
mit x1 D .x1;x2;x3;x4/ 2 R4, x2 D .x5;x6/ 2 R2 und u D .u1;u2/ 2 R2 aus Beispiel 3.1
bzw. 3.2 geht mit b10 D b20 D b21 D 1 und c1 D 0 nach Anwendung von Algorithmus 3.1 in das
verkoppelte Zustandssystem2
66666664
Px1e
Px2e
Px3e
Px4e
Px5e
Px6e
3
77777775
D
2
66666664
x3e C x
5
e
x4e C x
6
e
 v1   v2   x1e   x
2
e   x
3
e   x
5
e   x
6
e
 x4e
v1
v2
3
77777775
y D v1 C v2 C x1e C x
2
e C x
3
e C x
5
e C x
6
e
mit xe D .x1;u1;u2/ und v D Pu über. Aus y kann lediglich v1 C v2 bestimmt werden; die
Berechnung von v ist dagegen nicht möglich. Daher kann aus dem verkoppelten Zustandssystem
keine kausale Prozesskopie gewonnen werden.
Wird der Algorithmus 3.2 verwendet, so ergibt sich die verkoppelte Darstellung2
666664
Px1e
Px2e
Px3e
Px4e
Px5e
3
777775 D
2
666664
x3e C x
5
e C v
1
x4e   v
1
 v2   x1e   x
2
e   x
3
e   x
5
e
 x4e
v2
3
777775
y D v2 C x1e C x
2
e C x
3
e C x
5
e
mit xe D .x1;u1 C u2/ und v D . u2; Pu1 C Pu2/. Durch u ist v1 bekannt und mit y kann v2
bestimmt werden. Eine kausale Prozesskopie mit bekannten Eingängen kann daraus berechnet
werden.
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Für die Nutzung der verkoppelten Zustandsraumdarstellung (3.21) als kausale Prozesskopie ist
die Kenntnis der Eingangsgröße v notwendig. Wie im Beispiel geschehen, kann diese Kenntnis
sowohl mithilfe der Ausgänge y als auch der Eingänge u gewonnen werden. Wann es möglich ist,
v auf diese Weise zu bestimmen, soll im Folgenden allgemein untersucht werden.
Im Verlauf des Algorithmus 3.2 wird das System dynamisch erweitert, was mit (3.19) als dyna-
mischer Regler für u und x2 interpretiert wird. Die Ausgangsgleichung des dynamischen Reglers
u D ru.xu;x1; v/ stellt eine weitere Messgleichung dar, da davon ausgegangen wird, dass der
Eingang u des Deskriptorsystems dem Beobachter bekannt ist. Alle Lösungen des Deskriptorsys-
tems müssen auf Nm liegen, sodass dem Beobachter z D 0 bekannt ist. Damit ergibt sich das
verkoppelte System mit erweiterter Ausgangsgleichung
Pxe D Qfm.xe; v/ (6.6a)
ye D
2
4 yu
z
3
5 D
2
4 hm.xe; v/ru.xe; v/
gm.xe/
3
5 D Qhm.xe; v/ : (6.6b)
Wie bereits diskutiert, eignet sich diese Systembeschreibung nicht zur Überprüfung der Beobacht-
barkeit des Deskriptorsystems. Auch die lokale Beobachtbarkeit von (6.6) kann nicht nachgewie-
sen werden, da dabei konstante Eingänge vorausgesetzt werden. Das folgende Zwischenergebnis
liefert jedoch eine spezielle Beobachtbarkeitseigenschaft von (6.6), die im weiteren Verlauf benö-
tigt wird.
Lemma 6.2. Das Deskriptorsystem (2.1) sei lokal beobachtbar um . Ox1; Ox2/ für Eingänge um Ou
und für Oxu sowie Ov gelte Ou D ru. Oxu; Ox1; Ov/. Zwei Lösungen xe;1.t/ und xe;2.t/ des Systems (6.6),
die in einer Umgebung von . Ox1; Oxu/ verlaufen, stimmen überein, wenn für sie ye;1.t/ D ye;2.t/,
u1.t/ D const sowie u2.t/ D const gilt.
Beweis. Angenommen es existieren zwei Lösungen xe;1.t/ ¤ xe;2.t/ für (6.6) zu den Eingängen
v1.t/ und v2.t/, sodass ye;1.t/ D ye;2.t/, u1.t/ D const sowie u2.t/ D const gilt. Aus ye;1.t/ D
ye;2.t/ folgt u1.t/ D u2.t/, da u in ye enthalten ist. Da das Deskriptorsystem lokal beobachtbar
ist, muss mit der Aufteilung xe;i D .x1;i;xu;i/ direkt x1;1 D x1;2 gelten. Da nach Lemma 3.6
u.t/ zusammen mit x1.t/ eindeutig xu.t/ und v.t/ festlegt, folgt aus u1.t/ D u2.t/ weiterhin
xu;1.t/ D xu;2.t/, was der Annahme widerspricht.
Ist zusätzlich zur Beobachtbarkeit des Deskriptorsystems noch die Forderung
rang @v Qhm.xe; v/ D p (6.7)
in einer Umgebung erfüllt, so kann die erweiterte Ausgangsgleichung (6.6b) dort eindeutig nach
v aufgelöst werden, was auf
v D rb.xe;ye/ (6.8)
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Deskriptorsystem
(2.1)
Verkoppeltes Zustandssystem
(6.6)
Kausale Prozesskopie
(6.9)
Kausaler Beobachter
(6.5)
Verkopplung (Algorithmus 3.2)
Auflösen nach v mit (6.8)
Zustandsbeobachterentwurf
Bild 6.1: Übersicht der Beobachterentwurfsschritte
führt. Die Eingänge des Simulationsmodells sind damit bekannt. Der kausale Beobachterentwurf
für das Deskriptorsystem (2.1) ist in den Beobachterentwurf für ein Zustandssystem überführt und
kann mit bekannten Methoden für das Gesamtsystem
Pxe D Qfm.xe; rb.xe;ye// (6.9a)
Qye D Qhm.xe; rb.xe;ye// (6.9b)
erfolgen, was auf die Differentialgleichung (6.5a) des Beobachters führt. Um aus b wieder xb, den
Schätzwert für x, zu berechnen, muss noch die Ausgangsgleichung (6.5b) berechnet werden. Die
ersten r Komponenten von b, also b;1, liefern direkt den Schätzwert für x1. Unter Verwendung
von (3.20) und (6.8) ergibt sich
xb D

b;1
Q˛ .b; rb.b;ye//

: (6.10)
In Bild 6.1 sind die bisher betrachteten Systeme und die jeweiligen Überführungen dargestellt,
um das Entwurfsverfahren grafisch zu veranschaulichen. Damit (6.5) ein kausaler Beobachter ist,
müssen die drei zu Beginn des Abschnitts vorgestellten Bedingungen (Konsistenz, Konvergenz
und Kausalität) erfüllt sein. Da es sich bei (6.5) um ein Zustandssystem handelt, ist die Kausalität
offensichtlich immer gegeben.
Für die Konsistenz muss die Differentialgleichung von (6.9) näher betrachtet werden. Da (6.8) die
Ausgangsgleichung exakt nach v auflöst, gilt Qfm.xe; v/ D Qfm.xe; rb.xe; Qhm.xe; v/// 8xe 2 U 
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Nm; v 2 V  R
p
. Die Lösung von (3.21) verbleibt für konsistente Anfangswerte immer in Nm.
Zusammen mit Satz 3.7 ist daher die Konsistenzeigenschaft erfüllt.
Da der kausale Beobachterentwurf für nichtlineare Deskriptorsysteme in dieser Arbeit auf den
Entwurf eines Zustandsbeobachters übertragen werden soll, wird für die Konvergenz im Folgenden
gezeigt, dass (6.9) lokal beobachtbar ist und somit der Entwurf eines Zustandsbeobachters möglich
ist.
Lemma 6.3. Das Deskriptorsystem (2.1) sei lokal beobachtbar um . Ox1; Ox2/ für Eingänge um Ou
und für Oxu sowie Ov gelte Ou D ru. Oxu; Ox1; Ov/. Wenn die Bedingung (6.7) in einer Umgebung von
. Ox1; Oxu; Ov/ erfüllt ist, dann ist das System (6.9) lokal beobachtbar um . Ox1; Oxu/.
Beweis. Angenommen das System (6.9) ist nicht lokal beobachtbar. Es existieren zwei Lösungen
xe;1.t/ ¤ xe;2.t/ zum konstanten Eingang ye;1.t/ D ye;2.t/ von (6.9), wobei für die jeweiligen
Ausgänge Qye;1.t/ D Qye;2.t/ gilt. Es lassen sich mit (6.8) eindeutige v1.t/ und v2.t/ finden. Die
Anwendung von Lemma 6.2 liefert xe;1.t/ D xe;2.t/, was der Annahme widerspricht. Daher ist
das System (6.6) lokal beobachtbar.
Darüber hinaus lässt sich zeigen, dass die Bedingung (6.7) nicht nur hinreichend, sondern auch
notwendig für einen kausalen Beobachterentwurf für nichtlineare Deskriptorsysteme ist.
Satz 6.4. Das reguläre Deskriptorsystem (2.1) sei lokal beobachtbar um alle 0 2 V  Nm. Das
Deskriptorsystem (2.1) ist genau dann kausal beobachtbar, wenn die Bedingung (6.7) in V erfüllt
ist.
Beweis. (WWenn das reguläre Deskriptorsystem (2.1) lokal beobachtbar und die Bedingung (6.7)
erfüllt ist, existiert wegen Lemma 6.3 durch (6.9) eine beobachtbare Prozesskopie, für die deshalb
ein Beobachter entworfen werden kann. Da die Lösungen von (6.6) und (2.1) nach Satz 3.7 über-
einstimmen und (6.8) exakt v bestimmt, ist dieser Beobachter ein kausaler Beobachter für (2.1).
)W Angenommen es existiert ein dynamisches System (6.5), welches die Eigenschaften eines
kausalen Beobachters für das Deskriptorsystem (2.1) erfüllt. Die Lösung xb.t/ des Beobachters
hat die Form
b.t/ D b.t0/C
Z t
t0
ab.b./;u./;y.//d
xb.t/ D cb .b.t/;u.t/;y.t// :
Aufgrund der Konsistenzeigenschaft eines Beobachters, müssen für Oxb D xb.t0/ D Ox die Lösun-
gen xb.t/ D x.t/ übereinstimmen. Die Aufteilung cb D .cb;1; cb;2/ mit cb;2 W .MŸ Rp Rq/!
Rm liefert
cb;2.b;u;y/ D cb;2.b; Qhm.xe; v//
!
D x2 D ˛m.xe; v/ 8xe 2 Nm; v 2 R
p :
Da v 2 Rp beliebig gewählt werden darf, kann diese Gleichung nur erfüllt sein, wenn
@.cb;2 ı Qhm/
@v
D
@˛m
@v
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gilt. Angenommen die Bedingung (6.7) ist verletzt, so existiert ein vi , das
@ Qhm.xe; v/
@vi
D 0
erfüllt, wobei gegebenenfalls eine reguläre Eingangskoordinatentransformation notwendig ist.
Aus (6.6b) folgt @vi ru D 0. Nach Lemma 3.6 ist (3.19) invertierbar, woraus @vi rx ¤ 0 folgt.
Da im Algorithmus 3.2 nur dann mit einem PT1-Glied erweitert wird, wenn ein Eingang in einer
Restriktion auftritt, muss vi auf mindestens ein  jm;j wirken. Daraus folgt, @vi˛m ¤ 0 und somit
@.cb2 ı Qhm/
@vi
¤
@˛m
@vi
;
was die Konsistenzeigenschaft des Beobachters verletzt.
Der letzte Satz liefert eine neue Bedingung für die kausale Beobachtbarkeit nichtlinearer De-
skriptorsysteme. Diese ist nicht nur hinreichend, sondern auch notwendig. Für die Überprüfung
der Bedingung wird nur die verkoppelte Darstellung (3.21) benötigt, die, zusammen mit (6.8), die
notwendige kausale Prozesskopie darstellt. Der Entwurf des eigentlichen Beobachters ist damit für
alle kausal beobachtbaren Deskriptorsysteme auf den Entwurf eines Zustandsbeobachters für (6.9)
zurückgeführt. Es können beliebige nichtlineare Beobachterentwürfe zum Einsatz kommen, was
in dieser Arbeit nicht weiter vertieft wird. Rekonstruiert der Beobachter die Zustände von (6.9)
korrekt, so rekonstruiert er auch die Zustände von (3.21) richtig. Da die verkoppelte Darstellung
(3.21) und das Deskriptorsystem (2.1) nach Satz 3.7 identische Lösungen besitzen, konvergiert
der Beobachter mit (6.10) auch für das Deskriptorsystem, sodass die Konvergenz sichergestellt ist.
Anmerkung. Prinzipiell könnte für (6.6) auch ein Beobachter für unbekannte Eingänge entworfen
werden. Dieser ist jedoch nicht in der Lage auch x2 zu rekonstruieren. Wird dies zusätzlich gefor-
dert, ergeben sich sehr restriktive Voraussetzungen, unter denen allerdings immer Satz 6.4 erfüllt
ist.
Für propere Deskriptorsysteme vereinfacht sich der Entwurf eines kausalen Beobachters, da be-
reits (3.21) eine kausale Prozesskopie mit bekannten Eingängen darstellt.
Folgesatz 6.5. Ist das reguläre, propere Deskriptorsystem (2.1) lokal beobachtbar in einer Um-
gebung von Ox, dann ist es dort kausal beobachtbar.
Beweis. Ist das Deskriptorsystem proper, so hat die Matrix @vru vollen Rang und (6.7) ist unab-
hängig von hm immer erfüllt. Die kausale Beobachtbarkeit folgt direkt aus Satz 6.4.
In diesem Abschnitt wurde ein Verfahren vorgestellt, um ein lokal beobachtbares Zustandssystem
zu erzeugen, für das ein Beobachter für das Deskriptorsystem entworfen werden kann. Darüber
hinaus liefert Satz 6.4 die Voraussetzungen für das zu beobachtende Deskriptorsystem. Zu beach-
ten ist, dass die Bedingung aus Satz 6.4 nur notwendig und hinreichend für lokal beobachtbare De-
skriptorsysteme ist. Dies liegt daran, dass im Allgemeinen selbst für ein nicht lokal beobachtbares
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System ein Beobachter entworfen werden kann, wenn es möglich ist, das Gesamtsystem zu stabi-
lisieren. Für lineare Systeme wird diese Eigenschaft als Detektierbarkeit bezeichnet, die weniger
restriktiv als die Beobachtbarkeit ist. Um Weitläufigkeiten zu vermeiden, wird bei nichtlinearen
Deskriptorsystemen in der vorliegenden Arbeit immer die lokale Beobachtbarkeit vorausgesetzt.
Bei der Anwendung des Beobachterentwurfs auf lineare Deskriptorsysteme am Ende des Kapitels
wird die Detektierbarkeit jedoch berücksichtigt.
6.3 Reduzierung der Beobachterordnung
Obwohl alle Lösungen des Deskriptorsystems nur auf der Mannigfaltigkeit Nm verlaufen, ist die
Ordnung des Beobachters im Allgemeinen deutlich größer als die Dimension von Nm. Dieser
Abschnitt zeigt, dass eine Reduzierung der Beobachterordnung immer möglich ist.
Durch die Anwendung der Verkopplung in Algorithmus 3.2 werden Bewegungen von (6.6), die
außerhalb von Nm liegen, unsteuerbar gemacht. Damit enthält (6.6) ein nicht steuerbares Teil-
system, welches nicht mit v beeinflusst werden kann. Selbst nach Einsetzen von (6.8) bleibt das
nicht steuerbare Teilsystem erhalten, weshalb eine Koordinatentransformation .; z/ D ˆ.xe/ mit
z D . 1
m;0.xe/; : : : ; 
m
m;m 1
.xe// existiert, die (6.9) in die Form
P D Qfm;1.; z;ye/
Pz D Qfm;2.z/
Qye D Qhm.; z;ye/
überführt. Der Ausgang des Beobachters und die Lösung des Deskriptorsystems können nur über-
einstimmen, wenn z D 0 ist, die Lösung der Prozesskopie also in Nm verläuft. Dies führt auf die
Prozesskopie reduzierter Ordnung
P D Qfm;1.; 0;ye/ D fred.;ye/
Qye D Qhm.; 0;ye/ D hred.;ye/ ;
die wegen Satz 6.1 beobachtbar sein muss. Ein Beobachter für dieses Zustandssystem ist erneut
ein Beobachter für das Deskriptorsystem, wobei seine Ordnung auf r C nu    reduziert wird.
6.4 Entwurf kausaler Beobachter für lineare Deskriptorsysteme
6.4.1 Anwendung des nichtlinearen Entwurfs auf lineare Deskriptorsysteme
In diesem Abschnitt wird der vorgestellte Entwurf eines kausalen Beobachters auf lineare De-
skriptorsysteme angewandt. Die Lemmata des letzten Abschnitts werden für lineare Systeme neu
formuliert, wobei die Detektierbarkeit die geforderte Beobachtbarkeit ersetzt. Die Lemmata für li-
neare Deskriptorsysteme werden erneut bewiesen, da die Beweise durch die im Linearen mögliche
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Verwendung von Eigenwerten sehr anschaulich sind. Für lineare Deskriptorsysteme sind notwen-
dige und hinreichende Bedingungen für die kausale Beobachtbarkeit bekannt ([1]). Ein Vergleich
mit diesen wird zeigen, dass die neu formulierten Bedingungen äquivalent zu den bekannten sind.
Für ein lineares Deskriptorsystem (2.9) kann mithilfe des Algorithmus 3.2 der Verkopplungsregler
(3.29) und die dynamische Erweiterung (3.28) entworfen werden. Das Deskriptorsystem (2.9)
erzeugt zusammen mit (3.28) unter Berücksichtigung von (3.29) ein verkoppeltes Zustandssystem
Pxe D

Px1
Pxu

D

A11 CA12Rx1 A12Rxu C B1Cu
0 Au

„ ƒ‚ …
Ae
xe C

A12Fv C B1Du
Bu

„ ƒ‚ …
Be
v
(6.11a)
ye D
2
4 yu
z
3
5 D
2
4 C1 C C2Rx1 C2Rxu CDCu0 Cu
A21 CA22Rx1 A22Rxu C B2Cu
3
5
„ ƒ‚ …
Ce
xe C
2
4 C2Fv CDDuDu
0
3
5
„ ƒ‚ …
De
v ;
(6.11b)
welches dem System (3.21) entspricht. Da der Eingang u des Deskriptorsystems und die Restrik-
tionen z D 0 bekannt sind, werden sie mit dem Ausgang y zum erweiterten Ausgang ye zusam-
mengefasst. Wie in Satz 3.7 gezeigt wird, stimmen die Lösungen von (2.9) und (6.11) bezüglich
x1 überein, wenn konsistente Anfangswerte für x1 gewählt werden und xu.t0/ sowie v.t/ passend
zu den Eingängen und ihren Ableitungen zum Zeitpunkt t0 gewählt werden.
Bedingung (6.7) vereinfacht sich für lineare Deskriptorsysteme zu
rang De D p ; (6.12)
sodass sich mit der Linksinversen DCe D .DTe De/ 1DTe von De
v D DCe
 
ye   Cexe

eindeutig bestimmen lässt. Eingesetzt in (6.11) ergibt sich die lineare Darstellung für (6.9) zu
Pxe D
 
Ae   BeD
C
e Ce

xe C BeD
C
e ye D Agxe C Bgye (6.13a)
Qye D
 
Ce  DeD
C
e Ce

xe CDeD
C
e ye D Cgxe CDgye : (6.13b)
Ist dieses System detektierbar, so existiert eine Beobachterverstärkung L 2 R.rCnu/.qCpCm/, um
das System zu stabilisieren. Wird L.ye   Qye/ zur Differentialgleichung addiert, ergibt sich der
Beobachter
PQxe D .Ag  LCg/ Qxe C .Bg CL.I  Dg//ye (6.14)
Qx D

Qx1
Qx2

D

I 0
Rx1 Rxu

 

0
FvD
C
e Ce

„ ƒ‚ …
Cx
Qxe C

0
FvD
C
e

„ ƒ‚ …
Dx
ye ; (6.15)
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der durch die Wahl von L stabilisiert werden kann ([84]). Die Untersuchung des Beobachterfehlers
e D x   Qx wird in die Betrachtung der Fehler ee D xe   Qxe und e2 D x2   Qx2 aufgeteilt. Es ergibt
sich
Pee D Pxe   PQxe D Aexe C Bev   .Ag  LCg/ Qxe   .Bg CL.I  Dg//.Cexe CDev/
D .Ae   BeD
C
e Ce  LCe CLDeD
C
e Ce/ee C .Be   BeD
C
e De  LDe CLDeD
C
e De/v
D .Ag  LCg/ee
und
e2 D

Rx1 Rxu

xe C Fvv  
 
Rx1 Rxu

  FvD
C
e Ce

Qxe   FvD
C
e .Cexe CDev/
D
 
Rx1 Rxu

  FvD
C
e Ce

ee :
Da L gerade so gewählt ist, dass .Ag LCg/ nur Eigenwerte mit negativem Realteil besitzt, geht ee
asymptotisch gegen 0. Damit geht sowohl e2 als auch e asymptotisch gegen 0 und der Beobachter
konvergiert. In den folgenden Lemmata werden hinreichende Bedingungen hergeleitet, sodass
(6.13) detektierbar ist.
Lemma 6.6. Ist das Deskriptorsystem (2.9) detektierbar, dann ist das System (6.11) detektierbar.
Beweis. Da das Deskriptorsystem (2.9) detektierbar ist, gilt nach Satz A.2
rang
2
4 A11   I A12A21 A22
C1 C2
3
5 D n 8 2 CC :
Wegen Lemma 3.13 besitzt das System (3.28) keine invarianten Nullstellen, weshalb
rang

Au   I Bu
Cu Du

D nu C p 8 2 C
gilt und alle Eigenwerte von Au steuer- und beobachtbar sind. Einsetzen der Matrizen liefert
rang

Ae   I
Ce

D rang
2
666664
A11 CA12Rx1   I A12Rxu C B1Cu
0 Au   I
C1 C C2Rx1 C2Rxu CDCu
0 Cu
A21 CA22Rx1 A22Rxu C B2Cu
3
777775
D rang
2
666664
A11 CA12Rx1   I A12Rxu C B1Cu
A21 CA22Rx1 A22Rxu C B2Cu
C1 C C2Rx1 C2Rxu CDCu
0 Au   I
0 Cu
3
777775 ;
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da sich der Rang beim Vertauschen von Zeilen nicht verändert. Die Blockdreiecksstruktur führt
auf
rang

Ae   I
Ce

D rang
2
4 A11 CA12Rx1   IA21 CA22Rx1
C1 C C2Rx1
3
5C rang  Au   I
Cu

D rang
0
@
2
4 A11   I A12A21 A22
C1 C2
3
5 I
Rx1
1AC nu
D r C nu D nxe 8 2 C
C ;
woraus die Detektierbarkeit des verkoppelten Systems (6.11) folgt.
Lemma 6.7. Ist das Deskriptorsystem (2.9) detektierbar, dann besitzt das System (6.11) keine
invarianten Nullstellen in CC.
Beweis. Angenommen es existiert eine invariante Nullstelle N 2 CC. Für diese invariante Null-
stelle besitzt
…e.N/ D

Ae   NI Be
Ce De

2 R.nxeCqCpCm/.nxeCp/
einen Rechtskern

xTe0 v
T
0
T
und es gilt mit der Lösung des Systems xe.t/ D xe0eNt und v.t/ D
v0e
Nt
, dass der Ausgang
ye.t/ D Cexe0e
Nt CDev0e
Nt D 0
verschwindet. Aus Lemma 6.6 folgt, dass das System (6.11) detektierbar ist und somit die ersten
nxe Spalten der Rosenbrock’schen Systemmatrix …e.N/ für alle  2 CC linear unabhängig sind.
Deshalb muss v0 ¤ 0 gelten. Da (3.28) wegen Lemma 3.13 keine invarianten Nullstellen besitzt
und nach Lemma 3.6 invertierbar ist, folgt mit v0 ¤ 0 unmittelbar u.t/ ¤ 0. Jedoch ist u ein Teil
von ye und muss verschwinden. Dies widerspricht der Annahme, dass eine invariante Nullstelle
in CC existiert und beweist das Lemma.
Lemma 6.8. Ist das Deskriptorsystem (2.9) detektierbar und ist Bedingung (6.12) erfüllt, so ist
das System (6.13) detektierbar.
Beweis. Mit Lemma 6.6 ist bekannt, dass das System (6.11) detektierbar ist. Aus (6.12) folgt, dass
mit der Singulärwertzerlegung
De D U QDeV
T QDe D
"
QDe;1
0
#
D U TDeV
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die Matrix QDe;1 quadratisch regulär ist. Mit der regulären Ein- und Ausgangstransformation
Qye D U
Tye
Qv D V Tv
geht das verkoppelte System (6.11) in die Darstellung
Pxe D Aexe C BeV Qv D QAexe C QBe Qv
Qye D U
TCexe C U
TDeV Qv D

Qye;1
Qye;2

D
"
QCe;1
QCe;2
#
xe C
"
QDe;1
0
#
Qv
über, ohne dass sich Eigenwerte oder invariante Nullstellen und ihre Eigenschaften verändern.
Dieses System besitzt deshalb ebenfalls keine invarianten Nullstellen in CC und ist detektierbar.
Die Rosenbrock’sche Systemmatrix von (6.13) in transformierten Ein- und Ausgangskoordinaten
ergibt sich zu
…g./ D
2
64
QAe   QBe QD
 1
e;1
QCe;1   I QBe QD
 1
e;1
QCe;1
0 I
QCe;2 0
3
75
D
2
64
QAe   I QBe
QCe;1 QDe;1
QCe;2 0
3
75
„ ƒ‚ …
Q…e./
"
I 0
  QD 1e;1
QCe;1 QD
 1
e;1
#
:
Sei…e./ die Rosenbrock’sche Systemmatrix des verkoppelten Systems (6.11). Da rang Q…e./ D
rang…e./ D nxe C p 8 2 CC gilt und Q…e./ mit einer regulären Matrix multipliziert wird,
besitzt …g./ maximalen Rang für alle  2 CC. Somit hat das System (6.13) keine invarianten
Nullstellen in CC und ist detektierbar.
Lemma 6.8 stellt hinreichende Bedingungen für den Entwurf eines kausalen Beobachters zur Ver-
fügung, die im Verlauf des Beobachterentwurfs überprüft werden können. Ailon [1] gibt notwen-
dige und hinreichende Bedingungen für die Existenz eines kausalen Beobachters an. Er benötigt
eine spezielle Darstellung der Weierstrass-Kronecker-Form2
4 I 0 00 N11 N12
0 0 N22
3
5
2
4 Pxw;1Pxw;21
Pxw;22
3
5 D
2
4 Aw 0 00 I 0
0 0 I
3
5
2
4 xw;1xw;21
xw;22
3
5C
2
4 Bw;1Bw;21
0
3
5u (6.16a)
y D

Cw;1 Cw;21 Cw;22
24 xw;1xw;21
xw;22
3
5CD u ; (6.16b)
bei der das schnelle Teilsystem in einen steuerbaren und einen nicht steuerbaren Teil zerlegt wird.
Die bekannten, notwendigen und hinreichenden Bedingen sind in folgendem Satz zusammenge-
fasst.
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Satz 6.9 ([1], [81]). Ein kausaler Beobachter für das System (6.16) lässt sich genau dann kon-
struieren, wenn die Paare .Cw;1;Aw/ detektierbar und .Cw;21;N11/ impulsbeobachtbar sind.
Sind die Bedingungen von Satz 6.9 erfüllt, so wird das Deskriptorsystem (2.8) als kausal beob-
achtbar bezeichnet. Im verbleibenden Teil dieses Abschnitts wird der Zusammenhang von Lemma
6.8 und Satz 6.9 untersucht, wofür die reguläre Koordinatentransformation Qv D W  1v benötigt
wird, die
QDu D DuW D Du

W1 W2

D
h
QDu;1 0
i
; QDu;1 2 R
pp1; p1 WD rang QDu;1
erfüllt. Mit den folgenden Lemmata wird gezeigt, dass die Voraussetzungen von Satz 6.9 mit den
Bedingungen von Satz 6.4 übereinstimmen.
Lemma 6.10. Bedingung (6.12) ist genau dann erfüllt, wenn rang C2 QFv;2 D rang QFv;2 mit QFv Dh
QFv;1 QFv;2
i
D Fv

W1 W2

D FvW gilt.
Beweis. Die höchsten Ableitungen von u wirken immer auf x2. Diese entsprechen den Eingangs-
richtungen von v, die im Rechtskern von Du liegen und damit nicht direkt auf u wirken. Daher
müssen alle Elemente des Rechtskerns von Du auf x2 wirken, weshalb QFv;2 maximalen Rang
p2 WD rang QFv;2 D p   p1 besitzt und
rang

Fv
Du

D rang
"
QFv;1 QFv;2
QDu;1 0
#
D p
gilt. Da eine elementare Zeilenumformung den Rang einer Matrix nicht ändert, folgt
rang De D rang
2
4 C2Fv CDDuDu
0
3
5 D rang
2
4 C2FvDu
0
3
5 D rang
2
64 C2
QFv;1 C2 QFv;2
QDu;1 0
0 0
3
75
D p1 C rang C2 QFv;2 :
Der Rang von De ist genau dann gleich p, wenn rang C2 QFv;2 D rang QFv;2 gilt, da rang QFv;2 D
p2.
Lemma 6.11. Ist das Paar .Cw;21;N11/ impulsbeobachtbar, so gilt rang C2 QFv;2 D rang QFv;2.
Beweis. Wird die Zeitlösung von xw betrachtet, so hängt nur xw;21 D  
Ph 1
iD0 N
i
11Bw;21u
.i/ von
Ableitungen von u ab. Unter Verwendung von (3.28) hängt nur xw;21 direkt von v ab und es ergibt
sich
@vxw;21 D  Bw;21Du„ ƒ‚ …
Bp
 
h 1X
iD1
N i11Bw;21CuA
i 1
u Bu„ ƒ‚ …
Bn
:
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Wegen der Nilpotenz von N11 folgt N11Bn D 0 und da xw;21 nicht von Pv abhängen kann, gilt
N11Bp D 0. Die Transformation v D

W1 W2
  Qv1
Qv2

führt auf
QBp D
h
QBp;1 0
i
D Bp

W1 W2

QBn D
h
QBn;1 QBn;2
i
D Bn

W1 W2

und damit
@Qv2y D C2
QFv;2 D Cw;21 QBn;2 : (6.17)
Wegen der Impulsbeobachtbarkeit gilt nach Satz A.2 kern N11 \ kern Cw;21 \ bild N11 D ¿. Dies
bedeutet, dass das Bild von N11 nicht im Rechtskern von

N T11 C
T
w;21
T liegt.
Da bild QBn;2  bild N11 gilt, liegt auch das Bild von QBn;2 nicht im Rechtskern von

N T11 C
T
w;21
T
.
Zusammen mit N11Bn D 0 folgt
rang Cw;21 QBn;2 D rang QBn;2 : (6.18)
Für die Transformation auf Weierstrass-Kronecker-Form xw D Twx sei OTw D T  1w und x2 D
OTw;1xw;1 C OTw;21xw;21 C OTw;22xw;22. Damit ist
@Qv2x2 D
QFv;2 D OTw;21 QBn;2
erfüllt, woraus rang QFv;2  rang QBn;2 folgt. Zusammen mit (6.17) und (6.18) gilt rang C2 QFv;2 D
rang Cw;21 QBn;2 D rang QBn;2 und damit rang QFv;2  rang QBn;2. Dies beweist das Lemma.
Aus den beiden letzten Lemmata folgt, dass Lemma 6.8 gilt, wenn Satz 6.9 erfüllt ist. Da die
Bedingungen von Satz 6.9 notwendig und hinreichend sind, müssen die Bedingungen von Lemma
6.8 ebenfalls notwendig und hinreichend sein. Zusammenfassend ergibt sich der folgende Satz.
Satz 6.12. Es lässt sich genau dann ein kausaler Beobachter (6.14) entwerfen, wenn das reguläre
Deskriptorsystem (2.9) detektierbar und die Bedingung (6.12) erfüllt ist.
Die neue Entwurfsmethodik für einen kausalen Beobachter besitzt dieselben Voraussetzungen,
wie andere in der Literatur bekannte Entwürfe. Da sie nicht auf lineare Methodiken angewiesen
ist, lässt sie sich sogar für nichtlineare Deskriptorsysteme einsetzen. Im Vergleich mit bekannten
linearen Entwürfen wie in Manderla [81], ist die Beobachterordnung des neuen Verfahrens größer.
Wie bei nichtlinearen Systemen kann die Ordnung auch im Fall von linearen Deskriptorsystemen
reduziert werden.
6.4.2 Entwurf eines reduzierten Beobachters
Mit denselben Überlegungen wie in Abschnitt 6.3 sind die Verkopplungseigenwerte von (6.11)
unsteuerbar. Dieses nicht steuerbare Teilsystem lässt sich abspalten, um so die Ordnung zu re-
duzieren. Mithilfe verschiedener Verfahren (siehe z. B. [73] oder [42, 43]) kann das durch die
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Verkopplung unsteuerbar gemachte Teilsystem aus (6.13) entfernt werden, was auf das reduzierte
System
Pxred D Aredxred C Bredye (6.19a)
xb D Credxred CDredye (6.19b)
führt. Die Ordnung von (6.13) ist r C nu und es gilt dimNm D nslow C nu. Damit besitzt das
reduzierte Zustandssystem die Ordnung nslowCnu, was der Summe der endlichen Eigenwerte und
der Anzahl der steuerbaren unendlichen Eigenwerte entspricht. Beim Entwurf in Manderla [81]
besitzt der Beobachter immer die Ordnung nslow C nu, sodass der vorgestellte Entwurf in dieser
Hinsicht mit bekannten Entwürfen übereinstimmt.
Selbstverständlich ist der Entwurf eines reduzierten Zustandsbeobachters (siehe z. B. [32]) für die
kausale Prozesskopie reduzierter Ordnung (6.19) möglich, was die Ordnung des Beobachters wei-
ter vermindert. Die Idee des klassischen reduzierten Zustandsbeobachters ist es, Zustandsgrößen,
die mit dem Ausgang direkt bestimmt werden können, nicht mit dem Beobachter zu rekonstruie-
ren. Nur noch die restlichen Zustände werden beobachtet, was mit einer weiteren Verminderung
der Beobachterordnung einhergeht.
Durch die Verwendung der erweiterten Ausgangsgleichung in (6.13) kann nicht mehr davon aus-
gegangen werden, dass die Zeilen von Cg linear unabhängig sind, da im Allgemeinen Nullzei-
len vorhanden sind. Mit Qq WD rang Cg existiert immer eine Matrix V 2 RQq.qCpCm/, für die
rang VCg D Qq gilt. Somit lässt sich eine Koordinatentransformation
 D

1
2

D

T1
VCg

xred D T xred
erzeugen, wenn die Matrix T1 2 Rnb;rednslowCnu mit nb;red WD nslow C nu   Qq so gewählt wird, dass
rang T D nslow C nu gilt. Daraus folgt 2 D Vye   VDgye D QV ye. Zusammen mit QA D TAgT  1,
QB D TBg und QCx D CxT  1 kann die kausale Prozesskopie in den neuen Koordinaten durch
P1 D QA111 C QA122 C QB1ye D QA111 C . QA12 QV C QB1/ye
P2 D QA211 C QA222 C QB2ye D QA211 C . QA22 QV C QB2/ye
Qx D QCx;11 C QCx;22 CDxye D QCx;11 C . QCx;2 QV CDx/ye
dargestellt werden. Entsprechend dem klassischen Vorgehen von Föllinger [32] wird QA211 als
Ausgangsgleichung für den Beobachterentwurf genutzt und angenommen, dass P2   . QA22 QV C
QB2/ye bekannt ist. Mit der Beobachtermatrix L 2 Rnb;redQq ergibt sich durch Ausgangsaufschal-
tung
P1 D . QA11  L QA21/1 C . QA12 QV C QB1/ye CL
 
P2   . QA22 QV C QB2/

:
Die Abhängigkeit von P2 kann hier mit dem neuen Zustand  D 1   L2 eliminiert werden, was
auf den reduzierten Beobachter
P D . QA11  L QA21/C
 
. QA12  L QA22 C QA11L  L QA21L/ QV C QB1  L QB2

ye (6.20a)
Qx D QCx;1C . QCx;1L QV C QCx;2 QV C QDx/ye (6.20b)
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Deskriptorsystem
(2.9)
Verkoppeltes Zustandssystem
(6.11)
Kausale Prozesskopie
(6.13)
Kausale Prozesskopie verminderter Ordnung
(6.19)
Reduzierter Beobachter
(6.20)
Verkopplung (Algorithmus 3.2)
Auflösen nach v mit (6.8)
Entfernen des unsteuerbaren Teilsystems
Entwurf eines reduzierten Beobachters
Bild 6.2: Übersicht der Entwurfsschritte für den reduzierten Beobachter
führt. Die Voraussetzung für den Entwurf eines reduzierten Beobachters ist lediglich, wie bei
Zustandssystemen, die Detektierbarkeit von (6.20). Da (6.20) detektierbar ist, wenn (6.13) detek-
tierbar ist, kann der Entwurf eines reduzierten Beobachters für kausal beobachtbare Deskriptor-
systeme immer durchgeführt werden.
Für lineare Deskriptorsysteme ist es gelungen, eine neue Entwurfsmethodik für reduzierte, kausale
Beobachter herzuleiten sowie notwendige und hinreichende Bedingungen anzugeben. Der Ablauf
des Entwurfs ist in Bild 6.2 nochmals zusammengefasst. Im nächsten Abschnitt wird das Kapitel
mit einem modifizierten Entwurf beendet, der auf einen kausalen Beobachter verringerter Ordnung
(nslow C nu) führt und sogar mit weniger Zwischenschritten auskommt.
6.4.3 Modifizierter Entwurf
Beim bisher beschriebenen Verfahren wird eine kausale Prozesskopie erzeugt, um einen Beob-
achter zu entwerfen. In Manderla [81] wird zuerst ein Beobachter für das Deskriptorsystem in der
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Deskriptorsystem
(2.8)
Beobachter in Deskriptorform
(6.21)
Kausaler Beobachter
(6.5)
Beobachterentwurf
Verkopplung (Algorithmus 3.1)
Bild 6.3: Übersicht der Entwurfsschritte für den modifizierten Beobachterentwurf
Form
E PQx D .A  LC / Qx C BuCLy (6.21)
entworfen, der damit in Deskriptorform vorliegt. Dieser wird anschließend mit Methoden der
Vollständigen Modalen Synthese in eine Zustandsform überführt. Diese Entwurfsreihenfolge kann
auch mit der vorgestellten Methodik beschritten werden.
Lemma 6.13. Ist das lineare Deskriptorsystem (2.8) kausal beobachtbar, so ist es immer möglich,
einen Deskriptorbeobachter (6.21) so zu entwerfen, dass dieser proper ist.
Beweis. Da das lineare Deskriptorsystem kausal beobachtbar ist, ist das steuerbare schnelle Teil-
system beobachtbar. Es ist daher immer möglich, alle steuerbaren unendlichen Eigenwerte mit
einer Ausgangsaufschaltung zu endlichen Eigenwerten zu verschieben. Der Beobachter ist somit
proper.
Wird Algorithmus 3.1 oder 3.2 auf den Deskriptorbeobachter (6.21) angewandt, so wird keine
dynamische Erweiterung erzeugt und die verkoppelte Zustandsraumdarstellung des Beobachters
besitzt den Eingang u. Der Aufwand für die Berechnung von v, der zuvor erforderlich war, wird
in diesem Fall nicht benötigt. Da die Lösungen von (6.21) und der verkoppelten Zustandsraum-
darstellung übereinstimmen, ist dieses Zustandssystem ein Beobachter für das Deskriptorsystem.
Es ergibt sich der in Bild 6.3 dargestellte Entwurfsablauf, bei dem im Vergleich zu Bild 6.1 die
Verkopplung und der Beobachterentwurf vertauscht sind. Wie beschrieben, kann die Auflösung
nach v entfallen, womit sich insgesamt ein vereinfachter Entwurf ergibt. Die Voraussetzungen für
den Entwurf eines kausalen Beobachters sind erneut die in Satz 6.9 vorgestellten notwendigen und
hinreichenden Bedingungen für kausale Beobachtbarkeit.
Satz 6.14. Es ist genau dann möglich, mit dem vorgestellten modifizierten Entwurf einen kausalen
Beobachter zu entwerfen, wenn das lineare Deskriptorsystem (2.8) kausal beobachtbar ist.
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Beweis. Nach Lemma 6.13 ist der Deskriptorbeobachter proper. Damit besitzt das verkoppelte
Zustandssystem (3.30) für den Deskriptorbeobachter keine dynamische Erweiterung. Nach Satz
3.4 stimmen die Lösungen des Beobachters und der verkoppelten Zustandsraumdarstellung über-
ein. Das Zustandssystem ist deshalb ein Beobachter für das Deskriptorsystem.
Wie in Manderla [81] gezeigt, besitzt der Beobachter (6.21) nslow C nu endliche Eigenwerte. Da
er proper ist, sind keine steuerbaren unendlichen Eigenwerte vorhanden. Beim Verkopplungsreg-
lerentwurf für den Beobachter ist somit keine dynamische Erweiterung notwendig, sodass der
kausale Beobachter die Ordnung r besitzt. Mit denselben Argumenten wie zuvor ist hier erneut
eine Ordnungsreduktion möglich, um einen Beobachter der Ordnung nslow C nu zu berechnen.
6.5 Kurzzusammenfassung
Kapitel 6 beschäftigte sich mit dem Beobachterentwurf für reguläre Deskriptorsysteme. Zu Be-
ginn wird in Abschnitt 6.1 die lokale Beobachtbarkeit nichtlinearer Deskriptorsysteme hergeleitet,
die sich mit wenig Aufwand aus der lokalen Beobachtbarkeit nichtlinearer Zustandssysteme ent-
wickeln lässt. Um den direkten Entwurf eines Beobachters in Deskriptorform zu vermeiden, stellt
Satz 6.4 eine neue notwendige und hinreichende Bedingung für die Existenz eines nichtlinearen,
kausalen Deskriptorbeobachters zur Verfügung. Darüber hinaus wird der Beobachterentwurf für
alle kausal beobachtbaren Deskriptorsysteme auf den Entwurf eines Zustandsbeobachters für ein
beobachtbares Zustandssystem übertragen. Da die Ordnung des kausalen Beobachters die dyna-
mische Ordnung des Deskriptorsystems im Allgemeinen übersteigt, beschreibt Abschnitt 6.3, wie
sich die Ordnung des Beobachters auf die dynamische Ordnung des Deskriptorsystems verringern
lässt.
Am Ende dieses Kapitels findet sich erneut eine Betrachtung linearer Deskriptorsysteme. Indem
statt der lokalen Beobachtbarkeit nur noch die Detektierbarkeit des Deskriptorsystems gefordert
wird, werden die Ergebnisse für die kausale Beobachtbarkeit erweitert. Es zeigt sich, dass bekann-
te notwendige und hinreichende Bedingungen äquivalent zu den neuen Anforderungen aus Satz
6.12 sind. Das für nichtlineare Deskriptorsysteme erstmals vorgestellte Ergebnis entspricht daher
bei der Anwendung auf lineare Systeme den bekannten Resultaten. Die verringerte Beobachter-
ordnung kann beim linearen, kausalen Beobachter durch den Entwurf eines reduzierten Beobach-
ters weiter verkleinert werden, der für alle kausal beobachtbaren Deskriptorsysteme anwendbar
ist.
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Um die praktische Anwendbarkeit der neuen Methoden aufzuzeigen, werden sie in diesem Ka-
pitel an vier Beispielsystemen implementiert und getestet. Das impropere Deskriptormodell ei-
nes Dreimassenschwingers veranschaulicht den Entkopplungsentwurf und den kausalen Beob-
achterentwurf in der Simulation. Der kausale Beobachterentwurf wird außerdem für ein akade-
misches, nichtlineares und improperes Beispielsystem dargestellt. Die Verladebrücke wird durch
Linearisierung zu einem linearen, zeitvarianten Deskriptorsystem, sodass der zeitvariante Riccati-
Entwurf daran durchgeführt werden kann. Abschließend stellt der planare Parallelroboter einen
komplexen und real existierenden Laborprüfstand dar, für den nicht nur das Simulationsmodell
entworfen wird, sondern auch der Entkopplungsregler, die modellgestützte Vorsteuerung, der Tra-
jektorienfolgeregler sowie ein Beobachter.
7.1 Dreimassenschwinger
Systembeschreibung und Modellbildung Das in Bild 7.1 dargestellte System besteht aus drei
Massen, die mit zwei starren Stangen verbunden sind, wobei die Stange zwischen m1 und m2 von
variabler Länge ist. Die Massen m1 und m3 sind mit ihrer Umgebung über Feder- und Dämpfer-
elemente verbunden. Die Positionen werden mit x1, x3 und x5 sowie ihre Geschwindigkeiten
mit x2, x4 und x6 beschrieben. Gemeinsam bilden sie die dynamische Variable x1 2 R6. Die
algebraische Variable x2 2 R2 entspricht der Kraft x7 zwischen den ersten beiden Massen und
der Kraft x8 zwischen m2 und m3. Auf die dritte Masse wirkt eine Kraft, die als erster Eingang
u1 interpretiert wird. Der zweite Eingang u2 entspricht dem Abstand der Massen m1 und m2. Es
ergibt sich das Deskriptorsystem
Px1 D
2
6666666664
x2
  c1
m1
x1   d1
m1
x2 C 1
m1
x7
x4
  1
m2
x7 C 1
m2
x8
x6
  c2
m3
x5   d2
m3
x6   1
m3
x8 C 1
m3
u1
3
7777777775
0 D

 x1 C x3 C u2
 x3 C x5

: (7.1)
m1 m2 m3
u2
c1
d1
c2
d2
u1
x1 x3 x5
Bild 7.1: Dreimassenschwinger
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Tabelle 7.1: Parameter des Dreimassenschwingers
Symbol Wert Einheit
c1 1 N=m
c2 2 N=m
d1 0;1 N s=m
d2 0;3 N s=m
m1 1 kg
m2 0;1 kg
m3 0;2 kg
Durch die Wahl des zweiten Eingangs ist das System improper. Die Parameter des Systems sind
in Tabelle 7.1 zusammengefasst.
Auf den ersten Blick erscheint es widersprüchlich, ein improperes Deskriptormodell eines realen
Systems zu berechnen. Dass dies im vorgestellten Beispielsystem doch möglich ist, liegt an einer
Vereinfachung bei der Modellbildung. Es ist physikalisch nicht möglich, Positionen sprungförmig
zu ändern, obwohl u2 hier ein Eingang ist. Im realen System stellt u2 den Ausgang eines nicht
modellierten Aktors dar. Wird für u2.t/ ein genügend glatter Verlauf vorgegeben, der durch den
Aktor erzeugt werden kann, gibt das Deskriptormodell das physikalische Systemverhalten korrekt
wieder.
Für dieses Deskriptorsystem werden im Folgenden zuerst Entkopplungsregler entworfen, die ver-
schiedene Differenzordnungen im geregelten System erzeugen. Anschließend erfolgt der Entwurf
eines kausalen Beobachters mit den in Kapitel 6 vorgestellten Verfahren. Die Ausgangsgleichung
des Systems unterscheidet sich dabei und wird jeweils angegeben.
Entkopplung mit maximaler Differenzordnung Im Kapitel 4 wird ein Verfahren vorgestellt, wel-
ches für Deskriptorsysteme einen Entkopplungsregler entwirft, der die Differenzordnung bei nicht
streng properen Deskriptorsystemen verändern kann. Zuerst soll dieser so berechnet werden, dass
sich im entkoppelten System die maximale Differenzordnung einstellt. Anschließend wird ein
zweiter Regler entworfen, der die Differenzordnung reduziert.
Für den Entkopplungsreglerentwurf wird angenommen, dass die Positionen der beiden Massen
die Ausgänge des Systems darstellen, was auf die Ausgangsgleichung
y D

x1
x5

führt. Die Anwendung von Algorithmus 3.1 auf das System erzeugt mit ci1 D 0, ci2 D 0, bi0 D 25,
bi1 D 10 und bi2 D 1 für i D 1; 2 sowie den Parametern aus Tabelle 7.1 das verkoppelte System
(C.1), welches im Anhang C.1 zusammen mit den Restriktionen und dem Verkopplungsregler zu
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finden ist. Die ersten beiden Restriktionen der beiden algebraischen Gleichungen ergeben sich zu
 1e;0.x1;u/ D  x
1 C x3 C u2
 1e;1.x1;u; Pu/ D  x
2 C x4 C Pu2
 2e;0.x1/ D  x
3 C x5
 2e;1.x1/ D  x
4 C x6 ;
womit
‚ D spanfdx1; dx2; dx3; dx4; dx5; dx6; du2; d Pu2g
bestimmt werden kann. Die Ausgangsableitungen
Py D

x2
x6

Ry D

 x1   0;1x2 C x12
 10x5   1;5x6   5x8 C 5u1

führen mit Definition 4.3 auf
dy1 D dx1 2 ‚
dy2 D dx5 2 ‚
d Py1 D dx2 2 ‚
d Py2 D dx6 2 ‚
d Ry1 D  dx1   0;1dx2 C dx7 62 ‚
d Ry2 D  10dx5   1;5dx6   5dx8 C 5du1 62 ‚
und damit auf ım;1 D ım;2 D 2. Durch die modifizierten Ausgangsableitungen
Qy1 D Ry1 C  1e;0.x1;u/ D  2x
1   0;1x2 C x3 C x7 C u2
Qy2 D Ry2 D  10x5   1;5x6   5x8 C 5u1
wird die Entkopplung mit maximaler Differenzordnung möglich. Wird aj0 D 1, a
j
1 D 2 mit
j D 1; 2 für die Vorgabe der entkoppelten Dynamik verwendet, ergibt sich das geregelte Deskrip-
torsystem
Px1 D
2
66666664
x2
 x1   0;1x2 C x7
x4
 10x7 C 10x8
x6
 x5   2x6 C w2
3
77777775
0 D

 1;9x2   x7 C w1
 x3 C x5

y D

x1
x5

;
das die Übertragungsmatrix
GR;1./ D
"
1
2C2C1
0
0 1
2C2C1
#
besitzt.
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Entkopplung mit verringerter Differenzordnung Es wird dieselbe Ausgangsgleichung wie zuvor
verwendet, sodass auch das verkoppelte Zustandssystem unverändert bleibt. Jedoch erfolgt die
Entkopplung mit den modifizierten Ausgangsableitungen
Qy1 D y1 C  1e;0.x1;u/ D x
3 C u2
Qy2 D Ry2 D  10x5   1;5x6   5x8 C 5u1 :
Für die Entkopplungsdynamik wird wieder a20 D 1, a21 D 2 gewählt, was das geregelte Deskrip-
torsystem
Px1 D
2
66666664
x2
 x1   0;1x2 C x7
x4
 10x7 C 10x8
x6
 x5   2x6 C w2
3
77777775
0 D

 x1 C w1
 x3 C x5

y D

x1
x5

mit der Übertragungsmatrix
GR;2./ D
"
1 0
0 1
2C2C1
#
erzeugt. Im Vergleich mit GR;1./ ist gut erkennbar, dass die erste Differenzordnung verändert
werden konnte. Selbstverständlich ist auch ein Entwurf mit ı1 D 1 möglich, da Lemma 4.8 für den
ersten Ausgang erfüllt ist. Für den zweiten Ausgang ist keine Veränderung der Differenzordnung
möglich, da nur der zweite Eingang auf die Restriktionen wirkt. Damit ist (4.2) für eine verringerte
zweite Differenzordnung nicht erfüllbar.
Entwurf eines kausalen Beobachters Für den Entwurf eines kausalen Beobachters wird die Aus-
gangsgleichung
y D x7
verwendet, mit der das langsame Teilsystem der Weierstrass-Kronecker-Form beobachtbar ist.
Im Gegensatz zum Beispielsystem aus Labisch und Konigorski [68] ist der Dreimassenschwinger
nicht impulsbeobachtbar. Für die Parameter aus Tabelle 7.1 und mit ci1 D 0, ci2 D 0, bi0 D 25,
bi1 D 10 und bi2 D 1 für i D 1; 2 erzeugt Algorithmus 3.2 das verkoppelte Zustandssystem
(C.2). Offensichtlich besitzt De den Rang zwei, sodass das System kausal beobachtbar ist. Mit der
Ausgangsgleichung, die zuvor für den Entkopplungsentwurf genutzt wurde, wäre diese Bedingung
nicht erfüllt. Das Auflösen der Ausgangsgleichung und Einsetzen in die Systemgleichung führt
auf die kausale Prozesskopie (C.3). Es kann direkt ein Zustandsbeobachter für dieses System
entworfen werden, wobei mit (C.4) der Deskriptor rekonstruiert werden kann.
Wie beschrieben, lässt sich die Systemordnung weiter reduzieren, da die vier Verkopplungseigen-
werte in  5 nicht steuerbar sind. Die balancierte Ordnungsreduktion führt auf die kausale Pro-
zesskopie (C.5) der Ordnung 4. Für dieses System wird ein Luenbergerbeobachter (C.6) mit den
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Bild 7.5: Simulation des Beobach-
terfehlers des reduzierten Beobachters
(C.7)
Eigenwerten f 0;5;   1;   1;5;   2g und ein reduzierter Beobachter (C.7) mit den Eigenwerten
f 0;5;   1;   1;5g entworfen. Die Simulation des Deskriptorsystems ist in Bild 7.2 dargestellt,
wobei die Anfangswerte des Deskriptorsystems zu
x.0/ D

 0;17 2;06  1;47 2;06  1;47 2;06 1;52 1;79
T
gewählt werden und die Eingangsfunktion
u.t/ D

0;1t
1C 0;3 cos.2t/

beträgt. Dargestellt sind die Positionen der ersten beiden Massen, da die Position der dritten Masse
immer der Position der zweiten Masse entspricht. Die vom Beobachter rekonstruierten Positionen
sind in Bild 7.3 zu sehen. Bild 7.4 zeigt den Beobachterfehler ei D xi   xib des Luenberger-
beobachters zum Anfangswert b.0/ D 0 für die Position (i D f1; 3g) und die Schnittkräfte
(i D f7; 8g). Auf die Darstellung des Beobachterfehlers der Position der dritten Masse wird ver-
zichtet, da sie wieder dem der zweiten Masse entspricht. Die Kraft x7 zwischen den ersten beiden
Massen steht dem Beobachter direkt als Messgröße zur Verfügung. Da es sich dabei nicht um ei-
ne dynamische Variable handelt, verwendet der Luenbergerbeobachter diese direkt als Schätzung,
wodurch keine Abweichung in e7 auftritt. Die Beobachterfehler des reduzierten Beobachters sind
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in Bild 7.5 dargestellt, wobei erneut auf den Beobachterfehler der Position der dritten Masse ver-
zichtet wird. Die Beobachterfehler der ersten beiden Massen sind identisch, da sich die entspre-
chenden Ausgangsfunktionen in (C.7b) nur im Durchgriff unterscheiden. Für beide Beobachter
klingen die Beobachterfehler asymptotisch ab, was deutlich zu erkennen ist.
7.2 Akademisches Beispielsystem
In Kapitel 6 wird ein Verfahren zum Entwurf kausaler Beobachter für nichtlineare Deskriptorsys-
teme vorgestellt. Da es sich beim Dreimassenschwinger um ein lineares Beispielsystem handelt,
konnte auch der kausale Beobachter als lineares System berechnet werden. Außerdem wird bei
der Anwendung von Algorithmus 3.2 keine Eingangskoordinatentransformation benötigt.
Dieser Abschnitt zeigt den Entwurf eines kausalen Beobachters für ein nichtlineares Deskriptor-
system. Damit die Rechnungen nachvollziehbar bleiben, wird auf die Verwendung eines realen
Systems verzichtet und ein nichtlineares, akademisches Beispielsystem
Px1 D

u1 C cos.x1/
u2 C x3

0 D x2 C x1u1 C u2 y D x3 (7.2)
betrachtet. Es besitzt die differentielle Variable x1 D .x1;x2/ 2 R2, die algebraische Variable
x2 D x
3 2 R, den Eingang u D .u1;u2/ 2 R2 sowie den Ausgang y 2 R. Für Eingänge mit
u.t0/ D . Ou
1; Ou2/ stellt
Ox D

arccos. Ou1/   arccos. Ou1/ Ou1   Ou2  Ou2
T
einen konsistenten Anfangswert und eine Ruhelage dar. Im weiteren Verlauf wird das Deskriptor-
system mit Ou1 D 0;5 und Ou2 D 0 lokal in einer Umgebung von Ox betrachtet. Eine kurze Untersu-
chung zeigt, dass Ox eine asymptotisch stabile Ruhelage ist. Die Anwendung von Algorithmus 3.1
führt mit b10 D 1, c1 D 0 auf
 1e;0 D x
2 C x1u1 C u2
 1e;1 D u
2 C x3 C .u1 C cos.x1//u1 C x1 Pu1 C Pu2
˛e D  u
2   .u1 C cos.x1//u1   x1 Pu1   Pu2 :
Zuerst wird die Beobachtbarkeit mittels Satz 6.1 überprüft. Für die Berechnung von dO.x1/ wird
dhb.x1;u0/ D d. u20   .u10 C cos.x1//u10/ D   sin x1dx1 benötigt, wobei sin.x1/ ¤ 0 um Ox1
gilt. Da offensichtlich dLfbhb 2 spanfdx1g erfüllt ist, gilt
dO.x1/ D spanfdx1g :
Mit dgb.x1;u0/ D dx2 C Ou1dx1 und dLfbgb D 0, was aus Lfbgb D  1e;1 ı ˛e D 0 folgt, kann
dQ.x1/ D spanfdx2 C Ou1dx1g
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und damit
dim.dO.x1/C dQ.x1// D 2 D r
bestimmt werden, woraus die lokale Beobachtbarkeit des Deskriptorsystems folgt.
Algorithmus 3.2 benötigt offensichtlich eine Eingangskoordinatentransformation, da auf  1e;0 so-
wohl u1 als auch u2 wirkt. Die Transformation
ˇ.x1; Qv/ D

Qv1
x1 Qv2   x1v1

erfüllt die Voraussetzungen und erzeugt mit xu D Qv2, v1 D Qv1 und c1 D  1
 1m;0 D x
2 C x1xu
 1m;1 D x
3   x1 Qv1 C x1xu C x
1. Qv2   xu/C xu.v
1 C cos.x1//
˛m D x
1v1   x2   x1v2   xuv
1   x1xu   xu cos.x
1/
Pxu D c1xu C v2 :
Es ergibt sich die erweiterte verkoppelte Zustandsraumdarstellung
Pxe D
2
4 cos.x1/C v1 x2   x1v2   xuv1   xu cos.x1/
 xu C v
2
3
5
ye D
2
6664
x1v1   x2   x1v2   xuv
1   x1xu   xu cos.x
1/
v1
x1xu   x
1v1
x2 C x1xu
3
7775 ;
deren erweiterte Ausgangsgleichung nach v aufgelöst werden kann, was auf
v D

u1
  1
x1
 
x2 C y   x1u1 C xuu
1 C x1xu C xu cos.x
1/
 
führt. Einsetzen in die erweiterte verkoppelte Zustandsraumdarstellung erzeugt die kausale Pro-
zesskopie
Pxe D
2
4 cos.x1/C u1y   x1u1 C x1xu
u1   2xu  
1
x1
 
x2 C y C xuu
1 C xu cos.x
1/

3
5 D fk.xe;ye/
Qye D
2
6664
y
u1
x1xu   x
1u1
x2 C x1xu
3
7775 D hk.xe;ye/
xb D
2
4 x1x2
y
3
5 D cb.xe;ye/ ;
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lungsdynamik des Beobachters (7.3)
die lokal beobachtbar ist.
Die lineare Ausgangsaufschaltung mit der Beobachtermatrix
L D
2
4 0 0 8  60 0  8 8
0 0 2  1
3
5
erzeugt einen nichtlinearen Arbeitspunktbeobachter
Pb D fk.b;ye/CL.ye   hk.b;ye// (7.3a)
xb D cb.b;ye/ (7.3b)
für die kausale Prozesskopie, der als Beobachter für das Deskriptorsystem verwendet wird. Dieser
besitzt eine asymptotisch stabile Beobachterfehlerdynamik um Ob D . Ox; Ou1 C Ou2= Ox1/.
In der Simulation zur Validierung des Entwurfs wird das Deskriptorsystem mit dem konsistenten
Anfangswert Ox zum Zeitpunkt t0 D 0 initialisiert. Als Eingangsfunktion wird
u.t/ D

Ou1 C 0;1 sin.t/
Ou2 C 0;01 sin.2t/

gewählt. Der Beobachter beginnt bei einem Anfangswert von 1b .t0/ D 2b .t0/ D 3b .t0/ D 0;1.
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In Bild 7.6 ist der Verlauf des Deskriptors dargestellt. Bild 7.7 zeigt den Verlauf des vom Beob-
achter rekonstruierten Deskriptors, wobei der Einschwingvorgang des Beobachterfehlers in Bild
7.8 zu sehen ist. Es ist gut zu erkennen, dass die Fehlerdynamik asymptotisch abklingt. Obwohl
das Verfahren nur lokal in einer Umgebung von Ox gültig ist, konvergiert der Beobachter für dieses
System auch nach einem deutlichen Beobachterfehler zu Beginn. Der Einfluss der Verkopplungs-
dynamik wird in Bild 7.9 sichtbar. Hier ist der Verlauf von z für den Beobachter dargestellt. Da
der Anfangswert des Beobachters keinem konsistenten Anfangswert des Deskriptorsystems ent-
spricht, liegt der Beobachterzustand zu Beginn nicht auf Nm. Asymptotisch verläuft die Lösung
des Beobachters jedoch auf Nm. Durch den Beobachterentwurf wird auch die Verkopplungsdyna-
mik beeinflusst, da sie nicht steuerbar, aber über z beobachtbar ist. Deshalb besitzt der Beobachter
im Allgemeinen keine lineare Verkopplungsdynamik.
7.3 Verladebrücke
Systembeschreibung und Modellbildung Verladebrücken sind häufig in Häfen anzutreffen und
werden auch als Portalkräne bezeichnet. Das Einsatzgebiet umfasst vor allem das Be- und Entla-
den von Containerschiffen. In Bild 7.10 ist ein Labormodell einer solchen Verladebrücke schema-
tisch dargestellt, die bereits in Manderla [81] sowie Labisch und Konigorski [69] vorgestellt wird.
Sie besteht aus einer Laufkatze, die sich entlang einer horizontalen Führung reibungsfrei bewegen
kann. Die Last wird als Stab modelliert, der an der Laufkatze mit einem ebenfalls reibungsfreien
Drehgelenk befestigt ist. Der Stab kann seine Länge verändern, wobei
l.t/ D 0;6 m C 0;1 m  sin.t/
gilt. Bei der Modellierung des zeitvarianten Systems mit variabler Pendelstablänge ist offensicht-
lich das Trägheitsmoment des Stabes ‚s zeitvariant, da es von der Länge abhängt. Die verwende-
ten Parameter sind in Tabelle 7.2 aufgeführt. Die Zerlegung in die beiden Teilsysteme Laufkatze
und Pendelstab, wie in Bild 7.11 dargestellt, macht die Schnittkräfte sichtbar. Im Gegensatz zur
Modellbildung in Manderla [81] erfolgt die Modellierung aufgrund der Zeitvarianz der Parameter
l.t/ und ‚.t/ durch den Lagrange-Formalismus. Mit der Lagrange-Funktion
L D 0;5mw Px
2
w C 0;5ms Px
2
s C 0;5ms Py
2
s C 0;5‚s.t/ P˛
2   ysmsg
Tabelle 7.2: Parameter der Verladebrücke
Parameter Wert Einheit
Erdbeschleunigung g 9,81 m=s2
Masse Laufkatze mw 2,00 kg
Masse Stab ms 0,50 kg
Trägheitsmoment Stab ‚s.t/ 112msl
2.t/ kg m2
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Bild 7.11: Freikörperbild der Verlade-
brücke ([81])
ergeben sich die Lagrange-Gleichungen
0 D
d
dt
@ PxwL   @xwL   Fg;1 D mw Rxw   u   Fx
0 D
d
dt
@ PxsL   @xsL   Fg;2 D ms Rxs C Fx
0 D
d
dt
@ PysL   @ysL   Fg;3 D ms Rys Cmsg   Fy
0 D
d
dt
@ P˛L   @˛L   Fg;4 D ‚s.t/ R˛ C P‚s.t/ P˛   0;5l.t/Fx cos.˛/C 0;5l.t/Fy sin.˛/
und die Zwangsbedingungen
0 D xw   xs C 0;5l.t/ sin.˛/
0 D ys C 0;5l.t/ cos.˛/ ;
wobei Fg;i die jeweiligen generalisierten Kräfte kennzeichnen. Die Linearisierung des sich daraus
ergebenden nichtlinearen Deskriptorsystems um xw;0 D xs;0 D ys;0 D 0, ˛0 D 0 sowie Fx;0 D 0
und Fy;0 D msg führt direkt aufys D 0, Pys D 0 undFy D 0, sodass diese Variablen für eine
kompaktere Darstellung entfallen. Damit ergibt sich das lineare zeitvariante Deskriptorsystem
Px1 D
2
666666664
 Pxw
 Pxs
 P˛
1
mw
.Fx Cu/
  1
ms
Fx
1
‚s.t/

 0;5msgl.t/˛ C 0;5l.t/Fx   P‚s.t/ P˛

3
777777775
(7.4a)
0 D xw  xs C 0;5l.t/˛ (7.4b)
mit den differentiellen Variablen xT1 D

xw xs ˛  Pxw  Pxs  P˛

2 R6, der alge-
braischen Variable x2 D Fx 2 R und dem Eingang u 2 R.
Zeitvarianter Riccati-Entwurf Auf das Deskriptorsystem (7.4) kann der Algorithmus 5.1 ange-
wandt werden. Die Parameter b10 D 12 und b11 D 7 erzeugen die Verkopplungsdynamik mit den
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Bild 7.12: Simulation der zeitvarianten
Verladebrücke (7.4)
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Bild 7.13: Vergleich der entworfenen
Regler bezüglich der Schnittkraft
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Die Lösung der Matrix-Riccatidifferentialgleichung (5.16) mit t0 D 0 s und te D 5 s erfolgt mit
den Gewichtungsmatrizen
M 11xx D 5I M
12
xx D 0 M
1
xu D 0
M 21xx D 0 M
22
xx D 1 M
2
xu D 0
M 1ux D 0 M
2
ux D 0 Muu D 1
Mxe D 2I
für das Gütemaß (5.13). Aus der Lösung der Riccatidifferentialgleichung wird anschließend der
zeitvariante Riccatiregler berechnet und auf das Modell (7.4) der Verladebrücke angewandt. In
Bild 7.12 sind die Positionen der Laufkatze und des Pendelstabes sowie der Winkel des Pendel-
stabes für das geregelte Deskriptorsystem dargestellt. Der konsistente Anfangswert der Simula-
tion beträgt xT.0/ D

1 1;09 0;3  0;015 0 0 0;938

. Es ist gut zu erkennen, dass der
Riccatiregler das Deskriptorsystem innerhalb von 5 Sekunden in die stabile Ruhelage x D 0
überführt.
Um die Möglichkeiten des Riccati-Entwurfs speziell bei Deskriptorsystemen zu nutzen, wird noch
ein zweiter Regler entworfen, bei dem die Gewichtung der Schnittkraft Fx auf M 22xx D 2 verdop-
pelt ist. Bild 7.13 zeigt den Verlauf der Schnittkraft für beide Regler im Vergleich. Die Reduzie-
rung der benötigten Schnittkraft aufgrund der stärkeren Gewichtung im Gütemaß ist deutlich zu
erkennen.
7.4 Parallelroboter
Systembeschreibung und Modellbildung In Bild 7.14 ist der am Fachgebiet Regelungstechnik
und Mechatronik des Instituts für Automatisierungstechnik und Mechatronik aufgebaute Parallel-
roboter zu sehen, dessen mechanische Struktur in Bild 7.15 dargestellt ist. Er besitzt drei Arme,
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Bild 7.14: Parallelroboter am Institut für Automatisierungstechnik und Mechatronik
die sich in der horizontalen Ebene, die im Bild 7.15 als z1-z2-Ebene gekennzeichnet ist, bewegen
können. Jeder Arm besteht aus zwei Drehgelenken, die sich um die z3-Achse drehen können. Die
drei Arme sind am jeweiligen Ende fest in einem weiteren Drehgelenk miteinander verbunden,
was den Endeffektor (engl. Tool-Center-Point, TCP) des Roboters darstellt. Die drei Antriebe des
Parallelroboters sitzen jeweils im ersten Gelenk jedes Armes und erzeugen dort die Momente u1,
u2 und u3. Es handelt sich um permanent erregte Synchronmotoren mit integrierten Drehwinkel-
gebern, die über ein Getriebe mit den Armen verbunden sind. Alle Größen werden immer auf die
Getriebeausgangsseite bezogen. Der Drehwinkelgeber erfasst die Winkel der jeweiligen Gelenke,
welche als aktive Gelenke bezeichnet werden. Die zweiten Gelenke jedes Armes, die passiven
Gelenke, sind mit einem gesonderten Absolutwinkelgeber bestückt. Neben der Aufzeichnung der
Winkel kann die Bewegung des Parallelroboters durch den am Endeffektor montierten Stift auf
einem Blatt erfasst werden, das unter den Armen auf die Bodenplatte geklemmt ist. Der Stift kann
mithilfe eines elektromagnetischen Aktors angehoben und abgesenkt werden, sodass beliebige
Konturen gezeichnet werden können. Die mechanischen Parameter des Parallelroboters sind im
Anhang C.2 angegeben.
Insgesamt besitzt der Aufbau drei Antriebe, deren Momente die Eingangsgrößen des Systems
darstellen, und sechs Winkelsensoren, die die Messgrößen erfassen, obwohl der Parallelroboter
lediglich zwei mechanische Freiheitsgrade aufweist. Die Antriebsredundanz wird für eine gezielte
Verspannung der Struktur verwendet. Auch ein antriebsfehlertolerantes Regelungskonzept wäre
denkbar.
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Bild 7.15: Strukturbild des Parallelroboters
Obwohl bereits mit zwei Winkeln die Stellung des gesamten Parallelroboters eindeutig festliegt,
werden alle Winkel erfasst. Neben der Möglichkeit, das Messrauschen durch die Redundanz zu
reduzieren, ergibt sich noch ein zweiter Vorteil aus den überzähligen Messungen: aus den Messda-
ten kann neben der Position noch der Offset jedes Winkelsensors geschätzt werden, was detailliert
in Schmitt [116] beschrieben ist. Trotzdem verbleiben noch kleine Sensoroffsets.
Am Parallelroboter finden einige in dieser Arbeit beschriebene Entwürfe eine praktische Anwen-
dung. Die Simulation erfolgt mit dem Simulationsmodell aus Abschnitt 3.5.1, der in Abschnitt 4.1
beschriebe Entkopplungsregler wird für das Vorsteuerungskonzept aus Abschnitt 4.1.7 entworfen
und beim linearen Trajektorienfolgeregler handelt es sich um einen zeitvarianten Riccatiregler aus
Kapitel 5.
Der Parallelroboter zeigt deutlich, welche Vorteile die Aufteilung in modulare Teilsysteme für
die Modellbildung bietet. Soll der Parallelroboter direkt als Gesamtsystem modelliert werden, so
steht am Anfang die Auswahl von Minimalkoordinaten. Diese Wahl ist nicht eindeutig; so sind
zwei beliebige Gelenkwinkel oder auch die Position des Endeffektors als Minimalkoordinaten
geeignet. Durch die nichtlinearen Abhängigkeiten der übrigen Koordinaten von den Minimalko-
ordinaten ergibt sich zum Beispiel bei der Modellierung mit dem Formalismus von Lagrange
eine sehr große und umfangreiche Lagrange-Funktion, die auf komplexe Bewegungsgleichungen
führt. Die berechneten Funktionen der Zustandsraumdarstellung sind schlussendlich so groß und
unübersichtlich, dass numerische Simulationen sehr rechenintensiv und langsam sind. Die sym-
bolische Manipulation des Zustandssystems, zum Beispiel für einen nichtlinearen Reglerentwurf,
ist selbst mit modernen Rechnern und Softwarepaketen nur mit einer großen Rechenzeit möglich.
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Im Gegensatz dazu liefert das Freischneiden am Endeffektor drei identische Teilsysteme, die sich
einfach modellieren lassen. Die Wahl der beiden Gelenkwinkel als Minimalkoordinaten führt sehr
schnell zu einer kompakten und übersichtlichen Zustandsraumdarstellung eines Teilsystems. Vier
unabhängige, holonome Zwangsbedingungen – die z1- und z2-Positionen der drei Einzelarme
müssen übereinstimmen – verkoppeln anschließend die drei Teilsysteme. Die Kombination der
drei Zustandssysteme mit den algebraischen Zwangsbedingungen entspricht einem Deskriptorsys-
tem in der semi-expliziten Form. Dieses Deskriptorsystem ist weiterhin übersichtlich und besteht
aus vergleichsweise kompakten, nichtlinearen Funktionen.
Die modulare Modellbildung des Parallelroboters ist in Manderla u. a. [85] bzw. Manderla [81]
ausführlich beschrieben, wobei die Parameter des Aufbaus dieser Arbeit im Anhang C.2 in Tabelle
C.1 zu finden sind. Das dabei entstehende Deskriptorsystem
Px1 D f .x1;x2;u/ (7.5a)
0 D g.x1/ (7.5b)
y D h.x1/ (7.5c)
yr D hr.x1/ (7.5d)
liegt in der semi-expliziten Form vor. Die ersten 6 Einträge der differentiellen Variable x1 2 .S6
R6/ sind die in Bild 7.15 dargestellten Winkel in Radianten. Die übrigen Einträge entsprechen den
Winkelgeschwindigkeiten mit xiC6 D Pxi für 1  i  6 (in rad/s). Die algebraische Variable x2 2
R4 besteht aus den Schnittkräften am Endeffektor (in N), wobei x12 und x22 die Kräfte in z1- und
z2-Richtung am ersten Teilsystem sowie x32 und x42 die Kräfte in z1- und z2-Richtung am zweiten
Teilsystem bezeichnen. Die Kräfte am dritten Teilsystem ergeben sich direkt aus diesen und treten
nicht gesondert im Modell auf. Die Eingangsmomente u 2 R3 (in Nm) sind ebenfalls in Bild 7.15
eingezeichnet. Als Messgrößen y 2 R6 stehen die sechs Winkel zur Verfügung, aus denen die
Position des Endeffektors berechnet werden kann, die den ersten Teil der Regelgröße darstellt. Um
die Antriebsredundanz nutzen zu können, wird eine weitere Regelgröße hinzugefügt: die Summe
der Eingangsmomente. Diese Summe steht stellvertretend für die Verspannung im System und
soll gezielt vorgegeben werden. Damit besitzt die Regelgröße yr 2 R3 dieselbe Dimension wie
der Eingang.
Auch wenn die Darstellung des Vektorfeldes f bereits zu umfangreich für diese Arbeit ist, führt
eine Modellierung in Zustandsform, wie beschreiben, zu erheblich größeren Systemgleichungen.
Die algebraische Gleichung
g.x1/ D
2
6664
0;50   0;24 cos.x1/   0;28 cos.x2/C 0;24 cos.x3/C 0;28 cos.x4/
 0;24 sin.x1/   0;28 sin.x2/C 0;24 sin.x3/C 0;28 sin.x4/
0;25   0;24 cos.x1/   0;28 cos.x2/C 0;24 cos.x5/C 0;28 cos.x6/
 0;44   0;24 sin.x1/   0;28 sin.x2/C 0;24 sin.x5/C 0;28 sin.x6/
3
7775 (7.6)
ist dagegen kompakt und übersichtlich.
Die Berechnung der verkoppelten Zustandsraumdarstellung (3.13) für das Deskriptorsystem, die
mit dem Computer-Algebra-System Mathematica durchgeführt wurde, zeigt, dass es regulär und
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Bild 7.16: Simulation des Parallelroboters mit inkonsistenten Anfangswerten
proper, aber nicht streng proper ist, was durch physikalische Überlegungen bestätigt wird. Außer-
dem ist das Deskriptorsystem bezüglich hyr;ui invertierbar, da die verkoppelte Zustandsraumdar-
stellung sogar entkoppelbar ist.
Simulationsmodell Um das Deskriptorsystem wie in Abschnitt 3.5.1 beschrieben zu simulieren,
wird die verkoppelte Darstellung (3.13) verwendet. Bei der Durchführung von Algorithmus 3.1
wird keine dynamische Erweiterung erzeugt, da das Deskriptorsystem proper ist. Jede der vier al-
gebraischen Gleichungen (7.6) lässt sich nach zwei Ableitungen nach den algebraischen Variablen
auflösen, sodass jeweils zwei Verkopplungseigenwerte vorgegeben werden können. Die Parameter
b
j
0 D 2 und b
j
1 D 3 für j D 1; : : : ; 4 legen diese für eine erste Simulation nach  1 und  2.
Um die Leistungsfähigkeit des Verkopplungsreglers zu demonstrieren, erfolgt die Anregung der
Verkopplungsdynamik durch die Wahl inkonsistenter Anfangswerte
Ox1 D

4;29 0;48 2;32 4;05 0;74 2;37 0 0 0 0 0 0
T
Ox2 D

0 0 0 0
T
;
wobei die Winkel in Radianten angegeben sind. In Bild 7.16 sind die Verläufe der einzelnen Arm-
enden dargestellt. Der Verkopplungsregler bewirkt ein sofortiges Abklingen der Armabstände. Am
Ende der Simulation betragen die Gelenkwinkel
ymess D

4;43 0;34 2;59 4;34 0;70 2;59
T
;
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Bild 7.17: Simulation des Parallelroboters mit Entkopplungsregler
womit ohne zusätzlichen Aufwand ein konsistenter Anfangswert für weitere Simulationen be-
rechnet wird. Für die weitere Verwendung der verkoppelten Zustandsraumdarstellung werden die
Verkopplungseigenwerte mit bj0 D 625 und b
j
1 D 50 für j D 1; : : : ; 4 nach  25 gelegt.
Entkopplung Eine beliebige Positionierung des Endeffektors in der z1-z2-Ebene ist mit einem
Entkopplungsregler möglich. Neben der Position dient die Verspannung der Struktur, also die
Summe der Eingangsmomente, als dritte Regelgröße. Bei der Analyse des Deskriptorsystems
zeigt sich, dass es nach Satz 4.7 und Lemma 4.10 entkoppelt werden kann. Für die Regelung
des Parallelroboters bietet sich die Entkopplung nach Lemma 4.10 an, da dabei lediglich die dif-
ferentiellen Variablen durch den Regler zurückgeführt werden.
Die Differenzordnungen des Deskriptorsystems ergeben sich zu ı1 D ı2 D 2 und ı3 D 0. Da
das Deskriptorsystem proper ist, gilt für die maximalen Differenzordnungen ım;1 D ım;2 D 2 und
ım;3 D 0. Der Entwurf des Entkopplungsreglers nach Lemma 4.10 verändert die Differenzord-
nungen nicht. Durch die Wahl der Parameter ai0 D 25, ai1 D 10, i 2 f1; 2g erhalten die PT2-
Glieder, die auf die Position des Endeffektors wirken, jeweils einen doppelten Pol bei  5. Der
Entkopplungsregler kann die Summe der Eingangsmomente ohne dynamische Verzögerung ein-
stellen, sodass sich ein P-Verhalten ergibt. Ohne weitere Berechnungen folgt aus Lemma 4.15,
dass das geregelte Deskriptorsystem mit der Systemordnung r D 12 keine Nulldynamik besitzt,
da 8 Restriktionen existieren und die Summe der Differenzordnungen 4 ist. Das ungeregelte De-
skriptorsystem enthält wegen Satz 4.13 ebenfalls keine Nulldynamik. Viel wichtiger ist die Tatsa-
che, dass damit das geregelte Deskriptorsystem immer stabil entkoppelbar ist und der entworfene
Entkopplungsregler eingesetzt werden kann.
In der Simulation, bei der keine Modellfehler auftreten und der gesamte Deskriptor bekannt ist,
ergibt sich genau die vorgegebene Ein-/Ausgangsdynamik. Dieses PT2-Verhalten ist für einen
Sprung in beiden Sollpositionen in Bild 7.17 dargestellt. Die Anfangswerte sind konsistent und
so gewählt, dass der Endeffektor zu Beginn die Position .0;2 mj   0;1 m/ besitzt. Deutlich zu
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erkennen ist das entkoppelte Verhalten, da die Bewegung in z2-Richtung keinen Einfluss auf die
z1-Position besitzt und umgekehrt.
Die Verwendung des Entkopplungsreglers als Regler für den realen Aufbau ist prinzipiell möglich,
wenn ein Beobachter eingesetzt wird, um die nicht gemessenen differentiellen Variablen zu rekon-
struieren. Die Nutzung einer Vorsteuerung zusammen mit einem linearen Trajektorienfolgeregler
zeigt jedoch erheblich bessere Ergebnisse, weshalb der Entkopplungsregler am realen System kei-
ne direkte Anwendung findet. In Hinblick auf die dynamische, modellgestützte Vorsteuerung aus
Abschnitt 4.1.7 erfolgt noch ein weiterer Entwurf eines Entkopplungsreglers, wobei dieser die
Differenzordnung auf Basis von Satz 4.7 reduziert.
Die benötigten modifizierten Ausgangsgleichungen müssen dabei so gewählt werden, dass sie
vom Eingang abhängen und ihre Jacobi-Matrix bezüglich des Eingangs regulär ist. Die dritte
Regelgröße, die Verspannung des Systems, hängt direkt von den Eingängen ab und muss daher
nicht modifiziert werden. Zur Funktion h1r .x1/ aus (7.5), die die z1-Position des Endeffektors
berechnet, wird die 2. Ableitung der ersten algebraischen Gleichung (7.6) addiert. Die Summe
aus h2r .x1/ und der 2. Ableitung der zweiten algebraischen Gleichung (7.6) vervollständigt die
modifizierte Ausgangsfunktion, deren Jacobi-Matrix bezüglich des Eingangs regulär ist. Damit ist
nach Satz 4.7 die Entkopplung mit den Differenzordnungen ı1 D ı2 D ı3 D 0 möglich und ein
entsprechender Entkopplungsregler wird berechnet.
Vorsteuerungsentwurf Da der Parallelroboter vorgegebene Trajektorien abfahren soll, ist die Ver-
wendung einer Vorsteuerung zu empfehlen. Die modellgestützte Vorsteuerung aus Abschnitt 4.1.7
bietet eine einfache Möglichkeit, das komplexe, nichtlineare System vorzusteuern.
Für die Vorsteuerung wird der Entkopplungsregler mit ı1 D ı2 D ı3 D 0 verwendet. Wie in Ab-
schnitt 4.1.6 ausführlich beschrieben, muss für die Simulation des geregelten Deskriptorsystems
ein eigenes verkoppeltes Zustandssystem mit Algorithmus 3.1 berechnet werden. Daraus ergibt
sich dieselbe Vorsteuerungsstruktur, wie bereits in Bild 4.2 dargestellt.
Die benötigte Trajektoriengenerierung muss nicht nur einen Sollverlauf ysoll für die Endeffektor-
position zur Verfügung stellen, sondern auch die Ableitungen Pysoll und Rysoll. Die Parametrierung
der Trajektorien erfolgt mithilfe von nichtuniformen, rationalen Bézier-Splines (NURBS, siehe
[104]). Barthel [6] beschreibt ausführlich, wie aus dieser Beschreibungsform die für den Parallel-
roboter benötigten Ableitungen entstehen.
Trajektorienfolgeregelung Als Trajektorienfolgeregler kommt der in Kapitel 5 beschriebene zeit-
variante Riccatiregler zum Einsatz. Grundlage ist die Linearisierung des Deskriptorsystems ent-
lang der Trajektorie, um zu einem linearen, zeitvarianten Deskriptorsystem zu gelangen. Für die-
ses System kann, wie in Kapitel 5 gezeigt, ein zeitvarianter Riccatiregler entworfen werden. Deut-
lich bessere Ergebnisse erzielt dieser bei Erweiterung um einen I-Anteil, da er dann stückweise
konstante Störungen stationär genau ausregeln kann. Die Abweichung der Endeffektorposition
von der Trajektorie wird integriert und in ein erweitertes Deskriptorsystem aufgenommen. Die
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Bild 7.18: Regelungsstruktur
Gewichtungsmatrizen des Riccati-Entwurfs für dieses System sind im Anhang C.2 in (C.8) auf-
geführt.
Die Matrix Ms, die in (5.18) die Übertragung des Riccatireglers auf das Deskriptorsystem ermög-
licht, kann als Nullmatrix gewählt werden, da das Deskriptorsystem proper ist. Daher erfolgt keine
Rückführung der algebraischen Variablen in (5.20).
Zeitvariantes Kalmanfilter Da der Riccatiregler alle differentiellen Variablen des Deskriptorsys-
tems zurückführt, wird zusätzlich ein Beobachter benötigt, der als kausaler Beobachter imple-
mentiert ist. Für das propere Deskriptorsystem stellt dies jedoch keinen zusätzlichen Aufwand
dar. Dual zum Trajektorienfolgeregler wird ein zeitvariantes Kalmanfilter für das entlang der Tra-
jektorie linearisierte System entworfen, wobei die Gewichtungsmatrizen im Anhang C.2 zu finden
sind.
Gesamtregelung Neben der Vorsteuerung, der Trajektorienfolgeregelung und dem Kalmanfilter
ist noch eine Störgrößenaufschaltung Teil der Gesamtregelung. Am Parallelroboter treten vor al-
lem zwei Störgrößen auf: die Reibung in den aktiven und passiven Gelenken sowie Störmomente
im Synchronmotor, wie Nut- und Polrastmomente. Um den Trajektorienfolgeregler zu entlasten,
erfolgt das Aufschalten geeigneter Kompensationsmomente.
Die Reibung der aktiven Gelenke ist aufgrund der verwendeten Getriebe deutlich ausgeprägter als
die Reibung der passiven Gelenke. Da an den passiven Gelenken darüber hinaus kein Kompen-
sationsmoment erzeugt werden kann, wird die dort auftretende Gelenkreibung vernachlässigt und
auf deren Kompensation verzichtet. Im Gegensatz dazu lässt sich die Reibung der aktiven Gelenke
direkt kompensieren. Sie wird deshalb abhängig von der Winkelgeschwindigkeit vermessen und in
einer entsprechenden Kennlinie abgelegt, was in Schmitt [116] beschrieben ist. Da die Kompensa-
tion nie exakt möglich ist, wird wegen der verbleibenden, als stückweise konstant angenommenen
Störungen der I-Anteil im Regler verwendet.
Nut- und Polrastmomente des Synchronmotors sind Störmomente, die periodisch bei jeder Mo-
torumdrehung wirken. Ihr Auftreten wird sowohl von den Parametern des Motors (Polpaarzahl,
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Bild 7.19: Gemessener Trajektorienverlauf des Parallelroboters
Anzahl der Nuten, etc.) beeinflusst, als auch von der Bauform und der Fertigungsqualität. Da diese
Störmomente vom Drehwinkel, der Drehzahl sowie der Belastung des Motors abhängen, ist die
Bestimmung eines mehrdimensionalen Kennfeldes notwendig. Palmer [100] beschreibt detailliert
die Motorvermessung und die anschließende Kompensation der Störmomente.
Prinzipiell kann die Berechnung der Störgrößenaufschaltung für Reibung und Rastmomente mit
gemessenen bzw. rekonstruierten Größen erfolgen. Diese zusätzliche Rückkopplung kann jedoch
zu einem nicht vorhersehbaren Verhalten führen, wenn das Kompensationsmoment nicht exakt
dem auftretenden Störmoment entspricht. Die Störgrößenkompensation verwendet daher die Soll-
größen der Vorsteuerung, sodass die Störgrößenaufschaltung vorgesteuert wird. Eine Destabilisie-
rung des Gesamtsystems ist damit ausgeschlossen. Treten nur geringe Abweichungen der Endef-
fektortrajektorie vom Sollverlauf auf, so macht die Störkompensation lediglich kleine Fehler.
Die gesamte Reglerstruktur ist in Bild 7.18 zusammengefasst. Da Regler und Beobachter für das
entlang der Trajektorie linearisierte System entworfen werden, benötigt der Beobachter die Ab-
weichung der gemessenen Winkel von den Sollwerten und der Regler integriert die Abweichung
der Position von der Sollposition. Die Störmomentkompensation wird ohne zusätzliche Rückfüh-
rung betrieben, sodass der Referenzwert des Deskriptors xref der Vorsteuerung genutzt wird. Bild
7.19 zeigt Messergebnisse, die diese Regelung für eine beispielhafte Trajektorie erzielt. Sie be-
ginnt zum Zeitpunkt t D 0 s am Punkt .0;2 mj   0;1 m/ mit einer Geraden nach rechts. Nach
1,5 s geht die Trajektorie in einen Halbkreis über, der nach 1,5 s in einen Splineabschnitt überführt
wird. Von 4 s  t < 5 s verläuft die Trajektorie auf einer Geraden nach links. Die abschließende
Gerade nach oben beendet die Trajektorie zum Zeitpunkt t D 5;5 s wieder im Startpunkt.
Die bei der Messung auftretenden Fehler sind in Bild 7.20 zu sehen. Dabei ist die Abweichung
senkrecht zur Trajektorienrichtung dargestellt, wobei Abweichung links der Trajektorie positive
und rechts der Trajektorie negative Werte annehmen. Es ist gut erkennbar, dass die Abweichun-
gen meist kleiner als 1 mm sind, wobei maximal 2 mm auftreten. Ein Grund dafür ist, dass die
Reib- und Rastmomente nicht exakt kompensiert werden können und so immer kleine Störmo-
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Bild 7.20: Gemessene Abweichung senkrecht zur Trajektorie
mente verbleiben. Der zweite Grund für die Abweichungen ist das Auftreten von Sensoroffsets.
Da die Messung wie beschrieben redundant erfolgt, führen Sensoroffsets dazu, dass die Messdaten
nicht die algebraische Gleichung des Deskriptorsystems erfüllen. Dies erzeugt Beobachterfehler
im auf dem Deskriptorsystem basierenden Beobachter. Da die Positionsbestimmung aufgrund der
Sensoroffsets nur mit einer Genauigkeit von etwa einem Millimeter möglich ist, sind durch Ver-
änderungen der Regelung kaum Genauigkeitssteigerungen zu erwarten.
Der Parallelroboter zeigt deutlich, welche Vorteile die Modellierung als Deskriptorsystem bietet.
Weder die parallelkinematische Struktur noch die Antriebs- oder Messredundanz erzeugen einen
zusätzlichen Aufwand beim Regler- und Beobachterentwurf. Die gesamte Synthese erfolgt auf
Basis des Deskriptorsystems und unter Verwendung der in dieser Arbeit vorgestellten Methoden
in einem geschlossenen, transparenten Entwurf und erzielt hervorragende Ergebnisse.
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8 Zusammenfassung und Ausblick
Diese Arbeit beschreibt einen neuen Ansatz, um aus nichtlinearen, sowohl properen als auch im-
properen Deskriptorsystemen eine verkoppelte Zustandsraumdarstellung zu erzeugen. Die Grund-
lage stellt die Interpretation des Deskriptorsystems als Verkopplungsproblem dar. Für die Berech-
nung der verkoppelten Zustandsraumdarstellung werden zwei Algorithmen angegeben, die sich
bei Deskriptorsystemen mit differenzierendem Verhalten beim Auftreten von Eingangsableitun-
gen unterscheiden. Die verkoppelte Zustandsraumdarstellung existiert für alle regulären Deskrip-
torsysteme und stellt die Basis für alle weiteren Analyse- und Syntheseverfahren dar. Sie kann
nicht nur für eine einfache Simulation von Deskriptorsystemen mit Standardintegrationsverfahren
genutzt werden, sondern ist auch zur Stabilitätsuntersuchung von Deskriptorsystemen geeignet.
Ausgehend von der verkoppelten Zustandsraumdarstellung wird das statische und dynamische
Entkopplungsproblem für reguläre Deskriptorsysteme betrachtet, wobei dessen Lösung in beiden
Fällen neue notwendige und hinreichende Bedingungen liefert. Auch bei improperen Deskriptor-
systemen wird dabei ein statischer Entkopplungsregler berechnet. Die Definition der Differenzord-
nungen benötigt ebenfalls keine Einschränkungen und gilt für alle regulären Deskriptorsysteme.
Eine nähere Betrachtung der Differenzordnung führt zur Einführung einer wichtigen neuen Kenn-
größe, der maximalen Differenzordnung.
Um auch Stabilitätsaussagen für entkoppelte Deskriptorsysteme zu ermöglichen, wird die Nulldy-
namik für Deskriptorsysteme untersucht und allgemein definiert. Einige für Zustandssysteme be-
kannte Resultate werden auf Deskriptorsysteme erweitert: die stabile Nulldynamik eines entkop-
pelbaren Deskriptorsystems ist hinreichend für dessen stabile Entkoppelbarkeit. Diese Bedingung
ist jedoch nicht notwendig für die Entkopplung. Die Herleitung notwendiger und hinreichender
Bedingungen für Zustandssysteme aus Isidori [50] sollte auf Basis der Verkopplungsinterpretation
prinzipiell auch auf Deskriptorsysteme übertragbar sein.
Die Vorgabe der Ein-/Ausgangsdynamik mittels exakter Ein-/Ausgangslinearisierung erfolgt bei
Deskriptorsystemen analog zu Zustandssystemen. Die exakte Deskriptorlinearisierung wird dage-
gen nur für eine Klasse von Deskriptorsystemen eingeführt. Bei diesem Verfahren soll das gesamte
Deskriptorsystem mithilfe einer statischen Rückführung und einer Koordinatentransformation in
ein lineares, steuerbares Deskriptorsystem überführt werden. Aufgrund der schnellen Dynamik,
die bei Zustandssystemen nicht existiert, gestaltet sich die Lösung dieser Aufgabe bei Deskriptor-
systemen deutlich aufwendiger als im Zustandsraum. Der vorgestellte Entwurf erscheint für eine
Verallgemeinerung geeignet; die zu erwartenden Schwierigkeiten werden in der Arbeit diskutiert.
Die zeitvariante Riccatiregelung stellt ein lineares Entwurfsverfahren dar, das sehr häufig bei der
Trajektorienfolgeregelung nichtlinearer Systeme Verwendung findet. Ein bekanntes Verfahren für
den Entwurf zeitinvarianter, linearer Deskriptorsysteme lässt sich mit dem Verkopplungszugang
auf zeitvariante Deskriptorsysteme erweitern. Neben dem eigentlichen linearen Entwurf werden
spezielle Vereinfachungen in der Anwendung als Trajektorienfolgeregler für nichtlineare Deskrip-
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torsysteme angegeben, da hier der nichtlineare Verkopplungsregler in den Riccati-Entwurf inte-
griert wird.
Die verkoppelte Zustandsraumdarstellung ermöglicht nicht nur Reglerentwürfe, sondern ist auch
für die Berechnung eines Beobachters geeignet. Der Beobachter wird sogar in Form eines Zu-
standssystems erzeugt, sodass kein zusätzlicher Aufwand zum Entwurf eines kausalen Beobach-
ters notwendig ist. Die neuen notwendigen und hinreichenden Voraussetzungen für kausale Be-
obachtbarkeit nichtlinearer Deskriptorsysteme führen bei linearen Deskriptorsystemen wieder auf
bekannte notwendige und hinreichende Bedingungen.
Die abschließende Betrachtung mehrerer Beispielsysteme validiert die neuen Methoden sowohl
in der Simulation als auch am realen Laborprüfstand. Am Dreimassenschwinger werden die Ent-
kopplungsregelung und der kausale Beobachterentwurf für ein lineares System verdeutlicht. Ein
akademisches Beispielsystem zeigt anschließend den kausalen Beobachterentwurf für ein nicht-
lineares, improperes Deskriptorsystem. Der Riccati-Entwurf erfolgt nicht nur an einer Verlade-
brücke, sondern auch am Parallelroboter, dessen gesamte Reglerstruktur außerdem den Entkopp-
lungsregler und einen Beobachter erfordert.
Insgesamt ermöglicht die verkopplungsbasierte Methodik für nichtlineare Deskriptorsysteme vie-
le bekannte Methoden von Zustandssystemen auf Deskriptorsysteme zu übertragen. Der von Ko-
nigorski [58] für lineare Deskriptorsysteme erstmals vorgestellte Zugang hat sich damit als leis-
tungsfähiges Entwurfskonzept herausgestellt, das erst bei nichtlinearen Deskriptorsystemen sein
gesamtes Potential zeigt.
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A Eigenschaften linearer Deskriptorsysteme
Im Folgenden werden die Steuer- und Beobachtbarkeitskonzepte für lineare Deskriptorsysteme
kurz zusammengefasst. Ausführlichere Diskussionen sind zum Beispiel in Dai [19] und Manderla
[81] zu finden.
Definition A.1 ([19]). Das Deskriptorsystem (2.8) ist steuerbar, wenn für t0 < t1 < 1, einen
beliebigen Anfangswert x.t0/ 2 Rn und einen beliebigen Endwert  2 Rn eine Eingangsfunktion
u.t/ 2 Ch 1.I;Rp/ existiert, sodass x.t1/ D  gilt.
Definition A.2 ([81]). Das Deskriptorsystem (2.10b) ist impulssteuerbar, wenn zu jedem An-
fangswert xw;2.t0/ eine Eingangsfunktion u.t/ 2 Ch 1.I;Rp/ existiert, sodass die Funktion xw;2.t/,
die (2.10b) erfüllt, impulsfrei ist.
Satz A.1 ([19, 81]). Betrachtet wird das Deskriptorsystem (2.8) bzw. (2.10).
1. Die folgenden Aussagen sind äquivalent:
a) Das langsame Teilsystem (2.10a) ist steuerbar.
b) rang  Aw   I Bw;1  D nslow; 8 2 C
c) rang  A   E B  D n; 8 2 C
2. Die folgenden Aussagen sind äquivalent:
a) Das schnelle Teilsystem (2.10b) ist steuerbar.
b) rang  Bw;2 NBw;2 : : : N h 1Bw;2  D n   nslow
c) rang  N Bw;2  D n   nslow
d) rang  E B  D n
3. Die folgenden Aussagen sind äquivalent:
a) Das Deskriptorsystem (2.8) ist steuerbar.
b) Das langsame Teilsystem (2.10a) und das schnelle Teilsystem (2.10b) sind steuerbar.
4. Die folgenden Aussagen sind äquivalent:
a) Das Deskriptorsystem (2.8) ist impulssteuerbar.
b) Das schnelle Teilsystem (2.10b) ist impulssteuerbar.
c) rang  A22 B2  D n   r
Definition A.3 ([19]). Das Deskriptorsystem (2.8) ist beobachtbar, wenn die Anfangsbedingung
x.t0/ eindeutig aus u.t/, y.t/, 0  t <1 rekonstruiert werden kann.
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Definition A.4 ([19]). Das Deskriptorsystem (2.10) ist impulsbeobachtbar, wenn das Impulsver-
halten in der Lösung von xw;2.t/ eindeutig aus u.t/ und y.t/, 0  t < 1 rekonstruiert werden
kann.
Satz A.2 ([19, 81]). Betrachtet wird das Deskriptorsystem (2.8) bzw. (2.10).
1. Die folgenden Aussagen sind äquivalent:
a) Das langsame Teilsystem (2.10a) ist beobachtbar.
b) rang
h
ATw   I C
T
w;1
i
D nslow; 8 2 C
c) rang  AT   ET C T  D n; 8 2 C
2. Die folgenden Aussagen sind äquivalent:
a) Das schnelle Teilsystem (2.10b) ist beobachtbar.
b) rang
h
C T
w;2 N
TC T
w;2 : : : .N
T/h 1C T
w;2
i
D n   nslow
c) rang
h
N T C T
w;2
i
D n   nslow
d) rang  ET C T  D n
3. Die folgenden Aussagen sind äquivalent:
a) Das System (2.8) ist beobachtbar.
b) Das langsame und das schnelle Teilsystem von (2.10) sind beobachtbar.
4. Die folgenden Aussagen sind äquivalent:
a) Das Deskriptorsystem (2.8) ist impulsbeobachtbar.
b) Das schnelle Teilsystem (2.10b) ist impulsbeobachtbar.
c) kern N \ kern C2 \ bild N D ¿
d) rang
2
4 E A0 E
0 C
3
5 D nC r
e) rang

A22
C2

D m
Folgesatz A.3. Das schnelle Teilsystem des Deskriptorsystems (2.9) ist genau dann beobachtbar,
wenn rang C2 D m gilt.
Beweis. Das schnelle Teilsystem eines linearen Deskriptorsystems (2.8) ist nach Satz A.2 genau
dann beobachtbar, wenn
rang

E
C

D n :
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In semi-expliziter Form ergibt sich
rang
2
4 I 00 0
C1 C2
3
5 D n ;
woraus der Folgesatz folgt.
Definition A.5 ([19, Definition 3-1.3, Theorem 3-1.3]). Das Deskriptorsystem (2.8) wird als de-
tektierbar bezeichnet, wenn
rang

AT   ET C T

D n 8 2 CC
gilt.
In Kapitel 5 treten zeitvariante Deskriptorsysteme auf. Für diese wird der folgende Satz benötigt.
Satz A.4. Das lineare zeitvariante Deskriptorsystem (5.2) ist regulär in Ut, wenn
det



I 0
0 0

 

A11
 
Ot

A12
 
Ot

A21
 
Ot

A22
 
Ot
  ¤ 0 8Ot 2 Ut (A.1)
für fast alle  2 C gilt.
Beweis. Da das Deskriptorsystem (5.2) durch die Erweiterung mit der Gleichung Pt D 1 immer
zu einem zeitinvarianten, nichtlinearen Deskriptorsystem wird, welches dieselbe Lösung besitzt,
ist (5.2) genau dann regulär, wenn das erweiterte Deskriptorsystem regulär ist. Zur Überprüfung
der Regularität nichtlinearer Deskriptorsysteme müssen die Systemgleichungen so lange nach der
Zeit abgeleitet werden, bis sie nach der Ableitung des Deskriptors aufgelöst werden können. Da
die Gleichung Pt D 1 hierfür keinen Beitrag liefern kann, existiert eine eindeutige Lösung, wenn
für alle Ot 2 Ut das dann zeitinvariante Deskriptorsystem (5.2) regulär ist. Damit ist (A.1) erfüllt.
In diesem Fall wird das Deskriptorsystem (5.2) in Campbell [12] als lösbar bezeichnet.
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B Eigenschaften von Zustandssystemen
Lineare Zustandssysteme Im Folgenden werden einige Eigenschaften linearer Zustandssysteme
P D A C Bu (B.1a)
y D C  CDu (B.1b)
 2 Rn, u 2 Rp, y 2 Rq, die in dieser Arbeit benötigt werden, kurz zusammengefasst. Für die
Analyse von Zustandssystemen werden häufig die Rosenbrock’sche Systemmatrix
…./ WD

A   I B
C D

und die Übertragungsmatrix
G./ WD C.I  A/ 1B CD
benötigt, wobei  2 C gilt.
Definition B.1 ([106]). Gilt
rang….0/ < max
2C
rang …./
für ein 0 2 C, so wird 0 als invariante Nullstelle des Zustandssystems (B.1) bezeichnet.
Definition B.2 ([106]). Gilt rang  A   0I B  < n, so wird 0 als Eingangsentkopplungs-
nullstelle des Zustandssystems (B.1) bezeichnet.
Gilt rang

AT   0I C
T

< n, so wird 0 als Ausgangsentkopplungsnullstelle des Zustands-
systems (B.1) bezeichnet.
Damit entsprechen wegen des Hautus-Kriteriums (siehe z. B. [32]) die Eingangsentkopplungs-
nullstellen den nicht steuerbaren Eigenwerten und die Ausgangsentkopplungsnullstellen den nicht
beobachtbaren Eigenwerten.
Lemma B.1. Ein quadratisches, lineares Zustandssystem (d.h. p D q) ist genau dann invertierbar,
wenn max
2C
rang G./ D p gilt.
Beweis. Das Lemma ist eine direkte Folge von Lemma B.3.
Definition B.3. Ein Zustandssystem (B.1) wird als degeneriert bezeichnet, wenn
max
2C
rang …./ < nC min.p; q/
gilt, die Rosenbrock’sche Systemmatrix also für kein  ihren Maximalrang annimmt.
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Lemma B.2. Ein quadratisches Zustandssystem (B.1) ist genau dann nicht degeneriert, wenn es
invertierbar ist.
Beweis. Für fast alle  2 C ist A   I invertierbar. Aus
…./ D

A   I B
C D

D

A   I 0
C I
 
I .A   I/ 1B
0 C.I  A/ 1B CD

folgt rang…./ D nC rang G./ für fast alle  2 C.
Nichtlineare Zustandssysteme Auch für nichtlineare Zustandssysteme werden einige Eigenschaf-
ten benötigt, die nachfolgend eingeführt werden.
Definition B.4 ([24], [99]). Ein quadratisches Zustandssystem (2.2) mit p D q wird in einer
Umgebung von . O; Ou/ als lokal invertierbar bezeichnet, wenn es dort den Rang p besitzt.
Um den Rang eines quadratischen Zustandssystems zu bestimmen, ist ein Algorithmus auszu-
führen (siehe z. B. [24], [99]). Mit dem Algorithmus wird überprüft, ob das System mit einer
dynamischen Zustandsrückführung entkoppelt werden kann. Da die Darstellung des Algorithmus
an dieser Stelle zu weit führen würde, wird dafür auf Nijmeijer und van der Schaft [99] verwiesen.
Für nichtquadratische Systeme muss die Links- und Rechtsinvertierbarkeit unterschieden werden,
die für quadratische Systeme gleichbedeutend sind. In dieser Arbeit wird Invertierbarkeit nur für
quadratische Systeme benötigt, weshalb nicht zwischen Links- und Rechtsinvertierbarkeit unter-
schieden werden muss. Ausführliche Diskussionen darüber sind in Respondek [109] zu finden.
Außerdem wird lediglich die lokale Invertierbarkeit betrachtet, die daher vereinfachend nur als
Invertierbarkeit bezeichnet wird.
Die wichtigste Eigenschaft invertierbarer Zustandssysteme, die in dieser Arbeit benötigt wird, ist
in folgendem Lemma zusammengefasst.
Lemma B.3. Es ist genau dann für ein quadratisches Zustandssystem (2.2) möglich, die eindeu-
tige Eingangsfunktion u.t/ aus der Kenntnis des Anfangswertes .t0/ und der Ausgangsfunktion
y.t/ in einer Umgebung zu bestimmen, wenn das System in dieser Umgebung invertierbar ist.
Beweis. Das Lemma folgt aus Respondek [109, condition (NL4)].
Die Invertierbarkeit spielt bei der Definition regulärer Rückführungen eine wichtige Rolle.
Definition B.5. Eine Zustandsrückführung
u D r.; w/
mit w 2 Rp für das Zustandssystem (2.2), wird als reguläre statische Zustandsrückführung be-
zeichnet, wenn in einer Umgebung von . O; Ow/ rang @wr.; w/ D p gilt.
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Definition B.6. Eine dynamische Zustandsrückführung
Pc D r1.c; ; w/ (B.2a)
u D r2.c; ; w/ (B.2b)
mit c 2 Rnc und w 2 Rp für das Zustandssystem (2.2), wird als reguläre dynamische Zustands-
rückführung bezeichnet, wenn (B.2) in einer Umgebung von . Oc; O; Ow/ für alle .t/ in dieser Um-
gebung invertierbar ist.
Offensichtlich ist die reguläre statische Zustandsrückführung ein Sonderfall der regulären dyna-
mischen Zustandsrückführung, wenn nc D 0 gilt.
Lemma B.4 ([24, Lemma 3.3]). Die Invertierbarkeit des Systems (2.2) ist invariant unter einer
regulären dynamischen Zustandsrückführung.
Lemma B.5 ([98, Theorem 4.1]). Das Zustandssystem (2.2) kann genau dann mit einer regulären
dynamischen Zustandsrückführung entkoppelt werden, wenn das System invertierbar ist.
Aus [114, Definition 11.21], [99, Definition 3.19, Proposition 3.20] wird die folgende Definition
abgeleitet.
Definition B.7. Die Erreichbarkeits-Lie-Algebra A eines Zustandssystems (2.2) wird von Ele-
menten der Form
ŒXk ; ŒXk 1; Œ: : : ; ŒX1;X0 : : : ; k 2 f1; 2; : : : g
aufgespannt, wobei X0./ 2 f@u1a./; : : : ; @upa./g, Xi./ D a.;ui/, i 2 k. ui 2 Rp sind
konstante Eingangsfunktionen. Die involutive Erreichbarkeitsdistribution ist
A./ D spanfX./ j X./ 2 A./g;  2M :
Satz B.6. Wenn die Erreichbarkeitsdistribution A./ von (2.2) konstante Dimension besitzt, lassen
sich lokale Koordinaten Q D . Q1; Q2/ finden, sodass A. Q/ D spanf@Q1g gilt. In diesen Koordinaten
nimmt das System (2.2) die Form
PQ1 D a1. Q1; Q2;u/
PQ2 D a2. Q2/
an.
Beweis. Wird (2.2) mit Pu D w erweitert, so ergibt sich ein eingangsaffines System. Die Anwen-
dung von [99, Definition 3.19, Proposition 3.20] führt auf die Erreichbarkeitsdistribution Ae.;u/
dieses erweiterten Systems. Der Vergleich von [99, Proposition 3.20] und Definition B.7 zeigt,
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dass Ae.;u/ D A./C spanf@u1; : : : ; @upg gilt. Nach [99, Theorem 3.49 (a)] existieren Koordi-
naten . Q1;u; Q2/, in denen das System die Gestalt
PQ1 D a1. Q1; Q2;u/
Pu D w
PQ2 D a2. Q2/
annimmt.
Satz B.7 ([99, Def. 3.29 und Theo. 3.32]). Betrachtet wird das nichtlineare Zustandssystem (2.2).
Sei O die Menge aller Funktionen
Lka.;u/c
j .;u/; j 2 p; k 2 f0; 1; 2; : : : g
mit einem festen u 2 Uu  Rp und Ou 2 Uu. Wenn mit O 2 UŸ MŸ
dim span fdOg D n 8u 2 Uu;  2 UŸ
gilt, dann ist das Zustandssystem (2.2) in einer Umgebung von O lokal beobachtbar.
Definition B.8 ([67]). Eine Untermannigfaltigkeit N D ˚ 2MŸ j  ./ D 0	 von MŸ wird in
einer Umgebung U von O mit  . O/ D 0 als lokal attraktiv für das System (2.2) bezeichnet, wenn
für alle .t0/ 2 U die Bedingung limt!1  ..t// D 0 erfüllt ist.
Bei der Beschäftigung mit nichtlinearen Systemen ist der Satz über die implizite Funktion sehr
wichtig. Dieser wird im Folgenden angegeben.
Satz B.8 ([99]). Sei W  .Rn  Rm/ eine offene Umgebung und f W W ! Rm eine glatte
Abbildung mit f . Ox; Oy/ D 0 an einem Punkt . Ox; Oy/ 2 W . Wenn die aus den letzten m Spalten
der Jacobi-Matrix von f .x;y/, x 2 Rn, y 2 Rm, am Punkt . Ox; Oy/ gebildete Matrix vollen Rang
besitzt, dann existiert eine Umgebung V  Rn um Ox sowie eine eindeutige glatte Abbildung
g W V ! Rm, die g. Ox/ D Oy und f .x;g.x// D 0 8x 2 V erfüllt.
In dieser Arbeit wird eine direkte Folge dieses Satzes häufig verwendet.
Folgesatz B.9. Sei W  .Rn  Rm/ eine offene Umgebung und f W W ! R` eine glatte
Abbildung mit f . Ox; Oy/ D 0 an einem Punkt . Ox; Oy/ 2 W . Wenn rang @yf .x;y/ D ` in einer
Umgebung von . Ox; Oy/ gilt, dann existiert eine Umgebung V  .Rn  Rm `/ um . Ox; Oz/ 2 V
sowie eine eindeutige glatte Abbildung g W V ! Rm, die g. Ox; Oz/ D Oy, rang @zg D m   ` und
f .x;g.x; z// D 0 8.x; z/ 2 V erfüllt.
Beweis. In einer Umgebung von . Ox; Oy/ existiert eine Koordinatentransformation y D ˆ.1; 2/
mit 1 2 Rm ` und 2 2 R`, sodass @1f .x; ˆ.1; 2// D 0 und rang @2f .x; ˆ.1; 2// D ` in
einer Umgebung von . O1; O2/ mit Oy D ˆ. O1; O2/ gilt. Für Qf .x; 2/ WD f .x; ˆ.1; 2// existiert
wegen Satz B.8 eine Umgebung QV  Rn um Ox 2 V und eine Abbildung Qg W V ! R, die Qg. Ox/ D
O2 und damit Qf .x; Qg.x// D 0 8x 2 QV erfüllt. Damit erfüllt die Abbildung g D ˆ.1; Qg.x// mit
1 D z und V  . QV Rm `/ die Aussagen g. Ox; Oz/ D Oy, rang @zg D m  ` und f .x;g.x; z// D
0 8.x; z/ 2 V .
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C Numerische Berechnungen der
Beispielsysteme
C.1 Dreimassenschwinger
Für den Dreimassenschwinger aus Abschnitt 7.1 führt Algorithmus 3.1 mit ci1 D 0, ci2 D 0,
bi0 D 25, b
i
1 D 10 und bi2 D 1 für i D 1; 2 sowie den Parametern aus Tabelle 7.1 auf die
Restriktionen der ersten algebraischen Gleichung
 1e;0.x1;u/ D  x
1 C x3 C u2
 1e;1.x1;u; Pu/ D  x
2 C x4 C Pu2
 1e;2.x1;u; Pu; Ru;x2/ D x
1 C 0;1x2 C Ru2   11x12 C 10x
2
2 ;
woraus
x2 D ˛1.x1;u; Pu; Ru;x2;1/ D

 2;18x1 0;9x2C2;27x3C0;91x4C2;27u2C0;91 Pu2C0;09 Ru2C0;67x2;1
0;74x2;1

berechnet wird. Die Restriktionen der zweiten algebraischen Gleichung
 2e;0.x1/ D  x
3 C x5
 2e;1.x1/ D  x
4 C x6
 2e;2.x1;u; Pu; Ru;x2;1/ D  21;82x
1   9x2 C 22;73x3 C 9;09x4   10x5   1;5x6
C 5u1 C 22;73u2 C 9;09 Pu2 C 0;91 Ru2   4;37x2;1
führen auf
x2;1 D ˛2.x1;u; Pu; Ru/ D  4;99x
1   2;06x2   0;52x3   0;21x4 C 3;43x5 C 1;94x6
C 1;14u1 C 5;2u2 C 2;08 Pu2 C 0;21 Ru2 :
Es folgt
˛e.x1;u; Pu; Ru/ D

 5;54x1 2;28x2C1;92x3C0;77x4C2;31x5C1;31x6C0;77u1C5;77u2C2;31 Pu2C0;23 Ru2
 3;69x1 1;52x2 0;38x3 0;15x4C2;54x5C1;44x6C0;85u2C3;85u2C1;54 Pu2C0;15 Ru2

:
C.1 Dreimassenschwinger 139
Damit ergibt sich das verkoppelte Zustandssystem
Pxe D
2
66666666666666664
0 1 0 0 0 0 0 0 0 0
 6;54  2;38 1;92 0;77 2;31 1;31 0;77 5;77 0 2;31
0 0 0 1 0 0 0 0 0 0
18;46 7;62  23;08  9;23 2;31 1;31 0;77  19;23 0  7;69
0 0 0 0 0 1 0 0 0 0
18;46 7;62 1;92 0;77  22;69  8;69 0;77  19;23 0  7;69
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
3
77777777777777775
xe C
2
66666666666666664
0 0
0 0;23
0 0
0  0;77
0 0
0  0;77
0 0
0 0
1 0
0 1
3
77777777777777775
v (C.1a)
y D

1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0

xe (C.1b)
mit xTe D

xT1 u
T PuT

und v D Ru.
Algorithmus 3.2 erzeugt die Restriktionen
 1m;0.x1;u/ D 
1
e;0.x1;u/
 1m;1.x1;u; Pu
2/ D  1e;1.x1;u; Pu/
 1m;2.x1;u; Pu
2; Ru2;x2/ D 
1
e;2.x1;u; Pu; Ru;x2/
 2m;0.x1/ D 
2
e;0.x1/
 2m;1.x1/ D 
2
e;0.x1/
 2m;2.x1;u; Pu
2; Ru2;x2;1/ D 
2
e;2.x1;u; Pu; Ru;x2;1/
und den Verkopplungsregler
˛m.x1;u; Pu
2; Ru2/ D ˛e.x1;u; Pu; Ru/ :
Die dynamische Erweiterung
Pxu D

0 1
0 0

xu C

0 0
0 1

v
u D

0 0
1 0

xu C

1 0
0 0

v ;
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wobei xTu D

u2 Pu2

und vT D

u1 Ru2

gilt, führt mit xTe D

xT1 x
T
u

auf das verkoppelte
Zustandssystem
Pxe D
2
6666666666664
0 1 0 0 0 0 0 0
 6;54  2;38 1;92 0;77 2;31 1;31 5;77 2;31
0 0 0 1 0 0 0 0
18;46 7;62  23;08  9;23 2;31 1;31  19;23  7;69
0 0 0 0 0 1 0 0
18;46 7;62 1;92 0;77  22;69  8;69  19;23  7;69
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
3
7777777777775
xe C
2
6666666666664
0 0
0;77 0;23
0 0
0;77  0;77
0 0
0;77  0;77
0 0
0 1
3
7777777777775
v (C.2a)
ye D
2
666664
 5;54  2;28 1;92 0;77 2;31 1;31 5;77 2;31
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
 1 0 1 0 0 0 1 0
0 0  1 0 1 0 0 0
3
777775xe C
2
666664
0;77 0;23
1 0
0 0
0 0
0 0
3
777775 v : (C.2b)
Durch Auflösen der Ausgangsgleichung nach
v D

0 0 0 0 0 0 0 0
24 9;9  8;33  3;33  10  5;67  25  10

xe C

0 1 0 0 0
4;33  3;33 0 0 0

ye
und Einsetzen in das System ergibt sich die kausale Prozesskopie
Pxe D
2
6666666666664
0 1 0 0 0 0 0 0
 1  0;1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0  16;67  6;67 10 5;67 0 0
0 0 0 0 0 1 0 0
0 0 8;33 3;33  15  4;33 0 0
0 0 0 0 0 0 0 1
24 9;9  8;33  3;33  10  5;67  25  10
3
7777777777775
xe C
2
6666666666664
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
 3;33 3;33 0 0 0
0 0 0 0 0
 3;33 3;33 0 0 0
0 0 0 0 0
4;33  3;33 0 0 0
3
7777777777775
ye (C.3a)
Qye D
2
666664
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
 1 0 1 0 0 0 1 0
0 0  1 0 1 0 0 0
3
777775xe C
2
666664
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
3
777775ye : (C.3b)
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Mit
xb D
2
6666666666664
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0  1;67  0;67 1 0;57 0 0
3
7777777777775
xe C
2
6666666666664
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0;67 0;33 0 0 0
3
7777777777775
ye (C.4)
kann der Beobachter die Variablen des Deskriptors rekonstruieren. Die balancierte Ordnungsre-
duktion von (C.3) führt auf das System
P D
2
6664
 0;09 0;47  0;77 0;5
 0;6  1;93 0;58 1;07
0;38  4;44 0;19 1;13
 0;84  5;08  0;23 0;73
3
7775  C
2
6664
1;2 0 0 0 0
1;77  1;8 0 0 0
4;42  3;7 0 0 0
4;23  4;05 0 0 0
3
7775ye (C.5a)
Qye D
2
666664
0 0 0 0
0 0 0 0
 0;19 0;26 0;46  0;54
0 0 0 0
0 0 0 0
3
777775  C
2
666664
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
3
777775ye (C.5b)
xb D
2
6666666666664
 0;28  0;33 0;54  0;35
0;72  0;13 0;21  0;13
 0;09  0;59 0;09 0;19
0;24  0;22  0;3  0;45
 0;09  0;59 0;09 0;19
0;24  0;22  0;3  0;45
0 0 0 0
0;04 0;42  0;03  0;08
3
7777777777775
 C
2
6666666666664
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0;67 0;33 0 0 0
3
7777777777775
ye ; (C.5c)
142 C Numerische Berechnungen der Beispielsysteme
für welches ein Luenbergerbeobachter
Pb D
2
6664
 0;33 0;82  0;17  0;21
0;14  3  1;25 3;23
0;02  3;92 1;09 0;07
 2;05  3;36 2;74  2;75
3
7775 b C
2
6664
1;2 0  1;33 0 0
1;77  1;8 4;02 0 0
4;42  3;7  1;97 0 0
4;23  4;05  6;51 0 0
3
7775ye (C.6a)
xb D
2
6666666666664
 0;28  0;33 0;54  0;35
0;72  0;13 0;21  0;13
 0;09  0;59 0;09 0;19
0;24  0;22  0;3  0;45
 0;09  0;59 0;09 0;19
0;24  0;22  0;3  0;45
0 0 0 0
0;04 0;42  0;03  0;08
3
7777777777775
b C
2
6666666666664
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0;67 0;33 0 0 0
3
7777777777775
ye (C.6b)
mit den Eigenwerten f 0;5;   1;   1;5;   2g und ein reduzierter Beobachter
Pb D
2
4  2;15  0;92 0;86 3;99  0;63  0;37
 5;54  0;86  0;22
3
5 b C
2
4 2;11  1;8  4;32 0 04;99  3;7  12;3 0 0
3;55  4;05  13;97 0 0
3
5ye (C.7a)
xb D
2
6666666666664
 0;55 0;16 0;09
0;07 0;55  0;54
 0;55 0;16 0;09
 0;16  0;19  0;58
 0;55 0;16 0;09
 0;16  0;19  0;58
0 0 0
0;38  0;09 0
3
7777777777775
b C
2
6666666666664
0 0 0;31 0 0
0 0  0;36 0 0
0 0  0;69 0 0
0 0  2;26 0 0
0 0  0;69 0 0
0 0  2;26 0 0
1 0 0 0 0
0;67 0;33 0;68 0 0
3
7777777777775
ye (C.7b)
mit den Eigenwerten f 0;5;   1;   1;5g entworfen wird.
C.2 Parallelroboter
Die mechanischen Parameter des Parallelroboters sind in Tabelle C.1 angegeben, wobei ihre Be-
deutungen im Strukturbild C.1 dargestellt sind.
Der Trajektorienfolgeregler wird als zeitvarianter Riccatiregler für das entlang der Trajektorie
linearisierte System entworfen, der um einen I-Anteil für die Position des Endeffektors ergänzt
wird. Das Systemvektorfeld des verkoppelten Zustandssystems wird daher um die Berechnung des
Endeffektorpositionsfehlers durch hr.x1/ aus (7.5d) erweitert wobei sich der Zustand zu xTR Dh
xTe x
T
p
i
2 R14 mit dem integrierten Positionsfehler xp 2 R2 ergibt.
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me
l11;m11; ‚11
l12;m12; ‚12
l21;m21; ‚21
l22;m22; ‚22
l31;m31; ‚31
l32;m32; ‚32
L1
L2
L3
ls;11
ls;12
ls;21
ls;22
ls;31
ls;32
Bild C.1: Strukturbild des Parallelroboters
Tabelle C.1: Parameter des Parallelroboters
Symbol Wert Einheit Beschreibung
L1 0;4997 m Abstand zwischen den Antrieben 1 und 2
L2 0;5067 m Abstand zwischen den Antrieben 2 und 3
L3 0;5072 m Abstand zwischen den Antrieben 3 und 1
l11; l21; l31 0;2412 m Armlänge der aktiven Arme
l12 0;2819 m Armlänge des 1. passiven Armes
l22 0;2825 m Armlänge des 2. passiven Armes
l32 0;2818 m Armlänge des 3. passiven Armes
ls;11; ls;21; ls;31 0;0378 m Abstand zum Armschwerpunkt
ls;12; ls;22; ls;32 0;1166 m Abstand zum Armschwerpunkt
m11;m21;m31 1;634 kg Masse der Arme
m12;m22;m32 0;219 kg Masse der Arme
me 0;55 kg Masse des Endeffektors
‚11; ‚21; ‚31 0;0133 kg m2 Massenträgheitsmoment der aktiven Arme mit Antrieb
‚12; ‚22; ‚32 0;0017 kg m2 Massenträgheitsmoment der passiven Arme
Die Gewichtungsmatrizen für den zeitvarianten Riccati-Entwurf werden zeitinvariant zu
M 11xx D diag.a; a; a; a; a; a; b; b; b; b; b; b; c; c/ M 12xx D 0 M 1xu D 0
M 21xx D 0 M
22
xx D 10 M
2
xu D 0 (C.8)
M 1ux D 0 M
2
ux D 0 Muu D 30
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mit
a D 5000 b D 10 c D 2  105
gewählt. Der Parameter c gewichtet dabei die integrierten Positionsabweichungen des Endeffek-
tors. Die Gewichtungsmatrix M 11xe wird als Lösung der algebraischen Riccatigleichung der ver-
koppelten Zustandsraumdarstellung zum Zeitpunkt te gewählt.
Die Wahl der Gewichtungsmatrizen basiert auf wiederholten Simulationen, bei denen sich zeigte,
dass der integrierte Positionsfehler um Größenordnungen stärker als die übrigen Zustände gewich-
tet werden muss, damit der I-Anteil einen nennenswerten Beitrag zum Stellgrößensignal liefert.
Am realen Aufbau erzeugte die Regelung mit den angegebenen Parametern die geringsten Abwei-
chungen von der Trajektorie.
Als Beobachter kommt ein Kalmanfilter zum Einsatz, das um einen Störgrößenbeobachter erwei-
tert wird. Dies ist notwendig, da die Reibung nicht exakt kompensiert werden kann und die durch
den I-Anteil im Regler erzeugten Momente zur Reibkompensation sonst den Beobachterfehler
vergrößern. Daher werden Stückweise konstante Störungen angenommen, die an jedem Eingang
des Parallelroboters wirken. Der Kalmanfilterentwurf erfolgt für das um die Störmodelle erweiter-
te verkoppelte Zustandssystem mit dem Zustand xTK D

xTe x
T
r

2 R15, wobei xr 2 R3
den Zustand der drei Störmodelle für die Reibung beschreibt. Die geschätzten Störgrößen werden
jedoch nicht aufgeschaltet, da keine Verbesserungen durch das Aufschalten erkennbar sind.
Die Kovarianzmatrix des Systemrauschens Q und die Kovarianzmatrix des Messrauschens S wer-
den für den Kalmanfilterentwurf zeitinvariant zu
Q D diag.1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 100; 100; 100/
S D diag.a; b; a; b; a; b/
mit
a D 1  10 4 b D 1  10 2
gewählt. Als Anfangswert für die Kovarianzmatrix des Schätzfehlers wird die Lösung der alge-
braischen Riccatigleichung zum Zeitpunkt t0 des dualen Systems verwendet.
Die Sinus-Kosinus-Geber der Antriebe an den aktiven Gelenken werden auch zur Bestimmung
der Messgrößen für das Kalmanfilter verwendet. Sie liefern, im Gegensatz zu den Hallsensoren an
den passiven Gelenken, ein Winkelsignal ohne erkennbares Rauschen. Dies wird bei der Wahl der
Kovarianzmatrix des Messrauschens berücksichtigt. Die Wahl der übrigen Gewichtungsmatrizen
beruht erneut auf Simulationen und anschließender Evaluierung am realen System. Die angege-
benen Gewichtungsmatrizen erzeugen dabei die kleinsten Schätzfehler.
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