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AN A POSTERIORI KAM THEOREM FOR WHISKERED TORI IN
HAMILTONIAN PARTIAL DIFFERENTIAL EQUATIONS WITH
APPLICATIONS TO SOME ILL-POSED EQUATIONS
RAFAEL DE LA LLAVE AND YANNICK SIRE
Abstract. The goal of this paper is to develop a KAM theory for tori with hyper-
bolic directions, which applies to Hamiltonian partial differential equations, even to
some ill-posed ones.
The main result has an a-posteriori format, i.e., we show that if there is an ap-
proximate solution of an invariance equation which also satisfies some non-degeneracy
conditions, then there is a true solution nearby. This allows, besides dealing with the
quasi-integrable case, to validate numerical computations or formal perturbative ex-
pansions as well as to obtain quasi-periodic solutions in degenerate situations. The
a-posteriori format also has other automatic consequences (smooth dependence on
parameters, bootstrap of regularity, etc.). We emphasize that the non-degeneracy
conditions required are just quantities evaluated on the approximate solution (no
global assumptions on the system such as twist). Hence, they are readily verifiable
in perturbation expansions.
The method of proof is based on an iterative method to solve a functional equa-
tion for the parameterization of the torus satisfying the invariance equations and
for parametrization of directions invariant under the linearizatation. The iterative
method does not use transformation theory or action-angle variables. It does not
assume that the system is close to integrable. We do not even need that the equation
under consideration admits solutions for every initial data. In this paper we present
in detail the case of analytic tori when the equations are analytic in a very weak
sense.
We first develop an abstract theorem. Then, we show how this abstract result
applies to some concrete examples, including the scalar Boussinesq equation and
the Boussinesq system so that we construct small amplitude tori for the equations,
which are even in the spatial variable. Note that the equations we use as exam-
ples are ill-posed. The strategy for the abstract theorem is inspired by that in
[FdlLS09b, FdlLS09a]. The main part of the paper is to study infinite dimensional
analogues of dichotomies which applies even to ill-posed equations and which is stable
under addition of unbounded perturbations. This requires that we assume smoothing
properties. We also present very detailed bounds on the change of the splittings under
perturbations.
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1. Introduction
The goal of this paper is to develop a KAM theory for tori with hyperbolic directions,
which applies to Hamiltonian partial differential equations, even to some ill-posed ones.
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The main result, Theorem 3.5 is stated in an a-posteriori format, that is, we formulate
invariance equations and show that approximate solutions that satisfy some explicit
non-degeneracy conditions, lead to a true solution. This a-posteriori format leads
automatically to several consequences (see Section 3.6.2) and can be used to justify
numerical solutions and asymptotic expansions. We note that the results do not assume
that the equations we consider define evolutions and indeed we present examples of
quasi-periodic solutions in some well known ill-posed equations. See Sections 10, 11.
1.1. Some general considerations and relations with the literature. Some par-
tial differential equations appear as models of evolution in time for Physical systems.
It is natural to consider such evolutionary PDE’s as a dynamical system and try to use
the methods of dynamical systems.
Adapting dynamical systems techniques to evolutionary PDE’s has to overcome
several technical difficulties. For starters, since the PDE’s involve unbounded oper-
ators, the standard theory of existence, uniqueness developed for ordinary differen-
tial equations does not apply. As it is well known, by now, there are systematic
ways of defining the evolution using e.g. semigroup theory [Sho97, Paz83, Gol85]
and many dynamical systems techniques can be adapted in the generality of semi-
groups ( see the pioneering work of [Hen81] and more modern treatises [Hal88, Miy92,
Tem97, CFNT89, Rob01, SY02, CV02, HMO02, CM12].) Besides the analytic diffi-
culties, adapting ODE techniques to PDE’s has to face that several geometric argu-
ments fail to hold. For instance, symplectic structures on infinite-dimensional spaces
(see for instance [CM74, Bam99]) could lack several important properties. Hence,
the techniques (e.g. KAM theory) that are based on geometric properties have to
overcome several difficulties specially the methods based on transformation theory
[Kuk93, Kuk94, Kuk00, Kuk06, KP03]. Some recent methods based on avoiding trans-
formation theory are [CW93, CW94, Bou99, Ber07, Cra00]. When working near an
equilibrium point, one also has to face the difficulty that the action angle variables are
singular (even in finite dimensions) [KP03, GK14]. In the approach of this paper, we
do not use action angle variables, which present difficulties even in finite dimensional
fixed points and, much more in PDE’s.
One class of evolutionary equations that has not received much systematic attention
is ill-posed equations. In ill-posed equations, one cannot define the evolution for all the
initial data in a certain space (an equation may be ill-posed in a space and well posed
in another) or the evolution is not continuous in this space. Nevertheless, it can be
argued that even if one cannot find solutions for all the inital data, one can still find
interesting solutions which provide accurate descriptions of physical phenomena. Many
ill-posed equations in the literature are obtained as a heuristic approximation of a more
fundamental equation. The solutions of the ill-posed equation may be approximate
solutions of the true equation.
For example, many long wave approximations of water waves turn out to be ill-posed
(e.g. the Boussinesq equations used as examples here, see Section 10) but several special
solutions (e.g. traveling waves or the quasi-periodic solutions considered in this paper)
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of the long wave approximations can be constructed. These special solutions are such
that, for them, the long wave approximation is rather accurate. Hence, the solutions
obtained here for the long wave approximation provide approximate solutions of the
original water wave equation and are physically relevant.
Note that the long-wave approximations are PDE’s while the water waves problem
is a free boundary and many techniques are different, notably in numerical analysis.
Being able to validate the numerical solutions is useful.
Of course, the straightforward adaptation of ODE methods for invariant manifolds
to ill-posed equations present some challenges because some methods (e.g. graph trans-
form, index theory methods, etc.), which are very useful in ODEs, require taking ar-
bitrary initial conditions. Nevertheless, we will present rather satisfactory adaptations
of some of the methods of hyperbolic dynamical systems.
In the present paper, we are concerned with the construction of quasi-periodic mo-
tions of PDEs. The method is very general. Some concrete examples of ill-posed
equations to which the method applies will be presented in Sections 10 and 11.
The tori we consider are whiskered, that is the linearization has many hyperbolic di-
rections, indeed, as many directions as it is possible to be compatible with the preserva-
tion of the symplectic structure. There is a rich KAM theory for whiskered tori [Gra74,
Zeh76] or for lower dimensional tori will elliptic directions [Eli89, You99, LY05, Sev06].
A treatment of normally elliptic tori by methods similar to those here is in [LV11].
In PDE’s, where the phase space is infinite dimensional, the quasiperiodic solutions
are very low dimensional. Nevertheless, most of the literature in PDE is concerned
with normally elliptic tori, so that most of the small divisors come from the elliptic
normal directions. The models considered here have no elliptic normal directions. On
the other hand, the models we consider do not admit solutions for all initial conditions
and present very severe unstable terms. Hence, methods based on transformation
theory, normal forms etc. are very difficult in our case. We also deal with unbounded
perturbations.
1.2. Overview of the method. We are going to follow roughly the method de-
scribed in [FdlLS09b] and implemented in [FdlLS09a] for finite dimensional systems,
in [LdlL09, FdlLS15] for infinite dimensional systems (but whose evolution is a smooth
differential equation; the main difficuly overcome in [LdlL09] was the fact that the
equations involve delays, a new difficulty in [FdlLS15] is the spatial structure). In this
paper we overcome the difficulty that the evolution equations are PDE’s which are
perturbed by unbounded operators. Hence, we have to overcome many problems (un-
bounded operators, regularity issues and spectral theory for instance ). Some results
in KAM with unbounded perturbations by very different methods appear in [LY11].
The method we use is based on the solution of a functional equation whose unknown
is a parameterization of the invariant torus and devicing a Newton method to solve
these equations by quadratically convergent schemes. We assume that the linearized
evolution admits an invariant splitting. In the hyperbolic directions we can use essen-
tially soft functional analysis methods. There are subtleties such that we have to deal
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with unbounded perturbations and be very quantitative in the hyperbolic perturbation
theory, and a center direction case, in which we have to deal with equations involving
small divisors and use heavily the number theoretic properties of the equation and the
symplectic geometry.
The method does not rely on methods that require the evolution for all initial data on
a ball. Also, the symplectic geometry properties are used only sparingly. We certainly
do no use action-angle variables. The solutions we construct are very unstable – indeed,
some perturbations near them may lead to a solution of the evolution equation – but
they are in some precise sense hyperbolic in the usual meaning of dynamical systems.
We expect that one can define stable and unstable manifolds for them and we hope to
come back to this problem. Fortunately, the analysis on the center is very similar to the
analysis in the finite dimensional case. The bulk of the work is in the study of hyperbolic
splittings with unbounded perturbations. We hope that the theory developed here can
be used in other contexts.
Indeed, other theories of persistence of invariant splitting (having significant appli-
cations to PDE) have already been developed in [Hen81, PS99, CL95, CL96, HI11].
The main difference between Section 6 and [CL95, CL96] is that we take advantage of
the smoothing properties and, hence, can deal with more singular perturbations. We
also take advantage of the fact that the dynamics on the base is a rotation whereas
[CL95, CL96] deal with more general dynamics. This allows us to obtain analyticity
results which are false in the more general contexts considered in [CL95, CL96].
The method presented here applies even to some ill-posed equations. A fortiori,
it applies also to well posed equations. Even then, it presents advantages, notably
our main result has an a-posteriori format that can justify several expansions and
deal with situations with weak hyperbolicity, bootstrap regularity, establish smooth
dependence, etc. It also leads to efficient numerical algorithms. See Section 3.6.2.
In a complementary direction, we point out that for finite dimensional problems the
present methods leads to efficient algorithms (See [HdlLS12]). The case without center
directions and no Hamiltonian structure has been considered in [CH15].
1.3. Organization of the paper. This paper is organized as follows: In Section 2
we present an overview of the method, describing the steps we will take, but ignoring
some important precisions (e.g. domains of the operators), and proofs. In Section 3
we start developing the precise formulation of the results. We first present an ab-
stract framework in the generality of equations defined in Banach spaces, including
the abstract hypothesis. The general abstract results are stated in Section 3.6.1 and
in Section 3.6.3 we discuss how to apply the results to some concrete examples. Some
possible extensions are discussed in Section 3.6.2. The rest of the paper is devoted to
the proof of the results following the strategy mentioned in the previous sections. One
of the main technical results, which could have other applications is the persistence of
hyperbolic evolutions with smoothing properties. See Section 6.
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2. Overview of the method
In this section, we present a quick overview describing informally the steps of the
method. We present the equations that need to be solved and the manipulations that
need to be done ignoring issues such as domain of operators, estimates. These precisions
will be taken up in Section 3. This section can serve as motivation for Section 3 since
we use the formal manipulations to identify the issues that need to be resolved by a
precise formulation.
We will discuss first abstract results, but in Sections 10 and 11, we will show that
the abstract result applies to concrete examples.
One example to keep in mind and which has served as an important motivation for
us is the Boussinesq equation
(1) utt = µuxxxx + uxx + (u
2)xx x ∈ T, t ∈ R, µ > 0
In Section 11, we will also consider the Boussinesq system. Other models in the lit-
erature which fit our scheme are the Complex Ginzburg-Landau equation and the
derivative Complex Ginzburg-Landau equation for values of the parameters in suitable
ranges.
Remark 2.1. There are several equations called the Boussinesq equation in the liter-
ature (in Section 11 we also present the Boussinesq system), notably the Boussinesq
equation for fluids under thermal buoyancy. The paper [McK81] uses the name Boussi-
nesq equation for utt = −uxxxx + (u2)xx and shows it is integrable in some sense made
precise in that paper. Note that this equation is very different from (1) because of
the sign of the fourth space derivative and (less importantly), the absence of the term
with the second derivative. The sign of the fourth derivative term causes that the wave
propagation properties of (1) and the equation in [McK81] are completely different.
Sometimes people refer to (1) with µ > 0 as the “bad” Boussinesq equation, and
call the equation with µ < 0, the “good” Boussinesq equations. We note that the case
µ > 0 considered here is the case that appears in water waves (see [Bou72, Equation
(26)] ).
Remark 2.2. We note that the fourth derivative in (1) is just the next term in the
long wave expansion of the water wave problem (which is not a PDE, but rather a free
boundary problem). Equations similar to (1) appear in many long wave approximations
for waves. See [CGNS05, Cra08] for modern discussions.
The special solutions of (1) which are in the range of validity of the long wave
approximation are good approximate solutions of the water wave problem, but they
are analyzable by PDE methods rather than the free boundary methods required by
the original problem. [CNS11, LM09]. Note that the solutions produced here lie in the
regime (low amplitude, long wave) where the equation (1) was derived, so that they
provide approximate solutions to the water wave problem.
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2.1. The evolution equation. We consider an evolutionary PDE, which we write
symbolically,
(2)
du
dt
= X ◦ u
where X will be a differential and possibly non-linear operator. This will, of course,
require assumptions on domains etc. which we will take up in Section 3. For the
moment, we will just say that X is defined in a domain inside a Banach space X . We
will write
(3) X (u) = Au+N (u)
where A is linear and N is a nonlinear and possibly unbounded operator.
The differential equations u˙ = Au will not be assumed to generate dynamical evolu-
tion for all initial conditions (we just assume that it generates forward and backward
evolutions when restricted to appropriate subspaces). Of course, we will not assume
that (2) defines an evolution either. Lack of solutions for all the initial conditions will
not be a severe problem for us since we will only try to produce some specific solutions.
The meaning in which (2) is to hold may be taken to be the classical sense. As we
will see we will take the space X to consist of very differentiable functions so that the
derivatives can be taken in the elementary classical sense. As intermediate steps, we
will also find useful some solutions in the mild sense, satisfying some integral equations
formally equivalent to (2). The mild solutions require less regularity in X . Again, we
emphasize that the solutions we try to produce are only special solutions.
We will assume that the nonlinear operator N is “sub-dominant” with respect to
the linear part. This will be formulated later in Section 3, but we anticipate that this
means roughly that A is of higher order than N and that the evolution generated by
A when restricted to appropriate sub-spaces gains more derivatives than the order of
N . We will formulate all this precisely later.
We will follow [Hen81] and formulate these effects by saying that the operator N is
an analytic function from a domain U ⊂ X – X is a Banach space of smooth functions –
to Y – a space corresponding to less smooth functions and that the evolution operators
map Y back to X with some quantitative bounds.
In the applications that we present in Sections 10 and 11, the equations we consider
are polynomial1 but the method can deal with more general nonlinearities.
2.2. The linearized evolution equations. Note that, in this set up we can define a
linearized evolution equation around a curve u(t) in X , i.e.
(4)
dξ
dt
= DX ◦ u(t)ξ ≡ Aξ +DN (u(t))ξ
1The equations we consider are taken from the literature of approximations of water waves. In
these derivations, it is customary to expand the non-linearity and keep only the lower order terms
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The equations (4) are to be considered as evolution equations for ξ while u(t) is given
and fixed. The meaning of the term DN could be understood if N is a differentiable
operator from X to Y .
Of course, when u(t) is solution of the evolution equation (2), equations (4) are the
variational equations for the evolution. In our case, the evolution is not assumed to
exist and, much less, the variational equations are assumed to provide a description of
the effect of the initial conditions on the variation. We use these equations (4) even
when u(t) is not a solution of the evolution equation (2) and we will show that they
are indeed a tool to modify an approximate solution u(t) into a true solution.
Notice that (4) is non-autonomous, linear non-homogeneous, but that the existence
of solutions is not guaranteed for all the initial conditions (even if the time dependent
term is omitted).
In the finite dimensional case, equations of the form (4) even when u(t) is not a
solution are studied when performing a Newton method to construct a solution; for
example in multiple shooting. Here, we will use (4) in a similar way. We will see that
(4) can be studied using that A is dominant and has a splitting (and that u(t) is not
too wild).
2.3. The invariance equation. Given a fixed ω ∈ Rℓ that satisfies some good num-
ber theoretic properties (formulated precisely in Section 3.3), we will be seeking an
embedding K : Tℓ → X in such a way that
(5) X ◦K = DK · ω
Note that if (5) holds, then, for any θ ∈ Tℓ, u(t) = K(ωt + θ) will be solution of (2).
Hence, when we succeed in producing a solution of (5), we will have a ℓ-parameter
family of quasi-periodic solutions. The meaning of these parameters is the origin of
the phase as is very standard in the theory of quasi-periodic functions.
2.4. Outline of the main result. The main ingredient of the main result, Theo-
rem 3.5 is that we will assume given an approximate solution K0 of (5). That is, we
are given an embedding K0 in such a way that
(6) X ◦K0 −DK0 · ω ≡ e
is small enough. We will also assume that the linearized evolution satisfies some non-
degeneracy assumptions. The conclusions is that there is a true solution close to the
original approximate solutions. Theorems of these form in which we start from an
approximate solution and conclude the existence of a true one are often called “ a
posteriori” theorems.
In the concrete equations that we consider in the applications, the approximate
solutions will be constucted using Lindstedt series.
The sense in which the error e is small requires defining appropriate norms, which
will be taken up in Section 3. The precise form of the non-degeneracy conditions will
be motivated by the following discussion which specifies the steps we will perform for
the Newton method for the linearized equation
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(7)
du
dt
= DX ◦K0(θ + ωt)u
The non-degeneracy conditions have two parts. We first assume that for each θ ∈ Tℓ,
the linearized equation satisfies some spectral properties. These spectral properties
mean roughly that there are solutions of (7) that decrease exponentially in the future
(stable solutions), others that decrease exponentially in the past (unstable solutions),
and some center directions that can grow or decrease with a smaller exponential rate.
The span of these three class of solutions is the whole space. We will also assume that
the evolutions, when they can be defined, gain regularity.
In the ODE case, this means that the linearized equation admits an exponential
trichotomy in the sense of [SS76].
In the PDE case, there are some subtleties not present in the ODE case. For instance,
the vector field is not differentiable and is only defined on a dense subset.
We will not assume that (7) defines an evolution for all time and all the initial
conditions. We will however assume that (7) admits a solution forward in time for initial
conditions in a space (the center stable space) and backwards in time for the another
space (the center unstable space). We will furthermore assume that the center stable
and center unstable spaces span the whole space, and they have a finite dimensional
intersection (we will also assume that they have a finite angle, which we will formulate
as saying that the projections are bounded). We emphasize that we will not assume
that the evolution forward of (7) can be defined outside of the center stable space nor
that the backward evolution can be defined outside of the center unstable space.
Furthermore, we will assume that the evolutions defined in these spaces are smooth-
ing. Of course, these subtleties are only present when we consider evolutions generated
by unbounded operators and are not present in the ODE case.
A crucial result for us is Lemma 6.1 which shows that this structure (the trichotomy
with smoothing) is stable under the addition of unbounded terms of lower order. We
also present very quantitative estimates on the change of the structure under pertur-
bations. Note that the result is also presented in an a-posteriori format so that we can
use just the existence of an approximate invariant splitting.
The smoothing properties along the stable directions overcome the loss of regularity
of the perturbation. Hence, we can obtain a persistence of the spaces under unbounded
perturbations of lower order. A further argument shows the persistence of the smooth-
ing properties. The result in Lemma 6.1 can be considered as a generalization of the
finite dimensional result on stability of exponential dichotomies to allowing unbounded
perturbations. An important consequence is that, when N (u) is small enough (in an
appropriate sense) we can transfer the hyperbolicity from A to the approximate solu-
tion, which is the way that we construct the approximately hyperbolic solutions in the
applications.
We will need to assume that in the center directions, there is some geometric struc-
ture that leads to some cancellations (sometimes called automatic reducibility). These
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cancellations happen because of the symplectic structure. We note that, in our case,
we only need a very weak form of symplectic structure, namely that it can be made
sense of in a finite dimensional space consisting of rather smooth functions. Note that
the infinitesimal perturbations do not grow in the tangent directions. The preservation
of the geometric structure also implies that some of the perpendicular directions evolve
not faster than linearly. Hence, the tori we consider are never normally hyperbolic and
that for ℓ-dimensional tori, the space of directions with subexponential growth is at
least 2ℓ dimensional. We will assume that the tori are as hyperbolic as possible while
preserving of the symplectic structure. That is, the set of directions with subexponen-
tial growth is precisely 2ℓ dimensional . These tori are called whiskered in the finite
dimensional case.
We note that the geometric structure we need only requires to make sense as the re-
striction to an infinitesimal space and be preserved only in a set of directions. The geo-
metric structure that appears naturaly in applications will be given by an unbounded
form and many of the deeper features of symplectic structures in finite dimensions will
not be available. Hence, it is important to note that the present method does not rely
much in the symplectic structure. We do not rely on transformation theory we only
use some geometric identities in finite dimensional spaces to construct a good system
of coordinates in finite dimensions and to show that some (finite dimensional) averages
vanish. In systems without the geometric structure, the system of coordinates and the
averages would require adjusting external parameters.
Remark 2.3. We note that (7) is formally the variation equation giving the derivative
of the flow of the evolution equation. This interpretation is very problematic since the
equations we will be interested in do not define necesserally a flow.
An important part of the effort in Section 3 consists in defining these structures in the
restricted framework considered in this paper when many of the geometric operations
used in the finite dimensional case are not available.
We also need to make assumptions that are analogues of the twist conditions in finite
dimensions. See Definition 3.4. The twist condition we will require is just that a finite
dimensional matrix is invertible. The matrix is computed explicitly on the approximate
solution and does not require any global considerations on the differential equation.
2.5. Overview of the proof. The method of proof will be to show that, under the
hypotheses we are making, a quasi-Newton method for equation (5) started in the
initial guess, converges to a true solution. We emphasize that the unknown in equation
(5) is the embedding K of Tℓ into a Banach space X . Hence, we will need to introduce
families of Banach spaces of embeddings (the proof of the convergence will be patterned
after the corresponding proofs [Mos66b, Zeh75]).
For simplicity, we will only consider analytic spaces of embeddings. Note that the
regularity of the embedding K as a function of their argument θ ∈ Tℓ is different from
the regularity of the functions K(θ) ∈ X . The term K(θ) will be functions of the x
variable. The space X encodes the regularity with respect to the variable x. Indeed, we
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will consider also other Banach spaces Y consisting of functions of smaller regularity
in x.
The Newton method consists in solving the equation
(8)
d
dt
∆(θ + ωt)−DX ◦K0(θ + ωt)∆(θ + ωt) = −e
and then, taking K0 +∆ as an improved solution.
Clearly, (8) is a non-homogeneous version of (7). Hence, the spectral properties of
(7) will play an important role in the solution of (8) by the variations of constants
formula. Following [FdlLS09b, FdlLS09a], we will show that using the trichotomy, we
can decompose (8) into three equations, each one of them corresponding to one of the
invariant subspaces.
The equations along the stable and unstable directions can be readily solved using
the variation of parameters formula also known as Duhamel formula (which holds in the
generality of semigroups) since the exponential contraction and the smoothing allow
us to represent the solution as a convergent integral.
The equations along the center direction, as usual, are much more delicate. We will
be able to show the geometric properties to establish the automatic reducibility. That
is, we will show that there is an explicit change of variables that reduces the equation
along the center direction to the standard cohomology equations over rotations (up
to an error which is quadratic – in the Nash-Moser sense – in the original error in
the invariance equation). It is standard that we can solve these cohomology equations
under Diophantine assumptions on the rotation and that we can obtain tame estimates
in the standard meaning of KAM theory [Mos66b, Mos66a, Zeh75]. One geometrically
delicate point is that the cohomology equations admit solutions provided that certain
averages vanish. The vanishing of these averages over perturbations is related to the
exactness properties of the flow. Even if this is, in principle, much more delicate in the
infinite dimensional case, it will turn out to be very similar to the finite dimensional
case, because we will work on the restriction to the center directions which are finite
dimensional. The procedure is very similar to that in [FdlLS09b].
We will not solve the linearized equations in center direction exactly. We will solve
them up to an error which is quadratic in the original error. The resulting modified
Newton method, will still lead to quadratically small error in the sense of Nash-Moser
theory and can be used as the basis of a quadratically convergent method.
Once we have the Newton-like step under control we need to show that the step can
be iterated infnitely often and it converges to the solution of the problem.
A necessary step in the strategy is to show stability of the non-degeneracy assump-
tions. The stability of the twist conditions is not difficult since it amounts to the
invertibility of a finite dimensional matrix, depending on the solution. The stabil-
ity of spectral theory is reminiscent of the standard stability theory for trichotomies
[SS76, HPS77] but it requires significant more work since we need to use the smoothing
properties of the evolution semigroups to control the fact that the perturbations are
unbounded. Then, we need to recover the smoothing properties to be able to solve the
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cohomology equations. For this functional analysis set up, we have found very inspir-
ing the “two spaces approach” of [Hen81] and some of the geometric constructions of
[Hen81, PS99, CL95, CL96]. Since the present method is part of an iterative procedure,
we will need very detailed estimates of the change.
We note that rather than presenting the main result as a persistence result, we
prove an a-posteriori result showing that an approximate invariant structure implies
the existence of a truly invariant one and we bound the distance between the original
approximation and the truly invariant one. This, of course, implies immediately the
persistence results.
3. The precise framework for the results
In this section we formalize the framework for our abstract results. As indicated
above, we will present carefully the technical assumptions on domains, etc. of the
operators under consideration, and the symplectic forms. We will formulate spectral
non-degeneracy conditions and the twist non-degeneracy assumption.
In Section 3.6 we will state our main abstract result, Theorem 3.5. The proof will
be obtained in the subsequent Sections. Then, in Sections 10 and 11 we will show how
the abstract theorem applies to several examples. The abstract framework has been
chosen so that the examples fit into it, so that the reader is encouraged to refer to
these sections for motivation. Of course, the abstract framework has been formulated
with the goal that it applies to other problems in a more or less direct manner. We
leave these to the reader.
We note that the formalism we use is inspired by the two-space formalism of [Hen81].
We consider two Hilbert spaces X and Y . The differential operators, which are un-
bounded from a space to itself will be very regular operators considered as operators
from X to Y . Some evolutions will have smoothing properties and map Y to X with
good bounds.
3.1. The evolution equation. We will consider an evolution equation as in (2) and
(3).
We assume
H1 There are two complex Hilbert spaces
X →֒ Y,
with continuous embedding. The space X (resp. Y ) is endowed with the norm ‖.‖X
(resp. ‖.‖Y )
We denote by L(X1, X2) the space of bounded linear operators from X1 to X2.
We will assume furthermore that X is dense in Y . We will assume in applications
that A and N are such that they map real functions into real functions; it will be part
of the conclusions that the solutions of the invariance equations we obtain are then
real.
H2 The non-linear part N of (3) is an analytic function from X to Y .
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We recall that the definition of an analytic function is that it is locally defined
by a norm convergent sum of multilinear operators. Since we will be considering an
implicit function theorem, it suffices to consider just one small neighborhood and a
single expansion in multi-linear operators. The examples in Sections 10 and 11 have
nonlinearities which are just polynomials (finite sums of multilinear operators).
Remark 3.1. In our case, it seems that some weaker assumptions would work. It would
suffice that X ◦ K(θ) is analytic for any analytic embedding K. In many situations
this is equivalent to the stronger definition [HP74, Chapter III]. In the main examples
that we will consider and in other applications, the vector field X is a polynomial.
Remark 3.2. It also seems possible that one could deal with finite differentiable prob-
lems. For the experts, we note that there are two types of KAM smoothing techniques:
either smoothing only the solutions in the iterative processs (single smoothing)[Sch60,
CdlL10b] or smoothing also the problems (double smoothing) [Mos66b, Zeh75]. In
general, double smoothing techniques produce better differentiability in the results.
On the other hand, in this case, the approximation of the problems seems fraught with
difficulties (how to define smoothings in infinite dimensional spaces, also for unbounded
operators). Nevertheless, single smoothing methods do not seem to have any problem.
Of course, if the non-linearities have some special structure (e.g. they are obtained by
composing with a non-linear function) it seems that a double smoothing could also be
applied.
Remark 3.3. Note that the structure of X assumed in (3) allows us to estimate always
the errors in Y , even if the unknown K are in X .
This is somewhat surprising since the loss of derivatives from X to Y is that of the
subdominant term N . We expect that the results of applying A to elements in X does
not lay in Y .
Nevertheless, using the structure in (3) and the smoothing properties we will be
able to show by induction that if the error is in Y at one step of the iteration, we can
estimate the error in subsequent steps of the iteration. Note that the new error is the
error in the Taylor approximation of X ◦ (K + ∆), which is the error in the Taylor
approximation of N ◦ (K +∆).
Of course, we also need to ensure that the initial approximation satisfies this hy-
pothesis. In the practical applications, we will just take a trigonometric polynomial.
3.2. Symplectic properties. We will need that there is some exact symplectic struc-
ture. In our method, this does not play a very important role. We just use the preser-
vation of the symplectic structure to derive certain identities in the (finite dimensional)
center directions. These are called automatic reducibility and use the exactness to show
that some (finite dimensional) averages vanish (vanishing lemma) so that we can prove
the result without adjusting parameters.
We will assume that there is a (exact) symplectic form in the space X and that the
evolution equation (2) can be written in Hamiltonian form in a suitable weak sense,
which we will formulate now.
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Motivated by the examples in Sections 10 and 11 and others in the literature, we
will assume that the symplectic form is just a constant operator over the whole space
X (notice that we can identify all the tangent spaces). We will not consider the fact
that the symplectic form depends on the position. Note that heuristically, the fact
that the symplectic form is constant ensures dΩ = 0 and, because we are considering
a Banach space, Poincare´ lemma would give Ω = dα. We will need only weak forms
of these facts. General symplectic forms in infinite dimensions may present surprising
phenomena not present in finite dimensions [CM74, Bam99, KP03]. Fortunately, we
only need very few properties in finite dimensional subspaces in a very weak sense.
H3 There is an anti-symmetric bounded operator Ω : X×X → C taking real values
on real vectors.
The operator Ω is assumed to be non-degenerate in the sense that Ω(u, v) = 0 ∀v ∈
X , implies u = 0.
Ω will be refered to as the symplectic form.
As we mentioned above, we are assuming that the symplectic form is constant.
In some of the applications, Ω could be a differential operator or the inverse of a
differential operator. When Ω is a differential operator, the fact that Ω is bounded
only means that we are considering a space X consisting of functions with high enough
regularity. The form Ω could be unbounded in L2 or in spaces consisting of functions
with lower regularity than the functions in X .
Notice that given a C1 embedding K of Tℓ to X we can define the pull-back of Ω by
the customary formula
(9) K∗Ωθ(a, b) = Ω(DK(θ)a,DK(θ)b)
The form K∗Ω is a form on Tℓ. If K is Cr as a mapping form Tℓ to X (in our
applications it will be analytic), the form K∗Ω will be Cr−1.
H3.1 We will assume that Ω is exact in the sense that, for all C2 embeddings
K : Tℓ → X we have
(10) K∗Ω = dαK
with αK a one-form on the torus.
In the applications we will have that αK = K
∗α for some 1-form in X . Note that if
Ω is not constant, we will need that α depends on the position.
H4 There is an analytic function H : X → C such that for any C1 path γ : [0, 1]→
X , we have
(11) H(γ(1))−H(γ(0)) =
∫ 1
0
Ω(X (γ(s)), γ′(s)) ds
Note that H4 is a weak form of the standard Hamilton equations iXΩ = dH . We
take the Hamiltonian equations and integrate them along a path to obtain (11).
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A consequence of H3 and H4 is we have that for any closed loop Γ with image in
Tℓ
(12)
∫
Γ
iX◦KK
∗Ω = 0.
Remark 3.4. The formulation of (11) is a very weak version of the Hamilton equation.
In particular, it is somewhat weaker than the formulation in [Kuk06], but on the other
hand, we will assume more hyperbolicity properties than in [Kuk06].
3.2.1. Some remarks on the notation for the symplectic form. The symplectic form can
be written as
Ω(u, v) = 〈u, Jv〉Z
where Z is a Hilbert space and 〈·, ·〉Z denotes the inner product in Z and J is a (possibly
unbounded) operator in Z – but bounded from X to Z.
Once we have defined the operator J , we can talk about the operator J−1 if it is
defined in some domain.
The evolution equations can be written formally
(13)
du
dt
= J−1∇H(u)
where ∇H is the gradient understood in the sense of the metric in Z. In the concrete
applications here, we will take Z = L2, X = Hm, Y = Hm−a for large enough m. Of
course, in well posed systems we can take X = Y .
We recall that the definition of a gradient (which is a vector field) requires a metric to
identify differentials with vector fields. This is true even in finite dimensions. In infinite
dimensions, there are several more subtleties such as the way that the derivative is to
be understood. Hence, we will not use much the gradient notation and the operator J
except in Section 7, which is finite dimensional.
Remark 3.5. In the Physical literature (and in the traditional calculus of variations)
it is very common to take Z to be always L2, even if the functions in the space X or
Y are significantly more differentiable. In some ways the space Z = L2 is considered
as fixed and the spaces X, Y are mathematical choices. So that the association of the
symplectic form to a symplectic operator is always done with a different inner product
Z. The book [Neu10] contains a systematic treatment of the use of gradients associated
to Sobolev inner products.
3.3. Diophantine properties. We will consider frequencies that satisfy the standard
Diophantine properties.
Definition 3.1. Given κ > 0 and ν ≥ ℓ− 1, we define D(κ, ν) as the set of frequency
vectors ω ∈ Rℓ satisfying the Diophantine condition:
(14) |ω · k|−1 ≤ κ|k|ν , for all k ∈ Zℓ − {0}
where |k| = |k1|+ ...+ |kℓ|. We denote
D(ν) = ∪κ>0D(κ, ν).
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It is well known that when ν > ℓ, the set D(ν) has full Lebesgue measure.
3.4. Spaces of analytic mappings from the torus. We will denote Dρ the complex
strip of width ρ, i.e.
Dρ =
{
z ∈ Cℓ/Zℓ : |Im zi| < ρ i = 1, ..., ℓ
}
.
We introduce the following Cm-norm for g with values in a Banach space W
|g|Cm(B),W = sup
0≤|k|≤m
sup
z∈B
||Dkg(z)||W .
Let H be a Banach space and consider Aρ,H the set of continuous functions on Dρ,
analytic in Dρ with values in H. We endow this space with the norm
‖u‖ρ,H = sup
z∈Dρ
‖u(z)‖H.
(Aρ,H, ‖ · ‖ρ,H) is well known to be a Banach space. Some particular cases which
will be important for us are when the space H is a space of linear mappings (e.g.
projections).
We will also need some norms for linear operators. Fix θ ∈ Dρ and consider A(θ)
a continuous linear operator from H1 into H2, two Banach spaces. Then we define
‖A‖ρ,H1,H2 as
‖A‖ρ,H1,H2 = sup
z∈Dρ
‖A(z)‖L(H1,H2),
where L(H1,H2) denotes the Banach space of linear continuous maps from H1 into H2
endowed with the supremum norm.
Definition 3.2. Let Tℓ = Rℓ/Zℓ and f ∈ L1(Tℓ,H) where H is some Banach space.
We denote avg (f) its average on the ℓ-dimensional torus, i.e.
avg (f) =
∫
Tℓ
f(θ) dθ.
Remark 3.6. Of course, in the previous definition, since H might be an infinite-
dimensional space, the above integral, in principle, has to be understood as a Dunford
integral. Nevertheless, since we will consider rather smooth functions, it will agree
with simple approaches such as Riemann integrals.
3.5. Non-degeneracy assumptions. This section is devoted to the non-degeneracy
assumptions associated to approximate solutions K of (6). We first deal with the
spectral non degeneracy conditions. The crucial quantity is the linearization equation
around a map K given by
(15)
d∆
dt
= A(θ + ωt)∆,
where A(θ) = D(X ◦K)(θ) is an operator mapping X into Y .
Roughly, we want to assume that there is a splitting of the space into directions
on which the evolution can be defined either forwards or backwards and that the
evolutions thus defined are smoothing. We anticipate that in Section 6, we will present
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other conditions that imply Definition 3.3. We will just need to assume approximate
versions of the invariance.
Definition 3.3. Spectral non degeneracy
We will say that an embedding K : Dρ → X is spectrally non degenerate if for every
θ in Dρ, we can find a splitting
(16) X = Xsθ ⊕X
c
θ ⊕X
u
θ
with associated bounded projection Πs,c,uθ ∈ L(X,X) and where X
s,c,u
θ are in such a way
that:
• SD1 The mappings θ → Πs,u,cθ are in Aρ,L(X,X) (in particular, analytic).
• SD2 The space Xcθ is finite dimensional with dimension 2ℓ. Furthermore the
restriction of the operator J to Xcθ denoted Jc induces a symplectic form on X
c
θ
which is preserved by the evolution on Xcθ (see below).
• SD3 We can find families of operators
Usθ (t) : Y
s
θ → X
s
θ+ωt t > 0
Uuθ (t) : Y
u
θ → X
u
θ+ωt t < 0
U cθ (t) : Y
c
θ → X
c
θ+ωt t ∈ R
(17)
such that:
– SD3.1 The families Us,c,uθ are cocycles over the rotation of angle ω (cocycles
are the natural generalization of semigroups for non-autonomous systems)
(18) Us,c,uθ+ωt(t
′)Us,c,uθ (t) = U
s,c,u
θ (t + t
′)
– SD3.2 The operators Us,c,uθ are smoothing in the time direction where they
can be defined and they satisfy assumptions in the quantitative rates. There
exist α1, α2 ∈ [0, 1), β1, β2, β
+
3 , β
−
3 > 0 and Ch > 0 independent of θ such
that the evolution operators are characterized by the following rate condi-
tions:
(19) ‖Usθ (t)||ρ,Y,X ≤ Che
−β1tt−α1 , t > 0,
(20) ‖Uuθ (t)‖ρ,Y,X ≤ Che
β2t|t|−α2, t < 0,
‖U cθ (t)‖ρ,X,X ≤ Che
β+
3
t, t > 0
‖U cθ (t)‖ρ,X,X ≤ Che
β−
3
|t|, t < 0
(21)
with β1 > β
+
3 and β2 > β
−
3 .
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– SD3.3The operators Us,u,cθ are fundamental solutions of the variational
equations in the sense that
Usθ (t) = Id+
∫ t
0
A(θ − ωσ)Usθ−ωσ(σ) dσ t > 0
Uuθ (t) = Id+
∫ t
0
A(θ − ωσ)Uuθ−ωσ(σ) dσ t < 0
U cθ (t) = Id+
∫ t
0
A(θ − ωσ)U cθ−ωσ(σ) dσ t ∈ R
(22)
Remark 3.7. Note that as consequence of the integral equations and the rate condi-
tions (19), (20), (21) we have, using just the triangle inequality
||Usθ (t)||ρ,Y,Y ≤ 1 +
∫ t
0
As−α1e−β1s ds
Proceeding similarly for the others, we obtain
‖Usθ (t)||ρ,Y,Y ≤ C˜he
−β1t t > 0,
‖Uuθ (t)‖ρ,Y,Y ≤ C˜he
β2t, t < 0,
‖U cθ (t)‖ρ,Y,Y ≤ C˜he
β+
3
t, t > 0
‖U cθ (t)‖ρ,Y,Y ≤ C˜he
β−
3
|t|, t < 0
(23)
Remark 3.8. We are not aware of any general argument that would show that:
‖Usθ (t)||ρ,X,X ≤ C˜he
−β1t t > 0,
‖Uuθ (t)‖ρ,X,X ≤ C˜he
β2t, t < 0,
‖U cθ (t)‖ρ,X,X ≤ C˜he
β+
3
t, t > 0
‖U cθ (t)‖ρ,X,X ≤ C˜he
β−
3
|t|, t < 0
(24)
follow from the other assumptions. Needless to say, we would be happy to hear about
one.
One can, however, clearly have that since ||Usθ (t)||X,X ≤ ||U
s
θ (t)||Y,X so that the
semigroups are exponentially decreasing for large t.
One notable case, which happens in practice, when one can deduce (24) is when the
spaces X and Y are Hilbert spaces. In such a case, taking Hilbert space adjoints in
(3.7) we obtain:
Usθ (t)
∗ = Id+
∫ t
0
Usθ−ωσ(σ)
∗A(θ − ωσ)∗ dσ t > 0
and using the fact that the adjoints preserve the norm, we can easily obtain the bounds
in the same way as (23).
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Remark 3.9. We remark that when the equation preserves a symplectic structure, we
can have without loss of generality
(25) β+3 = β
−
3 , β1 = β2.
Conversely, if (25) is satisfied, the center direction automatically preserves a symplectic
structure. See Lemma 7.3.
We anticipate that the results in Section 6 on persistence of trichotomies (a fortiori
dichotomies) with smoothing are developed without assuming that the equation is
Hamiltonian and, hence apply also to dissipative equations. Similarly, the solutions of
linearized equations in the hyperbolic directions developed in Section 5 are obtained
without using the Hamiltonian structure. The Hamiltonian structure is used only to
deal with the linearized equations in the center direction in Section 7.
Let us comment on the previous spectral non-degeneracy conditions.
The first observation is that, if we assume that the spaces X, Y are Sobolev spaces
of high enough index (so that the functions in them are Cr for r high enough) then we
have that (22) holds in a classical sense if it holds in the sense of mild solutions (the
sense of integral equations). In the applications we have in mind, it is always possible
to take the spaces X , Y that have arbitrarily high derivatives.
Then, (22) is just a form of
d
dt
Usθ (t) = A(θ + ωt)U
s
θ (t) t > 0
d
dt
Uuθ (t) = A(θ + ωt)Uθ(t) t < 0
d
dt
U cθ (t) = A(θ + ωt)U
c
θ (t) t ∈ R
(26)
Often (22) is described as saying that the derivatives in (26) are understood in the
mild sense.
Making sense of the integrals in (22) is immediate after some reflection. Our condi-
tions just require the existence of an evolution for positive and negative times on certain
subspaces. The important conditions on these evolutions are the characterization of
the splitting by rates (19)-(20), expressing the fact that the operators are bounded
and smoothing from Y into X (recall that X →֒ Y ). If the system were autonomous,
such properties would hold under some spectral assumptions on the operator A(θ)
(bisectoriality or generation of strongly continuous semi-groups, see [Paz83]).
Since the spaces Xcθ and Y
c
θ are finite dimensionals and of the same dimension, the
evolution U cθ (t) can be considered as an operator from Y
c
θ to Y
c
θ+tω.
In the finite dimensional case (or in the cases where there is a well defined evolution),
property SD.1 follows from the contraction rates assumption SD.3 by a fixed point
argument in spaces of analytic functions. See [HdlL06]. In our case, we have not
been able to adapt the finite dimensional argument, that is why we have included
it as an independent assumption (even if may end up be redundant). We note that
SD.1, SD.3 are clearly true when N ≡ 0 and in this paper we will show it is stable
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under perturbations, hence SD.3 will hold for all small enough u. This suffices for our
purposes, so we will not pursue the question of whether SD.1 can be obtained from
SD.3 in general.
The fact that Ω|Xc
θ
is non-dengenerate (which is a part of SD.2) follows from the
rate conditions SD.3 as we show in Lemma 7.3.
One situation when all the above abstract properties are satisfied is when the evolu-
tion is given just by the linear part A, i.e. N ≡ 0. The assumptions of our set up are
verified if the spectrum of A is just eigenvalues of finite multiplicity and the spectrum is
the union of a sector around the positive axis, another sector around the negative axis
and a finite set of eigenvalues of finite multiplicity around the imaginary axis. Then,
the stable space is the spectral projection over the sector in the negative real axis, the
unstable space will be the spectral projection over the sector along the positive axis
and the center directions will be the spectral space associated to the eigenvalues in the
finite set. There are many examples of linear operators satisfying these properties.
It will be important that the main result of Section 6 is these structures persist when
we add a lower order perturbation which is small enough. Indeed, we will show that
if we find splittings that satisfy them approximately enough, there is true splitting
nearby. This would allow to validate numerical computations, formal expansions, etc.
3.5.1. The twist condition. As it is standard in KAM theory, one has to impose another
non-degeneracy assumption, namely the twist condition. This is the object of the next
definition. Notice that it amounts to a finite dimensional matrix being invertible. It is
identical to the conditions that were used in the finite dimensional cases [dlLGJV05,
FdlLS09a].
Definition 3.4. Denote N(θ) the ℓ× ℓ matrix such that N(θ)−1 = DK(θ)⊥DK(θ)
Denote P (θ) = DK(θ)N(θ)
Let Jc stand for restriction of symplectic operator J to X
c
θ . We will show in Lemma 7.3
that the form Ωc ≡ Ω|Xc
θ
is non-degenerate so that the operator Jc is invertible.
We now define the twist matrix S(θ) (the motivation will become aparent in Sec-
tion 7, but it is identical to the definition in the finite dimensional case in [dlLGJV05,
FdlLS09a]). The average of the matrix
(27) S(θ) = N(θ)DK(θ)⊥[J−1c ∂ω(DKN)−AJ
−1
c (DKN)](θ)
is non-singular.
We note that the matrix S in (27) is a very explicit expression that can be computed
out of the approximate solution of the invariant equation and the invariant bundles
just taking derivatives, projections and performing algebraic operations. So that it is
easy to verify in applications when we are given an approximate solution.
We will say that an embedding is non-degenerate (and we denote it K ∈ ND(ρ)) if
it is non-degenerate in the sense of Definitions 3.3 and 3.4.
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Remark 3.10. As it will become apparent in the proof, the twist condition has a
very clear geometric meaning, namely that the frequency of the quasiperiodic motions
changes when we change the initial conditions in a direction (conjugate to the tangent
to the torus).
Note that, given an invariant torus, we can consider it as an approximate solution
for similar frequencies and that the twist condition also holds.
Using the a-posteriori theorem shows that under the conditions, we have many tori
with similar frequencies near to the torus.
3.5.2. Description of the iterative step. Once the two non-degeneracy conditions are
met for the initial guess of the modified Newton method, the iterative step goes as
follows:
(1) We project the cohomological equations with respect to the invariant splitting.
(2) We then solve the equations for the stable and unstable subspaces.
(3) We then solve the equation on the center subspace. This involves small divisor
equations. We note that solving the equation in the center requires to use the
exactness so that we can show that the equations are solvable.
(4) To be able to iterate we will need to show that the corrections also satisfy the
non-degeneracy conditions (with only some slightly worse quantitative assump-
tions). This amounts to showing the stability of the spectral non-degeneracy
conditions, and developing explicit estimates of the changes in the properties
given the changes on the embedding.
3.6. Statement of the results.
3.6.1. General abstract results. The following Theorem 3.5 is the main result of this
paper. It provides the existence of an embedding K for equation (5) under some non-
degeneracy conditions for the initial guess. We stress here that Theorem 3.5 is in an
a posteriori format (an approximate solution satisfying nondegeneracy conditions im-
plies the existence of a true solution close to it). As already pointed out in the papers
[FdlLS09b, FdlLS09a, FdlLS15], this format allows to validate many methods that con-
struct approximate solutions, including asymptotic expansions or numerical solutions.
We also note that it has several automatic consequences presented in Section 3.6.2.
Theorem 3.5. Suppose assumptions H1,H2,H3 are met; let ω ∈ D(κ, ν) for some
κ > 0 and ν ≥ ℓ− 1. Assume that
• K0 satisfies the non-degeneracy Conditions 3.3 and 3.4 for some ρ0 > 0.
• We assume that the range of K0 acting on a complex extension of the torus
is well inside of U the domain of analyticity of N introduced in H2. More
precisely:
distX(K0(Dρ), X \ U) ≥ r > 0
That is, if x = K0(θ), θ ∈ Dρ0 and ||x− y||X ≤ ρ0, then y ∈ U .
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Define the initial error
E0 = ∂ωK0 − X ◦K0
Then there exists a constant C > 0 depending on l, ν, ρ0, |X |C1(Br), ‖DK0‖ρ0,X ,
‖N0‖ρ0, ‖S0‖ρ0, (where S0 and N0 are as in Definition 3.4 replacing K by K0) and the
norms of the projections ‖Πc,s,uK0(θ)‖ρ0,Y,Y such that, if E0 satisfies the estimates
C|avg (S0)
−1|2κ4δ−4ν‖E0‖ρ0,Y < 1
and
C|avg (S0)
−1|2κ2δ−2ν‖E0‖ρ0,Y < r,
where 0 < δ ≤ min(1, ρ0/12) is fixed, then there exists an embedding K∞ ∈ ND(ρ∞ :=
ρ0 − 6δ) such that
(28) ∂ωK∞(θ) = X ◦K∞(θ)).
Furthermore, we have the estimate
(29) ‖K∞ −K0‖ρ∞,X ≤ C|avg (S0)
−1|2κ2δ−2ν‖E0‖ρ0,Y .
The torus K∞ is also spectraly non degenerate in the sense of Definition 3.3 with ρ
in Definition 3.3 replaced by ρ∞ and with other constants differing from those of K0
modifying by an amount bounded by C‖E0‖ρ0.
Furthermore, if we have two solutions K1, K2 satisfying (5) and spectrally nondegen-
erate in the sense of Definition 3.3 and that satisfy
(30) ‖K1 −K2‖ρ∞,X ≤ C|avg (S0)
−1|2κ2δ−2ν
Then, there exists σ ∈ Rℓ such that
(31) K1(θ) = K2(θ + σ)
The statement that K∞ satisfies the Definition 3.3 is a consequence of the estimates
in Section 6.
The uniqueness statement will be proved in Section 8. It is exactly the same as the
one in the finite dimensional case in [FdlLS09a].
3.6.2. Some consequences of the a-posteriori format. The a-posteriori format leads in-
mediately to several consequences. When we have systems that depend on parameters,
observing that the solution for a value of the parameter is an approximate solution
for similar values of the parameters, one obtains Lipschitz dependence on parameters,
including the frequency.
If one can obtain Lindstedt expansions in the parameters, one can obtain Taylor
expansions. If the parameter ranges over Rn, this is the hypothesis of the converse
Taylor theorem [AR67, Nel69] so that one obtains smooth dependence on parameters.
In the case that the parameters range on a closed set, we obtain one of the conditions
of the Whitney extension theorem. Some general treatments are [Van02, CCdlL15].
In many perturbative solutions, one gets that the twist condition is small but that
the error is much smaller. Note that in the main result, we presented explictly that the
smallness conditions on the error are proportional to the square of the twist condition.
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Hence, we obtain the small twist condition. Note also that the twist condition required
is not a global condition on the map, but rather a condition that is computed on the
approximate solution. Indeed, we will take advantage of this feature in the sections on
applications.
The abstract theorem can be applied to several spaces. Some spaces of low regularity
(e.g. Hm) and others with high regularity (e.g. analytic). The existence results are
more powerful in the high regularity spaces and the local uniqueness is more powerful
in the low regularity spaces.
Given a sufficiently regular solution, one can obtain an analytic approximate solution
by truncating the Fourier series, which leads to an analytic solution, which has to be
the original one. Hence, one can bootstrap the regularity. See [CdlL10a] for an abstract
version.
3.6.3. Results for concrete equations. Consider the following one-dimensional Boussi-
nesq equation subject to periodic boundary conditions, i.e.
(32) utt = µuxxxx + uxx + (u
2)xx x ∈ T, t ∈ R.
Looking for solutions of the linearization of the form u(x, t) = e2πi(kx+ω(k)t) we obtain
the eigenvalue relation
(33) ω2(k) = −µ|k|4(2π)2 + |k|2
We see that for large |k|, ω(k) ≈ ±2iπµ1/2|k|2. Hence, the Fourier modes may grow at
an exponential rate and the rate is quadratic in the index of the mode. So that even
analytic functions evolving under the linearized equation leave instaneously even spaces
of distributions. The non-linear term does not restore the well posedness. (See Re-
mark 10.1.) The previous equation (32) is Hamiltonian on L2(T). Indeed, we introduce
first the skew-symmetric operator
J−1 =
(
0 ∂x
∂x 0
)
and define
Hµ(u, v) =
∫ 1
0
1
2
{
u2 + v2 − µ(∂xu)
2
}
+
1
3
u3.
Therefore, equation (32) writes
(34) z˙ = J−1∇Hµ(z), z = (u, v)
where ∇ has to be understood w.r.t. the inner product in L2(T). Note, however that
when µ is small enough, there are several values of k, which for which ω(k) is real. We
denote by ω0 the vector whose components are all the real frequencies that appear
ω0 = (ω(k1), ω(k2), . . . , ω(kℓ));
{k1, . . . kℓ} = {k ∈ Z | k > 0;−µ|k|
4(2π)2 + |k|2 ≥ 0}
(35)
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We can think of ω0 as the frequency vector of the motions for very small amplitude.
Note that the equation (32) conserves the quantity
∫ 1
0
∂tu(t, x)dx (called the mo-
mentum). Hence
∫ 1
0
u(t, x)dx (the center of mass) evolves linearly in time.
We can always change to a system of coordinates in which
∫ 1
0
∂tu(t, x)dx = 0. Hence,
in this system
∫ 1
0
u(t, x)dx = cte. By adding the constant we can assume without loss
of generality that
∫ 1
0
u(t, x) dx = 0.
Hence we will assume (without loss of generality) that
∫ 1
0
∂tu(t, x)dx = 0
∫ 1
0
u(t, x)dx = 0
(36)
Remark 3.11. We emphasize that the two parts of (36) are not two independent
equations. The first one is just a derivative with respect to time of the second. Even if
the relation is formal, it makes sense when we are dealing with polynomial approximate
solutions.
We also note that the equation (32) leaves invariant the space of functions which are
symmetric around x (it does not leave invariant the space of functions antisymmetric
around x). Hence, we can consider the equation as defined on the space of general
functions or in the space of symmetric functions.
(37) u(t, x) = u(t,−x)
The main difference between the symmetric and the general case is that center space
is of different dimension.
We introduce the following Sobolev-type spaces Hρ,m(T) for ρ > 0 and m ∈ N being
the space of analytic functions f in Dρ such that the quantity
‖f‖2ρ,m =
∑
k∈Z
|fk|
2e4πρ|k|(|k|2m + 1)
is finite, and where {fk}k∈Z are the Fourier coefficients of f . Let
(38) X = Hρ,m(T)×Hρ,m−2(T)
for m ≥ 2.
We state the following conjecture.
Conjecture 3.6. Consider a parameter µ > 0 in (32) such that the center space has
dimension 2ℓ ≥ 2 and fix a Diophantine exponent ν > ℓ , a regularity exponent m > 5/2
and a positive analyticity radius ρ0.
Then there exist three explicit functions a, bd, ba : R
+ → R+ such that
a(s)→ 0, bd(s), ba(s)→∞, s→ 0
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in such a way that: for ε sufficiently small, denote by Ba(ε)(ω
0) ⊂ Rℓ the ball of radius
a(ε) around ω0 and let ω ∈ D(b(ε), ν) ∩Ba(ε)(ω
0).
Then, there exists K, an analytic function from Dρ0 → H
ρ,m(T)×Hρ,m−2(T) solving
(5) with frequency ω.
Furthermore,
|D(b(ε), ν) ∩Ba(ε)(ω
0)|
|Ba(ε)(ω0)|
→ 1
The mapping that given ω produces K is Lipschitz when K are given the topology of
analytic embeddings from Dρ′ to X when ρ
′ < ρ0.
In Section 10.5 we present a complete proof of the following result.
Theorem 3.7. Conjecture 3.6 is true under the extra assumption that ℓ = 1 which
amounts to take µ ∈ [ 1
8π
, 1
2π
).
Informally, following the standard Lindstedt procedure, for ε small we find families
of approximate solutions up to an error which is smaller than an arbitrarily large power
of ε.
We can also verify that the non-degeneracy assumptions hold with a condition num-
ber which is a fixed power of ε. If ε is very small one can allow frequencies with a
large Diophantine constant, and obtain that the functions are analytic in a very large
domain. As we will see in the proof, we can take the functions a, bd, ba to be just
powers.
The first step of constructing very approximate solutions is accomplished for all
values of µ as in Conjecture 3.6.
To verify the non-degeneracy conditions, it suffices to compute the determinant of
an explicit matrix and checking it is not zero. This is the only step we are missing to
verify Conjecture 3.6. This calculation is, not very hard, but it is tedious. Of course,
there may be insights that make it possible to verify it. In the present paper, we will
concentrate on ℓ = 1 to check this condition.
Remark 3.12. We expect that Theorem 3.7 can be greatly expanded (a wider range of
parameters, removing the symmetry conditions) by just performing longer calculations
using the Lindstedt method. We hope to come back to this problem in future work.
Remark 3.13. Note that the case ℓ = 1, amounts to periodic orbits so that there are
no small denominators. In this case, one can use simpler fixed point theorems. There
are already numerical computer assisted proofs in this case [CGL15, FGdlLL16].
Similar results will be proved for other equations such as the Boussinesq system of
water waves (see Section 11). The system under consideration is
(39) ∂t
(
u
v
)
=
(
0 −∂x − µ∂xxx
−∂x 0
)(
u
v
)
+
(
∂x(uv)
0
)
where t > 0 and x ∈ T. System (39) has a Hamiltonian structure given by:
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J−1 =
(
0 ∂x
∂x 0
)
and
Hµ(u, v) =
∫ 1
0
1
2
{
u2 + v2 − µ(∂xv)
2
}
+
∫ 1
0
uv2.
In this case, one has to take
X = Hρ,m(T)×Hρ,m+1(T)
and
Y = Hρ,m−1(T)×Hρ,m(T).
The elementary linear analysis around the (0, 0) equilibrium has been performed in
[dlL09]. The dispersion relation is given by
(40) ω(k) = ±|k|2πi
√
1− 4π2µk2 k ∈ Z
We take the principal determination of the square root . We denote by ω0 the vector
whose components are all the real frequencies that appear
ω0 = (ω(k1), ω(k2), . . . , ω(kℓ));
{k1, . . . kℓ} = {k ∈ Z | k > 0; 1− 4π
2µk2 ≥ 0}
(41)
Similarly to the Boussinesq equation, we state
Conjecture 3.8. Fix a Diophantine exponent ν > ℓ and a regularity exponent m large.
Then there exist three explicit functions a, bd, ba : R
+ → R+ such that
a(s)→ 0, bd(s), ba(s)→∞, s→ 0
in such a way that: for ε sufficiently small, denote by Ba(ε)(ω
0) ⊂ Rℓ the ball of radius
a(ε) around ω0 and let ω ∈ D(b(ε), ν) ∩Ba(ε)(ω0).
Then, there exists K ∈ X solving (5) with frequency ω, the parametrization of the
Boussinesq system for water waves (104).
Furthermore,
|Dh(b(ε), ν) ∩Ba(ε)(ω
0)|
|Ba(ε)(ω0)|
→ 1
Theorem 3.9. Conjecture (3.8) is true provided that ℓ = 1, i.e. µ ∈ [ 1
8π
, 1
2π
).
4. The linearized invariance equation
The crucial ingredient of the Newton method is to solve the linearized operator
around an embedding K. This is motivated because one can hope to improve the
solution of (2). Notice the appearence of the linearized evolution does not have a dy-
namical motivation. The linearized equation does not appear as measuring the change
of the evolution with respect to the initial conditions, it appears as the linearization of
(2).
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Let us denote
(42) Fω(K) = ∂ωK −X ◦K.
Clearly, the invariance equation (5) can be written concisely as Fω(K) = 0.
We prove the following result.
Lemma 4.1. Consider the linearized equation
(43) DFω(K)∆ = −E.
Then there exists a constant C that depends on ν, l, ‖DK‖ρ,X , ‖N‖ρ, ‖Π
s,c,u
θ ‖ρ,Y,Y ,
|(avg (S))−1| and the hyperbolicity constants such that assuming that δ ∈ (0, ρ/2) sat-
isfies
(44) Cκδ−(ν+1)‖E‖ρ,Y < 1
we have
A There exists an approximate solution ∆ of (43), in the following sense: there
exits a function E˜(θ) such that ∆ solves exactly
DKFω(K)∆ = −E + E˜(45)
with the following estimates: for all δ ∈ (0, ρ/2)
‖E˜‖ρ−δ,Y ≤ Cκ
2δ−(2ν+1)‖E‖ρ‖Fω(K)‖ρ,Y
‖∆‖ρ−2δ,X ≤ Cκ
2δ−2ν‖E‖ρ,Y ,
‖D∆‖ρ−2δ,X ≤ Cκ
2δ−2ν−1‖E‖ρ,Y ,
(46)
B If ∆1 and ∆2 are approximate solutions of the linearized equation (43) in the
sense of (45), then there exists α ∈ Rℓ such that for all δ ∈ (0, ρ)
(47) ‖∆1 −∆2 −DK(θ)α‖ρ−δ,X ≤ Cκ
2δ−(2ν+1)‖E‖ρ,Y ‖Fω(K)‖ρ,Y .
The previous Lemma 4.1 is the cornerstone of the KAM iteration and the goal of
the following sections is to prove this result. We will also need to prove that the non-
degeneracy conditions are preserved under the iteration and that the constants measur-
ing the non-degeneracy deteriorate only slightly. This will follow from the quantitative
estimates developed in Section 6.
Note that (45), (46) is the main ingredient of several abstract implicit function theo-
rems which lead to the existence of a solution. See, for example [Zeh75] or, particularly
[CdlL10b, Appendix A] for implicit function theorems based on existence of approxi-
mate inverses with tame bounds.
Note also that in part (2) of Lemma 4.1 we have established some uniqueness for the
solutions of the linearized equation. In Section 8 we will show how this can be used to
prove rather directly the uniqueness result in Theorem 4.1.
The proof of Lemma 4.1 is based on decomposing the equation into equations along
the invariant bundles assumed to exist in the hypothesis that the approximate solution
satisfies Definition 3.3. In the hyperbolic directions we will roughly use the variations
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of parameters formula, but we will have to deal with the fact that the perturbations
are unbounded. In the center directions, we will have to use the number theory and
the geometry. Fortunately, the center space is finite dimensional.
The theory of solutions of the linearized equation is developed in Sections 5 and 7
and Lemma 4.1 is obtained just putting together Lemma 5.1 and the results in Section
7.4.
We also note that the solutions of the linearized equation in the hyperbolic directions
will be important in the perturbattion theory of the bundles, which is needed to show
that the linearized equation can be applied repeatedly.
For coherence of the presentation, we have written together all the results requiring
hyperbolic technology (the solution in the hyperbolic directions and the perturbation
theory of bundles). Of course, we hope that the sections can be read independently in
the order prefered by the reader.
5. Solutions of linearized equations on the stable and unstable
directions
In this Section we develop the study of linearized equations of a system with splitting.
See Lemma 5.1. Lemma 5.1 will be one of the ingredients in Lemma 4.1.
Lemma 5.1. Let L(θ) : X → Y for fixed θ ∈ Dρ be a vector field admitting an invariant
splitting in the following sense: the space X has an analytic family of splittings
X = Xsθ ⊕X
c
θ ⊕X
u
θ
(We say that a splitting is analytic when the associated projections depend on θ in
an analytic way) invariant in the following sense: we can find families of operators
{Usθ (t)}t>0, {U
c
θ (t)}t∈R , {U
u
θ (t)}t<0 with domains X
s
θ , X
c
θ , X
u
θ respectively. These
families are analytic in θ, t when considered as operators satisfying
(48) Us,c,uθ (t)X
s,c,u
θ = X
s,c,u
θ+ωt.
Let Πs,c,uθ the projections associated to this splitting. Assume furthermore there exist
β1, β2, β
±
3 > 0, α1, α2 ∈ (0, 1) and Ch > 0 independent of θ ∈ Dρ satisfying β
+
3 < β1,
β−3 < β2 and such that the splitting is characterized by the following rate conditions:
(49)
‖Usθ (t)‖ρ,Y,X ≤ Ch
e−β1t
tα1
, t > 0,
‖Uuθ (t)‖ρ,Y,X ≤ Ch
eβ2t
|t|α2
, t < 0,
‖U cθ (t)‖ρ,X,X ≤ Che
β+
3
|t|, t > 0
‖U cθ (t)‖ρ,X,X ≤ Che
β−
3
|t|, t < 0.
Let F s,u ∈ Aρ,Y taking values in Y s (resp. Y u ). Consider the equations
(50) ∂ω∆
u,s(θ)− L(θ)∆u,s(θ) = F u,s(θ)
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Then there are unique bounded solutions for (50) which are given by the following
formulas:
(51) ∆s(θ) =
∫ ∞
0
Us,uθ−ωτ (τ)F
s(θ − ωτ) dτ.
and
(52) ∆u(θ) =
∫ 0
−∞
Us,uθ−ωτ (τ)F
u(θ − ωτ) dτ.
Furthermore, the following estimates hold
‖∆s,u‖ρ,Xs,u
θ
≤ C‖Πs,uθ ‖ρ,Y,Y ‖F‖ρ,Y sθ .
Remark 5.1. The assumptions of the previous Lemma are very similar to the standard
setup of the theory of dichotomies, but we have to take care of the fact that the evolution
operators are smoothing and the perturbations unbounded.
Proof. The proof is based on the integration of the equation along the characteristics by
using θ+ ωt. We give the proof for the stable case, the unstable case being symmetric
(for negative times). Furthermore, the proof is similar to the one in [FdlLS09a] up
to some modifications of the functional spaces. Denote ∆˜s(t) = ∆s(θ + ωt). By the
variation of parameters formula (Duhamel formula), which is valid in the mild solutions
context (see [Paz83]) one has
(53) ∆˜s(t) = Usθ (t)∆˜
s(0) +
∫ t
0
Usθ (t− z)F
s(θ + ωz) dz.
Since the previous formula is valid for all θ ∈ Dρ ⊃ Tℓ we can use it substituting θ by
θ − ωt and then
∆s(θ) = Usθ−ωt(t)∆
s(θ − ωt) +
∫ t
0
Usθ−ω(t−z)(t− z)F
s(θ − ω(t− z)) dz.
By the previous bounds on the semi-group, we have that Uθ−ωt(t)∆
s(θ− ωt) goes to 0
when t goes to ∞.
Hence this leads to the following representation formula after replacing t−z by τ > 0
in the integral
(54) ∆s(θ) =
∫ ∞
0
Uθ−ωτ (τ)F
s(θ − ωτ) dτ.
Furthermore, from the previous formula, one has that ∆s is analytic in θ.
We now estimate the integral in (54) to show that it converges and to establish
bounds on it. Notice that the operator Usθ (t) maps Y
s
θ into X
s
θ continuously and the
following estimate holds for every θ ∈ Dρ and every t > 0
‖Usθ (t)F
s(θ)‖Xs
θ
≤
C
tα1
e−β1t‖F s(θ)‖Y s
θ
.
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The exponential bound in SD3.2 ensures the convergence at infinity of the integral
and the fact that α1 ∈ (0, 1) ensures the convergence at 0 and one gets easily the
desired bound.
The unstable case can be obtained by reversing the direction of time or given a direct
proof which is identical to the present one. 
6. Perturbation theory of hyperbolic bundles in an
infinite-dimensional framework
In this section we develop a perturbation theory for hyperbolic bundles and their
smoothing properties. We consider a slightly more general framework than the one
introduced in the previous sections since we hope that the results in this section could be
useful for other problems (e.g in dissipative PDE’s). In particular, we note that we only
assume that the spaces X and Y are Banach spaces. Also, we do not need to assume
that the (unbounded) vector field X giving the equation is Hamiltonian. In agreement
with previous results, we note that we do not assume that the equations define an
evolution for all initial conditions. We only assume that we can define evolutions in
the future (or on the past) of the linearization in some spaces. This is obvious for the
linear operator and in this section, we will show that this is persistent under small
perturbations.
The theory of perturbations of bundles for evolutions in infinite dimensional spaces
has a long history. See for example [Hen81, PS99]. A treatment of partial differential
equations has already been considered in the literature. For example in [CL95, CL96].
Our treatment has several important differences with the above mentioned works.
Among them: 1) We study the stability of smoothing properties, 2) We take advantage
of the fact that the dynamics in the base is a rotation, so that we obtain results in the
analytic category, which are false when the dynamics in the base is more complicated.
3) We present our main results in an a-posteriori format, which, of course, implies the
standard persistence results but has other applications such as validating numerical or
asymptotic results. 4) We present very quantitative estimates of the changes of the
splitting and its merit figures under perturbations. This is needed for our applications
since we use it as an ingredient of an iterative process and we need to show that it
converges.
The main result in this Section is Lemma 6.1 which shows that the invariant splittings
and their smoothing properties when we change the linearized equation. Of course, in
the applications in the iterative Nash-Moser method, the change of the equation will
be induced by a change in the approximate solution.
Lemma 6.1. Assume that A(θ) is a family of linear maps as before. Let A˜(θ) be
another family such that ‖A˜−A‖ρ,X,Y is small enough.
Then there exists a family of analytic splittings
X = X˜sθ ⊕ X˜
c
θ ⊕ X˜
u
θ
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which is invariant under the linearized equations
d
dt
∆ = A˜(θ + ωt)∆
in the sense that the following hold
U˜s,c,uθ (t)X˜
s,c,u
θ = X˜
s,c,u
θ+ωt.
We denote Π˜s,c,uθ the projections associated to this splitting. Then there exist β˜1, β˜2, β˜
+
3 , β˜
−
3 >
0, α˜1, α˜2 ∈ (0, 1) and C˜h > 0 independent of θ satisfying β˜3 < β˜1, β˜3 < β˜2 and such
that the splitting is characterized by the following rate conditions:
‖U˜sθ (t)‖ρ,Y,X ≤ C˜h
e−β˜1t
tα˜1
, t > 0,
‖U˜uθ (t)‖ρ,Y,X ≤ C˜h
eβ˜2t
|t|α˜2
, t < 0,
‖U˜ cθ (t)‖ρ,X,X ≤ C˜he
β˜+
3
t, t > 0
‖U˜ cθ (t)‖ρ,X,X ≤ C˜he
β˜−
3
|t|, t < 0.
(55)
Furthermore the following estimates hold
‖Π˜s,c,uθ − Π
s,c,u
θ ‖ρ,Y,Y ≤ C‖A˜− A‖ρ,X,Y ,(56)
|β˜i − βi| ≤ C‖A˜− A‖ρ,X,Y , i = 1, 2, 3
±,(57)
α˜i = αi, i = 1, 2(58)
C˜h = Ch.(59)
Proof. We want to find invariant subpaces for the linearized evolution equation. We
concentrate on the stable subspace, the theory for the other bundles being similar. We
do so by finding a family of linear maps indexed by θ, denoted Mθ : Xsθ → X
cu
θ ≡
Xcθ ⊕ X
u
θ in such a way that the graph of Mθ is invariant under the equation. Note
that since we do not assume that the equation defines a flow, the fact that we can
evolve the elements in the graph in the future is an important part of the conclusions.
We will also show that the family of maps depends analytically in θ.
Step 1: Construction of the invariant splitting.
We will consider first the case of the stable bundle. The others are done identically.
We will first try to characterize the initial conditions of the linearized evolution equation
that lead to a forward evolution which is a contraction. We will see that these lie in
a space. We will formulate the new space as the graph of a linear function Mθ from
Xsθ to X
cu
θ . We will show that if such a characterization was possible, Mθ would have
to satisfy some equations. To do that, we will formulate the problem of existence
of forward solutions and the invariance of the bundle as two (coupled) fixed point
problems (see (65) and (66).) One fixed point problem will formulate the invariance
of the space , and the other fixed point problem the existence of forward solutions.
We will show that, in some appropriate spaces, these two fixed point problems can be
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studied using the contraction mapping principle. The definition of the spaces will be
somewhat elaborate since they will also encode the analytic dependence on the initial
conditions, which is natural if we want to show the analytic dependence on θ of the
invariant spaces.
Note that, since the main tool will be a contraction argument, it follows that the
main result is an a-posteriori result. Given approximate solutions of the invariance
equations (obtained e.g numerically or through formal expansions, etc. ) one can find
a true solution close to the approximate one. We leave to the reader the recasting of
Lemma 6.1 in this style.
Now, we implement in detail the above strategy: We first derive the functional
equations, then, specify the spaces.
We start by considering the linearized equation with an initial phase θ. For sub-
sequent analysis, it will be important to study the dependence on θ of the solutions.
Eventually, we will show that the new invariant spaces depend analytically on θ. This
will translate in the geometric properties of the bundles. Consider
(60)
d
dt
Wθ(t) = A˜(θ + ωt)Wθ(t)
Note that we use the index θ to indicate that we are considering the equation with
initial phase θ.
We write (60) as
(61)
d
dt
Wθ(t) = A(θ + ωt)Wθ(t) +B(θ + ωt)Wθ(t)
with B = A˜ − A. Denote γ = ‖A˜ − A‖ρ,X,Y ≡ ‖B‖ρ,X,Y , which we will assume to be
small.
We recall that this is an equation for Wθ and that we are not assuming solutions
to exist. Indeed, one of our goals is to work out conditions that ensure that forward
solutions exist. Hence, we will manipulate the equation (60) to obtain some conditions.
We compute the evolution of the projections of Wθ(t) along the invariant bundles
by the linearized equation when B ≡ 0. For σ = s, c, u we have:
d
dt
(
Πσθ+ωtWθ(t)
)
=
(
ω · ∂θΠ
σ
θ+ωt
)
Wθ(t) + Π
σ
θ+ωt
(
d
dt
Wθ(t)
)
=
(
ω · ∂θΠ
σ
θ+ωt
)
Wθ(t) + Π
σ
θ+ωtA(θ + ωt) + Π
σ
θ+ωtB(θ + ωt)Wθ(t)
=Aσ(θ + ωt)Πσθ+ωtWθ(t) + Π
σ
θ+ωtB(θ + ωt)Wθ(t)
(62)
In the last line of (62), we have used that the calculation in the first two lines of (62)
is also valid when B = 0 and that, in that case, the invariance of the bundles under
the A evolution implies that all the terms appearing can be subsumed into Aσ which
only depends on the projection on the bundle.
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Of course the same calculation is valid for the projections over the center-unstable (
and center-stable, etc.) bundles. We denote by Πcuθ = Π
c
θ +Π
u
θ the projection over the
center-unstable bundle. Note that Πsθ +Π
cu
θ = Id.
Our goal now is to try to find a subspace in which the solutions of (60) (equivalently
(62)) can be defined forward in time.
We will assume that this space where solutions can be defined is given as the graph
of a linear function Mθ from Xsθ to X
c
θ ⊕ X
u
θ . That is, we introduce the notation
W cuθ (t) = Π
cu
θ+ωtWθ(t), W
s
θ (t) = Π
s
θ+ωtWθ(t) and we will assume that the solutions of
(60) have the form
W cuθ (t) =Mθ+ωtW
s
θ (t)
We will have to show that this linear subspace of X can indeed be found and, show
that it depends analytically on θ. For any T > 0, if there were solutions of the equation
satisfied by W cuθ we would have Duhamel’s formula. Then, imposing that it is in the
graph:
MθW
s
θ (0) =W
cu
θ (0)
=Uuθ+ωT (−T )Mθ+ωTW
s
θ (T )
+
∫ T
0
Uuθ+ωt(t− T )Π
cu
θ+ωtB(θ + ωt)(Id+Mθ+ωt)W
s
θ (t) dt.
(63)
Similarly, one has
(64) W sθ (t) = U
s
θ+ωtW
s
θ (0)+
∫ t
0
Usθ+ω(t−τ)(t−τ)Π
cu
θ+ωτB(θ+ωτ)(Id+Mθ+ωτ)W
s
θ (τ) dt.
Notice that the fact that (64) is linear implies that if its solutions are unique, then
W sθ (t) depends linearly on W
s
θ (0) (it depends very nonlinearly on Mθ). We will write
W sθ (t) = Nθ(t)W
s
θ (0) where Nθ(t) is a linear operator.
We have then
Mθ =U
u
θ+ωT (−T )Mθ+ωTNθ(T )
+
∫ T
0
Uuθ+ωt(t− T )Π
cu
θ+ωtB(θ + ωt)(Id+Mθ+ωt)Nθ(t) dt
(65)
Similarly, we have that (64) is implied by
(66) N sθ (t) = U
s
θ+ωt(0) +
∫ t
0
Usθ+ω(t−τ)(t− τ)Π
cu
θ+ωτB(θ + ωτ)(Id+Mθ+ωτ )N
s
θ (τ).
We can think of (65) and (66) as equations for the two unknowns M and Nθ where
M will be a function of θ and N a function of θ, t.
Note that (65) and (66) are already written as fixed point equations for the operators
defined by the right hand side of the equations. It seems intuitively clear that the
R.H.S. of the equations will be contractions since the linear terms involve a factor B
which we are assuming is small. Of course, to make this intuition precise, we have to
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specify appropriate Banach spaces and carry out some estimates. After the spaces are
defined, the estimates are somewhat standard and straightforward. We point out that
operators similar to (65) appear in the perturbation theory of hyperbolic bundles and
operators similar to (66) appear in the theory of perturbations of semigroups. The
integral equations are also very common in the study of neutral delay equations.
6.0.4. Definition of spaces. Let ρ > 0. For θ ∈ Dρ we denote by L(Xsθ , X
cu
θ ) the space
of bounded linear maps from Xsθ into X
cu
θ . We considered it endowed with the standard
supremum norm of linear operators.
Denote also by Lρ(Xs, Xcu) the space of analytic mappings from Dρ into the space of
linear operators in X that to each θ ∈ Dρ, assign a linear operator in L(Xs(θ), Xcu(θ)).
We also require from the maps in Lρ(Xs, Xcu) that they extend continuously to the
boundary of Dρ. We endow Lρ(Xs, Xcu) with the topology of the supremum norm,
which makes it into a Banach space.
We also introduce the standard C0([0, T ],Lρ(Xs, Xcu)), endowed with the supre-
mum norm. For each θ ∈ Dρ we denote C0θ ([0, T ],L(X
s, Xc)) the space of continuous
functions which for every t ∈ [0, T ], assign a linear operator in L(Xsθ+ωt, X
cu
θ+ωt). Of
course, the space is endowed with the supremum norm. For typographical reasons, we
will abreviate the above spaces to C0 and C0ρ . It is a standard result that the above
spaces are Banach spaces when endowed with the above norms.
6.0.5. Some elementary estimates. We denote by T1, T2 the operators given by the
R. H. S. of the equations (65) and (66) respectively. For typographical reasons, we just
denote ‖B‖ = supθ∈Dρ ‖B(θ)‖X,Y .
Using just the triangle inequality and bounds on the semi-group Usθ , we have:
‖T2(M,N )− T2(M˜, N˜ )‖C0 ≤ C
(
(1 + ‖M‖Lρ
)
‖B‖)‖N − N˜‖C0
+max(‖N‖C0, ‖N˜‖C0)
)
‖M− M˜‖C0
‖T1(M,N )− T1(M˜, N˜)‖C0 ≤
(
ChT
−α1e−β1T‖M‖Lρ + C(1 + ‖M‖Lρ‖B‖
)
‖N − N˜‖C0ρ
+ChT
−α1e−β1T‖M˜ −M‖Lρ + C‖B‖max(‖N‖C0, ‖N˜ ‖C0)‖M− M˜‖C0
Since ‖Usθ ‖ ≤ A, we choose S = {(N ,M) ≤ 2A}. We first fix T large enough so
that CT−α1Te−β1T ≤ 10−2. Then, we see that if ‖B‖ is small enough, (T1, T2)(S) ⊂ S.
Furthermore, under another smallness condition in ‖B‖, using the previous bounds,
we see that (T1, T2) is a contraction in S.
Therefore, with the above choices we can get solutions of (65), (66) which are suf-
ficient conditions to obtain a forward evolution and that the graph is invariant under
this evolution.
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6.0.6. Some small arguments to finish the construction of the invariant subspaces.
Since we have the function W defined in all Dρ, it follows that the function W(t) =
W (θ + ωt) is defined for all time as desired. The argument also shows that for a fixed
θ, the function solves the linearized equation for a short time. Of course, the argument
can be done in the same way for other dichotomies running the time backwards. Hence
we obtain the stability of the splitings Xsc and Xu. The space Xc can be reconstructed
as Xc = Xcu ∩Xsc.
Step 2. Estimates on the projections. To get the bounds for the projections
we use the same argument as in [FdlLS09a]. We only give the argument for the stable
subspace. Let Mcuθ be the linear map whose graph gives X˜
cu
θ .
We write
Πsθξ = (ξ
s, 0), Π˜sθξ = (ξ˜
s,Msθξ˜
s),
Πcuθ ξ = (0, ξ
cu), Π˜cuθ ξ = (M
cu
θ ξ˜
cu, ξ˜cu),
and then
ξs = ξ˜s +Mcuθ ξ˜
cu,
ξcu =Msθξ˜
s + ξ˜cu.
Since Msθ and M
cu
θ are O(γ) in L(X,X) we can write(
ξ˜s
ξ˜cu
)
=
(
Id Mcuθ
Msθ Id
)−1(
ξs
ξcu
)
and then deduce that
‖(Π˜sθ −Π
s
θ)ξ‖Y ≤ ‖(ξ˜
s − ξs,Msθξ˜
s)‖Y ≤ Cγ.
Step 3. Stability of the smoothing properties.
In this step, we will show that the smoothing properties of the cocycles are preserved
under the lower order perturbations considered before. That is, we will show that if we
define the evolutions in the invariant spaces constructed in Step 1 above, they satisfy
bounds of the form in SD.3 but with slightly worse parameters. To be able to apply
this repeatedly, it will be important for us to develop estimates on the change of the
constants as a function of the correction.
We will first study the stable case. The unstable case is studied in the same way, just
reversing the direction of time. The maps Usθ and U˜
s
θ satisfy the variational equations
dUsθ
dt
= A(θ + ωt)Usθ (t)
and
dU˜sθ
dt
= A˜(θ + ωt)U˜sθ (t).
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Since (Usθ − U˜
s
θ )(0) = 0, one has by the variation of parameters formula
(67) U˜sθ (t) = U
s
θ (t) +
∫ t
0
Usθ (t− τ)(A˜− A)(θ + ωτ)U˜
s
θ (τ) dτ,
for t ≥ 0.
Let Cα,β,ρ(X) be the space of continuous functions from (0,∞) into the spaceAρ,L(X,X)
endowed with the norm
|||U |||α,β,ρ = sup
θ∈Dρ
t>0
||U(θ(t))||Y,Xe
βtα
We fix A˜, A and Usθ and consider the left hand-side of (67) as an operator on U˜
s
θ , i.e.
denote
T U¯sθ (t) = U
s
θ (t) +
∫ t
0
Usθ (t− τ)(A˜− A)(θ + ωτ)U˜
s
θ (τ) dτ.
Hence (67) is just a fixed point equation. We note that the operator T is affine in its
argument. We write it as T (Usθ ) = O + L(U
s
θ ) where O is a constant vector and L is
a linear operator. To show that T is a contraction, it suffices to estimate the norm of
L. We have
|||LU1 −LU2|||α,β,ρ ≤ Cγ
(
tαeβt
∫ t
0
e−β1(t−τ)
(t− τ)α1
e−βτ τ−αdτ
)
|||U1 − U2|||α,β,ρ.
We now estimate
C(t) = tαeβt
∫ t
0
e−β1(t−τ)
(t− τ)α1
e−βττ−αdτ.
We have
C(t) = tα
∫ t
0
e(β−β1)(t−τ)
(t− τ)α1
τ−αdτ.
Changing variables, one gets
C(t) = tα
∫ t
0
e(β−β1)z
(t− z)α
z−α1dz.
We now choose β such that β < β1 denoting β = β1 − ε. Making the change of
variables z = tu in the integral, one gets
C(t) = t1−α1
∫ 1
0
e−εtu
(1− u)α
u−α1du.
This is clearly bounded for t ≤ 1 since α ∈ (0, 1) and 1 − α1 > 0. We now consider
the case t > 1. There exists a constant C > universal such that the following estimate
holds
e−tεu ≤
C
(1 + tεu)1−α1
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for any t, u ≥ 0. Therefore we estimate for t > 1
C(t) ≤ Ct1−α1
∫ 1
0
du
(1− u)αuα1(1 + εtu)1−α1
,
which is uniformly bounded as t goes to ∞. Recalling that |||LU1−LU2|||ρ,α1,β1 ≤ Cγ
where C is the constant we just computed, we obtain that L is a contraction in the
space Cα1,β,ρ(X) for any β < β1 and any α1 ∈ (0, 1) when γ is sufficiently small. 
The first consequence of Proposition 6.1 is that in the iterative step the small change
of K produces a small change in the invariant splitting and in the hyperbolicity con-
stants.
Corollary 6.2. Assume that K satisfies the hyperbolic non-degeneracy Condition 3.3
and that ‖K − K˜‖ρ,X is small enough. If we denote A˜(θ) = DX (K), there exists an
analytic family of splitting for K˜, i.e.
X = Xs
K˜(θ)
⊕Xc
K˜(θ)
⊕Xu
K˜(θ)
which is invariant under the linearized equation (15) (replacing K by K˜) in the sense
that
U˜σθ (t)X
σ
K˜(θ)
= Xσ
K˜(θ+ωt)
. σ = s, c, u
We denote Πs
K˜(θ)
, Πc
K˜(θ)
and Πu
K˜(θ)
the projections associated to this splitting. There
exist β˜1, β˜2, β˜
+
3 , β˜
−
3 > 0, α˜1, α˜2 ∈ (0, 1) and C˜h > 0 independent of θ satisfying β˜
+
3 <
β˜1, β˜
−
3 < β˜2 and such that the splitting is characterized by the following rate conditions:
‖U˜sθ (t)‖ρ,Y,X ≤ C˜h
e−β˜1t
tα˜1
, t > 0,
‖U˜uθ (t)‖ρ,Y,X ≤ C˜h
eβ˜2t
|t|α˜2
, t < 0,
‖U˜ cθ (t)‖ρ,X,X ≤ C˜he
β˜+
3
t, t > 0
‖U˜ cθ (t)‖ρ,X,X ≤ C˜he
β˜−
3
|t|, t < 0.
Furthermore the following estimates hold
‖Πs,c,u
K˜(θ)
− Πs,c,uK(θ)‖ρ,Y,Y ≤ C‖K˜ −K‖ρ,X ,(68)
|β˜i − βi| ≤ C‖K˜ −K‖ρ,X , i = 1, 2, 3,(69)
|α˜i − αi| ≤ C‖K˜ −K‖ρ,X , i = 1, 2(70)
C˜h = Ch.(71)
Proof. We just take A(θ) = DX (K(θ)), A˜(θ) = DX (K˜(θ)), Xs,c,uK(θ) = X
s,c,u
θ , X
s,c,u
K˜(θ)
=
X˜s,c,uθ , Π
s,c,u
K(θ) = Π
s,c,u
θ and Π
s,c,u
K˜(θ)
= Π˜s,c,uθ in Lemma 6.1 and we use that ‖A˜(θ) −
A(θ)‖ρ,X,Y ≤ ‖X‖C1‖K˜(θ)−K(θ)‖ρ,X . 
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7. Solution of the cohomology equation on the center subspace
We now come to the solution of the projected equation (43) on the center subspace.
The first point which has to be noticed is that by the spectral non-degeneracy as-
sumption 3.3 the center subspace Xcθ is finite-dimensional (with dimension 2ℓ). As a
consequence, we end up with standard small divisors equations. This is in contrast
with other studies of Hamiltonian partial differential equations like the Schro¨dinger
equation for which there is an infinite number of eigenvalues on the imaginary axis (see
[Bou98] ) and the KAM theory is more involved. Another aspect of Definition 3.3 is
that the formal symplectic structure on X restricts to a standard one on the center
bundle. Finally, it has to be noticed that by the finite-dimensionality assumption, all
the issues related to unbounded operators become irelevant.
We denote
∆c(θ) = Πcθ∆K(θ).
The projected linearized equation (43) becomes
(72) ∂ω∆
c(θ)− (DX ) ◦K∆c(θ) = −ΠcθE(θ) = −E
c(θ).
We first recall a well-known result by Ru¨ssmann (see [Ru¨s76a, Ru¨s76b, Ru¨s75,
dlL01]) which allows to solve small divisor equations along characteristics.
Proposition 7.1. Assume that ω ∈ Dh(κ, ν) with κ > 0 and ν ≥ ℓ − 1 and that M
is a finite dimensional space. Let h : Dρ ⊃ Tℓ → M be a real analytic function with
zero average with values in M. Then, for any 0 < δ < ρ there exists a unique analytic
solution v : Dρ−δ ⊃ Tℓ →M of the linear equation
l∑
j=1
ωj
∂v
∂θj
= h
having zero average. Moreover, if h ∈ Aρ,M then v satisfies the following estimate
‖v‖ρ−δ,M ≤ Cκδ
−ν‖h‖ρ,M, 0 < δ < ρ.
The constant C depends on ν and the dimension of the torus ℓ.
As in [FdlLS09a] and [dlLGJV05], we will find an explicit change of variables so that
the vector-field DX ◦K∆c(θ) becomes a constant coefficient vector-field. Then we will
be able to apply the small divisor result as stated in Proposition 7.1 to the cohomology
equations (72).
7.1. Geometry of the invariant tori. As it is well known in KAM theory, in a
finite dimensional framework, maximal invariant tori are Lagrangian submanifolds and
whiskered tori are isotropic. In our context of an infinite dimensional phase space
X , the picture is less clear, but nevertheless, thanks to our assumptions (which are
satisfied in some models under consideration), one can produce a non trivial solution.
We prove the following lemma on the isotropic character of approximate invariant
tori.
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Lemma 7.2. Let K : Dρ ⊃ Tℓ → M, ρ > 0, be a real analytic mapping. Define the
error in the invarianne equation as
E(θ) := ∂ωK(θ)−X (K(θ)).
Let L(θ) = DK(θ)⊥JcDK(θ) be the matrix which expresses the form K
∗Ω on the torus
in the canonical basis.
There exists a constant C depending on l, ν and ‖DK‖ρ such that
‖L‖ρ−2δ,Xc
θ
,Xc
θ
≤ Cκδ−(ν+1)‖E‖ρ,Y , 0 < δ < ρ/2.
In particular, if E = 0 then
L ≡ 0
Proof. By assumption H3.2 we have that there exists a one-form αK on the torus T
ℓ
such that
K∗Ω = dαK .
In coordinates on Tℓ, αK writes
αK = gK(θ)dθ.
Hence one has L(θ) = Dg⊥K(θ)−DgK(θ) and the lemma follows from Cauchy estimates
and Proposition 7.1 (see also [dlLGJV05]). 
7.2. Basis of the center subspace Xcθ. We introduce a suitable representation of the
center subspace Xcθ . In [dlLGJV05, FdlLS09a, FdlLS09b] it is shown that the change
of variables given by the following matrix
(73) [DK(θ), J−1c DK(θ)N(θ)].
allows to transform the linearized equations in the center subspace into two cohomology
equations with constant coefficients.
The argument presented in the references above works word by word here thanks to
the fact that the center subpace Xcθ is finite dimensional. We will go over the main
points in Section 7.3. We will start by recalling some symplectic properties.
7.2.1. Some symplectic preliminaries. We prove the following lemma.
Lemma 7.3. The 2−form Ω which is the restriction to the center subspace is non-
degenerate in the sense that Ω(u, v) = 0 ∀u ∈ X implies that v = 0.
Proof. A quick proof would follow from the fact that the symplectic form is non-
degenerate at the origin. Then, because the non-degeneracy assumptions are open, it
follows in a small neighborhood. The following argument gives a more global argument
valid in all the center manifold.
By the non-degeneracy assumptions 3.3, there exist maps Us,c,uθ (t) generating the
linearizations on Xs,c,uθ . These maps preserves Ω. Indeed, one has: let u(t), v(t) satisfy
du(t)
dt
= A(θ + ωt)u(t)
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and
dv(t)
dt
= A(θ + ωt)v(t)
where A(θ) = J−1∇2H ◦K(θ). Then
Ω(u(t), v(t)) = Ω(u(0), v(0)).
Indeed,
d
dt
Ω(u(t), v(t)) = Ω(u˙(t), v(t)) + Ω(u(t), v˙(t))
=< J−1∇2H ◦K(θ + ωt)u(t), Jv(t) > + < u(t), JJ−1∇2H ◦K(θ + ωt)v(t) >
= − < ∇2H ◦K(θ + ωt)u(t), v(t) > + < u(t),∇2H ◦K(θ + ωt)v(t) >
since ∇2H ◦K is symmetric. Hence the result.
Therefore, we have for any u, v ∈ Xs,c,uθ
Ω(u, v) = Ω(Us,c,uθ (t)u, U
s,c,u
θ (t)v), t ∈ R
+,R,R−.
Using now the estimates in 3.3, we have the following: the form Ω satisfies Ω(u, v) = 0
in the following cases
• u, v ∈ Xsθ ,
• u, v ∈ Xuθ ,
• u ∈ Xsθ ∪X
u
θ and v ∈ X
c
θ ,
• v ∈ Xcθ and v ∈ X
s
θ ∪X
u
θ
This implies that the form Ω restricted to the center bundle Xcθ is non degenerate
and the lemma is proved.

The form Ω is then a symplectic form since we assumed that the restriction of the
form to Xcθ is closed. Denote by Jc the restriction of the operator J on X
c
θ . Finally we
define the operator M(θ) from Rℓ into Xcθ .
(74) M(θ) = [DK(θ), J−1c DK(θ)N(θ)].
Notice that by assumption Xcθ is isomorphic to Y
c
θ . We emphasize on the fact that the
operator M(θ) belongs to Xcθ . Indeed, it is clear from the equation that DK (by just
differentiating) belongs to the center space and so is J−1c DK(θ)N(θ) by the fact that
we consider the restriction Jc of J to the center.
7.3. Normalization procedure. Let W : Dρ ⊃ Tℓ → Xcθ be such that
∆c(θ) =M(θ)W (θ)
From now on, the proof is very similar to the one in [dlLGJV05] and we just sketch the
proofs. We refer the reader to [dlLGJV05] for the details. The following first lemma
provides a reducibility argument for exact solutions of (5). We note that since the
space Xcθ is finite dimensional the symplectic form needs to be defined only in a very
weak sense.
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Lemma 7.4. Let K be a solution of
∂ωK(θ) = X (K(θ))
with M be defined as above and K(Tℓ) is an isotropic manifold. Then there exists an
ℓ× ℓ-matrix S(θ) such that
(75) ∂ωM(θ)−A(θ)M(θ) =M(θ)
(
0ℓ S(θ)
0ℓ 0ℓ
)
,
where
S(θ) = N(θ)DK(θ)⊤[J−1c ∂ω(DKN)−A(θ)J
−1
c DKN ](θ)
where we have denoted A(θ) = J−1c D(∇H(K)).
Proof. By differentiating the equation, we clearly have that the first ℓ columns of the
matrix
W (θ) = A(θ)M(θ)− ∂ωM(θ)
are zero. Now write
W1(θ) = A(θ)J
−1
c DK(θ)N(θ)− J
−1
c ∂ω(DK(θ)N(θ)).
Easy computations show that
W1(θ) = A(θ)J
−1
c DK(θ)N(θ)− J
−1
c ∂ω(DK(θ))N(θ)
+J−1c DK(θ)N(θ)∂ω(DK
⊤(θ))N(θ) + J−1c DK(θ)N(θ)DK(θ)
⊤∂ω(DK(θ))N(θ).
But since DK and J−1c DK(θ)N(θ) form a basis of the center subspace, one can write
W1 = DK S + J
−1
c DKN T.
We will prove that T = 0, giving the form of the matrix in the lemma. Multiply the
previous equation by DK(θ)⊤Jc; then by the lagrangian character of K, we have
DK(θ)⊤JcW1(θ) = T.
Hence using straightforward computations, we have that the second term plus the
fourth term in DK(θ)⊤JcW1(θ) is zero and the first term plus the third term in
DK(θ)⊤JcW1(θ) is equal to(
DK⊤D(∇H(K))J−1c + ∂ω(DK)
⊤
)
DKN.
But using the fact the symplectic form is skew-symmetric, the quantity into parenthesis
is just the derivative of the equation. Hence it has to be zero.
We now check the expression of the matrix S. We multiply by NDK⊤ to have
S = NDK⊤W1 = NDK
⊤
(
A(θ)J−1c DK(θ)N(θ)− J
−1
c ∂ω(DK(θ)N(θ))
)
.
This gives the result. 
The next lemma provides a generalized inverse for the operator M .
42 R. DE LA LLAVE AND Y. SIRE
Lemma 7.5. Let K be a solution of (5). Then the matrix M⊥JcM is invertible and
(M⊥JcM)
−1 =
(
N⊤DK⊤J−1c DKN −Idℓ
Idℓ 0
)
.
We now establish a similar result for approximate solutions, i.e. solutions of (5) up
to error E(θ) = Fω(K)(θ). When K is just an approximate solution, we define
(76) (e1, e2) = ∂ωM(θ)− A(θ)M(θ)−M(θ)
(
0ℓ S(θ)
0ℓ 0ℓ
)
.
Using that ∂ωDK(θ)−A(θ)DK(θ) = DE(θ) and the definition of S above mentioned
give e1 = DE and e2 = O(‖E‖ρ,Y , ‖DE‖ρ,Y ).
We then get
(77) [∂ωM(θ)− A(θ)M(θ)]ξ(θ) +M(θ)∂ωξ(θ) = −E
c(θ),
For the approximate solutions of (5), we have the following lemma.
Lemma 7.6. Assume ω is Diophantine in the sense of definition 3.1 and ‖Ec‖ρ,Y c
θ
small enough. Then there exist a matrix B(θ) and vectors p1 and p2 such that, by the
change of variables ∆c = Mξ, the projected equation on the center subspace can be
written [(
0l S(θ)
0l 0l
)
+B(θ)
]
ξ(θ) + ∂ωξ(θ) = p1(θ) + p2(θ).(78)
The following estimates hold
(79) ‖p1‖ρ,Xc
θ
≤ C‖Ec‖ρ,Y c
θ
,
(80) ‖p2‖ρ−δ,Xc
θ
≤ Cκδ−(ν+1)‖Ec‖2ρ,Y c
θ
and
(81) ‖B‖ρ−2δ,Xc
θ
≤ Cκδ−(ν+1)‖Ec‖ρ,Y c
θ
,
where C depends l, ν, ρ, ‖N‖ρ, ‖DK‖ρ,Y , |H|C2(Br). Furthermore the vector p1 has
the expression
p1(θ) =
(
−N(θ)⊤DK(θ)⊤Ec(θ)
DK(θ)⊤JcE
c(θ)
)
Proof. The proof follows more or less the one in [dlLGJV05] with suitable adaptations
due to our infinite dimensional setting. Notice however that the center subspace is
finite dimensional. From the previous computations one has
(e1, e2) = ∂ωM(θ)− A(θ)M(θ)−M(θ)
(
0ℓ S(θ)
0ℓ 0ℓ
)
.
Hence we have
M⊥Jc
[
∂ωM(θ)− A(θ)M(θ)
]
ξ(θ) = (M⊥JcM)∂ωξ =M
⊥JcEc.
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Hence by the previous Lemma,[(
0l S(θ)
0l 0l
)
+ (M⊥JcM)
−1(e1, e2)
]
ξ(θ) + ∂ωξ(θ) = (M
⊥JcM)
−1M⊥JcEc.(82)
Hence denoting
B(θ) = (M⊥JcM)
−1(e1, e2).
Then direct computations give p1 and p2 and the desired estimates.

7.4. Solutions to the reduced equations. We anticipate that from Lemma 7.6, the
terms Bξ and p2 are quadratic in the error. Hence an approximate solution has the
form ξ = (ξ1, ξ2) and solves
S(θ)ξ2(θ)− ∂ωξ1(θ) = −N(θ)
⊤DK(θ)⊤Ec(θ),(83)
∂ωξ2(θ) = DK(θ)
⊤JcE
c(θ).
We prove the following result, providing a solution to equations (83).
Proposition 7.7. There exists a solution (ξ1, ξ2) of (83) with the following estimates
‖ξ1‖ρ−δ,Xc
θ
≤ C1κδ
−ν‖Ec‖ρ,Xc
θ
,
‖ξ2‖ρ−2δ,Xc
θ
≤ C2κδ
−2ν‖Ec‖ρ,Xc
θ
,
for any ρ ∈ (0, δ/2) and where the constants C1, C2 just depend on l, ν, ρ, ‖N‖ρ,
‖DK‖ρ,Xc
θ
, |avg (S)|−1.
Proof. In order to apply Prop. 7.1, one needs to study the average on the torus Tℓ of
DK(θ)⊤JcE
c(θ). To do so, we first consider assumption H3.1 which gives in coordi-
nates
DK⊤JcDK = Dg
⊤ −Dg
for some function g on Tℓ. Now taking the inner product with ω and using the equation,
one has
DK⊤Jc(E + X (K)) = Dg
⊤ · ω −Dg · ω.
Therefore, the average of DK⊤JcE is the sum of the average of Dg
⊤ ·ω−Dg ·ω which
is zero and the average of DK⊤JcX (K). Now notice that
DK⊤JcX (K) = iX◦KK
∗Ω(.).
Hence its average is zero by assumption H4. As a consequence the average on Tℓ of the
R.H.S. DK(θ)⊤JcE
c(θ) is zero.Hence an application of Prop. 7.1 gives the solvability
in ξ2 with the desired bound. Since the average of ξ2 is free, one uses it and the twist
condition to solve in ξ1. This gives the desired result (see [dlLGJV05] for details).

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8. Uniqueness statement
In this section, we prove the uniqueness part of Theorem 3.5.
We assume that the embeddings K1 and K2 satisfy the hypotheses in Theorem 3.5,
in particular K1 and K2 are solutions of (5). If τ 6= 0 we write K1 for K1 ◦ Tτ which is
also a solution. Therefore Fω(K1) = Fω(K2) = 0. By Taylor’s theorem we can write
0 = Fω(K1)− Fω(K2) =DKFω(K2)(K1 −K2)
+R(K1, K2),
(84)
where
R(K1, K2) =
1
2
∫ 1
0
D2Fω(K2 + t(K1 −K2))(K1 −K2)
2 dt.
Then, there exists C > 0 such that
‖R(K1, K2)‖ρ,Y ≤ C‖K1 −K2‖
2
ρ,X .
Hence we end up with the following linearized equation
(85) DKFω(K2)(K1 −K2) = −R(K1, K2).
We denote ∆ = K1−K2. Projecting (85) on the center subspace with ΠcK2(θ+ωt), writing
∆c(θ) = ΠcK2(θ)∆(θ) and making the change of function ∆
c(θ) =M(θ)W (θ), where M
is defined in (74) with K = K2. We now perform the same type of normalization as in
Section 7 to arrive to two small divisor equations of the type
S(θ)ξ2(θ)− ∂ωξ1(θ) = −N(θ)
⊤DK(θ)⊥R(0, 0, K1, K2)(θ)
c,(86)
∂ωξ2(θ) = DK(θ)
⊤JcR(0, 0, K1, K2)(θ)
c.
We begin by looking for ξ2. We search it in the form ξ2 = ξ
⊥
2 + avg (ξ2). We have
‖ξ⊥2 ‖ρ−δ ≤ Cκδ
−ν‖K1 −K2‖2ρ,X .
The condition on the right-hand side of (86) to have zero average gives |avg (ξ2)| ≤
Cκδ−ν‖K1 −K2‖2ρ,X. Then
‖ξ1 − avg (ξ1)‖ρ−2δ ≤ Cκ
2δ−2ν‖K1 −K2‖
2
ρ,X
but avg (ξ1) is free. Then
‖∆c − (avg (∆c)1, 0)
⊤‖ρ−2δ ≤ Cκ
2δ−2ν‖K1 −K2‖
2
ρ,X .
The next step is done in the same way as in [dlLGJV05]. We quote Lemma 14 of that
reference using our notation. It is basically an application of the standard implicit
function theorem.
Lemma 8.1. There exists a constant C such that if C‖K1 − K2‖ρ,X ≤ 1 then there
exists an initial phase τ1 ∈
{
τ ∈ Rℓ | |τ | < ‖K1 −K2‖ρ,X
}
such that
avg (T2(θ)Π
c
K2(θ)
(K1 ◦ Tτ1 −K2)(θ)) = 0.
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The proof is based on the implicit function theorem in Rℓ.
As a consequence of Lemma 8.1, if τ1 is as in the statement, then K ◦Tτ1 is a solution
of (5) such that for all δ ∈ (0, ρ/2) we have the estimate
‖W‖ρ−2δ,X < Cκ
2δ−2ν‖R‖2ρ ≤ Cκ
2δ−2ν‖K1 −K2‖
2
ρ,X .
This leads to, on the center subspace
‖ΠcK2(θ)(K1 ◦ Tτ1 −K2)‖ρ−2δ,X ≤ Cκ
2δ−2ν‖K1 −K2‖
2
ρ,X .
Furthermore, taking projections on the hyperbolic subspace, we have that ∆h =
ΠhK2(θ)(K1 −K2) satisfies the estimate
‖∆h‖ρ−2δ,X < C‖R‖ρ,Y .
All in all, we have proven the estimate for K1 ◦Tτ1−K2 (up to a change in the original
constants)
‖K1 ◦ Tτ1 −K2‖ρ−2δ,X ≤ Cκ
2δ−2ν‖K1 −K2‖
2
ρ,X .
We are now in position to carry out an argument based on iteration. We can take a
sequence {τm}m≥1 such that |τ1| ≤ ‖K1 −K2‖ρ,X and
|τm − τm−1| ≤ ‖K1 ◦ Tτm−1 −K2‖ρm−1,X , m ≥ 2,
and
‖K1 ◦ Tτm −K2‖ρm,X ≤ Cκ
2δ−2νm ‖K1 ◦ Tτm−1 −K2‖
2
ρm−1,X
,
where δ1 = ρ/4, δm+1 = δm/2 for m ≥ 1 and ρ0 = ρ, ρm = ρ0 −
∑m
k=1 δk for m ≥ 1. By
an induction argument we end up with
‖K1 ◦ Tτm −K2‖ρm,X ≤ (Cκ
2δ−2ν1 2
2ν‖K1 −K2‖ρ0,X)
2m2−2νm.
Therefore, under the smallness assumptions on ‖K1 −K2‖ρ0,X , the sequence {τm}m≥1
converges and one gets
‖K1 ◦ Tτ∞ −K2‖ρ/2,X = 0.
Since both K1 ◦ Tτ∞ and K2 are analytic in Dρ and coincide in Dρ/2 we obtain the
result.
9. Nash-Moser iteration
In this section, we show that, if the initial error of the approximate invariance equa-
tion (6) is small enough the Newton procedure can be iterated infinitely many times
and converges to a solution. This is somewhat standard in KAM theory given the
estimates already obtained.
Let K0 be an approximate solution of (5) (i.e. a solution of the linearized equation
with error E0). We define the following sequence of approximate solutions
Km = Km−1 +∆Km−1, m ≥ 1,
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where ∆Km−1 is a solution of
DKFω(Km−1)∆Km−1 = −Em−1
with Em−1(θ) = Fω(Km−1)(θ). The next lemma provides that the solution at step m
improves the solution at step m− 1 and the norm of the error at step m is bounded in
a smaller complex domain by the square of the norm of the error at step m− 1.
Proposition 9.1. Assume Km−1 ∈ ND(ρm−1) is an approximate solution of equation
(5) and that the following holds
rm−1 = ‖Km−1 −K0‖ρm−1,X < r.
If Em−1 is small enough such that Proposition 7.6 applies, i.e.
Cκδ−ν−1m−1 ‖Em−1‖ρm−1,Y < 1/2
for some 0 < δm−1 ≤ ρm−1/3, then there exists a function ∆Km−1 ∈ Aρm−1−3δm−1,X for
some 0 < δm−1 < ρm−1/3 such that
(87) ‖∆Km−1‖ρm−1−2δm−1,X ≤ (C
1
m−1 + C
2
m−1κ
2δ−2νm−1)‖Em−1‖ρm−1,Y ,
(88) ‖D∆Km−1‖ρm−1−3δm−1,X ≤ (C
1
m−1δ
−1
m−1 + C
2
m−1κ
2δ
−(2ν+1)
m−1 )‖Em−1‖ρm−1,Y ,
where C1m−1, C
2
m−1 depend only on ν, l, |X |C1(Br), ‖DKm−1‖ρm−1,X , ‖Π
s
Km−1(θ)
‖ρm−1,Y sθ ,X ,
‖ΠcKm−1(θ)‖ρm−1,Y cθ ,X , ‖Π
u
Km−1(θ)
‖ρm−1,Y uθ ,X , and |avg (Sm−1)|
−1. Moreover, if Km =
Km−1 +∆Km−1 and
rm−1 + (C
1
m−1 + C
2
m−1κ
2δ−2νm−1)‖Em−1‖ρm−1,Y < r
then we can redefine C1m−1 and C
2
m−1 and all previous quantities such that the error
Em(θ) = Fω(Km)(θ) satisfies (defining ρm = ρm−1 − 3δm−1)
(89) ‖Em‖ρm,Y ≤ Cm−1κ
4δ−4νm−1‖Em−1‖
2
ρm−1,Y
.
Proof. We have ∆Km−1(θ) = Π
h
θ∆Km−1(θ)+Π
c
θ∆Km−1(θ), where Π
h
θ is the projection
on the hyperbolic subspace and belong to L(Y hθ , X). Estimates (46) follow from the
previous two sections. The second part of estimate (46) follows from the first line of
(46), Cauchy’s inequalities and the fact that the projected equations on the hyperbolic
subspace are exactly solved. 
Thanks to the previous proposition, one is able to obtain the convergence of the
Newton method in a standard way.
The others non-degeneracy conditions can be checked in exactly the same way as
described in [FdlLS09a] and we do not repeat the arguments.
Lemma 9.2. If ‖Em−1‖ρm−1,Y cθ is small enough, then
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• If DK⊥m−1DKm−1 is invertible with inverse Nm−1 then
DK⊥mDKm
is invertible with inverse Nm and we have
‖Nm‖ρm ≤ ‖Nm−1‖ρm−1 + Cm−1κ
2δ
−(2ν+1)
m−1 ‖Em−1‖ρm−1,Y cθ .
• If avg (Sm−1) is non-singular then also avg (Sm) is and we have the estimate
|avg (Sm)|
−1 ≤ |avg (Sm−1)|
−1 + C ′m−1κ
2δ
−(2ν+1)
m−1 ‖Em−1‖ρm−1,Y cθ .
10. Construction of quasi-periodic solutions for the Boussinesq
equation
This section is devoted to an application of Theorem 3.5 to a concrete equation that
has appeared in the literature.
In Section 10.1, we will verify the formal hypothesis of the general Theorem 3.5.
First we will verify the geometric hypothesis, choose the concrete spaces that will play
the role of the abstract ones, etc. In Section 10.5, we will construct approximate
solutions that satisfy the quantitative properties. By applying Theorem 3.5, to these
approximate solutions, we will obtain Theorem 3.7.
10.1. Formal and geometric considerations. The Boussinesq equation has been
widely studied in the context of fluid mechanics since the pioneering work [Bou72]. It
is the equation (in one dimension) with periodic boundary conditions
(90) utt = µuxxxx + uxx + (u
2)xx on T, t ∈ R.
where µ > 0 is a parameter.
We will introduce an additional parameter ε which will be useful in the sequel as a
nemonic device to perform perturbation theory. Note however that it can be eliminated
by rescaling the u, considering v = εu. So that discussing small ε is equivalent to
discussing small amplitude equations.
The equation (90) is ill-posed in any space and one can construct initial data for
which there is no existence in any finite interval of time. As we will see later, the
non-linear term does not make it well posed in the spaces X we will consider later.
The equation (90) is a 4th order equation in space. Since it is second order in time,
it is standard to write it as a first order system
(91) z˙ = Lµz +N (z),
where
Lµ =
(
0 1
∂2x + µ∂
4
x 0
)
and
N (z) = (0, ∂2xu
2).
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Notice that (91) has the structure we assumed in (3) , namely that the evolution
operator is the sum of a linear and constant operator and a nonlinear part, which is of
lower order than the linear part.
10.2. Choice of spaces. In this section we present some choices of spaces X ,Y for
which the operators entering in the Boussinesq equation satisfy the assumptions of
Theorem 3.5. As indicated in Section 3.6.2, there are several choices and it is advan-
tageous to follow a choice for the local uniqueness part and a different one for the
existence. The spaces we consider will have one free parameter.
For ρ > 0 we denote:
Dρ =
{
z ∈ Cℓ/Zℓ | |Im zi| < ρ
}
and denote Hρ,m(T) for ρ > 0 and m ∈ N, the space of analytic functions f in Dρ such
that the quantity
‖f‖2ρ,m =
∑
k∈Z
|fk|
2e4πρ|k|(|k|2m + 1)
is finite, and where {fk}k∈Z are the Fourier coefficients of f . For any ρ > 0 and
m ∈ N, the space
(
Hρ,m(T), ‖ · ‖ρ,m
)
is a Hilbert space. Furthermore, this scale of
Hilbert spaces Hρ,m(T) for ρ > 0 and m > 1
2
is actually a Hilbert algebra for pointwise
multiplication, i.e. for every u, v ∈ Hρ,m(T) there exists a constant C such that
‖u v‖ρ,m ≤ C‖u‖ρ,m‖v‖ρ,m.
Extending the definition to ρ = 0, H0,m(T) is the standard Sobolev space on the
torus and for ρ > 0, Hρ,m(T) consists of analytic functions on the extended strip Dρ
with some L2-integrability conditions on the derivatives up to order m on the strip Dρ.
As already noticed, we are going to construct quasi-periodic solutions in the class of
small amplitude solutions for (90).
For the system (91), it is natural to consider the space for ρ > 0 and m > 5
2
(92) Xρ,m = H
ρ,m ×Hρ,m−2
We note that Lµ sends Xρ,m into Xρ,m−2, but we observe that this is not really used
in Theorem 3.5. By the Banach algebra property of the scale of spaces Hρ,m(T) when
m > 1/2 and the particular form of the nonlinearity, we have the following proposition
(see [dlL09]).
Proposition 10.1. The non linearity N is analytic from Xρ,m into Xρ,m when m >
5/2.
In the system language, it is useful to think of Lµ as an operator of order 2 and of
N as an operator of order 0.
Hence, in the present case, we can take Y = X in the abstract Theorem 3.5.
Remark 10.1. Note that this gives a rigorous proof that the nonlinar evolution is
ill-posed. If the non-linear evolution was well-posed in some of the Xρ,m spaces with
m > 5/2, we could consider the nonlinear evolution as a perturbation of the linear one.
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Using the usual Duhamel formula of Lipschitz perturbations of semigroups [Hen81], we
could conclude that the linear evolution is well posed, which is patently false.
We will be actually considering a subspace of X denoted X0 consisting of functions
z(t) ∈ X such that
(93)
∫ 1
0
dx z(·, x) dx = 0.
(94)
∫ 1
0
dx ∂tz(·, x) = 0.
(95) z(·, x) = z(·,−x)
At the formal level, the subspace X0 is invariant under the equation of (91). In
contrast with the normalizations (93) and (94) that can be enforced by a change of
variables, (95) is a real restriction. It is possible to develop a theory without (95), but
we will not pursue it here.
We now check that the assumptions of Theorem 3.5 are met. The main steps are
to verify the formal assumptions of Theorem 3.5 and construct approximate solutions
which are non degenerate.
10.3. Linearization around 0. We first study the eigenvalue problem for U ∈ X, σ ∈
C
LµU = σU.
This leads to the eigenvalue relation
σ2 = −4π2k2 + 16π4µk4 = −4π2k2(1− 4π2µk2)
for k ∈ Z. By symmetry, we assume that k ≥ 0 and the spectrum follows by reflection
with respect to the imaginary axis. We have the following lemma.
Lemma 10.2. The operator Lµ has discrete spectrum in X. Furthermore, we have the
following
• The center spectrum of Lµ consists in a finite number of eigenvalues. Further-
more, the dimension of the center subspace is even.
• The hyperbolic spectrum is well separated from the center spectrum.
Proof. From the equation,
σ2 = −4π2k2 + 16π4µk4 = −4π2k2(1− 4π2µk2)
we deduce easily that the spectrum is discrete inX . Furthermore, 0 is not an eigenvalue
since we assume u to have average 0. Finally, we notice that when 0 < k2 < 1
4π2µ
, one
has σ2 < 0 and since there is a finite (even) number of values in this set, this leads to
the desired result. The separation of the spectrum directly follows from the discreteness
of the spectrum. 
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We then have the following set of eigenvalues
Spec(Lµ) =
{
±2πi|k|
√
1− 4π2µk2 = ±σk(µ)
}
k≥1
.
The center space Xc0 is the eigenspace degenerate by the eigenfunctions correponding
to the eigenvalues σk(µ) for which indices k = 1, ..., ℓ we have 1 − 4π2µk2 ≥ 0. The
center subspace Xc0 is spanned by the eigenvectors
Uk = (uk, vk) = (cos(2πkx), σk(µ) cos(2πkx))k=1,...,ℓ.
Any element U on the center subspace can be expressed as:
U =
ℓ∑
k=1
αkUk.
with the αk arbitrary real numbers.
10.4. Verifying the smoothing properties of the partial evolutions of the
linearization around 0. We now come to the evolution operators and their smoothing
properties. We have:
Lemma 10.3. The operator Lµ generates semi-group operators U
s,u
θ (t) in positive and
negative times. Furthermore, the following estimates hold
‖Usθ (t)‖X,X ≤
C
t
1
2
e−Dt, t > 0
and
‖Uuθ (t)‖X,X ≤
C ′
|t|
1
2
eD
′t, t < 0
for some constants C,C ′, D,D′ > 0.
Proof. The proof is given in detail in [dlL09, page 404-405]. It is based on observing
that the evolution operator in the (un)stable spaces can be expressed in Fourier series.
Since the norms considered are given by the Fourier terms (with different weights), it
suffices to estimate the sup of the multipliers times the ratio of the weights. 
Until now, we have considered only the linearization around the equilibrium 0 in X .
Of course, by the stability theory of the splittings developed in Section 6, the spectral
non-degeneracy properties will be satisfied by all the approximate solutions that are
small enough in the smooth norms. As we will see, our approximate solutions will be
trigonometric polynomials with small coefficients.
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10.5. Construction of an approximate solution. This section is devoted to the
construction of an approximate non-degenerate solution for equation (91). We use a
Lindstedt series argument to construct approximate solutions for all “nonresonant”
values of µ. Then, we will verify the twist non-degeneracy conditions for some values
of µ only.
Remark 10.2. For the experts, we note that the analysis is remarkably similar to the
perturbative analysis near elliptic fixed points in Hamiltonian systems. We have found
useful the treatment in [Poi99, Vol 2]. More modern treatments based on transforma-
tion theory are in [Mos68, Zeh73, Dou88]. In our case, the transformation theory is
more problematic, hence we take advantage of the a-posteriori format and just con-
struct approximate solutions for the initial guess.
The following result establishes the existence (and some uniqueness which we will
not use) of the Lindstedt series under appropriate non-resonance conditions.
Lemma 10.4. Let ℓ be as before. For all N ≥ 2, assume the nonresonance condition
to order N given by
F (k, j) 6= 0, k ∈ Zℓ, j ∈ N, 1 < |k| ≤ N
where
F (k, j) ≡
[
(ω0 · k)
2 − 2π2(j2 − 2µπ2j2)
]
.
Then, for all U1 depending on ℓ parameters, there exist (ω
1, ..., ωN) ∈ (Rℓ)N and
(U2, ...,UN) ∈ (Hρ,m(T))N−1 parametrized by (A11, ..., A
1
ℓ) ∈ R
ℓ for any ρ > 0 such that
for any σ ≥ 0
‖(u[≤N ]ε )tt − (u
[≤N ]
ε )xx − µ(u
[≤N ]
ε )xxxx − ((u
[≤N ]
ε )
2)xx.‖Hρ,m(T) ≤ Cε
N+1
for some constant C > 0 and
u[≤N ]ε (t, x) =
N∑
k=1
εkUk(ω
[≤N ]
ε t, x)
where
ω[≤N ]ε = ω
0 +
N∑
k=1
εkωk.
The coefficients Uk are trigonometric polynomials and can be obtained in such a way
that the projection over the kernel of
M0 = (ω
0 · ∂θ)
2 − ∂2xx − µ∂
4
xxxx
is zero. Moreover, the normalizations (96), (93) are satisfied. With such a normal-
ization, they are unique.
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Before going into the proof itself, we comment a bit on the theory of Lindstedt series.
We define the hull function as
uε(t, x) = Uε(ωεt, x)
where Uε : Tℓ × T 7→ R with ℓ =
dimXc0
2
.
There are two versions of the theory: one assuming the symmetry condition for the
solutions
(96) Uε(θ, ·) = Uε(−θ, ·)
and another one without assuming (96). For simplicity, we will assume the symmetry.
We note that, thanks to the a-posteriori format of the theorem, we only need to produce
an approximate solution and verify the non-degeneracy conditions.
The function Uε and the frequency ωε produce a solution of (91) if and only if they
satisfy the equation
(97) (ωε · ∂θ)
2Uε = ∂
2
xxUε + µ∂
4
xxxxUε + (U
2
ε )xx.
We emphasize that we are considering now that both Uε and ωε are unknowns to be
determined in (97). As we will see, we will obtain Uε and ωε, depending on ℓ free
arbitrary parameters.
Following the standard procedure of Lindstedt series, we will consider formal expan-
sions Uε and ωε in powers of ε. We will impose that finite order truncations to order
N satisfy the equation (97) up to an error CN |ε|
N+1. Hence, the series are not meant
to converge (in general they will not) but they indicate a sequence of approximate
solutions that solve the equation to higher and higher order in ε. We will also verify
the other non-degeneracy hypothesis of Theorem 3.5.
We consider the formal sums
Uε(θ, x) ∼
∞∑
k=1
εkUk(θ, x)
ωε ∼ ω
0 +
∞∑
k=1
εkωk.
(98)
Remark 10.3. Notice that the sum for Uε starts with ε since we have in mind to
consider small amplitude solutions of the equation.
The meaning of formal power solutions is that we truncate these sums at order N
arbitrary, N ≥ 1 and consider
u[≤N ]ε (θ, x) =
N∑
k=1
εkUk(θ, x)
ω[≤N ]ε = ω
0 +
N∑
k=1
εkωk.
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As it often happens in Lindstedt series theory, the first terms of the recursion are
different from the others. In our case, the first step will allow us to choose solutions
of the first step depending on ℓ parameters. Once these solutions are chosen, we can
obtain all the other solutions in a unique way. We note that the computations are
very algorithmic and subsequently can be programmed. The normalization in the
last item of Lemma 10.4 is natural in Lindstedt series theory. If one changes the
parameters, introducing new parameters A1i = B
1
i + εAˆi(B
1
1 , . . . , B
1
ℓ ; ε), one obtains a
totally different series, which of course parametrizes the same set of solutions. In any
case, we emphasize that for us the main issue is to construct an approximate solution.
Proof. We substitute the sums for ωε and Uε into (97) and identify at all orders.
Order 1: We get
(ω0 · ∂θ)
2U1 = ∂
2
xxU1 + µ∂
4
xxxxU1.
We search for solutions of the form cos(2πω0j θj) cos(2πjx) where j ∈ N. Therefore
the frequencies are given by the relation
ω0j = 2π|j|
√
1− 4π2µj2.
We assume now that 4π2µj2 6= 1 and 1 − 4π2µj2 ≥ 0 which means that j = 1, ..., ℓ
where ℓ = ⌊
√
1
2πµ
⌋.
Now, we get the frequency vector ω0, given by:
(ω0)j=1,...,ℓ =
(
2π|j|
√
1− 4π2µj2
)
j=1,...,ℓ
.
All the solutions of the equation satisfying the symmetry conditions (36), (96) are
given by:
(99) U1(θ, x) =
ℓ∑
j=1
A1j cos(2πθj) cos(2πjx).
This is the customary analysis of the linearized equations in normal modes. For
future reference, we denote
M0 = (ω0 · ∂θ)
2 − ∂2xx − µ∂
4
xxxx.
We note that the operatorM0 is diagonal on trigonometric polynomials and we have
that
M0 cos(2πk · θ) cos(2πjx) = F (k, j) cos(2πk · θ) cos(2πjx)
where
F (k, j) ≡
[
(ω0 · k)
2 − 2π2(j2 − 2µπ2j2)
]
.
For convenience we will make the important non-resonance condition to order N
(100) F (k, j) 6= 0, k ∈ Zℓ, j ∈ N, 1 < |k| ≤ N.
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The nonresonance condition is very customary in the study of elliptic fixed points.
It says that the basic frequencies are not a combination of each other. Note that if
we fix ℓ, k and j the condition F (k, j) = 0 is a polynomial equation in µ so that it is
satisfied only for a finite number of µ. This says that for the interval of µ where ℓ is
constant, we may have to exclude at most a finite number of values of µ. Of course,
requiring the result for all N means excluding at most a countable number of values
of µ. A detailed analysis may obtain sharper conclusions on the values of µ that need
to be excluded. In the final applications, we will only consider the interval in which
ℓ = 1, where it is easy to see that there is no resonant value. The following remark is
obvious, but it will be useful for us later:
Proposition 10.5. Under the non-resonance condition, the kernel of the operator M0
is precisely ω0 · ∂θ of the span of the solutions U1 obtained before in (99).
Order m ≥ 2: The general equation to be solved at order m to ensure that the
equation (97) is solvable to order m has the form
(101) M0Um + 2(ω
m−1 · ∂θ)(ω
0 · ∂θ)U1 = Rm(U1, ...,Um−1, ω
0, ..., ωm−2)
where Rm is polynomial in its arguments and their derivatives (up to order 4). In
particular, if U1, ...,Um−1 are trigonometric polynomials then so is Rm. It is also easy
to see that if U1, ...,Um−1 have the symmetry properties (96) so does Rm. Hence, using
the addition formula for products of angles, we can express
Rm =
∑
k∈Zℓ,j∈Z
Ck,j(A
0
1, . . . , A
0
ℓ) cos(2πk · θ) cos(2πjx)
We inductively assume that U1, . . . ,Um−1 are trigonometric polynomials and that
ω0, . . . , ωm−2 have been found. Then, we will show that we can find ωm−1, Um in such
a way that the equation (101) is solvable. Furthermore, the solution is unique if we
impose the normalization at the end of Lemma 10.4. The equation (101) can be solved
by identifying the coefficients of cos(2πk · θ) cos(2πjx) on both sides.
Since Rm is a trigonometric polynomial, we can separate the terms into terms that
are in the kernel ofM0 and terms for which the multiplier F (k, j) corresponding toM0
is not zero. We also note that, under the non-resonance hypothesis, we have that the
kernel ofM0 is precisely the functions that appear in U1. The term (ωm−1 ·∂θ)(ω0·∂θ)U1
lies in the kernel of M0.
Since M0 is diagonal, the terms in the kernel ofM0 are precisely those that are not
in the range of M0. For the terms for which the multiplier F (k, j) is non zero (i.e.
those terms in the range of M0), we can invert M0 and, hence obtaining
Um(k, j) =
Ck,j
F (k, j)
.
For the terms that lie in the kernel ofM0, we cannot divide by the multiplier F (k, j)
but instead obtain uniquely ωm−1 to solve (101). Note that this uses the non-resonance
condition so that that the kernel of M0 is precisely functions that appear in U1.
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Of course, to solve (101), we could add any function in the kernel of M0. Under
the normalization condition, we see that the term to add is uniquely determined to be
zero. The evaluation of the norm in the Lemma comes directly from the fact that we
are dealing with trigonometric polynomials, hence belonging to any Sobolev space. 
10.6. Application of Theorem 3.5 to the approximate solutions. End of the
proof of Theorem 3.7. Let ω0 as in Theorem 3.7 and consider Uε the function
constructed in the previous section. Denote
K0(θ) =
(
Uε(θ, .)
ωε · ∂θUε(θ, .)
)
∈ X0.
.
We will proceed to verify the assumptions of Theorem 3.5 taking as initial conditions
of the iteration the results of the Lindstedt series. This will require carrying out
explicitly the calculations indicated before to order 3 and verifying that the twist
condition is satisfied.
10.6.1. Smallness assumption on the error and range of K0. Consider K0 as above.
Then Lemma 10.4 ensures directly that the smallness assumption in Theorem 3.5 are
satisfied with an error smaller than CN |ε|
N+1 for arbitrary large N .
Note that this is verified for all values of ℓ.
10.6.2. Spectral non-degeneracy. We check conditions 3.3. For ε = 0, all the conditions
in 3.3 are met by the previous discussion. In particular there exists an invariant splitting
denoted
(102) X0 = X
c
0 ⊕X
s
0 ⊕X
u
0 .
Now, by construction of K0, choosing ε small enough again and using the pertur-
bation theory of the bundles developped in section 6 (see Lemma 6.2), there exists
an invariant splitting for K0 for ε small enough satisfying all the desired properties
and this proves the spectral non-degeneracy conditions 3.3 for K0, together with the
suitable estimates.
Note that this is verified for all values of ℓ.
10.6.3. Twist condition. We now check the twist condition in Definition 3.4. Pick a
Diophantine frequency ω as in Theorem 3.7. Recall that the family of perturbative
solutions is parameterized by A1j for j = 1, ..., ℓ, the ℓ parameters giving U1. In the
system of coordinates given by (A11, . . . , θ), the twist condition amounts to showing
that
(103) |det
(
∂A1jω
N
i
)
|−1 > TN (ε) > 0.
To verify the twist condition, we will assume that ℓ = 1. This is the only reason why
in Theorem 3.7 we are assuming ℓ = 1.
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If we can show that TN(ε) > C|ε|a for some positive a, C, (1 ≤ a < N) then we
claim that we can finish the construction. The crucial remark is that we also have
TN˜(ε) ≥ C˜|ε|
a
for any N˜ > N since we are only adding higher order terms. As we will see ω1 = 0 so
we will have to go to order 3. Let us first consider the case m = 2. We have that the
equation at order 2 and assuming that ℓ = 1 writes
M0U2 + 2(ω
1 · ∂θ)(ω
0 · ∂θ)U1 = (U
2
1 )xx.
We have
U21 = A
2 cos2(2πθ) cos2(2πx).
It yields
U21 =
A2
4
(1 + cos(4πθ))(1 + cos(4πx))
and
(U21 )xx = −4π
2A2(1 + cos(4πθ)) cos(4πx),
since this is not in the range, hence one has ω1 = 0. We then go to order m = 3 which
gives the equation (taking into account that ω1 = 0)
M0U3 + 2(ω
0 · ∂θ)(ω
2 · ∂θ)U1 = 2(U1U2)xx.
From the previous step, one has
U2 = −4π
2A2
(cos(4πx) cos(4πθ)
F (2, 2)
+
cos(4πx)
F (0, 2)
)
Hence we have
(U1U2)xx = −4π
2A4
(
− cos(2πx)− 9 cos(6πx)
)(−(cos(2πθ) + cos(6πθ))
4F (2, 2)
+
cos(2πθ)
2F (0, 2)
)
.
Identifying according to the discussion before, one gets that ω2 is given by
ω2 = CA4
(1
4
1
F (2, 2)
−
1
2
1
F (0, 2)
)
.
for some constant C. We check now that
(
1
4
1
F (2,2)
− 1
2
1
F (0,2)
)
6= 0. We compute
F (0, 2)− 2F (2, 2) = −12− 8µ 6= 0,
hence ω2 6= 0.
As a consequence one has
ω[≤N ]ε = ω
0 + ε2ω2 + h.o.t.
and furthermore ω2 6= 0. Since ω0 does not depend on A, we have that the twist
condition writes
ε2
(dω2
dA
)
+ h.o.t.
Hence, taking N˜ sufficiently large, we can apply Theorem 4.1 to obtain Theorem 3.7.
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11. Application to the Boussinesq system
In this section, we consider the Boussinesq system of water waves. This system is
even more interesting than the Boussinesq equation (see Section 10) for at least two
reasons: first the system is more ”singular”; second, the full power of the two spaces
approach has to be used, i.e. one has to take the spaces X and Y such that X 6= Y .
The system writes
(104) ∂t
(
u
v
)
=
(
0 −∂x − µ∂xxx
−∂x 0
)(
u
v
)
+
(
∂x(uv)
0
)
where t > 0 and x ∈ T.
The elementary linear analysis around the (0, 0) equilibrium can be found in [dlL09].
Recall that the eigenvalues of the linearization around 0 are given by
(105) ω(k) = ±|k|2πi
√
1− 4π2µk2 k ∈ Z
The eigenvectors are given by
Uj = (2πj cos(2πθj) cos(2πj),
√
(2πj)2 − µ(2πjx)4 sin(2πθj) sin(2πjx))
for j = 1, ...ℓ where ℓ is the smallest integer such that 1− 4π2µk ≥ 0.
We denote by ω0 the vector whose components are all the real frequencies that appear
ω0 = (ω(k1), ω(k2), . . . , ω(kℓ));
{k1, . . . kℓ} = {k ∈ Z | k > 0; 1− 4π
2µk2 ≥ 0}
(106)
The following symmetries are preserved formally by the equation
(107)
{
u(t,−x) = u(−t, x) = u(t, x),
v(t,−x) = v(−t, x) = −v(t, x).
We remind that we take
X = Hρ,m(T)×Hρ,m+1(T)
and
Y = Hρ,m−1(T)×Hρ,m(T)
We denote by X0 the set of functions in X satisfying the symmetries (107) and also
the momentum ∫ 1
0
u(t, x) dx = 0
and ∫ 1
0
v(t, x) dx = 0.
The previous quantities, as in the case of the Boussinesq equation, are preserved by
the equation under consideration. It is proved in [dlL09] the following proposition
Proposition 11.1. The nonlinearity N (u, v) = (∂x(uv), 0) is analytic (indeed a poly-
nomial) from X to Y .
Furthermore one has (see also [dlL09])
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Lemma 11.2. For t > 0, one has
‖Usθ (t)‖Y,X ≤
C
t1/2
e−Dt
and for t < 0 one has
‖Uuθ (t)‖Y,X ≤
C ′
|t|1/2
eD
′t
for some C,C ′, D,D′ > 0.
11.0.4. Approximate solution. We will not repeat the whole discussion which is very
close to the one on the Boussinesq equation. Instead, we provide the necessary changes.
The strategy is completely parallel to the one for the Boussinesq equation. Define two
hull functions
uε(t, x) = Uε(ωεt, x)
and
vε(t, x) = Vε(ωεt, x)
Once again we consider Lindstedt series in powers of ε.
Similarly to the previous section, we have
Lemma 11.3. Let ℓ be as before. For all N > 1, there exists (ω1, ..., ωN) ∈ (Rℓ)N ,
(U1, ...,UN) ∈ (Hρ,m(T))N and (V1, ...,VN) ∈ (Hρ,m−1(T))N for some ρ > 0 such that
(108)∥∥∥∂t
(
uε
vε
)
−
(
0 −∂x − µ∂xxx
−∂x 0
)(
uε
vε
)
+
(
∂x(uεvε)
0
)∥∥∥
Hρ,m(T)×Hρ,m−1(T)
≤ CεN+1
for some constant C > 0 and
u[≤N ]ε (t, x) =
N∑
k=1
εkUk(ω
[≤N ]
ε t, x),
v[≤N ]ε (t, x) =
N∑
k=1
εkVk(ω
[≤N ]
ε t, x),
where
ω[≤N ]ε = ω
0 +
N∑
k=1
εkωk.
The solutions depend on ℓ arbitrary parameters, where ℓ is the number of the degrees
of freedom of the kernel.
Proof. We develop a general theory, parallel with the one of the Boussinesq equation
in the previous section. The main new difficulties is that we are dealing with systems
of equations and that the linear operator is not diagonal in an obvious sense. Denote
A =
(
0 −∂x − µ∂3x
−∂x 0
)
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At general order m ≥ 2, we search for solutions of the form
Um(θ, x) =
∑
jZ,kZℓ
Umk,j cos(2πk · θ) cos(2πjx)
and
Vm(θ, x) =
∑
jZ,kZℓ
V mk,j sin(2πk · θ) sin(2πjx).
The previous formulae come from the assumptions of symmetry of the solutions. De-
noting Wm = (Um,Vm) one has(
ω0 · ∂θ −A
)
Wm + ω
m−1 · ∂θW1 = Rm(ω
0, ..., ωm−2,Wm−1).
It is important to notice the operator M0 =
(
ω0 · ∂θ − A
)
is not self-adjoint in
X and does not act as a multiplication in an easy basis of vectors. We then need to
understand the range of this operator. Its domain is spanned by(
(cos(2πk · θ) cos(2πjx), sin(2πk · θ) sin(2πjx))
)
.
The range is then the space of vector functions of the form of linear combinations of
the basis (
(sin(2πk · θ) cos(2πjx), cos(2πk · θ) sin(2πjx))
)
.
Order 1 One has
(109) ω0 · ∂θ
(
U1
V1
)
=
(
−∂xV1 − µ∂3xV1
−∂xU1
)
We expand
U1 =
ℓ∑
j=1
A1j cos(2πθj) cos(2πjx)
V1 =
ℓ∑
j=1
B1j sin(2πθj) sin(2πjx)
As in the case of the Boussinesq equation, this gives directly the vector ω0 and one can
take any A1j , B
1
j . For convenience later, we assume
A1j 6= 0, B
1
j 6= 0, j = 1, . . . , ℓ
The rest of the orders is like in the previous section on the Boussinesq equation. 
We now prove Theorem 3.9, i.e. considering the case ℓ = 1. It amounts to apply the
abstract theorem 3.5. As in Section 10, this is done by checking the twist condition,
the rest of the proof being completely parallel. We have first
W1 = A
(
cos(2πθ) cos(2πx)2π
sin(2πθ) sin(2πx)2πω0.
)
For simplicity of writing we suppress the harmless parameter A.
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At order 2, one has
(110) ω0 · ∂θ
(
U2
V2
)
+ ω1 · ∂θ
(
U1
V1
)
=
(
−∂xV2 − µ∂3xV2 + ∂x(U1V1)
−∂xU2
)
Furthermore, one has (the map F (j, k) is defined as in the previous section)
∂x(U1V1) =
1
2
sin(4πθ) sin(4πx).
This is never in the range of M0 = ω0 · ∂θ − A. Therefore, we obtain ω1 = 0.
Additionally, one has
W2 =
1
F (2, 2)
(
1
2
cos(4πθ) cos(4πx)
1
2
sin(4πθ) sin(4πx)ω0
)
+
1
F (−2, 2)
(
1
2
cos(4πθ) cos(4πx)
−1
2
sin(4πθ) sin(4πx)ω0
)
We go now to order 3. We have
(111) M0
(
U3
V3
)
+ ω2 · ∂θ
(
U1
V1
)
=
(
∂x(U1V2) + ∂x(U2V1)
0
)
We have by lengthy but straightforward computations
U1V2 =
1
8
1
F (−2, 2)
(
sin(6πθ)− sin(2πθ)
)(
sin(6πx)− sin(2πx)
)
−
ω0
8F (2, 2)
(
sin(6πθ)− sin(2πθ)
)(
sin(6πx)− sin(2πx)
)
Similarly
U2V1 =
1
8
1
F (2, 2)
(
sin(6πθ)− sin(2πθ)
)(
sin(6πx)− sin(2πx)
)
+
ω0
8F (−2, 2)
(
sin(6πθ)− sin(2πθ)
)(
sin(6πx)− sin(2πx)
)
Hence one has
∂x(U1V2) + ∂x(U2V1)
= frac18
( 1
F (−2, 2)
−
ω2
F (2, 2)
+
1
F (−2, 2)
−
1
F (2, 2)
)(
2π sin(2πθ) cos(2πx)
)
+R(θ, x)
(112)
where R(θ, x) is a trigonometric polynomial involving higher order frequencies. Since
the coefficient
π
4
( 1
F (−2, 2)
−
ω0
F (2, 2)
+
1
F (−2, 2)
−
1
F (2, 2)
)
is non-zero only on a finite number of values of µ, one deduces that ω2 is nonzero,
hence the twist condition. The rest of the proof follows.
WHISKERED TORI IN PDES 61
References
[AR67] Ralph Abraham and Joel Robbin. Transversal mappings and flows. W. A. Benjamin, Inc.,
New York-Amsterdam, 1967.
[Bam99] Dario Bambusi. On the Darboux theorem for weak symplectic manifolds. Proc. Amer.
Math. Soc., 127(11):3383–3391, 1999.
[Ber07] Massimiliano Berti. Nonlinear oscillations of Hamiltonian PDEs. Progress in Nonlinear
Differential Equations and their Applications, 74. Birkha¨user Boston, Inc., Boston, MA,
2007.
[Bou72] J. Boussinesq. Thorie des ondes et des remous qui se propagent le long d’un canal rect-
angulaire horizontal, en communiquant au liquide contenu dans ce canal des vitesses
sensiblement pareilles de la surface au fond. Jour. de Math. Pures et App. (2), 17:55108,
1872.
[Bou98] J. Bourgain. Quasi-periodic solutions of Hamiltonian perturbations of 2D linear
Schro¨dinger equations. Ann. of Math. (2), 148(2):363–439, 1998.
[Bou99] Jean Bourgain. Periodic solutions of nonlinear wave equations. In Harmonic analysis
and partial differential equations (Chicago, IL, 1996), pages 69–97. Univ. Chicago Press,
Chicago, IL, 1999.
[CCdlL15] R. Calleja, A. Celletti, and R. de la Llave. Whitney regularity, monogenic dependence of
solutions in kam theory: an a-posteriori approach. 2015. Manuscript.
[CdlL10a] R. Calleja and R. de la Llave. A numerically accessible criterion for the breakdown
of quasi-periodic solutions and its rigorous justification. Nonlinearity, 23(9):2029–2058,
2010.
[CdlL10b] Renato Calleja and Rafael de la Llave. A numerically accessible criterion for the break-
down of quasi-periodic solutions and its rigorous justification. Nonlinearity, 23(9):2029–
2058, 2010.
[CFNT89] P. Constantin, C. Foias, B. Nicolaenko, and R. Temam. Integral manifolds and inertial
manifolds for dissipative partial differential equations, volume 70 of Applied Mathematical
Sciences. Springer-Verlag, New York, 1989.
[CGL15] R. Castelli, M. Gameiro, and J.-P. Lessard. Rigorous numerics for ill-posed pdes: periodic
orbits in the boussinesq equation. 2015. arXiv:1509.08648.
[CGNS05] Walter Craig, Philippe Guyenne, David P. Nicholls, and Catherine Sulem. Hamiltonian
long-wave expansions for water waves over a rough bottom. Proc. R. Soc. Lond. Ser. A
Math. Phys. Eng. Sci., 461(2055):839–873, 2005.
[CH15] Marta Canadell and A`lex Haro. A KAM-like theorem for quasi-periodic normally hyper-
bolic invariant tori. 2015. Preprint.
[CL95] Shui-Nee Chow and Hugo Leiva. Existence and roughness of the exponential dichotomy
for skew-product semiflow in Banach spaces. J. Differential Equations, 120(2):429–477,
1995.
[CL96] S.-N. Chow and H. Leiva. Unbounded perturbation of the exponential dichotomy for
evolution equations. J. Differential Equations, 129(2):509–531, 1996.
[CM74] Paul R. Chernoff and Jerrold E. Marsden. Properties of infinite dimensional Hamiltonian
systems. Springer-Verlag, Berlin, 1974. Lecture Notes in Mathematics, Vol. 425.
[CM12] Pascal Cherrier and Albert Milani. Linear and quasi-linear evolution equations in Hilbert
spaces, volume 135 of Graduate Studies in Mathematics. American Mathematical Society,
Providence, RI, 2012.
[CNS11] Min Chen, Nghiem V. Nguyen, and Shu-Ming Sun. Existence of traveling-wave solutions
to Boussinesq systems. Differential Integral Equations, 24(9-10):895–908, 2011.
62 R. DE LA LLAVE AND Y. SIRE
[Cra00] Walter Craig. Proble`mes de petits diviseurs dans les e´quations aux de´rive´es partielles,
volume 9 of Panoramas et Synthe`ses [Panoramas and Syntheses]. Socie´te´ Mathe´matique
de France, Paris, 2000.
[Cra08] Walter Craig. Transformation theory of Hamiltonian PDE and the problem of water
waves. In Hamiltonian dynamical systems and applications, NATO Sci. Peace Secur. Ser.
B Phys. Biophys., pages 67–83. Springer, Dordrecht, 2008.
[CV02] Vladimir V. Chepyzhov and Mark I. Vishik. Attractors for equations of mathematical
physics, volume 49 of American Mathematical Society Colloquium Publications. American
Mathematical Society, Providence, RI, 2002.
[CW93] Walter Craig and C. Eugene Wayne. Newton’s method and periodic solutions of nonlinear
wave equations. Comm. Pure Appl. Math., 46(11):1409–1498, 1993.
[CW94] Walter Craig and C. Eugene Wayne. Periodic solutions of nonlinear Schro¨dinger equations
and the Nash-Moser method. In Hamiltonian mechanics (Torun´, 1993), volume 331 of
NATO Adv. Sci. Inst. Ser. B Phys., pages 103–122. Plenum, New York, 1994.
[dlL01] Rafael de la Llave. A tutorial on KAM theory. In Smooth ergodic theory and its applica-
tions (Seattle, WA, 1999), pages 175–292. Amer. Math. Soc., Providence, RI, 2001.
[dlL09] Rafael de la Llave. A smooth center manifold theorem which applies to some ill-posed
partial differential equations with unbounded nonlinearities. J. Dynam. Differential Equa-
tions, 21(3):371–415, 2009.
[dlLGJV05] R. de la Llave, A. Gonza´lez, A`. Jorba, and J. Villanueva. KAM theory without action-
angle variables. Nonlinearity, 18(2):855–895, 2005.
[Dou88] Raphae¨l Douady. Stabilite´ ou instabilite´ des points fixes elliptiques. Ann. Sci. E´cole
Norm. Sup. (4), 21(1):1–46, 1988.
[Eli89] L. H. Eliasson. Hamiltonian systems with linear normal form near an invariant torus. In
Nonlinear Dynamics (Bologna, 1988), pages 11–29. World Sci. Publishing, Teaneck, NJ,
1989.
[FdlLS09a] Ernest Fontich, Rafael de la Llave, and Yannick Sire. Construction of invariant whiskered
tori by a parameterization method. I. Maps and flows in finite dimensions. J. Differential
Equations, 246(8):3136–3213, 2009.
[FdlLS09b] Ernest Fontich, Rafael de la Llave, and Yannick Sire. A method for the study of whiskered
quasi-periodic and almost-periodic solutions in finite and infinite dimensional Hamilton-
ian systems. Electron. Res. Announc. Math. Sci., 16:9–22, 2009.
[FdlLS15] Ernest Fontich, Rafael de la Llave, and Yannick Sire. Construction of invariant whiskered
tori by a parameterization method. Part II: Quasi-periodic and almost periodic breathers
in coupled map lattices. J. Differential Equations, 259(6):2180–2279, 2015.
[FGdlLL16] J.-Ll Figueras, M. Gameiro, R. de la Llave, and J.-P. Lessard. A unified framework for
the rigorous computation of invariant objects in PDE’s. 2016. Preprint.
[GK14] Benoˆıt Gre´bert and Thomas Kappeler. The defocusing NLS equation and its normal form.
EMS Series of Lectures in Mathematics. European Mathematical Society (EMS), Zu¨rich,
2014.
[Gol85] Jerome A. Goldstein. Semigroups of linear operators and applications. Oxford Mathemat-
ical Monographs. The Clarendon Press, Oxford University Press, New York, 1985.
[Gra74] Samuel M. Graff. On the conservation of hyperbolic invariant tori for Hamiltonian sys-
tems. J. Differential Equations, 15:1–69, 1974.
[Hal88] Jack K. Hale. Asymptotic behavior of dissipative systems, volume 25 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 1988.
[HdlL06] A. Haro and R. de la Llave. A parameterization method for the computation of invariant
tori and their whiskers in quasi-periodic maps: rigorous results. J. Differential Equations,
228(2):530–579, 2006.
WHISKERED TORI IN PDES 63
[HdlLS12] Gemma Huguet, Rafael de la Llave, and Yannick Sire. Computation of whiskered invariant
tori and their associated manifolds: new fast algorithms. Discrete Contin. Dyn. Syst.,
32(4):1309–1353, 2012.
[Hen81] Daniel Henry. Geometric theory of semilinear parabolic equations, volume 840 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin, 1981.
[HI11] Mariana Haragus and Ge´rard Iooss. Local bifurcations, center manifolds, and normal
forms in infinite-dimensional dynamical systems. Universitext. Springer-Verlag London,
Ltd., London; EDP Sciences, Les Ulis, 2011.
[HMO02] Jack K. Hale, Luis T. Magalha˜es, and Waldyr M. Oliva. Dynamics in infinite dimensions,
volume 47 of Applied Mathematical Sciences. Springer-Verlag, New York, second edition,
2002. With an appendix by Krzysztof P. Rybakowski.
[HP74] Einar Hille and Ralph S. Phillips. Functional analysis and semi-groups. American Math-
ematical Society, Providence, R. I., 1974. Third printing of the revised edition of 1957,
American Mathematical Society Colloquium Publications, Vol. XXXI.
[HPS77] M.W. Hirsch, C.C. Pugh, and M. Shub. Invariant manifolds. Springer-Verlag, Berlin,
1977. Lecture Notes in Mathematics, Vol. 583.
[KP03] Thomas Kappeler and Ju¨rgen Po¨schel. KdV & KAM, volume 45 of Ergebnisse der Math-
ematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics
[Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics]. Springer-Verlag, Berlin, 2003.
[Kuk93] Sergej B. Kuksin. Nearly integrable infinite-dimensional Hamiltonian systems, volume
1556 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1993.
[Kuk94] S. B. Kuksin. KAM-theory for partial differential equations. In First European Congress
of Mathematics, Vol. II (Paris, 1992), pages 123–157. Birkha¨user, Basel, 1994.
[Kuk00] Sergei B. Kuksin. Analysis of Hamiltonian PDEs, volume 19 of Oxford Lecture Series in
Mathematics and its Applications. Oxford University Press, Oxford, 2000.
[Kuk06] Sergei B. Kuksin. Hamiltonian PDEs. In Handbook of dynamical systems. Vol. 1B, pages
1087–1133. Elsevier B. V., Amsterdam, 2006. With an appendix by Dario Bambusi.
[LdlL09] Xuemei Li and Rafael de la Llave. Construction of quasi-periodic solutions of delay dif-
ferential equations via KAM techniques. J. Differential Equations, 247(3):822–865, 2009.
[LM09] Marta Lewicka and Piotr B. Mucha. On the existence of traveling waves in the 3D Boussi-
nesq system. Comm. Math. Phys., 292(2):417–429, 2009.
[LV11] Alejandro Luque and Jordi Villanueva. A KAM theorem without action-angle variables
for elliptic lower dimensional tori. Nonlinearity, 24(4):1033–1080, 2011.
[LY05] Yong Li and Yingfei Yi. Persistence of lower dimensional tori of general types in Hamil-
tonian systems. Trans. Amer. Math. Soc., 357(4):1565–1600 (electronic), 2005.
[LY11] Jianjun Liu and Xiaoping Yuan. A KAM theorem for Hamiltonian partial differential
equations with unbounded perturbations. Comm. Math. Phys., 307(3):629–673, 2011.
[McK81] H. P. McKean. Boussinesq’s equation on the circle. Comm. Pure Appl. Math., 34(5):599–
691, 1981.
[Miy92] Isao Miyadera. Nonlinear semigroups, volume 109 of Translations of Mathematical Mono-
graphs. American Mathematical Society, Providence, RI, 1992. Translated from the 1977
Japanese original by Choong Yun Cho.
[Mos66a] J. Moser. A rapidly convergent iteration method and non-linear differential equations. II.
Ann. Scuola Norm. Sup. Pisa (3), 20:499–535, 1966.
[Mos66b] J. Moser. A rapidly convergent iteration method and non-linear partial differential equa-
tions. I. Ann. Scuola Norm. Sup. Pisa (3), 20:265–315, 1966.
[Mos68] Ju¨rgen K. Moser. Lectures on Hamiltonian systems. Mem. Amer. Math. Soc. No. 81.
Amer. Math. Soc., Providence, R.I., 1968.
64 R. DE LA LLAVE AND Y. SIRE
[Nel69] E. Nelson. Topics in Dynamics. I: Flows. Princeton University Press, Princeton, N.J.,
1969.
[Neu10] J. W. Neuberger. Sobolev gradients and differential equations, volume 1670 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin, second edition, 2010.
[Paz83] A. Pazy. Semigroups of linear operators and applications to partial differential equations,
volume 44 of Applied Mathematical Sciences. Springer-Verlag, New York, 1983.
[Poi99] H. Poincare´. Les me´thodes nouvelles de la me´canique ce´leste, volume 1, 2, 3. Gauthier-
Villars, Paris, 1892–1899.
[PS99] Victor A. Pliss and George R. Sell. Robustness of exponential dichotomies in infinite-
dimensional dynamical systems. J. Dynam. Differential Equations, 11(3):471–513, 1999.
[Rob01] James C. Robinson. Infinite-dimensional dynamical systems. Cambridge Texts in Ap-
plied Mathematics. Cambridge University Press, Cambridge, 2001. An introduction to
dissipative parabolic PDEs and the theory of global attractors.
[Ru¨s75] H. Ru¨ssmann. On optimal estimates for the solutions of linear partial differential equa-
tions of first order with constant coefficients on the torus. In Dynamical Systems, Theory
and Applications (Battelle Rencontres, Seattle, Wash., 1974), pages 598–624. Lecture
Notes in Phys., Vol. 38, Berlin, 1975. Springer.
[Ru¨s76a] H. Ru¨ssmann. On a new proof of Moser’s twist mapping theorem. In Proceedings of the
Fifth Conference on Mathematical Methods in Celestial Mechanics (Oberwolfach, 1975),
Part I, volume 14, pages 19–31, 1976.
[Ru¨s76b] H. Ru¨ssmann. On optimal estimates for the solutions of linear difference equations on
the circle. Celestial Mech., 14(1):33–37, 1976.
[Sch60] J. Schwartz. On Nash’s implicit functional theorem. Comm. Pure Appl. Math., 13:509–
530, 1960.
[Sev06] Mikhail B. Sevryuk. Partial preservation of frequencies in KAM theory. Nonlinearity,
19(5):1099–1140, 2006.
[Sho97] R. E. Showalter. Monotone operators in Banach space and nonlinear partial differential
equations, volume 49 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 1997.
[SS76] R.J. Sacker and G.R. Sell. Existence of dichotomies and invariant splittings for linear
differential systems. III. J. Differential Equations, 22(2):497–522, 1976.
[SY02] George R. Sell and Yuncheng You. Dynamics of evolutionary equations, volume 143 of
Applied Mathematical Sciences. Springer-Verlag, New York, 2002.
[Tem97] Roger Temam. Infinite-dimensional dynamical systems in mechanics and physics, vol-
ume 68 of Applied Mathematical Sciences. Springer-Verlag, New York, second edition,
1997.
[Van02] J. Vano. A Nash-Moser implicit function theorem with Whitney regularity and applica-
tions. Ph.D. Thesis, University of Texas, 2002.
[You99] Jiangong You. Perturbations of lower-dimensional tori for Hamiltonian systems. J. Dif-
ferential Equations, 152(1):1–29, 1999.
[Zeh73] E. Zehnder. Homoclinic points near elliptic fixed points. Comm. Pure Appl. Math.,
26:131–182, 1973.
[Zeh75] E. Zehnder. Generalized implicit function theorems with applications to some small di-
visor problems. I. Comm. Pure Appl. Math., 28:91–140, 1975.
[Zeh76] E. Zehnder. Generalized implicit function theorems with applications to some small di-
visor problems. II. Comm. Pure Appl. Math., 29(1):49–111, 1976.
WHISKERED TORI IN PDES 65
School of Mathematics, Georgia Institute of Technology, Atlanta GA 30332
E-mail address : rafael.delallave@math.gatech.edu
Johns Hopkins University, Krieger Hall, Baltimore, USA
E-mail address : sire@math.jhu.edu
