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Over the past several years, roadway safety management has evolved into data-driven or
evidence-based science. The corner stone of a data-driven roadway safety management
is the knowledge about useful patterns in the complex crash data. Crash data is often
difficult to model with several confounding factors and discrete target variables such as
crash counts or crash severity. The major goal of this dissertation was to contribute to
the methodological realm of roadway safety management.
The research objectives are in two folds: 1) to develop state-of-the-art model
specifications for modeling crash data, and 2) to develop a probabilistic model-based site
ranking framework. This research addresses methodological issues in crash frequency
modeling such as unobserved heterogeneity, spatial correlation, and temporal patterns.
Two novel specifications were developed to address these methodological issues: 1) nega-
tive binomial spatial with random parameters (NBSRP) modeled as multi-variate normal
finite mixture distribution; 2) negative binomial spatial model with dynamic parameters
vii
(NBSDP). The NBSRP with finite-mixture specification allows for identifying the under-
lying sub-groups of road segments, and for skewness and multi-modality in the underly-
ing random parameter distribution. The NBSDP specification employs dynamic linear
model (DLM) formulation of the discrete negative binomial count model by exploiting re-
cently developed polya-gamma data-augmentation techniques. NBSDP model facilitates
to investigate the evolution of the model parameters over the time and to make safety
predictions for a future year. Both NBSRP and NBSDP models simultaneously accounts
for potential spatial correlation of crash counts from neighboring road segments.
Bayesian methods have been widely used for model building and recently gain-
ing further popularity due to the availability of efficient algorithmic techniques for the
parameter estimation. Computationally efficient Bayesian estimation frameworks that
leverage recent advances in data augmentation techniques were developed in this re-
search to estimate the proposed count specifications. Bayesian estimation methods also
facilitate statistical inference on site ranks, thereby allowing for probabilistic ranking.
A computationally efficient site ranking framework was developed incorporating the re-
cent probabilistic ranking techniques towards the end of this dissertation. Overall, this
dissertation demonstrates the feasibility of designing Bayesian modeling frameworks for
probabilistic roadway safety management, which facilitate online learning. The research
ideas presented in this dissertation may be extended to bigger networks to test the feasi-
bility of developing a safety management framework that automatically learns from the
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The National Highway Traffic Safety Administration (NHTSA) reported an over-
all decline of 22.7 percent in the occupant fatality rate (per 100,000 population) from
1975 to 1992, which further decreased by 31.1 percent from 1992 to 2012. Although
a substantial improvement has been witnessed in terms of road safety during the last
35 years, about 35,000 fatalities and about 1.7 million injuries were still being reported
annually in highway vehicle crashes during 2003-2012 [NHTSA, 2014]. In 2010, NHTSA
estimated traffic crashes in the United States accounted for over $ 277 billion in economic
losses [Blincoe et al., 2014]; this is about $897 per individual distributed among 308.7
million people living in the United States. To place it in perspective, the cost of traffic
crashes is reportedly more than two and one-half times the cost of congestion in urban
areas [Herbel et al., 2010]. The alarming crash statistics and the associated economic
and social costs call for impending safety countermeasures across the United States.
Over the past several years, roadway safety management has evolved into data-
driven or evidence-based rather than experience-based science [Herbel et al., 2010]. In
2005, Highway Safety Improvement Program (HSIP), a federally funded, state-administered
program was established. HSIP mandated individual states to implement Strategic High-
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way Safety Plans (SHSP) that are data-driven and targeted at reducing crash counts and
severity on all highways. Furthermore, the enactment of Moving Ahead for Progress in
the 21st century act (MAP-21), a federal law approved in 2012, enforced each state-level
transportation agency to actively develop and modify the existing SHSP. According to the
HSIP manual [Herbel et al., 2010], the goals of a scientific safety management framework
are to understand and quantify the changes in the expected crash consequences; the fu-
ture safety decisions should be reliant on such quantifiable evidence. HSIP’s data-driven
strategic approach to improve highway safety emphasizes the need for comprehensive
database management systems and state-of-the-art data analysis methodologies to iden-
tify and prioritize crash prone zones and to establish performance-based goals for optimal
utilization of limited safety budgets. Federal Highway Administration’s (FHWA) Office
of Safety Research and Development with support from Exploratory Advanced Research
(EAR) program is actively gathering information on the recent advances in analyzing
massive data and data mining. Such recent data analysis technologies may better ex-
plain the causes of crash occurrence and offer innovative means of accident prevention.
Analytical techniques that allows to learn from integrated datasets comprising informa-
tion from disparate and often incompatible sources such as big data are needed.
Crash occurrences are highly stochastic and infrequent in nature, therefore, in-
vesting safety funds based on the raw crash number is merely “chasing the lightening”.
The main goals of a rational safety project selection are to avoid personal judgment, to
account for the random nature of road crashes, and to reduce the administrative costs
associated with the in-field investigations of the promising sites [Deacon et al., 1974].
Based on a survey on the use of hazardous site selection methodologies, the majority
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of the state-level transportation agencies are utilizing deterministic methods [Hallmark
et al., 2002]; this was further confirmed with local transportation officials at the beginning
of this dissertation research. Although crash numbers are highly stochastic in nature,
they do represent the safety level of the road network. Probabilistic comparison is indeed
necessary to compare randomized crash numbers of different road segments across a road
network. Accurate identification of high risk locations will assist transportation agencies
to focus the limited safety funding towards most beneficial safety improvement projects.
Model based road safety management also allows for a “systemic” safety perspective,
which is recently gaining ample attention across highway agencies.
In order to perform probabilistic site ranking, a safety measure of candidate sites
that best represents their existing safety level is necessary. Roadway safety is often mea-
sured in terms of either crash frequency or crash severity. Crash frequency is defined as
the total number of crashes associated with a candidate site during a time period. Crash
severity is defined as the injury severity level of the most severely injured individual
involved into a road accident. Crash frequency is generally modeled using discrete prob-
abilistic distributions such as Poisson, Negative binomial distributions. Crash severity is
expressed in terms of discrete severity levels, and typically modeled using discrete choice
models such as ordered probit/logit and multinomial probit/logit. The probability of
crash occurrence at a candidate site is of interest while assessing its crash vulnerability.
On the other hand, crash severity modeling estimates the probability of a crash to fall
under a given severity category conditional on the crash occurrence. Crash frequency
modeling is more suitable for site screening applications; crash severity measure becomes
relevant while performing individual crash level analysis. Crash rate is another potential
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candidate as a safety measure; however, it is sensitive to low traffic volumes and may
result in unrealistic safety levels. For instance, an additional crash on a site with very
low volume traffic may drastically increase its crash rate, thereby the chances of selecting
the site for safety improvement will be high. However, the absolute number of lives saved
by investing on the site may be low due to the low exposure, and the resources may be
utilized elsewhere.
The safety level of roadway infrastructure is governed by several intertwined fac-
tors: geometric, functional, structural and socio-economic characteristics of the candidate
site. Therefore, the development of statistical models that best fits the observed crash
data, yet producing reliable crash predictions, is a challenging task. The reliability of
any predictive model relies largely on the underlying model specification of the depen-
dent variable. In this dissertation crash frequency (or crash count) was selected as the
response variable. Mannering and Bhat [2014] presented a historical overview of the
evolution of statistical specifications in the roadway safety research and identified several
methodological barriers. The authors highlighted that the adoption of new methodolo-
gies is indeed essential in the field of roadway safety research to address several statistical
issues including unobserved heterogeneity, spatial and temporal correlation that may po-
tentially impact the precision of resulting crash predictions, thereby affect site ranking
and budget allocation.
Bayesian predictive methods have been widely used for the analysis of road safety
data and recently gaining further popularity due to the availability of efficient algorithmic
techniques for the parameter estimation. Bayesian methods allow to conveniently com-
bine prior knowledge on model parameters (if any), and update the prior distributions
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of the model parameters by incorporating the observed crash data; this is often desired
in road safety management. Bayesian modeling framework facilitates to periodically up-
date the predictive model parameter distributions upon the arrival of the newer data.
Such framework is useful in infrastructure management applications as data are collected
annually. Bayesian inference also provides full posterior distribution of any function of
the model parameters. For instance, Bayesian count specifications facilitate inferences
on individual site ranks, which facilitate probabilistic site ranking of road segments.
In summary, the need to incorporate state-of-the-art statistical techniques into the
road safety management is evident. The growing roadway safety data resources are of no
additional value, unless statistical tools that facilitate learning useful roadway safety in-
formation are available. This dissertation aims to contribute to the methodological realm
of road safety management. This research emphasizes the need to incorporate advanced
model structures into roadway safety management applications to unveil interesting pat-
terns in the crash datasets and to pro-actively prevent accident occurrence. The main
objectives and anticipated contributions of this study are provided in the next section.
1.2 Main objectives
The main goal of this research is to incorporate advanced statistical models into
roadway safety management applications. To achieve this goal, the study is divided into
the following major objectives:
1. To build statistical models for unveiling interesting patterns in the safety data
2. To perform model-based probabilistic ranking of the road segments
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This dissertation proposes new statistical models for analyzing historic crash frequency
data of road networks. Methodological issues in crash frequency modeling including unob-
served heterogeneity, spatial correlation, and temporal pattern extraction are addressed
in this research. The proposed crash frequency modeling is divided into the following
two scenarios.
Scenario - I: In this scenario, a negative binomial spatial with random param-
eters (NBSRP) model is progressively developed for analyzing crash data over a given
year. First, a negative binomial specification with random parameters is constructed to
model crash frequency of contiguous road segments. The unobserved heterogeneity is in-
corporated using a finite multi-variate normal mixture prior on the random parameters;
this allows for non-normality, skewness in the distribution of the random model param-
eters, facilitates correlation across the model parameters, and relaxes any distributional
assumptions. The model extracts the inherent groups of road segments with crash counts
that are equally sensitive to the road attributes on an average; the heterogeneity within
these groups is also allowed in the proposed framework. The NBSRP model simulta-
neously accounts for potential spatial correlation of the crash counts from neighboring
road segments. The proposed NBSRP is potentially useful in the context of road safety
management to identify the road segments that may respond to similar safety treatments
and also the strength of the spatial dependence of crash frequencies on contiguous road
segments.
Scenario - II: In this scenario, a negative binomial spatial model with dynamic
parameters (NBSDP) is developed for analyzing the historical crash data collected over
several years. NBSDP model structure allows the regression parameters to vary over the
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time using a dynamic linear modeling framework. The proposed model simultaneously
allows for spatial correlation of the crash counts on the neighboring road segments, which
may vary each year. NBSDP model structure is useful to study the evolution of the
negative binomial regression parameters over the time. In addition, NBSDP model also
allows to estimate the change in the level of spatial dependence over the time across the
road segments.
This research employs a computationally efficient Bayesian estimation framework
to perform statistical inference on the proposed models. A Marcov Chain Monte Carlo
(MCMC) sampling strategy is proposed that leverages recent theoretical developments
on data-augmentation algorithms, and elegantly sidesteps many of the computational
difficulties usually associated with Bayesian inference of count models. A probabilistic
ranking methodology is also developed towards the end of the dissertation.
In summary, this dissertation research assembles a framework to identify road
segments with potential for safety improvement in order to efficiently allocate road safety
management funding. This research also documents several empirical findings regarding
the influence of road condition and geometric features on crash frequency.
1.3 Dissertation outline
The dissertation is organized into six chapters as follows. Chapter 2 summarizes
a comprehensive literature review of most recent methodological advancements in crash
count modeling. A discussion on modeling specifications and a variety of estimation
techniques, and a general review of road safety management and probabilistic ranking
applications are also provided. Chapter 3 describes the NBDRP specification and Gibbs
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sampling algorithm for model estimation. A discussion on empirical analysis is also
provided towards the end of the chapter. Chapter 4 introduces dynamic linear modeling
framework, describes the NBSDP specification and Forward Filtering Backward Sampling
(FFBS) algorithm for model estimation. The application of proposed specification in
road safety management is further demonstrated using an empirical example. Chapter
5 describes a probabilistic ranking framework for the identification of hazardous road
segments. An empirical demonstration of the proposed site ranking framework is also
provided using a road network from the Houston area. Chapter 6 summarizes the major





This chapter summarizes a comprehensive review of the existing literature on
road safety management and crash modeling. A brief historical overview of road safety
management is provided at the beginning of the section. Subsequently, a review of the
recent probabilistic ranking methods to identify the road segments with potential for
safety improvement is provided. Earlier studies that addressed methodological issues in
crash frequency modeling such as unobserved heterogeneity and temporal patterns are
also discussed.
2.1 Overview of roadway safety management
In 1966, United States Congress enacted Highway Safety Act, a major Federal
initiative towards improving roadway safety, that required individual states to establish
and monitor a highway safety program in conformity with uniform standards constituted
by the Secretary of Transportation. FHWA and NHTSA shared the responsibility of im-
plementing 18 essential standards that were established under the act. The 1966 Highway
Safety Act was modified further in 1973 to replace the established standards with five
priority safety improvement program areas. In 1978, the Surface Transportation Assis-
tance Act coalesced the five different areas into the Railway-Highway Grade Crossing
9
and Hazard Elimination Programs. The hazard elimination program was primarily tar-
geted at reducing the frequency of fatalities and serious injuries caused by road crashes
on all public roads. The program provided funding for implementing projects to allay or
eradicate the hazardous public road segments. Subsequently, individual states required
to develop a Safety Management System (SMS) under Intermodal Surface Transporta-
tion Efficiency Act (ISTEA) of 1991. SMS promoted the culture of maintaining crash
database upon which safety decisions and performance measures may be established.
Recently, the Highway Safety Improvement Program (HSIP), fueled by the enactment
of roadway safety management has been further driving the safety management into a
data-driven or evidence-based science[Herbel et al., 2010].
Any roadway safety management system aims to reduce the frequency and severity
of road crashes, however, under unavoidable budgetary constraints. The first and vital
stage in State-level safety management plans is to identify road segments or intersections
with highest crash potential, or in other words, with most promising safety improvement
across the road network. Generally, the proposed safety improvement projects are largely
funded by the federal government through HSIP program (up to 90% funding) and the
local or State authorities are required to fund the remaining portion. States bear the re-
sponsibility of effectively utilizing the massive portion of federal funds to achieve desired
safety improvements. Clearly, local transportation agencies require superior analytical
tools to identify the suitable safety projects across the road network in order to cost-
effectively utilize the federal funds. For instance, in Texas, each district is responsible
for identifying sites with safety concerns and for sending the information to Traffic Op-
erations Division office. The office ranks the proposed safety projects using the Safety
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Improvement Index (SII), described in TxDOT’s HSIP manual [HSIP, 2013], and funds
in the order until the allocated funding is depleted. Prior to these cost calculations,
a reasonable district level crash ranking tool may assist districts to perform an initial
screening exercise to identify the road segments with promising safety improvements.
2.2 Site ranking
The main objectives of the identification of hazardous sections are to avoid per-
sonal judgment, to consider the random nature of the crashes into account and to reduce
the administrative costs associated with the in-field investigations of the promising sites
[Deacon et al., 1974]. Broadly, the site ranking methods may be categorized into de-
terministic and probabilistic procedures. Hallmark et al. [2002] reported a considerable
diversity in the selection of site ranking methods across individual states in US. Based
on a survey on the use of site ranking methodologies, it was determined that the ma-
jority of the state-level transportation agencies are utilizing deterministic site ranking
methods that do not account for the inherent variability of the site ranking exercise
[Hallmark et al., 2002]. A probabilistic comparison is indeed necessary to compare the
randomized crash numbers of different road segments across a road network. Probabilis-
tic safety management tools assists the transportation agencies to implement reactive as
well as proactive safety management. The road segments exhibiting consistent high crash
risk may be considered for immediate safety treatments, while the road segments with
moderate crash risk may be treated for proactive safety management. Lack of accurate
probabilistic network screening tools may lead to ineffective safety investments.
Among the probabilistic methods, the Empirical Bayes (EB) method has been
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extensively utilized for site ranking and network screening applications. Recently, hier-
archical Bayesian modeling of the crash count data has been utilized extensively in the
road safety literature. However, the site ranking methodologies that exploit the power of
Fully Bayesian (FB) methods are limited. Given the recent advances, a clear guidance
on the selection of appropriate Hierarchical Bayesian probabilistic ranking methods is
very helpful to the road safety management professionals and transportation agencies.
This dissertation compares several previously proposed probabilistic ranking methods,
and provides the merits and demerits. A review of the most recent probabilistic ranking
methods that have been implemented or proposed in road safety management applica-
tions is provided in this section.
2.2.1 Probabilistic ranking methods
Deacon et al. [1974] refers to hazardous locations as the sites with abnormally
severe accident patterns when compared with similar locations elsewhere. Another recent
definition by Elvik [2008] is as follows: “any location that has a higher expected number
of accidents than other similar location as a result of local risk factors”. Hauer [1996]
introduced a relatively neutral phrase: Sites with Promise (SWiPs), rather than calling
the identified sites as black spots or hazardous locations. The majority of the literature on
the network screening for SWiPs recommended ranking methods that are reliant on long
run crash frequencies. Generally, earlier site ranking methodologies were not probabilistic
in nature and did not account for precision of the estimate of underlying decision index
(such as predicted crash frequency). On the other hand, probabilistic ranking method
provides a framework to construct a list of SWiPs while accounting for the uncertainty
12
around the decision index.
A wide variety of techniques have been used to screen the sites with potential for
improvement. For example, Norden et al. [1956] and Morin [1967] suggested industrial
statistical quality control for road safety, which includes an upper bound for accident
rate using an assumed level of false detection. Tamburri and Smith [1970] introduced
the notion of safety index for site ranking in order to make sensible comparisons. The
index was calculated using economic weighting of the expected crash counts in each
severity category. McGuigan [1981, 1982] suggested to calculate the difference between
the actual number of accidents on road sections and the number of accidents expected
for such class of roads under similar traffic volumes. Hauer [1996] provided an overview
of the historical and conceptual development of site ranking or identification of black
spots. Hauer [1996] emphasized on selecting the underlying decision index (such as
observed crash rate, observed frequency, etc.) with respect to the circumstance or target
improvements in order to maximize cost effectiveness. The author also identified three
different motives behind the site ranking exercise: 1) economic efficiency 2) professional
and institutional responsibility and 3) fairness to the road user.
Although the problem of identifying hazardous locations has been widely discussed
in the literature, the interest in Bayesian methods to improve the process only originated
in the eighties [Hauer, 1996]. Ever since, Empirical Bayes (EB) method has been ex-
tensively utilized for site ranking and network screening. To smooth out the random
fluctuations in crash count data, the EB method specifies the safety of a site as an esti-
mate of its long-term mean instead of short-term crash count. Persaud et al. [1999], Hauer
et al. [2002], Higle and Witkowski. [1988], Hauer [1992], etc. utilized the EB method for
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network screening applications. Several safety management software applications (such
as SafetyAnalyst and Interactive Highway Safety design Model (IHSDM) software) and
the Highway Safety Manual promote the use of EB method to identify SWiPs. Instead
of directly utilizing the EB estimate for site ranking,Persaud et al. [1999] proposed the
concept of potential for safety improvement. The potential for safety improvement is cal-
culated as the difference between the expected crash counts based on EB estimate using
regression models incorporating variables that may contribute to unsafety and expected
crash counts based on a model that includes only traffic volume but no treatable vari-
ables. Another refinement of potential for safety improvement is the difference between
the expected crash counts based on the EB estimate using regression models incorpo-
rating variables that may contribute to unsafety and the expected crash counts based
on a model that includes typical treatment variables or expected crash count for a base
condition. Elvik [2008] compared five different ranking criteria for identifying hazardous
locations: upper tail accident count, upper tail accident rate, upper tail accident count
and high accident rate, upper tail expected number of accidents (EB estimate), and
upper tail EB dispersion criterion. Four years of crash data were utilized to perform
the site ranking exercise in order to identify the hazardous locations. Subsequently, the
percentage of false positives and false negatives was evaluated using crash data from the
subsequent four years to repeat the site ranking exercise. Elvik [2008] concluded that
EB estimates provide more reliable identification of the hazardous road locations than
traditionally used criteria including accident rates and numbers.
Bayesian hierarchical modeling has been extensively utilized in crash modeling but
relatively smaller pool of studies utilized the potential of Fully Bayesian (FB) methods
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in the site ranking applications. A study by Miaou and Song [2005] is one of the notable
Fully Bayesian based site ranking applications. The study utilized a Poisson-Gamma
hierarchical specification that accounts for spatial correlation to identify the vulnera-
ble road segments or intersections. Inferences and site rankings were obtained through
computer programs coded in WinBUGS language1. Hauer [1996], Bell [1986] also iden-
tified the need to identify, if any, underlying clustering of the spatial arrangement of
accidents on a road. Mitra [2009] developed a methodology to identify the hot-spots
using Bayesian hierarchical modeling and GIS based techniques. The authors concluded
that local Moran’s spatial autocorrelation method appears to to be a quite satisfactory
method for identifying statistically significant crash clusters. Geurts et al. [2006] uti-
lized multi-variate Poisson models to smooth out the randomness of the vectorized crash
counts (multiple severity categories); subsequently they combined the crash count vec-
tors into single number (called expected score) using a weighting function. The expected
scores of individual sites is further processed to obtain posterior density of the ranks of
respective sites using MCMC methods. Brijs et al. [2007] also developed multivariate
crash counts and utilized a cost function to combine the vector of crash counts into ex-
pected crash cost. The crash costs were calculated in each MCMC iterations followed by
the assignment of individual ranks. Subsequently, posterior distributions of individual
site ranks were constructed and utilized for probabilistic ranking. According to Mahalel
et al. [1982], a road section is identified as black spot if, the probability of estimated
crash count (based on a multi-variate model) of a site exceeding the observed number
1WinBUGS obtains posterior distribution of the parameters using Metropolis-Hastings algorithm in
a typical Markov Chain Monte Carlo simulation framework.
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of crashes (at the same site) is smaller than a threshold level (such as 0.05). Davis and
Yang [2001] utilized Gibbs sampling and estimated a Hierarchical model to identify the
hazardous intersections where the crash risk for a specific driver group is larger than the
other groups. Miranda-Moreno et al. [2007] introduced two different Bayesian multiple
testing procedures for selecting a list of sites for further engineering inspections with a
target error rate. The study emphasizes the importance of incorporating the uncertainty
in the model parameters and safety measures, while minimizing the false discovery rate
(FDR), in the site selection process.
To implement any site ranking methodology, a robust and accurate crash predic-
tion model is essential. The following section presents a comprehensive literature review
discussing several important issues in building reliable crash prediction models.
2.3 Crash frequency modeling
Poisson regression is the most widely used, elementary specification for model-
ing non-negative discrete crash count data [Cameron and Trivedi, 1998]. However, the
equidispersion restriction (equality of mean and variance) disqualifies Poisson regression
model to model over-dispersed crash count data. Negative Binomial (NB) models are
among the most common probabilistic models utilized by road safety analysts as they
account for over-dispersion of the crash count data. The simplicity of the mathematical
structure and interpret-ability of the model parameters promoted the use of NB models
in road safety [Hauer, 1997]. Mannering and Bhat [2014] presented a historical overview
of the evolution of crash count modeling in the roadway safety research and identified sev-
eral methodological barriers. They highlighted that the adoption of new methodologies
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is indeed essential to address several statistical issues such as unobserved heterogeneity,
spatial and temporal correlation[Mannering and Bhat, 2014]. A vast body of research
studies proposed sophisticated NB likelihood based count models that account for statis-
tical issues such as unobserved heterogeneity, selectivity bias, and spatial and temporal
correlations. A comprehensive literature review on incorporating such statistical issues
into crash frequency modeling is provided below.
2.3.1 Unobserved heterogeneity
Road segments with identical site-specific attributes often exhibit significantly
different crash outcomes. The influence of the site-specific attributes may vary across
the road segments due to unobserved reasons; this is termed as unobserved heterogeneity.
A wide variety of model specifications have been proposed in the literature to account
for unobserved heterogeneity. Unobserved heterogeneity is typically modeled by using
fixed and random effects (random parameters) in the econometric literature. Model
specifications may be categorized based on the distributional assumption on the random
parameters. The following three distributions are generally used in the literature to
model random parameters:
• Continuous distribution
• Finite mixture distribution
• Finite mixture of continuous distributions
Continuous distribution:
The parameters of the explanatory variables may be assumed to be randomly generated
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according to an underlying continuous probability distribution. In other words, the sensi-
tivity of the outcome to the individual attributes is not identical across the observations;
thereby, it introduces taste variation. For instance, Anastasopoulos and Mannering [2009]
utilized negative binomial specifications with random regression parameters for modeling
the crash frequencies. The regression parameters were assumed to be independent and
Gaussian distributed. Wu et al. [2013], Chin and Quddus [2003], Ukkusuri et al. [2011]
also employed similar random parameter negative binomial models to capture unobserved
heterogeneity while modeling crash count data spanning across multiple years.
Finite mixture distribution:
A finite mixture distribution assumes the presence of latent groups of subjects that re-
spond similarly to the explanatory variables within a given population [Xiong and Man-
nering, 2013]. The finite mixture models are semi-parametric, thereby does not require
any distributional assumptions for the mixing variable [Deb and Trivedi, 1997]. Deb and
Trivedi [1997] describe the finite mixtures as natural representation of the underlying
heterogeneity in terms of latent classes, which may be interpreted as inherent “types”.
Several studies in road safety, marketing, health care etc. employed finite mixture count
models. For example, Wedel et al. [1993] proposed a Poisson finite mixture model for-
mulation to model the number of purchases in a marketing research context. The mean
parameter of the Poisson distribution varies across a set of finite number of classes, which
is modeled using discrete finite mixture distribution. Park and Lord [2009] investigated
the possibility of employing finite mixture negative binomial models to capture the unob-
served heterogeneity of the crash count data. The proposed models assume that the crash
data are generated from a population comprising of several distinct negative binomially
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distributed latent groups with distinct parameters. Individual observations belongs to
either of these mixture components (or latent groups) with a certain probability, which
is essentially the respective mixture weight. The probability of a given subject belonging
to a particular latent group may vary across the subjects. Zou et al. [2013] extended the
previously proposed (by Park and Lord [2009]) finite mixture negative binomial model by
incorporating attribute dependent mixture weights. The authors showed that the finite
mixture negative binomial models with varying mixing weights are superior than the
models with fixed weights. Zou et al. [2014] further investigated several functional forms
to model the mixing weights using site attributes in a two-component finite mixture
negative binomial model; they recommended modeling the mixing weights as a func-
tion of length raised to a power. Deb and Trivedi [1997]modeled counts of medical care
utilization using a finite mixture negative binomial models for a health care research
application.
In the context of modeling consumer heterogeneity, Otter et al. [2004] compared
the random parameter models and the latent class or finite mixture models using sim-
ulated datasets. Random parameter models tend to outperform over the latent class
models, if the underlying parameter distribution is strictly continuous. On the other
hand, if the underlying distribution is discrete, latent class models tend to outperform
over the random parameter models with adequate informative sample size.
Finite mixture of continuous distributions:
The finite mixture models may be extended to incorporate across group heterogeneity
by allowing the model parameters to vary within the sub-groups. For instance, a recent
study by Xiong and Mannering [2013] incorporated unobserved heterogeneity into crash
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severity modeling using random parameters that are distributed as a mixture of multi-
variate Gaussian kernels. The proposed mixture modeling approach allows for skewness,
multimodality, and heavy-tails in the random regression parameter distributions. The
model assumes the presence of sub-populations that differ from the global population in
terms of the influence of explanatory variables on the model outcome. The mixture of
multi-variate Gaussian kernels facilitates modeling component-specific unobserved het-
erogeneity, while simultaneously allowing for individual-level unobserved heterogeneity
within each component. The empirical analysis demonstrated the presence of two mix-
ture components, which represents two distinct driving environments that affect the
crash injury severity of the adolescent drivers. Another study by Xiong et al. [2014] em-
ployed Markov Switching Random Parameters Ordered Probit (MSRPOP) models for
modeling panel crash-injury severity data. The proposed model structure simultaneously
handles the unobserved time-varying and time-constant heterogeneity effects on latent
crash-injury severity propensity within the underlying ordered probit model structure.
The heterogeneity arising within road segments for any given time period is modeled
using the random ordered probit regression parameters. The random regression param-
eters were assumed to be normally distributed at any given time period. The study
hypothesizes that road segments switch between two latent safety states according to a
first order, but not necessarily stationary, Markov switching process. The earlier stud-
ies have utilized the random parameter specifications with finite-mixture distributions
while accounting for within-group variation in the case of crash injury severity modeling.
Such random parameter specifications are rarely proposed in the road safety literature
for modeling crash frequency. In this research, a random parameters negative binomial
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count model with finite mixture multivariate normal structure on the random parameters
is proposed.
2.3.2 Spatial correlation
Relatively close road segments arguably possess common unobserved features,
thereby inducing a correlation between the crash counts of road segments within a neigh-
borhood —spatial correlation. Incorporating spatial correlation among the adjacent road
entities significantly improves the model prediction accuracy [Quddus, 2008]. Spatial cor-
relation may be incorporated using a spatially correlated mixing variable. Spatial error
correlation specifications allow for the dependence of the outcome variable at a given
location on the unobserved attributes of the neighboring spatial units. A vast body of
literature employed Gaussian Conditional Autoregressive (CAR) specification for mod-
eling spatially correlated random effects [Miaou and Song, 2005, Aguero-Valverde and
Jovanis, 2008, Ahmed et al., 2011, Yu et al., 2013, Noland et al., 2013, Wang and Kock-
elman, 2013, Zeng and Huang, 2014]. CAR specification involves a weight matrix that
controls the extent of spatial dependence; distance-based and neighborhood-based weight
matrices are generally used. For example, Noland et al. [2013], Miaou and Song [2005] in-
corporated the spatial correlation using Conditionally Autoregressive (CAR) model with
a spatial weight matrix constructed using a negative exponential decay function based
on the distance between block centroids or spatial units. Aguero-Valverde and Jovanis
[2008] utilized a neighborhood-based weight matrix to construct CAR specification; the
neighbors are defined based on the adjacency of the spatial units. Count models involv-
ing CAR specifications are typically estimated through Bayesian inference using MCMC
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methods. Although CAR specification induce spatial correlation through spatially cor-
related random effects, it does not account for the dependence of the outcome variable
on the observed attributes of the neighboring spatial units (also referred as spillover ef-
fects). CAR models facilitate construction of the convenient Gibbs sampling for posterior
inference as described later in Chapter 3.
Another way to induce spatial dependency among the neighboring road segments
is through spatial lag based specifications. In addition to random spatial effects, spatial
lag specifications also allow for the dependence of the outcome variable on the observed at-
tributes of the neighboring spatial units (spill-over effects). For example, Narayanamoor-
thy et al. [2013] employed such spatial lag specification for developing a multivariate count
model. The model was estimated using composite maximum likelihood method by re-
casting the count model as a special case of generalized ordered response (GOR) model
(see Castro et al. [2012] for details on recasting).
2.3.3 Temporal patterns
Crash count data generated over a time period is arguably simultaneously corre-
lated across time. Moreover, the attributes of the road segments such as road condition,
traffic volumes, etc. change with time. The influence of such time-varying attributes may
arguably change over the time. The relationship between the time-invariant attributes
may also evolve over the time. Dynamic models allow for such temporal variation through
time-varying regression parameters. Dynamic linear models are popularly used to model
temporal variation of parameter states in time series applications. Dynamic linear mod-
els assume a linear Gaussian evolution of the underlying parameter states (or values)
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over the time. The estimation of such linear evolution equations becomes difficult in the
case of count models with negative binomial likelihoods. A few studies have previously
investigated the use of dynamic linear models for modeling parameters of negative bino-
mial likelihoods. For example, Hu et al. [2013] developed dynamic time-series negative
binomial regression models to understand the temporal patterns in highway crash counts
for senior and non-senior drivers. The computational difficulties in constructing poste-
rior distributions of the model parameters were avoided by employing Integrated Nested
Laplace Approximation (INLA). The study is one among few studies that attempted to
address the computational difficulties associated with Bayesian inference of count data
models.
Malyshkina et al. [2009] employed two-state Markov switching models to study
the time-varying accident frequencies, which assume that the actual road safety switches
between two unobserved safety states over the time. In each latent state, a different NB
data-generating process is assumed. State transitions are modeled using a stationary
two-state Markov chain process in time, which is specified through time-independent
transition probabilities. The two-state Markov switching NB model was estimated using
Bayesian inference through a hybrid MCMC algorithm. Miaou and Song [2005] accounted
for temporal correlation across annual crash counts using temporal random effects with
AR(1) prior structures.
2.3.4 Estimation issues
Several classical and Bayesian estimation techniques have been utilized in the
literature to estimate random parameter and finite mixture models. Simulation-based
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Maximum Likelihood Estimation (MLE) with Halton draws 2 have been widely used
for estimating the parameters of the aforementioned random parameter models [Anasta-
sopoulos and Mannering, 2009, Ukkusuri et al., 2011, Anastasopoulos et al., 2012, Wu
et al., 2013]. As an alternative to Maximum Simulated Likelihood (MSL) based esti-
mation, Bhat [2011] proposed Maximum Approximate Composite Marginal Likelihood
(MACML) to circumvent the computational difficulties associated with MSL. Subse-
quently, Bhat and Sidharthan [2012] employed the MACML approach to estimate a
panel multinomial probit model with skew-normally distributed random parameters. In
the context of mixture models, Wedel et al. [1993] utilized an Expectation-Maximization
(EM) algorithm to estimate the Poisson finite mixture model structure. Park and Lord
[2009] mentioned that the traditional EM algorithm may not be very suitable to esti-
mate mixture count models as it requires many different starting values for finding global
maximum. In case number of mixture components are unknown and to be estimated,
Bayesian method is the only sensible way for mixture model estimation [Richardson and
Green, 1997]. Park and Lord [2009] mentioned that full conditional posterior distribu-
tions of the model parameters (both dispersion and regression parameters) of the NB
mixture model do not belong to any standard distributional family. Therefore, the study
utilized random walk Metropolis algorithm with a normal proposal density, and a data
augmentation step with a latent component membership indicator variable for performing
posterior inference; the Metropolis acceptance rates were reported to be 25% to 45%. To
estimate a finite mixture random parameter binary probit model, Xiong and Mannering
[2013] employed a data augmentation step, proposed by Albert and Chib [1993], prior to
2see Bhat [2003] for details on the Halton draws
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the MCMC implementation to improve the computational efficiency while keeping the
parameter inferences unchanged. The augmented posterior conditionals offer tractable
full conditional distributions for Gibbs sampling.
In this research, two recently proposed data augmentation techniques are em-
ployed to derive the full conditional distributions of the model parameters. First, a
Polya-Gamma distribution based technique is utilized to transform the discrete negative
binomial likelihood into a conditionally Gaussian likelihood; this allows to construct a
conditionally Gaussian posterior distribution for the vector of regression parameters. Sec-
ond, a compound Poisson representation of the negative binomial likelihood is utilized to
derive a closed-form update equations for the dispersion parameter. The proposed data-
augmentation techniques thus allow to construct a Gibbs sampler with closed-form up-
date equations using conjugate non-informative prior distributions. Windle et al. [2013]
explored the feasibility of employing such Polya-Gamma data augmentation techniques
for posterior inference on logistic likelihoods involving dynamic parameters.
2.4 Influence of road features
A few earlier studies investigated the influence of road features such as pavement
condition, geometric, and traffic attributes on the respective crash counts. International
Roughness Index (IRI), surface rutting, median barrier presence, interior shoulder width,
horizontal curve’s degree of curvature, and AADT were generally reported as the signif-
icant predictors in crash frequency and crash rate models [Anastasopoulos et al., 2012,
Shively et al., 2010, Anastasopoulos and Mannering, 2009, Ihs et al., 2002]. Anastasopou-
los and Mannering [2009] emphasized the need for incorporating unobserved heterogene-
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ity as the effect of these variables varied across the road segments. They reported that
lower crash frequencies were associated with the road segments carrying lower traffic
volume, while a minor portion of such road segment witnessed higher crashes. Shiv-
ely et al. [2010] reported a non-linear increasing relationship between AADT and the
expected crash counts. Presence of median barrier was reportedly associated with re-
duced number of crashes, while wider shoulders were generally associated with larger
number of accidents [Anastasopoulos and Mannering, 2009, Shively et al., 2010]. Road
surfaces with inferior ride quality (high IRI) values were reported to be generally associ-
ated with higher crash frequency and higher crash rates [Anastasopoulos and Mannering,
2009, Anastasopoulos et al., 2012, Ihs et al., 2002]. Surface rutting was reported to be
positively associated with crash rates [Anastasopoulos et al., 2012]; on the other hand,
the road segments with significant rutting were associated with lower crash frequencies
[Anastasopoulos and Mannering, 2009]. Anastasopoulos et al. [2012] reported a negative
correlation between crash counts and overall road condition.
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Chapter 3
Modeling unobserved heterogeneity in count data
In this chapter, a negative binomial spatial random parameters (NBSRP) count
model is proposed to simultaneously address three important characteristics of road crash
count data:over-dispersion, spatial correlation, and unobserved heterogeneity. A hierar-
chical specification that accommodates these issues is progressively developed as follows.
First, the Poisson specification is modified by introducing Gamma-distributed random
effects thereby specifying a Poisson-Gamma mixture likelihood, which is re-parametrized
as a negative binomial likelihood. Subsequently, a finite mixture multi-variate normal
distributed random parameters are specified to accommodate the unobserved heterogene-
ity. Spatial dependence is simultaneously incorporated using spatially correlated random
effects that are generated through Intrinsic Conditional Autoregressive (ICAR) prior.
3.1 Model development
Let yit denote the observed uni-variate crash count on i
th road segment (i ∈
{1, 2, ...n}) during tth year (t ∈ {1, 2, ...T}); n represents the total number of road seg-
ments and T represents the number of years. We define Xit = [xit1, xit2, ...., xitk] as the
k × 1 vector of time-varying attributes corresponding to the crash count observation yit.
Time-invariant attributes are also denoted using the same notation, although the value is
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constant across the time for the sake of notation. First, we assume that the crash counts
are Poisson distributed and fully characterized by the mean parameter (λit). Incorporat-
ing a random effect into the crash rate parameter removes the underlying equidispersion
restriction (equality of mean and variance) imposed by Poisson regression model and
induces over-dispersion. Assuming strictly positive Gamma distributed random effects
(εit) produces a Poisson-Gamma mixture model, which turns out to be negative binomial
model upon marginalizing the random effects. Let pit and r be the probability and dis-
persion parameters of the negative binomial likelihood corresponding to yit. We model
the probability parameter pit as a function of road segment specific attributes (Xit). The
site-specific attributes may be divided into two groups based on their effect on the re-
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q×1 attribute vector with random coefficients βi = [βi1, βi2, ...βiq] respectively. The total
number of attributes, p+q is equal to k. Note that the random parameters are estimated
for each ith road segment using T data records from each year. In this specification, we
assume independence of crash counts across years. To justify the absence of significant
temporal trends, we used only four years of crash data. Additionally, a spatially corre-
lated random effect (φi) is also included while modeling the probability parameter. A
detailed description of the distributional assumptions on both random parameters and
spatial random effects is described later. The proposed distribution of crash counts on
the contiguous road segments is shown in Equation 5.1.












3.1.1 Finite mixture multivariate normal distribution
The vector of random parameters βi corresponding to an observation i is hier-
archically modeled as a finite mixture of multivariate normal distributions as shown in
Equation 3.2. Let µc and Σc be the component specific mean vector and covariance
matrix corresponding to cth component; c ∈ {1, 2, ...C}, where C is the total number
of mixture components. In this dissertation, we explored specifications with C values








ηc = 1 (3.2)
where, µc = [µc1, µc2, .....µcq] is component mean of the random parameters corresponding
to q attributes (XR) with random parameters; Σc is the component covariance matrix
(q × q) of the random parameters.
Modeling the random parameters using the proposed finite mixture of multivari-
ate normal distributions circumvents the need to make distributional assumptions on the
random parameters. The model assumes the presence of C sub-groups of road segments
each with identical distributions on the random parameters; it is potentially useful to
identify latent “types” of road segments. Each road segment belongs to either of these
sub-groups with a probability ηc. Identifying the presence of latent sub-groups is poten-
tially useful in the context of road safety management to discover the road segments that
may respond to similar safety treatments. In addition to the heterogeneity arising due to
the such grouping, the road segments may respond differently to the identical attributes
within each sub-group. The vector of random parameters corresponding to road segments
within each sub-groups are assumed to be jointly generated by respective multivariate
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normal distributions to allow the within group heterogeneity. By specifying a joint dis-
tribution, the proposed model allows for correlation across different random parameters
(off-diagonal elements are not restricted to zero). Thus, the proposed model structure
exploits the advantages of both finite mixture models and the random parameter models
for modeling unobserved heterogeneity.
3.1.2 Intrinsic conditional autoregressive priors
Relatively closer road segments may be correlated due to common unobserved
reasons —spatial correlation. Spatial correlation may be incorporated using spatially
correlated random effects as shown in 5.1. Spatial random effects (φi) are typically
generated form normal distribution with real support (φi ∈ (−∞,∞)). Conditionally
Auto Regressive (CAR) priors, originally proposed by Besag [1974] are increasingly be-
ing used in the context of hierarchical spatial models to generate spatially correlated
random effects[Banerjee et al., 2004]. Employing CAR priors facilitate relatively easier
and computationally efficient implementation of the Gibbs sampling, particularly with
Gaussian likelihoods. The Polya-Gamma data augmentation scheme transforms negative
binomial likelihood into conditionally Gaussian likelihoods thereby eases the incorpo-
ration of CAR priors (further described in model estimation section). A Gaussian or
autonormal CAR prior (shown in Equation 3.3) specifies prior probability distribution of









, i ∈ {1, 2, ...n} (3.3)
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A proximity matrix (W) that governs the extent of spatial dependence across
the road network is defined. Either a neighborhood-based (binary) or distance-based
proximity matrix (need not be a row-stochastic matrix) with zero diagonal elements
is typically utilized. In order to ensure the symmetry of the covariance matrix (i.e.





are commonly used. A neighborhood-based
proximity matrix is adopted in this study. wij = 1, if i and j are first-order
1 neighbors;
wij = 1/2, if i and j are second-order neighbors and so on; otherwise wij = 0. The
intuition behind such weight matrix is trivial; the closer road segments have greater
influence than the farther road segments.
The n-dimensional joint prior distribution of the spatial random effects is obtained
by combining their individual full conditional prior distributions (shown in 3.3) using








where, φ = [φ1, φ2, ...φn]
T , D is a diagonal matrix with Dii = τ
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. Hyper prior can be used to learn τc rather than providing a fixed prior value,
which is often unavailable.
The propriety of the joint density of the spatial random effects is another concern
as the matrix D−1(I−B) is clearly singular, so that the covariance matrix does not exist.
Many earlier studies in road safety have introduced ρ parameter in the full conditional
1First-order neighbors are immediate neighbors of a road segments, while second-order neighbors are
neighbors of the immediate neighbors)
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mean2 of the spatial random effects to circumvent the issue of improper3 joint distribu-
tion. Also, the ρ parameter has been extensively utilized as a proxy for the strength of
underlying spatial correlation among the crash counts across road network. On the other
hand, it is reported that the ρ parameter does not compare well with other descriptive
measures of spatial association such as Moran’s I or Geary’s C (see Banerjee et al. [2004]
page 78 for discussion). Banerjee et al. [2004] mentioned that ρ can mislead the analyst
regarding the inferences on the strength of spatial correlation, particularly in the context
of CAR priors. Interestingly, Banerjee et al. [2004] did not provide any guidelines on the
inclusion of the ρ parameter, but remained neutral. Also, introduction of the ρ results
in a prior mean that is only a proportion of the neighborhood weighted average; there is
no intuitive reason behind such prior mean. We opted not to include the ρ parameter;
specifically, spatial random effects are modeled using an improper CAR (often termed as
Intrinsic CAR (ICAR)) prior.
The absence of ρ parameter appears to complicate the measurement of the strength
of spatial correlation among the crash frequencies of the road segments across the road
network. It is to be noted that τc (or 1/Pc) is associated with the conditional distri-
bution of the spatial random effects and does not represent strength of the underlying
spatial correlation. Upon multiplying the crash counts (yi) by a constant c, τ
2
c becomes
cτ 2c ; however, the strength of the spatial correlation remains unaffected [see Banerjee
et al., 2004, pg. 78 for discussion]. We use the empirical proportion of variability (α)




is replaced with bij = ρ
Wij
Wi+
3An improper probability distribution has a precision matrix that is not of full rank
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[see Banerjee et al., 2004, pg. 160]. The remaining portion (1 − α) of the variability
is due to unstructured heterogeneity (due to Gamma distributed random effects). The
spatial random effects enter the crash rate through an exponential function, while the
random effects due to the unstructured heterogeneity are directly multiplied with the
deterministic component. The random effects due to clustering are exponentiated before





σφ is the empirical standard deviation of the exponentiated spatial random effect
posterior draws in each MCMC iteration. σε is the standard deviation of the unstructured
random effects generated by the Gamma mixing in the negative binomial model. Thus,
the empirical posterior distribution of α is constructed and utilized for the Bayesian
inference of the strength of spatial correlation.
Bayesian estimation is utilized to perform statistical inference on the parameters
of the proposed NBSRP model; the model parameters are treated as random variables in a
Bayesian framework. Any Bayesian model specification is complete with the specification
of the prior beliefs on the model parameters. We chose to utilize conjugate priors on the
model parameters in order to be able to derive analytically tractable full conditional
posterior distributions as described in the next subsection. In summary, the following
hierarchical specification is utilized for crash frequency modeling within this study.




















ηc ∼ Dirichilet(α0, ...α0);










γ ∼MVNp(g0, G0); r ∼ Gamma5(r0, h); h ∼ Gamma(ha0, hb0)
1/τ 2c = Pc ∼ Ga(c0, d0)
A multivariate normal prior is used for the fixed parameter vector γ and the com-
ponent specific random parameter mean vectors muc. The component specific covariance
matrices Σc are re-parametrized into respective precision matrices Λc and a Wishart prior
is assumed for obtaining posterior inference. A Dirichilet prior is imposed on the mix-
ture weight vector η. A Gamma prior is utilized for posterior inference on the dispersion
parameter r along with a hyperprior to tune the scale parameter h.
3.2 Bayesian posterior inference
A Gibbs sampling algorithm is utilized to perform MCMC simulations for con-
structing the joint distribution of the model parameters. MCMC samples are generated
4Wish(ν, V ) is Wishart distribution with mean νV
5Gamma(α, β) is Gamma distribution with mean α/β
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iteratively drawing from full conditional posterior distributions of the individual parame-
ters (see Gamerman and Lopes [2006] for details on MCMC simulation). Full conditional
posterior distributions of the model parameters (both dispersion and regression parame-
ters) of the negative binomial model do not belong to any standard distributional family
[Park and Lord, 2009]. Although, Metropolis-Hastings (M-H) algorithm is a great alter-
native sampling technique (used by WinBUGS), it is often associated with slow mixing
thereby delaying attainment of stationarity in MCMC chains (see Van Dyk and Meng
[2001] for discussion). To avoid M-H algorithm, we used data augmentation techniques in
this research and constructed analytical posterior probability distributions. Data Aug-
mentation technique involving intermediate latent random variables is a technique to
construct analytically tractable posteriors (only up to proportionality constant) in the
statistics literature (see Van Dyk and Meng [2001] for discussion on the art of data
augmentation). In this research, we simultaneously utilized three data augmentation
techniques for deriving full conditional distributions. The analytical full conditional dis-
tributions are derived for the model parameters to facilitate Gibbs sampling as described
below.
3.2.1 Data Augmentation
Bayesian inference of r:
Zhou et al. [2012] proposed a data-augmentation based Bayesian inference procedure for
the dispersion parameter (r) of negative binomial likelihoods using compound Poisson
representation. Negative binomial random variables can also be generated using sums of
Logarithmic random variables under compound Poisson distribution [Quenouille, 1949].
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Data augmentation is achieved by introducing a Poisson distributed random variable
Li (see Appendix A for details on Li). The full conditional posterior distribution of
r|L is constructed using the conjugacy of the Poisson likelihood and non-informative
Gamma prior. Details on the derivation of the Gamma distributed conditional posterior
distribution of r are shown in Appendix B.
Introducing latent component labels:
The proposed finite mixture random parameter structure is parametrized in terms of the
component-specific means (µ1, ..., µC) and covariance matrices (Σ1, ....,ΣC). A latent n×1
component label vector (G) representing the component membership of the nth road seg-
ment is introduced into the estimation process. In other words, Gi = {c : c ∈ {1, 2...C}}
if the ith road segment belongs to the cth component. Latent component labels facili-
tate the Bayesian estimation of the component-specific parameters. Upon conditioning
on the G vector, the random effect vectors (βi) essentially becomes independent mul-
tivariate Gaussian draws within each mixture component; thus, a component specific
likelihood is constructed.
Bayesian inference of β1:n,γ, µ1:C, Σ1:C:
A recently developed data augmentation strategy for fully Bayesian inference in models
with negative binomial likelihoods using Polya-Gamma random variables is adopted in
this study (see Polson et al. [2013]). Polya-Gamma random variables (ωit) are introduced
into the hierarchical specification, which in turn assist in building analytical conditional
posterior of negative binomial regression coefficients. Polson et al. [2013] proved that
binomial likelihoods parametrized by log-odds can be written as mixtures of Gaussians
with respect to Polya-Gamma distribution. The finding is very useful as it translates
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the discrete negative binomial model to convenient Gaussian form upon conditioning on
the latent Polya-Gamma random variables. A brief description of Polya-Gamma random
variables and the details on transformation of negative binomial likelihood into condi-
tionally Gaussian likelihood are provided in Appendix A. The conditionally Gaussian
likelihood combined with a conjugate prior structures allows to construct respective an-
alytically tractable posterior distributions.
The posterior samples of the fixed and random parameters, and component spe-
cific means are blocked together in each MCMC iteration. In other words, the poste-
rior draws of {β1:n,γ, µ1:C} are sampled from a joint full conditional distribution. The
joint full conditional distribution of β1:n,γ, µ1:C is constructed by employing the afore-
mentioned Polya-Gamma data augmentation; the conditionally Gaussian likelihood is
combined with respective multivariate normal conjugate priors (see Appendix B). The
blocking of random effects, component specific mean vectors, and fixed regression param-
eters improves the convergence speed by accelerating the mixing of the MCMC chains
[Frhwirth-Schnatter et al., 2004, Xiong and Mannering, 2013]. The implementation of
blocked posterior samples requires marginalization of the random effects as described in
Appendix B. The analytically tractable full conditional distributions of the component
specific covariance matrices are subsequently derived by assuming respective conjugate
and non-informative prior structures. Details on the derivation of the component specific
full conditional distributions are provided in Appendix B.
Model identification:
The component specific labels are not identified in a finite mixture model, which leads to
so-called label switching problem. It is important to resolve the label-switching problem,
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where component-specific inferences contain interesting insights; however, the issue may
not important for prediction purposes. Frhwirth-Schnatter et al. [2004] discussed the
unidentifiability and label switching issues in the case of linear finite mixture models.
The authors emphasize the importance of employing a permutation sampler using a con-
straint during MCMC simulation. In this research, a constraint is selected upon exploring
the unconstrained MCMC parameter draws. A random parameter with significantly dis-
tinct components in the posterior draws was identified rather than assuming arbitrary
constraints (such as labeling by mixture weights). The selected constraint is imposed
numerically by re-labeling the current component labels in each MCMC iteration (see
Appendix B for details).
Bayesian inference of φ:
Transforming the negative binomial likelihood into a conditionally Gaussian likelihood
also facilitates the construction of analytically tractable posterior for spatial random
effects (as shown in Appendix B). The impropriety of the prior joint distribution of spatial
random effects, arising due to the absence of the ρ parameter, does not effect the propriety
of the posterior distribution. The posterior precision is the sum of the likelihood and the
prior precision, thereby ensuring the propriety of the posterior probability distribution
of φ. However, ICAR being a pairwise difference prior identifies random effects only
upto an additive constant6; a sum-to-zero constraint7is one way to evade the issue. The
constraint is numerically imposed by re-centering the draws of φi around its own mean
in each Gibbs sampling iteration.






The detailed derivations of analytical full conditional posteriors for each model
parameter are provided in Appendix B . In summary, the model parameters are esti-
mated by iteratively drawing from the derived full conditional posteriors of the individual
parameters using a Gibbs sampling framework. The necessary full conditional distribu-
tions of the model parameters turned out to be typical probability distributions for which
efficient sampling techniques do exist. Sampling from Polya-Gamma distribution remains
an exception; we utilized an R package —BayesLogit containing efficient Polya-Gamma
samplers developed by Polson et al. [2012].
3.2.2 Measuring spatial correlation
The absence of ρ parameter appears to complicate the measurement of the strength
of spatial correlation among the crash frequencies of the road segments across the road
network. It is to be noted that τc (or 1/Pc) is associated with the conditional distri-
bution of the spatial random effects and does not represent strength of the underlying
spatial correlation. Upon multiplying the crash counts (yi) by a constant c, τ
2
c becomes
cτ 2c ; however, the strength of the spatial correlation remains unaffected [see Banerjee
et al., 2004, pg. 78 for discussion]. We use the empirical proportion of variability (α)
in the expected crash counts due to clustering as the strength of the spatial clustering
[see Banerjee et al., 2004, pg. 160]. The remaining portion (1 − α) of the variability
is due to unstructured heterogeneity (due to Gamma distributed random effects). The
spatial random effects enter the crash rate through an exponential function, while the
random effects due to the unstructured heterogeneity are directly multiplied with the
deterministic component. The random effects due to clustering are exponentiated before
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σφ is the empirical standard deviation of the exponentiated spatial random effect
posterior draws in each MCMC iteration. σε is the standard deviation of the unstructured
random effects generated by the Gamma mixing in the negative binomial model. Thus,
the empirical posterior distribution of α is constructed and utilized for the Bayesian
inference of the strength of spatial correlation.
3.2.3 Model selection
A model selection criterion should discount for the number of parameters or
model complexity. We use Deviance Information Criterion (DIC) (see Spiegelhalter et al.
[2002]), a commonly used model selection tool particularly in Bayesian Hierarchical mod-
eling. DIC accounts for over-fitting by penalizing for additional model parameters; mod-
els with better goodness of fit are associated with smaller DIC values. DIC contains two
components: 1) a measure of the fit of a model, 2) complexity of the model. D̄ represents
the posterior mean deviance, while pD represents the effective number of parameters or
model complexity.
DIC = D̄ + pD (3.7)
D = Eθ|y[D] = −
∫
2 log p(y|θ)dθ,
pD = D −D(Eθ|y[θ]) = D − (−2 log p(y|θ))
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In a hierarchical specification, the model generating the observable data is used
for the calculation of DIC. It is to be noted that θ is the posterior mean of the parameter
vector of the data generating model in a hierarchical specification. Spiegelhalter et al.
[2002]) suggested to use a difference in DIC value of 7 to statistically distinguish two
different models.
3.2.4 Convergence diagnostics
MCMC simulation involves building a multi-variate Markov chain for the vector
of model parameters until the chain attains stationarity with respect to the target joint
posterior distribution of the model parameters. Gelman and Rubin diagnostic [Gelman
and Rubin, 1992] is one of the most commonly used tool for testing the closeness of
the simulated Markov chain convergence to the stationary distribution. This diagnostic
requires simulation of multiple Markov chains with varying starting values that are over
dispersed throughout the parameter space. The procedure calculates a weighted average
of the within (W) and between (B) chain variances, which is an estimate of the variance
of the stationary distribution. Subsequently, Potential Scale Reduction Factor(PSRF or
R̂) is calculated, which is defined as the square root of the ratio of the estimated variance
of the stationary distribution and the within chain variation. Scale reduction factors
values that are larger than 1.1 or 1.2 indicate that the Markov chain need to be run
for longer period to achieve desired stationarity. On the other hand, we may conclude
that the simulated observations are close to the target/stationary distribution if PSRF
values that are closer to 1.0. Intuitively, the Gelman-Rubin diagnostic tool reflects the
magnitude of the level of disparity across multiple Markov chains (with different initial
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values) with reference to the within chain variation.
It is to be noted that the PSRF is calculated for each of the model parameters
using uni-variate MCMC chains. We have also considered multi-variate version of the
PSRF (MPSRF), originally proposed by Brooks and Gelman [1998], that accounts for
any potential correlations across individual parameter MCMC chains. The MPSRF is
particularly useful in this study given the potential for correlated parameters. For in-
stance, the intercept term in the regression coefficients vector (β0) is expected to be
correlated with the dispersion parameter (r); this is due to the specific parametrization
of the negative binomial model. MPSRF, a direct analogue of the univariate PSRF in
higher dimensions, measures the closeness of the estimated variance-covariance matrix
of the target/stationary distribution and within chain variance-covariance matrix (see
Equation (3.8)). The MPSRF is calculated using the following equations (see Lemma 2
in Brooks and Gelman [1998] for derivation of these equations). We simulate m multi-

























(θi. − θ̄..)(θi. − θ̄..)T
where, θit represent the vector of t
th parameter draw of the ith chain.
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3.3 Empirical Analysis
This section describes an empirical analysis conducted to demonstrate the poten-
tial application of the proposed model structure in modeling crash counts. A compre-
hensive dataset was prepared by integrating accident and pavement databases.
3.3.1 Data collection
In this study, we modeled the crash counts of contiguous road segments of a se-
lected road network. The crash counts are sourced from the motor vehicle Crash Record
Information System (CRIS) database maintained by Texas Department of Transporta-
tion (TxDOT). The road segment attributes such as extent of surface distresses, ride
quality, traffic volumes, geometric features, etc. were obtained from TxDOT’s Pave-
ment Management Information System (PMIS) database. The PMIS database allows
TxDOT to store, retrieve, analyze, and report network-level pavement surface condition
information that is essential for decision making in pavement maintenance and reha-
bilitation [TxDOT, 1994]. Road segments and crashes are physically identified using
Texas Reference Marker (TRM) system. The CRIS database was integrated with the
PMIS database using Texas Reference Marking (TRM) system. TRMs are used to map
crashes onto respective road segments and subsequently the crash counts are calculated.




The dataset constituted crash counts and relevant attribute information corre-
sponding to 1158 contiguous road segments from eleven different road facilities in the
Houston area during the years 2007-10. Figure 3.1 shows a map of the road segments
included in the empirical analysis. The contiguous nature of the road segments poten-
tially induce spatial correlation across the respective crash counts. Total number of crash
counts are utilized for this empirical study; the crash counts varied from 0 to 318 with
a mean value of 17.3 within the dataset across the four years. The analysis may be ex-
tended to high or low severity crash counts using a similar model estimation procedures.
Descriptive statistics (see Table 3.1) indicate that crash counts are clearly over-dispersed,
which may be modeled using a negative binomial likelihood. Crash counts are collected
from the following types of facilities: 1) Interstate Highways (IH), 2) US highways, and
3) State Highways (SH and SL) roads. Traffic8 or exposure level is one of the important
and most intuitive predictors in crash count modeling. The dataset covers a wide range
of traffic levels on the road segments as per the descriptive statistics. The influence of
the Truck traffic is also included in the dataset as it may potentially influence the crash
counts. The truck traffic percentage varied between 2.6% to 34.3% with a mean value of
10.56%. The speed limit of the road segments varied between 55 and 70 miles/hour with a
mean value of 61 miles/hour. Table 3.1 also provides descriptive statistics corresponding
to left and right shoulder widths and total surface way width.
Distress score represents the extent of surface distresses such as cracking, rutting,
8Annual Average Daily Traffic (AADT).
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Figure 3.1: Road segment locations
edge drop offs, raveling, etc. within a road segment. The distress score ranges between
1 (worst pavement condition with major distresses) and 100 (best pavement condition
with minor distresses). Table 3.1 reports a mean distress score of 93 with a standard
deviation of 14. International Roughness Index (IRI), a measure of pavement ride qual-
ity, is annually collected across the entire Texas road network using Laser-based inertial
profilers. Lower IRI values are associated with road segments with superior ride quality.
Table 3.1 shows that the average IRI values of the road segments ranges between 35 and
319 inch/mile with a mean value of 116 inch/mile. Condition score represents the overall
condition of a road segment in terms of both distresses and ride quality. The condition
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score also ranges between 1 (worst pavement condition) and 100 (best pavement condi-
tion). About 74% of the road segments are continuously reinforced concrete pavements
(CRCP), which is expected for Houston area. As shown in Table 3.1, about 45% percent
of the road segments belong to Interstate facilities. Table 3.1 shows other important
descriptive statistics of the dataset.
3.3.3 Model estimation
The main goal of any specification building process is to develop a hierarchical
model that best represents the dataset. Several specifications, using the road features
provided in Table 3.1 as predictors in the mean function of the negative binomial like-
lihood, were considered. First, aspatial model specification with fixed parameters, and
followed by an equivalent spatial specification were estimated. The number of neighbors
required to construct the spatial weight matrix was computed using model selection.
Subsequently, the spatial specification was extended to incorporate the unobserved het-
erogeneity by allowing for random parameters. As mentioned earlier, the random param-
eters were modeled using a mixture of multi-variate normal distributions. The number
of mixture components required to adequately capture the unobserved heterogeneity was
identified using model selection. A final specification was cautiously chosen among sev-
eral alternative specifications. DIC was utilized throughout the specification refinement
for model selection and comparison.
The posterior distributions of the model parameters are constructed iteratively
drawing from the full conditional posterior distributions of the individual parameters
(provided Appendix B). The simulations were carried out on a Windows-based machine
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with Intel Core i7 CPU with 1.73GHz and 8GB RAM, and coded in the R language [R
Core Team, 2013]. Multiple MCMC chains differing in the initial parameter values were
constructed. A burn-in period of 5000 iterations was used, and the model parameters
were estimated based on samples obtained from 15000 iterations after the burn-in period
during the MCMC simulation. An average run time of about 7 hours (20,000 iterations)
was required to attain stationarity of the multi-variate MCMC chain, and to collect the
required parameter samples. Gelman & Rubin convergence diagnostics were performed to
ensure convergence of the MCMC chains (of the model parameters) to stationary target
posterior distributions. Posterior probability of a coefficient to be positive (P (β > 0))was
used to determine the statistical significance of regression parameters; the values closer
to 1 or 0 indicate statistical significance of the respective coefficient.
Based on the DIC model selection criterion, the spatial finite-mixture random
parameter negative binomial model (with two components) surpassed the alternative
specifications with fixed parameters as well as specifications with random parameters
(without finite-mixtures). Figure 3.2 shows the scatter plots of posterior means of ran-
dom parameters. As the multivariate random parameter posterior means are difficult to
visualize, bivariate plots of selected pairs of random parameters are shown in the figure.
The figure indicates the presence of two components in the selected dimensions within the
joint distribution of posterior mean random parameters. Table 3.2 provides the poste-
rior summaries of the model parameters corresponding to final refined specification, and
necessary model estimation details. An intuitive interpretation of posterior summaries is
provided below to understand the empirical associations between the road features and
crash counts.
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Figure 3.2: Posterior means of random parameters (The contours are kernel density
estimates of the distribution of posterior means)
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3.3.4 Discussion
Data suggests that the road features including facility type, pavement type, road
segment location, shoulder type were significantly associated with the crash counts; the
parameters corresponding to these features were fixed in the specification. The nega-
tive posterior mean of Interstate Highway (IH) facility indicator suggests that the road
segments on IH facilities witness lower mean crash count relative to the other facili-
ties. The mean crash count on the road segments in the outskirts of the Houston area
is found to be generally lower than that of the road segments in the urban area. The
asphalt road segments and/or segments with asphalt shoulders witnessed higher mean
crash counts relative to the concrete road segments and/or segments with other types of
shoulders respectively. The strength of spatial correlation is very significant, which in-
dicates the importance of accounting for the spatial correlation among the crash counts.
Perhaps, the spatial correlation was caused by unobserved socio-demographic factors such
as Household income, local communities, magnitude of roadside advertising, etc., which
are arguably shared among neighboring road segments.
The unobserved heterogeneity is incorporated by allowing random parameters on
the selected9 road features including road condition, segment length, traffic load esti-
mate, truck traffic percentage, AADT, IRI, shoulder width, and imposed speed limit.
As mentioned earlier, the random parameters are modeled using a two-component mul-
tivariate normal mixture prior. The posterior summaries of component specific means
and standard deviations are provided in Table 3.2. The model specification allows for
9The feature selection is based on the DIC model selection criterion.
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covariance among the regression parameters, and the covariance elements were signifi-
cant. The finite-mixture specification allows for identifying the underlying sub-groups of
road segments, and for skewness and multi-modality in the underlying random parame-
ter distribution. The posterior means of the component mixture weights (η1, η2) indicate
that about 45% of the road segments belong to the component1, and the remaining 55%
belong to the component2. The latent segmentation of road segments represents the
heterogeneity of road segments in terms of the relationship between the road features
and the crash counts. The latent segmentation may not translate to spatial clustering of
the road segments, but represents the clustering of road segments in terms of their safety
response to a given set of road attributes. The component specific means represents an
average influence of road features on the crash counts within the respective sub-group
of road segments. Road segments arguably respond very differently to similar safety
treatments depending on the site-specific unobserved factors. The latent segmentation of
road segment may be helpful to identify the groups of road segments that respond fairly
similar to safety treatments.
The mean crash count on the road segments in good condition10 was found to be
lower than that of road segments in inferior condition. In other words, data suggests
that the road condition positively influences the road safety in both the sub-groups of
road segments as shown by the negative component specific posterior means. The finding
highlights the safety benefits of improving overall road condition across the study area on
an average. However, the magnitude of safety benefits for a given road condition improve-
ment may vary across the road segments due to heterogeneity, which is represented by
10Road segments with condition score greater than 90.
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the respective significant standard deviation. The influence of improving the road condi-
tion on the mean crash count may also effect the influence of other explanatory variables
such as traffic characteristics, and shoulder width on the crash counts; this is represented
by respective significant covariance parameters11. Positive component specific posterior
means corresponding to IRI represents an increase in mean crash count with a decrease
in the ride quality across both sub-groups of road segments. A significant component
specific standard deviations associated with the IRI indicate the heterogeneity in terms
of the influence of IRI on the mean crash count.
The posterior results show that the traffic characteristics significantly influences
the crash counts. However, the influence of traffic characteristics may be different across
the two underlying (latent) sub-groups of road segments. For instance, the traffic load is
adversely affecting the safety level of road segments in component-1, while an opposite
effect is observed in component-212. A significant heterogeneity in the influence of heavier
vehicles on crash counts within each group was also evident as indicated by significant
standard deviation of the respective regression parameters. The truck traffic percentage
was found to be negatively associated with the mean crash count on the road segments
that belong to component-1 on an average. On the other hand, the positive posterior
mean13 component-2 on the truck traffic percentage indicates an opposite relationship. A
negative posterior mean on both component specific means corresponding to logarithm of
AADT indicate that road segments with higher traffic volumes are associated with lower
mean crash count across both sub-groups. The road segments with larger traffic volumes
11The estimated component specific covariance parameters are not shown due to space restrictions.
12However, 36% of the posterior mass of the parameter is in the positive region.
13However, 29% of the posterior mass is in the positive region.
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may often be congested with reduced actual travel speeds, which may decrease the crash
counts. A significant heterogeneity was evident on the magnitude of the influence of
AADT on the mean crash count as represented by the respective component specific
significant standard deviations.
A positive posterior component-specific mean on the regression parameter corre-
sponding to segment length indicates that larger mean crash count is associated with
longer segments in both the sub-groups of road segments. It should be noted that the
segment length may be interpreted as an exposure variable rather than a causal variable.
Posterior results indicate that the left and right shoulder widths are positively associ-
ated with the mean crash count across the road segments within the component-1 on an
average. On the other hand, the higher shoulder widths are associated with reduction in
the mean crash count across the road segments that belong to latent component-2. The
road segments in different latent groups may potentially react differently to a treatment
such as an increase in shoulder width on an average. Increase in the imposed speed limit
was found to be associated with higher mean crash counts across the road segments be-
longing to latent component-2; data suggests an opposite behavior14 regarding the road
segments in component-1. Moreover, significant component specific standard deviations
indicate the presence of within group heterogeneity regarding the influence of left and
right shoulder widths, and imposed speed limit on the mean crash count.
14However, 36% of the posterior mass is supporting a consistent behavior across the sub-groups.
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Table 3.1: Descritive statistics
Category Description Minimum Maximum Mean Std.Dev.
Time Span Year 2007 2010 - -
Crashes Crash count 0 318 17.3 25.3
Traffic Annual Average Daily Traffic (AADT) 5520 167625 51692 37184
Traffic load estimate 120 197 169 18
Truck traffic percentage 2.6 34.3 10.56 6.52
Imposed speed limit 55 70 61 5
Geometrics Number of lanes (per traffic direction) 2 6 3.16 1.01
Total surface roadway width 31 110 55.44 15.36
Left shoulder width 0 27 8.53 3.04
Right shoulder width 0 13 9.35 2.26
Indicator Variable: Asphalt shoulder 0 1 0.585 -
Segment length 0 2 0.46 0.16
Pavement Condition score 3 100 87 19
Distress score 8 100 93 14
Ride score 1.1 4.9 3.48 0.57
Avg International Roughness Index (IRI inch/mile) 35 319 116 35
Left International Roughness Index (IRI inch/mile) 32 343 113 34
Right International Roughness Index (IRI inch/mile) 37 338 118 38
Maintenance Cost 0 215175 1066 4826
Indicator Variable: Asphalt pavement 0 1 0.15 -
Indicator Variable: CRCP pavement 0 1 0.74 -
Indicator Variable: JCP pavement 0 1 0.11 -
Indicator Variable: Shoulder type - Asphalt 0 1 0.58 -
Location Indicator Variable: Facility-IH 0 1 0.45 -
Indicator Variable: Facility-SH 0 1 0.15 -
Indicator Variable: Facility-US 0 1 0.26 -
Indicator Variable: Facility-Other 0 1 0.14 -
Indicator Variable: Rural Area 0 1 0.25 -
Routes: IH0010, IH0045, IH0610, SH0146, SH0225, SH0228,
SL0008, SS0330, US0059, US0090, US0290
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Table 3.2: Posterior estimation results for spatial NB finite-mixture random parameters
model
Fixed parameter posterior summaries
Posterior mean Posterior Std.Dev. P(β > 0)
Intercept -0.046 0.033 0.08
Indicator Variable: Facility-IH -0.070 0.044 0.05
Indicator Variable: Asphalt pavement 0.193 0.059 1.00
Indicator Variable: Rural Area -0.055 0.045 0.11
Indicator Variable: Asphalt shoulder 0.096 0.045 0.98
r 7.125 0.220 1.00
τc 1.268 0.129 1.00
Spatial strength 0.659 0.030 1.00
Random parameter posterior summaries
Component 1 Component 2
Posterior mean Posterior Std.Dev. P(β > 0) Posterior mean Posterior Std.Dev. P(β > 0)
Indicator Variable: Good road condition -0.129 0.072 0.04 -0.164 0.066 0.01
(0.221) (0.188) (1) (0.118) (0.101) (1)
Segment length 1.052 0.087 1.00 0.226 0.089 1.00
(0.306) (0.225) (1) (0.184) (0.174) (1)
Traffic load estimate 0.201 0.040 1.00 -0.011 0.031 0.36
(0.202) (0.121) (1) (0.104) (0.077) (1)
Truck traffic percentage -0.118 0.086 0.08 0.043 0.076 0.71
(0.179) (0.125) (1) (0.116) (0.107) (1)
Annual Average Daily Traffic (AADT) -0.922 0.164 0.00 -0.150 0.098 0.06
(0.14) (0.116) (1) (0.161) (0.149) (1)
International Roughness Index (Inch/mile) 0.045 0.055 0.79 0.053 0.043 0.88
(0.157) (0.119) (1) (0.12) (0.102) (1)
Left shoulder width 0.117 0.070 0.96 -0.061 0.046 0.08
(0.236) (0.176) (1) (0.099) (0.081) (1)
Right shoulder width 0.101 0.063 0.96 -0.134 0.048 0.00
(0.111) (0.089) (1) (0.098) (0.069) (1)
Imposed speed limit -0.030 0.097 0.36 0.154 0.075 0.99






Number of iterations 20000
Number of road segments 1158
Number of years of data 4
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Chapter 4
Modeling temporal patterns in count data
In this chapter, a dynamic negative binomial spatial model is proposed to iden-
tify the underlying temporal patterns of the regression parameters while simultaneously
allowing for spatial correlation. A Bayesian estimation methodology that leverages the
recent advances in data augmentation methods and Forward Filtering Backward Sam-
pling (FFBS) algorithm for estimating the proposed model is also described.
4.1 Model development
We assume a crash count dataset comprising of n contiguous road segments
and crash count data collected over T time units. Let Y = {yit} denote a vector of
crash counts, where yit represents the crash counts on i
th road segment and tth year;
{i ∈ {1, 2....., n}} and {t ∈ {1, 2....., T}}. The crash counts yit are modeled as a naga-
tive binomial population with parameters pit (probability parameter) and r (dispersion
parameter). Let Zi = [Zi1, Zi2, ....., Zip] denote a p× 1 vector of time-invariant attributes
and Xit = [Xit1, Xit2, ....., Xitq] denote a q × 1 vector of time-varying attributes. Note
that the matrices Z and X are nT ×p and nT ×q dimensional matrices respectively. The
probability parameter is modeled as a function of both time-varying and time-invariant
attributes. Let β = {β1, β2, ....., βp} denote the vector of the fixed regression coefficients
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corresponding to the time-invariant attributes (Zi), and θt = {θt1, θt2, ......, θtq} denote
the vector of time-varying regression coefficients corresponding to the time-varying at-
tributes (Xit). Note that the attribute value may remain fixed over the time, however the
effect of the attribute is allowed vary with time. The proposed specification facilitates
to model the variation of the regression coefficients corresponding to time-invariant as
well as time-varying attributes. The temporal variation of the regression coefficients θt is
modeled as a dynamic linear model. The crash counts of contiguous road segments are
potentially spatially correlated and the magnitude of spatial correlation may change over
the time. The proposed specification allows for time-varying spatial correlation through
time-specific spatial random effects. A vector of spatial random effects φ(t) generated
using Intrinsic Conditional Autoregressive (ICAR) prior structure is utilized to induce
spatial correlation across the crash counts at each time t.













i is the spatial random effect corresponding to i
th road segment in tth time unit.
4.1.1 Dynamic linear models
Time series data analysis typically involve a series of noisy observations over a
given period of time. The underlying process that is causing the temporal variation of
the outcome variable is of interest upon filtering out the observation noise. Dynamic
regression facilitates to investigate the underlying signal by allowing the variation of the
regression parameters according to any specified state-space structure. Dynamic Linear
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Models (DLM) are formulated by assuming linear operators while specifying the system
equations. DLMs are extensively used in time series applications for extracting the
underlying states that are driving the temporal changes in the outcome of interest. In
this context, we intend to study an underlying crash count generating system, which may
be represented using a DLM comprising an observation equation and a state equation as
shown below.
ζt = Ftθt + νt; νt ∼MVN(0, Vt)
θt = Gtθt−1 + wt;wt ∼MVN(0,Wt)
ζt represents a n× 1 vector of noisy observations of the system at time t. We pretend ζt
instead of yt (n×1 vector of crash counts at time t) as the noisy observation. As mentioned
before, yt is spatially correlated negative binomially distributed crash count vector. A
data augmentation technique is employed to transform the negative binomial observation
vector yt into a multivariate Guassian distributed random variable zt (this is further
discussed in the model estimation section). The attribute matrix, Ft is constructed using
the observable attributes of the system i.e. Xt (n× q matrix). As mentioned earlier, the
regression parameter of fixed attributes may be modeled as time-varying parameters1.
The vector of observations ζt are generated by latent regression parameter state vector θt
after transformation using the attribute matrix Ft. A zero-centered multivariate Gaussian
noise term is defined using the covariance matrix Vt.
The latent parameter vector θt is assumed to be generated according to the linear
state equation. θt is generated by the transformation of θt−1 using the system operator
1Fixed attributes (Zik) may be included in the attribute matrix Ft by repeating at different times.
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matrix Gt (q × q). Gt may be designed such that θt is generated through an auto-
regressive (AR (1)) process. DLM model structure allows for specifying any other general
auto-regressive structure. In this research, we assumed individual AR(1) processes for
evolution of θt. Gt matrix may be specified such that a current state θtk is dependent on
another previous state θtk′ (where k 6= k′). In addition, Gt may be designed as a time-
varying system operator matrix; however, we assume a time-invariant Gt in this study.
In summary, the DLM framework is adequately flexible to investigate several underlying
temporal patterns.
4.1.2 Time-varying intrinsic conditional autoregressive priors
As mentioned earlier, the negative-binomial likelihood of the observed crash counts
is transformed into conditionally Gaussian likelihood. Assuming a Gaussian prior on
spatial random effects is useful to exploit the conjugacy. Intrinsic conditional autoregres-
sive(ICAR) priors are Gaussian spatial prior structures in Bayesian hierarchical modeling.
ICAR prior generates the spatially correlated random effects based on a neighborhood
or distance based correlation matrix. We utilize a neighborhood weight matrix W de-
fined as follows: wij = 1/k, if i and j are k-order neighbors. The spatial dependence
is assumed to be proportional to the closeness of the neighboring road segments. The
spatial correlation may vary with time, which can be modeled by allowing for temporal
variation in the ICAR parameters. The time-specific τt parameter controls the extent of
spatial correlation at time t. The τt parameter does not provide any information about
the strength of spatial correlation. We compute the strength of spatial correlation αt (see
3.5) parameter for each year t. ICAR prior defines the distribution of spatial random
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To facilitate Bayesian estimation, non-informative conjugate priors are imposed
on the model parameters. A multivariate normal prior is imposed on β and θ0. Non-
informative Gamma prior is imposed on parameters τt, r and h. The proposed model
structure is described below.
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1/τ 2t = Pt ∼ Ga(c0, d0); r ∼ Ga(r0, h);h ∼ Ga(ha0, hb0)
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4.2 Bayesian inference
The model parameters are estimated using Bayesian inference through MCMC
simulation. A Gibbs sampling algorithm involving full conditional posterior distribu-
tions for the model parameters is described in this section. Negative binomial model
parameters do not enjoy the conjugacy with any distributional forms in the context of
posterior inference; therefore, the tractable analytical full conditional distributions are
not available. We employed recently developed data-augmentation techniques for con-
structing analytical full conditional distributions for the negative binomial model param-
eters. Forward Filtering Backward Sampling (FFBS) algorithm is commonly employed
for posterior inference of DLM parameters with Gaussain distributed observations [Prado
and West, 2010]. The data augmentation facilitated embedding the FFBS algorithm into
the Gibbs sampling framework for performing posterior inference of the dynamic param-
eters θt with negative binomial distributed observations.
4.2.1 Data augmentation
Data augmentation involves introducing latent random variables into the specifi-
cation that are useful to derive analytically tractable full conditional posteriors. Polson
et al. [2013] developed a data-augmentation technique to transform logistic likelihoods
into Gaussian likelihood conditional on Polya-Gamma latent random variables2. The
details on the transformation of negative binomial likelihood into Gaussian likelihood
conditioning on Polya-Gamma random variables are provided in Appendix A. Analyt-
ically tractable full conditional posteriors are derived for the fixed parameter vector β
2Details on Polya-Gamma random variables is provided in Appendix A
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using the conjugacy of the conditionally Gaussian likelihood and a multivariate normal
prior(see Appendix C for details). Another data augmentation technique proposed by
Zhou et al. [2012] was also employed for constructing the full conditional distribution for
the dispersion parameter. A Poisson distributed latent indicator variable is introduced
into the model structure. The full conditional posterior distribution of the dispersion
parameter turns out to be Gamma; see Appendix C for details.
The Polya-Gamma data augmentation also allows to construct a tractable analyti-
cal full conditional posterior for spatial random effects. Time-dependent ICAR priors are
improper prior probability distributions on the vector of spatial random effects [Banerjee
et al., 2004]; the absence of the ρ parameter causes the impropriety. In addition, ICAR
prior is a pairwise difference prior for a given time t, which identifies the spatial ran-
dom effects φ(t)(specific to time t) only upto an additive constant. The full conditional
posterior turns out to be a proper probability distribution with invertible covariance dis-
tribution. We impose a sum-to-zero constraint for each time t by recentering the draws of









i ∀i ∈ {1, 2, ....., n}; t ∈ {1, 2, ....., T}.
4.2.2 Forward Filtering Backward Sampling (FFBS)
Bayesian inference of time-varying regression parameters θ1:T requires the condi-
tional density π(θ1:T |D1:T , β, φ(1):(T ), r). FFBS is a commonly used algorithm (originally
proposed by Frhwirth-Schnatter [1994], Carter and Kohn [1994]) for posterior sampling
of states in dynamic linear models. FFBS algorithm simultaneously produces posterior
draws of the state vector θ1:T through forward sampling followed by backward smooth-
ing in each MCMC iteration. FFBS algorithm is not capable of handling a non-linear
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model (such as negative binomial) with linear Gaussian evolution equations [Windle
et al., 2013]. However, Polya-Gamma data augmentation transformed the negative bi-
nomially distributed data vector yt into a conditionally Gaussian distributed data vector
zt; where zt =
yt−r
2ωt
(see Appendix A for details). The negative binomial likelihood shown





Where, ψit = Z
T




i . Now, the evolution equations of the system may be
written as follows using the transformed data zt.
zt = Zβ + φt +Xtθt + νt
zt − Zβ − φt = Xtθt + νt









0 0 .... 1
ωnt

θt = Gtθt−1 +Wt
We employed the FFBS algorithm on the transformed data conditioning on the
Polya-Gamma random variables. A detailed description of the FFBS recursions for draw-
ing posterior state vectors (θ1:T ) is provided in Appendix C.
The full conditional analytical posteriors were derived for each model parame-
ter and a Gibbs sampling framework is provided for Bayesian inference. The detailed
derivations along with the full conditional distributions are included in the Appendix C.
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The Gibbs sampling framework was mainly implemented in R language, while coding
a few portions of the code in Rcpp [Eddelbuettel and Franois, 2011] to gain additional
computational speed. An efficient Polya-Gamma sampler provided as part of an R pack-
age —BayesLogit [Polson et al., 2012] was employed for generating Polya-Gamma ran-
dom variables. Model selection was based on Deviation Information Criterion (DIC)(see
Spiegelhalter et al. [2002]). Gelman and Rubin diagnostic [Gelman and Rubin, 1992] was
utilized to verify the convergence of multi-variate Markov chains.
4.3 Empirical Analysis
This chapter describes an empirical analysis conducted to demonstrate the po-
tential application of the proposed dynamic spatial negative binomial model structure in
modeling crash counts. A comprehensive dataset was prepared by integrating accident
and pavement databases.
4.3.1 Data description
The historical crash counts of contiguous road segments of Houston’s road net-
work were modeled in this empirical analysis. The data sources were very similar to that
of previously described empirical analysis in Chapter 3; however, the study period is ex-
tended to 9 years. The crash counts were sourced from the motor vehicle Crash Record
Information System (CRIS) database maintained by Texas Department of Transporta-
tion (TxDOT). The road segment attributes such as extent of surface distresses, ride
quality, traffic volumes, geometric features, etc. were obtained from TxDOT’s Pavement
Management Information System (PMIS) database. The CRIS database was integrated
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with the PMIS database using Texas Reference Marking (TRM) system. TRMs were
used to map crashes onto respective road segments and subsequently the annual crash
counts were calculated. A few interesting features of the dataset are described below.
The dataset constituted crash counts and relevant attribute information corre-
sponding to 1158 contiguous road segments from eleven different road facilities in the
Houston area during the years 2003-11. As shown in Tables 4.1,4.2, & 4.3, , data sug-
gests a decreasing trend in the mean crash count of the study road network, which
indicates an improvement in safety over time. The tables also show descriptive statistics
of several time-varying and time-constant road features. For instance, the Annual Aver-
age Daily Traffic (AADT) increased every year over the time across the road segments
on an average. The proportion of truck traffic remained constant for initial few years
followed by a slight reduction during the recent years within the study period. The av-
erage imposed speed limit across the road segments was slightly changed during 2003 to
2004 and remained consistent until the end of the study period. The average number of
lanes, and average left and right shoulder widths were fairly consistent across the study
period. The average condition and distress scores indicate that the road condition of
the study road network (on an average) was slightly improved over the time during the
analysis period; this reflects TxDOT’s pavement maintenance efforts in managing the
existing road network. The ride quality (measured by IRI) of the study road network
seems to be slightly improved over the time during the analysis period. The proportion
of continuously reinforced concrete pavements (CRCP) pavements was slightly increased
over the time across the study road network. About 45% of the road segments belong to
interstate highways (IH) as shown in Tables 4.1 through 4.3. The proportion of the road
64
segments with rural area flag has slightly reduced over the time, which may indicate an
urban sprawl in the study area.
Table 4.1: Descriptive statistics for years 2003 - 2005
Category Description Mean (St.Dev)
Time Span Year 2003 2004 2005
Crashes Crash count 21.2 (33.8) 17.3 (25.6) 19.8 (27.4)
Traffic Annual Average Daily Traffic (AADT) 44706 (32102) 49566 (35998) 50820 (38000)
Traffic load estimate 130 (12) 173 (20) 119 (16)
Truck traffic percentage 11.4 (7.3) 11.1 (6.8) 11.1 (6.3)
Imposed speed limit 62 (6) 59 (6) 61 (6)
Geometrics Number of lanes (per traffic direction) 3 (1) 3 (1) 3 (1)
Total surface roadway width 52.5 (14.3) 53.3 (14.9) 54.2 (15.4)
Left shoulder width 8.4 (2.4) 8.2 (2.6) 8.4 (2.7)
Right shoulder width 8.8 (2.3) 8.9 (2.3) 9 (2.3)
Segment length 0.5 (0.1) 0.5 (0.1) 0.5 (0.1)
Pavement Condition score 82 (24) 83 (22) 84 (20)
Distress score 88 (21) 88 (19) 90 (16)
Ride score 3.4 (0.6) 3.5 (0.5) 3.4 (0.6)
Avg International Roughness Index (IRI inch/mile) 118 (35) 113 (33) 118 (36)
Left International Roughness Index (IRI inch/mile) 117 (35) 111 (32) 116 (36)
Right International Roughness Index (IRI inch/mile) 119 (36) 116 (35) 120 (36)
Maintenance Cost 921 (2026) 1133 (2191) 834 (1286)
Indicator Variable: Asphalt pavement 0.21 0.19 0.20
Indicator Variable: CRCP pavement 0.65 0.68 0.68
Indicator Variable: JCP pavement 0.14 0.13 0.13
Indicator Variable: Shoulder type - Asphalt 0.61 0.61 0.60
Location Indicator Variable: Facility-IH 0.45 0.45 0.45
Indicator Variable: Facility-SH 0.15 0.15 0.15
Indicator Variable: Facility-US 0.26 0.26 0.26
Indicator Variable: Rural Area 0.28 0.27 0.27
4.3.2 Model estimation
The main goal of model specification is to identify the set of road attributes
that potentially explain the variation in the crash counts across the study area during
the analysis period. The specification refinement was carried out by estimating several
model structures using different combinations of road attributes. The model selection was
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Table 4.2: Descriptive statistics for years 2006 - 2008
Category Description Mean (St.Dev)
Time Span Year 2006 2007 2008
Crashes Crash count 19.4 (26.9) 19.2 (25.8) 15.2 (20.6)
Traffic Annual Average Daily Traffic (AADT) 50098 (36601) 51049 (37334) 51911 (37074)
Traffic load estimate 142 (10) 166 (14) 167 (14)
Truck traffic percentage 11.2 (6.3) 10.5 (6.7) 10.4 (6.5)
Imposed speed limit 61 (5) 61 (5) 61 (5)
Geometrics Number of lanes (per traffic direction) 3 (1) 3 (1) 3 (1)
Total surface roadway width 54.3 (15.4) 54.5 (15.2) 55 (15.3)
Left shoulder width 8.5 (2.8) 8.6 (2.8) 8.7 (2.8)
Right shoulder width 9 (2.3) 9 (2.3) 9.1 (2.3)
Segment length 0.5 (0.1) 0.5 (0.1) 0.5 (0.1)
Pavement Condition score 84 (21) 85 (20) 87 (18)
Distress score 90 (17) 92 (15) 93 (14)
Ride score 3.5 (0.6) 3.4 (0.6) 3.5 (0.6)
Avg International Roughness Index (IRI inch/mile) 114 (37) 117 (36) 114 (34)
Left International Roughness Index (IRI inch/mile) 112 (36) 117 (35) 108 (34)
Right International Roughness Index (IRI inch/mile) 116 (37) 118 (38) 121 (38)
Maintenance Cost 887 (1834) 1446 (9154) 991 (1969)
Indicator Variable: Asphalt pavement 0.19 0.17 0.17
Indicator Variable: CRCP pavement 0.69 0.71 0.72
Indicator Variable: JCP pavement 0.12 0.12 0.11
Indicator Variable: Shoulder type - Asphalt 0.60 0.60 0.58
Location Indicator Variable: Facility-IH 0.45 0.45 0.45
Indicator Variable: Facility-SH 0.15 0.15 0.15
Indicator Variable: Facility-US 0.26 0.26 0.26
Indicator Variable: Rural Area 0.27 0.27 0.27
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Table 4.3: Descriptive statistics for years 2009 - 2011
Category Description Mean (St.Dev)
Time Span Year 2009 2010 2011
Crashes Crash count 14.2 (19.2) 17.4 (23.7) 14.5 (21.6)
Traffic Annual Average Daily Traffic (AADT) 52504 (37918) 50889 (36505) 51047 (36330)
Traffic load estimate 157 (12) 187 (15) 185 (15)
Truck traffic percentage 10.7 (6.6) 10.8 (6.4) 10.6 (5.2)
Imposed speed limit 61 (5) 61 (5) 61 (5)
Geometrics Number of lanes (per traffic direction) 3 (1) 3 (1) 3 (1)
Total surface roadway width 56 (15.6) 56.3 (15.4) 56.2 (15.4)
Left shoulder width 8.4 (3.3) 8.5 (3.2) 8.3 (3.5)
Right shoulder width 9.8 (2.1) 9.6 (2.3) 9.5 (2.6)
Segment length 0.5 (0.1) 0.5 (0.1) 0.5 (0.1)
Pavement Condition score 86 (19) 88 (18) 88 (17)
Distress score 93 (14) 94 (13) 94 (12)
Ride score 3.5 (0.6) 3.5 (0.6) 3.5 (0.6)
Avg. International Roughness Index (IRI inch/mile) 117 (36) 113 (34) 113 (34)
Left International Roughness Index (IRI inch/mile) 115 (35) 112 (33) 107 (31)
Right International Roughness Index (IRI inch/mile) 119 (39) 114 (36) 119 (40)
Maintenance Cost 993 (1963) 879 (1632) 943 (2020)
Indicator Variable: Asphalt pavement 0.14 0.12 0.12
Indicator Variable: CRCP pavement 0.75 0.79 0.81
Indicator Variable: JCP pavement 0.11 0.08 0.07
Indicator Variable: Shoulder type - Asphalt 0.58 0.57 0.57
Location Indicator Variable: Facility-IH 0.45 0.45 0.45
Indicator Variable: Facility-SH 0.15 0.15 0.15
Indicator Variable: Facility-US 0.26 0.26 0.26
Indicator Variable: Rural Area 0.27 0.20 0.20
performed using Deviance Information Criterion (DIC) (see Spiegelhalter et al. [2002]).
The simulations were carried out on a Windows-based machine with Intel Core i7 CPU
with 1.73GHz and 8GB RAM, and coded in the R language [R Core Team, 2013]. A
burn-in period of 2000 iterations was deemed sufficient, and the model parameters were
estimated based on samples obtained from 1000 iterations after the burn-in period during
the MCMC simulation. An average run time of about 10 hours (3000 iterations) was
required to attain stationarity of the multi-variate MCMC chain, and to collect the
required parameter samples. The parameter estimation algorithm was tested on several
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simulated datasets (similar in size to the real-world datasets) to assess the efficiency of
the parameter retrieval. The average percentage bias was less than 5% for majority of
the time-varying and time-invariant model parameters. It was found that the estimation
of the AR(1) standard deviations corresponding to the model parameters is difficult
using limited temporal data spanning across only a few years. Posterior probability of
a coefficient to be positive (P (β > 0))was used to determine the statistical significance
of regression parameters; the values closer to 1 or 0 indicate statistical significance of
the respective coefficient. Table 4.4 shows the posterior summaries of the time-invariant
model parameters, and standard deviation of the AR(1) time-varying model parameters.
Figures 4.1 to 4.3 show the posterior summaries of the time-varying model parameters.
A comprehensive discussion on the posterior estimation results including the implications
to the safety management is provided below.
Table 4.4: Posterior estimation results for dynamic spatial NB model
Description Posterior mean Posterior Std.Dev. P (β > 0)
Time-invariant parameters
Intercept 0.591 0.062 1.00
Indicator Variable: Asphalt pavement 0.270 0.046 1.00
r 1.415 0.033 1.00
AR (1) standard deviation for Time-varying parameters
Intercept 0.104 0.051 1.00
Indicator Variable: Facility-IH 0.218 0.138 1.00
Indicator Variable: Rural Area 0.110 0.055 1.00
Indicator Variable: Shoulder type - Asphalt 0.070 0.034 1.00
Segment length 0.052 0.020 1.00
Truck traffic percentage 0.065 0.031 1.00
Annual Average Daily Traffic 0.058 0.026 1.00
Avg International Roughness Index (IRI inch/mile) 0.050 0.020 1.00
Total shoulder width 0.052 0.025 1.00
Imposed speed limit 0.047 0.020 1.00
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Figure 4.1: Posterior estimates of temporal parameters
4.3.3 Discussion
The model estimation results indicate that majority of the regression parameters
significantly changed over time. The posterior mean of the model parameter correspond-
ing to the Interstate Highway (IH) facility indicator indicates that the interstate highways
witnessed higher mean crash count than the other facilities in each year across the study
period (see Figure 4.1). The average difference in the mean crash count between the IH
and the other routes had been generally decreasing over the time as shown in Figure 4.1.
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Figure 4.2: Posterior estimates of temporal parameters
Data suggests that road segments with asphalt pavements were associated with higher
mean crash counts compared to that of concrete pavements, and the difference in mean
crash counts between the two pavement types remained constant over the time (mod-
eled as a fixed parameter. See Table 4.4). Posterior results suggests that road segments
in rural areas witnessed lower mean crash counts compared to that of non-rural road
segments, and the difference in mean crash counts between rural and non-rural road seg-
ments has decreased over the time indicating the effect of urban sprawl. The pavements
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Figure 4.3: Posterior estimates of temporal parameters
with asphalt shoulders experienced larger mean crash count relative to the other types of
shoulders throughout the study period; the magnitude of difference in mean crash count
increased over the time as shown in the Figure 4.1. The longer segments were associ-
ated with higher mean crash counts in each year; however, the mean crash count per
unit length had declined over the time as shown in the Figure 4.2. The effect of annual
average daily traffic (AADT) on mean crash count remained fairly constant throughout
the study period. A positive posterior mean indicates that larger traffic volumes were
associated with higher crash counts. It is to be noted that the traffic volume and segment
length should be viewed as exposure variables rather than causal factors. The influence of
truck traffic volume on mean crash count had consistently decreased over the time; higher
truck volumes were associated with lower crash counts throughout the study period for
a given traffic volume.
Data suggests that the roughness of road segments was positively associated with
the mean crash counts during each year throughout the study period. The influence of
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Figure 4.4: Posterior estimates of τc and α
the roughness on the crash count had been increasing over the time as shown in Figure
4.2. The results highlight that the road roughness is becoming more important over
the time regarding the road safety. In other words, the safety benefits of improving the
ride quality of road segments are increasing over the time. As shown in Figure 4.3 the
influence of total shoulder width on mean crash count was also increasing over the time.
The shoulder width was positively associated with the mean crash count throughout
the study period. The road users may feel comfortable driving over the road segments
with larger shoulder widths, thereby increasing the level of false safety. Posterior results
suggest that the road segments with higher posted speed limits were associated with
lower mean crash counts during the study period. The safety impact of increasing speed
limit by one mile per hour is reducing over the time; in other words, the speed limit
change is becoming less important within the study road network.
Figure 4.4 shows the posterior summaries of the spatial covariance parameter τc.
As mentioned earlier, τc parameter does not reveal information regarding the spatial cor-
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relation of crash counts of neighboring road segments. An estimate of spatial correlation
was computed during the MCMC simulation, and the posterior summaries are shown in
Figure 4.4. The magnitude of spatial correlation slightly varied across the time, which
is expected for the Houston’s road network with increasing urban population density.
Overall, the empirical findings of the proposed dynamic model highlight the importance
of time-evolving model parameters in crash count specifications. The posterior predic-
tive distributions of the model parameters may be constructed, which can be utilized to
predict the crash counts corresponding to a future year. However, a long crash history
would be necessary to reliably estimate the AR(1) process parameters of the individual





This chapter introduces the concepts behind the probabilistic ranking of individ-
ual road segments, and describes a few probabilistic ranking methods employed in this
research. An empirical demonstration of the proposed probabilistic ranking methods for
the identification of sites with promise is also provided towards the end of this chapter.
5.1 Probabilistic ranking concepts
The main goal of a safety management framework is to identify the hazardous sites
with safety concerns or sites with promise (in Ezra Hauer’s words, Hauer [1996]). A näıve
site ranking method may utilize the observed crash counts to identify the hazardous road
segments with relatively higher crash occurrences. Such näıve ranking may be ineffective
due to issues such as stochastic nature of the crash occurrence and regression to mean
(RTM) bias. As mentioned in the literature review section, model-based site ranking
methods offer a solution to circumvent the aforementioned issues. Model-based site
ranking utilizes expected crash counts or long-run crash rates to perform site-ranking. A
sound statistical model that closely represent the underlying population of crash counts
from different road segments is necessary to accurately estimate the long-run crash rates.
Such statistical model may be developed based on the recent historical crash data; the
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model can be used for predicting the safety level of the subsequent year, and to perform
probabilistic ranking of road segments.
Miaou and Song [2005] discussed the concept of decision parameter for site ranking
applications. The decision parameter is defined as an estimator of site safety level such as
long-run crash rates1, and depends on the parameters of the underlying statistical model.
Several decision parameters may be designed to reflect different decision mechanisms. For
instance, site ranking may be performed using the deviation of long-run crash frequency of
a given site from that of the peers with similar features. Decision parameter plays a vital
role in the allocation of road safety funds. Selection of decision parameter is dependent
on the level of risk that transportation agency is willing to undertake to reap the safety
returns. A couple of different decision parameters will be introduced and compared in
the next section to provide more insights into the selection of decision parameter.
As mentioned earlier, a decision parameter is an estimator, therefore a random
variable. Any decision parameter is a function of model parameters; Bayesian estimation
framework allows to construct the posterior distribution for any function of model pa-
rameters. The uncertainty or precision associated with an estimate of decision parameter
should be incorporated into the site ranking exercise. The hazardous sections may not
be accurately identified by merely comparing the corresponding posterior mean value of
the decision parameter. Alternatively, road segments may be ranked during Bayesian
simulation, thereby constructing a posterior distribution for the road segment ranks. A
detailed description of proposed site ranking procedures is provided in the later part of
1An example for decision parameter.
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this chapter. The proposed site ranking framework is feasible due to the implementation
of Bayesian estimation framework; classical estimation procedures involving Maximum
likelihood estimation do not facilitate such site ranking procedure.
5.2 Model building and decision parameters
Assume a road network with n contiguous road segments and a crash data collected
over T consecutive years. Let yit denote a uni-variate crash count on i
th road segment
(i ∈ {1, 2, ...n}) during tth year (t ∈ {1, 2, ...T}). We define Xit = [xit1, xit2, ...., xitk] as
the k× 1 vector of time-varying or time-invariant attributes2 corresponding to the crash
count observation yit. The crash counts corresponding to the contiguous road segments
are potentially spatially correlated and should be incorporated in the model specification
for accurate predictions. The following model specification was selected to develop a
predictive model for crash counts.
















Where, γ = [γ1, γ2, ...γq] is k × 1 vector of regression coefficients. φi is a spatial ran-
dom effect term corresponding to ith road segment; an ICAR prior structure3 with a
neighborhood-based weight matrix was assumed as a prior for spatial random effects.
2Time-invariant attributes are also denoted using the same notation, although the value is constant
across the time for the sake of notation.
3The ICAR spatial prior structure was described in detail in the earlier chapters.
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The model parameters are estimated using Bayesian inference methods involving Markov
Chain Monte Carlo (MCMC) simulation.
We utilized historical crash data from T recent years corresponding to n road
segments to build the predictive model. The model may be used to predict the safety
level of road segments in the subsequent year. As mentioned earlier, the safety level of
road segments is measured using any decision parameter, which is a function of the model
parameters. Site ranking is largely affected by the selection of the underlying decision
parameter. In order to select the appropriate decision criteria, we refer to the theoretical
definition of a hazardous road location mentioned by Elvik [2008]: “a hazardous road
location is any location that (a) has a higher expected number of accidents (b) than other
similar locations (c) as a result of local risk factors.”
The following decision parameters (ξi) may be potentially considered in site rank-
ing: 1)the expected crash count or ψit; 2)φi; and 3)Xit
′
β. Site ranking based on the
expected crash count or ψit suggests directing safety investments to hazardous road seg-
ments with potential to witness larger number of crashes in the subsequent year. Road
segments with larger crashes are often associated with higher traffic volumes; therefore,
employing ψi as a decision parameter may not be able to prioritize the road segments
that are relatively riskier per unit traffic volume. Site ranking based on the spatial ran-
dom effect φi prioritizes the road segments that are relatively riskier among the pool of
other similar road segments (with similar features). In other words, the road segments
with larger number of crashes for unobserved reasons over the last few years are expected
to be prioritized as hazardous locations. Although employing φi as the decision criteria
identifies the sites with unusual crashes, the unusual crash patterns are less likely to con-
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tinue over next few years. Such uncertainty translates to increased financial risk to the
highway agency to make safety investment on the identified hazardous road segments.
On the other hand, the site ranking based on Xit
′
β prioritizes the hazardous sites higher
crash rates for a given set of local attributes on average. The chance of reaping the
safety benefits may be arguably higher by selecting the hazardous sites based on Xit
′
β.
In summary, the issue of selecting a decision criterion is analogous to classical risk-return
trade-off.
5.3 Ranking methods
A decision parameter is a function of underlying model parameters. Bayesian
estimation allows to construct the posterior distribution of any function of model pa-
rameters; therefore, it is possible to obtain the posterior draws for the selected decision
parameter during the MCMC simulation and to construct the posterior distribution. A
posterior distribution is constructed corresponding to the decision parameters of each
individual road segment in the study road network. A näıve approach is to rank the pos-
terior means of decision parameter estimates (or E(ξi|y,X)) corresponding to individual
road segments to identify the hazardous road segments. However, posterior mean does
not reflect the uncertainty associated with the estimated decision parameters. Miaou and
Song [2005] utilized posterior mean rank to incorporate the uncertainty in estimating the
decision parameter (ξi). The posterior draws of the decision parameter ξi corresponding
to individual road segments are ranked during each MCMC iteration. Subsequently, a
posterior distribution of site rank R(ξi)
4 is constructed for each road segment. Road
4Site rank may be regarded as a function of model parameters.
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segments with highest posterior mean rank (E(R(ξi)|y,X)) are regarded as hazardous
road segments that require safety investments.
Alternatively, the uncertainty associated with the estimates of decision parameters
(ξi) may also be be incorporated by estimating the probability of a road segment to be
most unsafe. Miaou and Song [2005] computed the probability of a site to be the worst
site (P (ξi > ξj)∀i 6= j) among all the sites to perform site ranking. The probability
of becoming the most unsafe site corresponding to each road segment is compared to
identify the hazardous road segments. However, a majority of road segment may possess
a very low probability to be the most unsafe site; this may be due to the presence of
road segments with considerably higher crash counts relative to the other road segments
in the network. As a result, the site selection based on the probability of a site to be
the worst site may yield limited number of hazardous sites. Schmidt [2012] extended the
procedure to compute the probability of a site to be in top m unsafe sites (R(ξi) ≤ m).
The probability of a site to be in top m unsafe sites (for m > 1) is expected to be larger
than the probability of a site to be the most unsafe site in the network. As we increase
the value of m, the probability of a site to be in top m sites increases; the probability
reaches the maximum value of 1 in the limiting case of setting m value equal to total
number of road segments (n). Depending on the availability of safety funding, highway
agency may select the value of m for the site ranking exercise.
Reasonable thresholds are necessary in conjunction with the aforementioned site
ranking methods to identify an appropriate number of road segments with safety con-
cerns. The aforementioned site ranking procedures were implemented using a computa-
tionally efficient Bayesian estimation algorithm using data augmentation methods in this
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research. The proposed algorithm is expected to perform at a reasonable speed upon
implementing at the network level; relatively smaller network is utilized to demonstrate
the site ranking concepts in this research.
5.4 Empirical example
A road network comprising of 10 different routes in the Houston area is selected
to empirically demonstrate the probabilistic ranking methods. The road network was
divided into 1158 contiguous road segments of lengths ranging from 0.2 to 2.0 miles.
Annual crash count data and other road feature information was obtained over four
consecutive years (2007 to 2010) from crash and pavement management databases. The
descriptive statistics of the road features are provided in Table 3.1; a detailed discussion
on the interesting elements of the dataset is also provided in section 3.3.2.
As mentioned earlier, a reasonably accurate crash prediction model is necessary
to perform model-based probabilistic site ranking. Although a multitude of road feature
information was collected from the relevant databases, only a carefully selected set of
road features were included in the model building process based on the following crite-
ria. First, a road feature should be time-invariant or predictable for a future year to
be included in the model as an explanatory variable; this is to ensure the availability of
road feature information to incorporate into the predictive model. Second, the poste-
rior confidence intervals or Bayesian credible intervals corresponding to a road feature
should not contain zero; in other words, the regression parameters should be statistically
significant. A computationally efficient data-augmentation based Bayesian estimation
algorithm using MCMC simulation was employed to construct the posterior distribution
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of the model parameters. A Gibbs sampling algorithm that involves sampling from full-
conditional posterior distributions of the model parameters is described in Appendix D.
The Appendix also includes the methodology to construct the individual site ranks for
the road segments, which is embedded into the posterior simulation framework.
Table 5.1: Posterior estimation results of crash predictive model for site ranking
Description Posterior mean Posterior Std.Dev. P (β > 0)
Intercept -0.603 0.115 0.00
Indicator Variable: Facility-IH 0.973 0.157 1.00
Indicator Variable: Asphalt pavement 0.253 0.054 1.00
Segment length 0.454 0.027 1.00
Annual Average Daily Traffic -0.299 0.044 0.00
Total shoulder width 0.061 0.031 0.96
r 6.735 0.356 1.00
τc 2.464 0.134 1.00
Spatial correlation estimate (α) 0.666 0.023 1.00
The probabilistic ranking is expected to be affected by the underlying crash predic-
tion model; site ranking may not significantly change between different models producing
similar predictions. A crash predictive model was developed using the appropriate ex-
planatory variables as per the aforementioned criterion using the crash data obtained over
2007-10 period. Several specifications were estimated, and model selection was performed
using deviance information criterion (DIC). Table 5.1 shows the posterior summaries of
the statistically significant model parameters. Posterior probability of a coefficient to
be positive (P (β > 0))was used to determine the statistical significance of regression
parameters; the values closer to 1 or 0 indicate statistical significance of the respective
coefficient. The results shows an evidence for significant spatial correlation across the
crash counts of neighboring road segments.
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The model was utilized to predict the crashes in the year 2011 on the road segments
from the training dataset. The accuracy of the prediction was assessed prior to employing
the predictions in probabilistic ranking. Figure 5.1 shows the crash prediction residuals
of individual road segments, which are defined as the difference between the posterior
mean prediction and the observed crash count. The prediction residual is reasonably
low for majority of the road segments as shown in the figure. The neighboring residuals
tend to cluster in the case of spatial specification as shown in Figure 5.1. A conditional
quantile plot may better reflect the prediction accuracy for an over-dispersed data. Figure
5.2 shows the conditional quantile plot, which highlights that the distributions of the
predictions and the observed values are reasonably close.
Figure 5.1: Prediction residuals
The decision parameters of individual road segments are predicted for a future year
(2011) using the estimated model parameters. A probabilistic ranking is performed using
the predicted decision parameters to identify the potentially hazardous road segments.
We computed individual site ranks based on the expected crash rate or ψit and site-
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specific unobserved spatial random effect φi. The former decision parameter represents
the overall mean crash count of the respective road segment, while the later reflects the
mean crash count due to unobserved factors. The probability of a given road segment to
be in top m worst sites was computed for various values of m corresponding to individual
road segments. Figures 5.3 & 5.4 depict the variation of the probability of a site to be
in top m sites with increasing values of m for the road segments in this study; each line
represents the data corresponding to a road segment. Figures 5.3 & 5.4 are probabilities
calculated using expected crash counts (ψi) and spatial random effects (φi) respectively
as the decision parameters. The probability of a road segment to be in top m sites
increases with increasing values of m, and asymptotically reaches unity. The probability
increases drastically and reaches the asymptotic value for a few road segments, whereas
it increases at a slower rate for the other. The road segments with a steeper increase in
the probability values are typically associated with larger number of observed crashes,
and may be ranked top in a probabilistic site ranking.
The value of m may be selected by the highway agency depending on the avail-
ability of safety funding. For example, Figure 5.5 shows the probability of a road segment
to be in top m sites for m = 1, 5, 20, 50 based on the expected crash counts (ψi) as the
decision parameter, along with the observed crash counts (the bottom most figure) from
the year 2011. Figure 5.6 shows a similar plot based on the site-specific spatial random
effects (φi) as the decision parameter. The decision parameter plays an important role,
and changing the decision parameter leads to different road segment ranking. The road
segments may be selected using a threshold probability or by simply ranking the respec-
tive probabilities. For a given threshold probability of a site to be in top m sites, the
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number of selected road segments increases with the increasing value of m as evident in
the figures. Figure 5.5 & 5.6 also highlight that the probabilities are able to identify the
crash sites with higher observed crashes reasonably well, which qualifies the probabilistic
ranking as a rational approach. In other words, the magnitude of the probability to be
in top m sites is higher for road segments with higher number of observed crashes.
The advantage of adopting a probability based site ranking scheme is to cir-
cumvent the need for noisy observed crash count data while performing site ranking.
Moreover, the proposed approach may be adopted as a reasonable site screening tool to
prioritize road segments for a future year prior to observing the crash count data. The
probabilistic ranking framework may be adopted by any highway agency upon the avail-
ability of relevant data sources. It is recommended to adopt a crash predictive model
that is developed using the data sources from the same highway network rather than
employing any existing crash prediction models. In addition the crash prediction models
needs to be updated frequently using recent historical crash databases.
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Figure 5.2: Conditional quantile plot
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Figure 5.3: Probability of a site to be in top m sites based on expected crash count ψi
Figure 5.4: Probability of a site to be in top m sites based on spatial random effects φi
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Figure 5.5: Site ranking based on expected crash counts
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Figure 5.6: Site ranking based on spatial random effects
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Chapter 6
Conclusions and future work
In this chapter the major contributions of this dissertation are documented. A
summary of methodological and empirical findings at various stages of this dissertation
research are provided. The limitations of the current research methodologies have been
identified, and future research directions to address the limitations are provided.
The major goal of this dissertation was to contribute to the methodological realm
of road safety management. The dissertation objectives are divided into two folds: 1)
to develop state-of-the-art model specifications, and 2) to develop a probabilistic model-
based site ranking framework. This research addresses methodological issues in crash
frequency modeling (as identified by Mannering and Bhat [2014]) such as unobserved
heterogeneity, spatial correlation, and temporal patterns. Two novel specifications were
developed to address these methodological issues: 1) random parameter spatial nega-
tive binomial count model with finite mixtures; 2)spatial negative binomial count model
with dynamic parameters. Computationally efficient Bayesian estimation frameworks
that leverage recent advances in data augmentation techniques were developed to esti-
mate the proposed count specifications. Bayesian estimation methods facilitate statistical
inference of site ranking. A computationally efficient site ranking framework was devel-
oped incorporating the recent probabilistic ranking techniques towards the end of this
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dissertation.
Empirical examples were constructed to demonstrate the applicability of the pro-
posed specifications in the road safety management. State governments maintain his-
torical crash information that typically includes characteristics of the involved vehicles,
people and the respective crash sites. Pavement information such as extent of surface
distresses, ride quality, traffic volumes, geometric features, etc. is also collected and
documented across the network. Database applications that can effectively merge the
crash and pavement information facilitate the incorporation of safety into annual road
management programs and assist the agency in project prioritization. In this research,
crash data is sourced from the motor vehicle Crash Record Information System (CRIS)
database maintained by TxDOT, and road information was obtained from TxDOTs Pave-
ment Management Information System (PMIS). An integrated database was developed
by merging the crash data with road condition and feature information. The empirical
analysis was performed using the integrated database containing records from 11 differ-
ent routes in Houston area spanning across 9 years. This dissertation emphasizes on the
harmony across several data sources, and encourages exploiting the benefits of integrated
databases.
6.1 Conclusions
6.1.1 Modeling unobserved heterogeneity
In discrete count data modeling literature, unobserved heterogeneity has been
handled by modeling the parameters of the underlying count specification using random
parameters or finite-mixtures models(for example, see Park and Lord [2009], Anasta-
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sopoulos and Mannering [2009]). Recently, Xiong and Mannering [2013] proposed a
finite-mixture random parameters approach for modeling unobserved heterogeneity in
crash severity modeling. The model parameters were modeled as finite multivariate nor-
mal mixture distribution; this allows for non-normality, skewness in the distribution of
the random model parameters, facilitates correlation across the model parameters, and
relaxes any distributional assumptions. The specification allows to investigate the un-
derlying groups of observations (as in the case of a finite-mixture model), while allowing
for within group heterogeneity. Such model specifications are not available to model
the unobserved heterogeneity for discrete count data; this may be due to the computa-
tional difficulties associated with the Bayesian model estimation algorithms for Poisson
or negative binomial likelihoods. This dissertation addresses such computational diffi-
culties associated with the Bayesian estimation of count specifications (with negative
binomial likelihoods) by employing recently developed polya-gamma data-augmentation
technique. A negative binomial specification with finite-mixture random parameters that
simultaneously accounts for potential spatial correlation was developed. A Gibbs sam-
pling framework was developed and full conditional posterior distributions of the model
parameters were derived. The proposed Bayesian estimation framework circumvents the
need for Metropolis-Hastings (M-H) algorithm while performing Markov Chain Monte
Carlo (MCMC) simulations. The Gibbs sampling algorithm was coded in R language
[R Core Team, 2013] using Rcpp package (a C++ extension; [Eddelbuettel and Franois,
2011]) to enhance the computational speed of the posterior estimation. Simulation ex-
periments were conducted to ensure the accuracy of posterior estimation algorithm in
terms of retrieving true model parameters.
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An empirical case study was developed to demonstrate the proposed specification
utilizing crash data spanning across 2007-10. The dataset comprises of crash counts from
contiguous road segments from different routes in the Houston area. A two-component
finite-mixture model was deemed sufficient for the dataset based on the model selection
criterion. The posterior estimation results suggested the presence of two underlying latent
sub-groups of road segments. Traffic volumes, road type and condition, shoulder type and
width, and imposed speed limit were identified as significant predictors. The influence of
a few explanatory variables on crash counts varied across the sub-groups or components.
For instance, larger shoulder widths were associated with larger crashes in a sub-group
of road segments on an average, while the smaller shoulder widths were dangerous in
the other sub-group. The empirical results demonstrate the possibility of varying safety
outcomes as a result of similar treatments (such as improving shoulder width). On the
other hand, a few variables influence the crash counts in a similar fashion across both
latent sub-groups of road segments. Better road condition was always associated with the
lower crash counts, which highlights the safety benefits of a well-maintained road network.
A significant spatial correlation was evident emphasizing the need to simultaneously
account for the spatial correlation across the neighboring road segments. In summary, the
empirical results highlight the need to understand the extent of unobserved heterogeneity
associated with a road feature prior to selecting the relevant safety treatment. Highway
agencies should seek the treatable road features with relatively lower variability in terms
of its influence (or lower unobserved heterogeneity on the relevant model parameter) on
the crash outcomes.
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6.1.2 Modeling temporal patterns
Crash data is typically collected annually and potentially temporally correlated.
Many earlier research studies have accounted for such temporal correlation using auto-
regressive prior structures (for example, see Miaou and Song [2005]). The explanatory
variables such as road features are temporally changing along with crash count data.
Moreover, the influence of the time-varying or time-invariant road features may arguably
change over the time. Such scenarios may be modeled using dynamic models that allow
for time-varying parameters. A few earlier studies have exploited the benefits of dy-
namic count specifications for modeling crash count data with temporally evolving road
features. For example, Hu et al. [2013] developed dynamic time-series negative binomial
regression models and estimated using Integrated Nested Laplace Approximation (INLA)
technique. The study is one among few studies that attempted to address the compu-
tational difficulties associated with Bayesian inference of count data models. This study
utilized traffic volume as the only explanatory variable with dynamic parameter and es-
timated several such independent models for different scenarios. In this dissertation, a
flexible dynamic negative binomial count specification that simultaneously account for
temporally varying spatial correlation was developed. The proposed specification allows
for both time-varying and time-invariant parameters. A dynamic linear model (DLM)
formulation of the discrete negative binomial count model was employed by exploit-
ing recently developed polya-gamma data-augmentation techniques. A Gibbs sampling
framework was developed that involves the Forward Filtering and Backward Sampling
(FFBS) algorithm for performing posterior inference on dynamic parameters. Full con-
ditional distributions were derived for all the model parameters, and computationally
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efficient sampling and matrix algebra techniques were employed to perform the MCMC
simulations within reasonable estimation time. The accuracy of retrieving true model
parameters was ensured using simulation experiments of the proposed posterior estima-
tion algorithm. The algorithm was coded in coded in R language [R Core Team, 2013]
using Rcpp package (a C++ extension; [Eddelbuettel and Franois, 2011]) to enhance the
computational speed of the posterior estimation.
The proposed negative binomial spatial model was estimated using 9 years of his-
torical crash dataset (2003 to 2011). Both time-varying and time-invariant road features
were identified from the PMIS database and incorporated into the specification. A major-
ity of the parameters corresponding to both time-varying and time-invariant explanatory
variables exhibited significant temporal patterns. For example, the magnitude of positive
parameter corresponding to road roughness was increasing over the time, which suggests
the increased importance of maintaining superior ride quality over the time. In other
words, the safety benefits of a unit improvement in the ride quality were increasing over
the time. Posterior results suggest that the number of crashes per unit road segment
length were decreasing over the time within the study period. The safety impact of in-
creasing speed limit by one mile per hour was reducing over the time; in other words,
the speed limit change was becoming less important within the study road network. The
safety benefits of altering shoulder width were also reducing over the time. The mean
difference in the expected crash counts between the IH facilities and the other routes
was decreasing over the time. Possible increase in road congestion over the time could
be a potential reason for reduction in the influence of several important road features.
The empirical findings also suggest that the variables that influence crash counts of road
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segments may not remain the same over the time. In summary, the proposed modeling
framework facilitates to study the evolution of the relationship between the road features
and the crash counts.
6.1.3 Probabilistic site ranking
Road safety management requires identification of the hazardous road segments
or sites with promise for safety benefits to invest the highway safety funds. Observed
crash counts of road segments are typically noisy, and safety ranking of road segments
using the observed data is arguably not reliable. A model-based site ranking approach
sidesteps the issue by utilizing the expected crash count instead of observed crash data.
The raw comparison of the expected crash counts of road segments does not account for
the uncertainty associated with the model estimation. This dissertation explored several
probabilistic ranking methods that account for the uncertainty associated with the model
estimates. Probability of a site to be in top m sites was computed for the study road
network and hazardous road segments were identified.
The probabilistic ranking was performed on an example road network of 11 dif-
ferent routes in the Houston area. A crash prediction model was developed using crash
data and road feature information from years 2007-10. Crash counts of the road seg-
ments were predicted for the subsequent year using the estimated model parameters. A
probabilistic ranking was performed on the predicted crash counts and compared with
the observed data (but unused in during the model estimation) to evaluate the accu-
racy of the probabilistic ranking framework. The results indicate that the road segments
with larger observed crash counts exhibited relatively higher probability to be in top m
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sites, which emphasizes the rationality of the proposed probabilistic ranking approach.
The spatial random effects were also utilized to perform site ranking instead of expected
crash counts as the decision parameter. It was found that the decision parameter plays
an important role and significantly affects the road segment ranking.
6.2 Future work
This dissertation sheds light into several lines of research, particularly in the
methodological aspects of crash data modeling. For instance, the proposed finite-mixture
random parameters model assumed the knowledge of number of mixture components.
The number of mixture components (k) was selected based on model selection using De-
viance Information Criterion (DIC). However, the proposed Bayesian estimation frame-
work allows to treat k as a model parameter. Posterior inference may be performed on the
model parameter k using reversible jump MCMC technique, which involve Metropolis-
Hastings algorithm. Perhaps, a larger and informative datasets would be necessary to
reliably learn the number of mixture components (k). The temporal evolution of unob-
served heterogeneity may be studied by allowing for dynamic parameters in the finite-
mixture random parameters model.
The accuracy of the estimated auto-regressive model parameters may be improved
by using a sufficiently large and informative temporal data. The temporal auto-regressive
process parameters may be learned by utilizing crash data from several years or split-
ting the existing crash counts and modeling monthly counts. The dynamic negative
binomial model parameters may be utilized to generate the predicted model parameters
corresponding to a future year. A crash prediction model will thus be formulated us-
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ing the predicted model parameters for the future year. Probabilistic ranking may be
performed using the crash count prediction of the model structure corresponding to the
future years. Crash counts may be categorized according to the severity level, which
recognizes the multi-variate nature of the crash count data. The proposed uni-variate
models may be extended to multi-variate settings to incorporate correlation across the
cash counts of different severity levels. Subsequently, a safety index may be designed
as a weighted combination of predicted crash counts (per unit exposure or traffic) of
multiple severity levels on a given road segment at any given time; the weights may
be selected based on relative economic losses associated with the corresponding severity
level. Probabilistic ranking may be performed on such weighted safety index to better
reflect the economics associated with different crash severity levels. This dissertation
demonstrates the feasibility of designing Bayesian modeling frameworks for probabilistic
roadway safety management, which facilitate online learning. The proposed index may
be designed as a self-updating index and the predictions are expected to get better with
time as it accumulates more data under Bayesian framework.
A cost allocation framework that is compatible with the proposed probabilis-
tic ranking framework may be developed and deployed to effectively allocate the road
safety funds. An optimization problem may be formulated to design such cost allocation
framework. The research ideas presented in this dissertation may be extended to bigger
networks to test the feasibility of developing a safety management framework that au-
tomatically learns from the latest crash data sources over the time. A feasibility study
to evaluate the possibility of adapting the proposed probabilistic ranking framework to





A.1 Polya-Gamma data augmentation
A random variable ω has a PG(b,c) distribution (Polya-Gamma distribution with









(k − 1/2)2 + c2/(4π2)
(A.1)
Where, g1, g2, ...gk, ... are independent random variables and identically distributed with
Gamma(b, 1).
The density of the Polya-Gamma random variables (see Polson et al. [2013] for
other distributional properties) is shown in Equation (A.2).












The Polya-Gamma distributed random variables can be generated from an infinite sum
of weighted i.i.d Gamma distributed random variables. We refer the interested readers
to Polson et al. [2013] for details on the sampling methods and efficiency of drawing
Polya-Gamma random variables.
Mathematically, the negative binomial likelihood parametrized by log-odds can
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be written as,




















where, ψi = x
T
i β + φi and ωi ∼ PG(yi + r, 0)
After algebraical rearrangement of terms, the negative binomial likelihood (a func-
tion of β) becomes Gaussian likelihood conditional on the Polya-Gamma random variable
ωi, r and ψi as shown below.
P (y|ψ, r, w) =
n∏
i=1





















for i ∈ {1, 2, ....n} and the constant K is independent of the ψi that
contains the regression coefficients. It is to be noted that we pretend zi is observed
instead of yi. Thus, we obtained a Gaussian likelihood form of crash counts in terms of
zi.
A.2 Compound Poisson representation
Negative binomial random variables can be expressed as sums of Logarithmic





iid∼ Logarithmic(pi), Li ∼ Poisson(−r ln(1− pi)) (A.4)
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Where, i ∈ {1, 2, ...n}. The probability density of the Logarithmic distributed random
variable u, is given by
fU(U = t) = −
pt
tln(1− p)
, t ∈ {1, 2, 3, ...}
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Appendix B
Gibbs sampling for Scenario - I
A Gibbs sampling algorithm for posterior inference of the parameters of the pro-
posed model structure is provided below. Let y denote a nT × 1 vector of crash counts,
XF denote a nT × p matrix, and XR denote a nT × q matrix.
Posterior sampling of dispersion parameter (r):
We need full conditional distributions of r|Lit and Lit|r for inference of the fixed param-
eter vector r. First, r|Lit is derived.


























Hyper parameter h is also learned by constructing the full conditional posterior.
p(h|r, –) ∝ P (r|h, –)p(h)
∼ Gamma(r0 + ha0, r + hb0)
(B.2)
Now, Lit|r is to be derived. Zhou et al. [2012] derived a closed form expression for
the conditional posterior of the Li. The likelihood of observing yi given a particular
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realization of Li is constructed using Probability Generating Function (PGF) of the
Logarithmic distribution, which is combined with the aforesaid Poisson prior with respect
to the Li. We refer interested reader to Zhou et al. [2012] for a detailed derivation of
the conditional posterior of Li. The analytical closed form expression for the posterior
of discrete random variable Li is written in a matrix form as shown below.
P (Lit = j|r, y) = R(yit, j), j ∈ {0, 1, ...yit} (B.3)
R(l,m) =






F (l, j)rj l 6= 0;m 6= 0
F (m, j) =

1 m = 1&j = 1
0 m < j
(m−1)
m
F (m− 1, j) + 1
m
F (m− 1, j − 1) 1 ≤ j ≤ m
Posterior sampling of (β1:N , µ1:C , γ):
The Polya-Gamma data augmentation allows to transform the negative binomial like-
lihood to a Gaussian likelihood (see Appendix A). The joint conditional posterior is
constructed using the conditionally Gaussian likelihood using the respective conjugate




Appendix A. It is to be noted that we pretend zit is observed instead of yi. Thus, we
obtained a Gaussian likelihood form of crash counts in terms of zi. The random param-
eters, component specific means, and fixed parameters are sampled jointly, or in blocks,
to improve the mixing of MCMC chain and to accelerate the convergence. The blocked
sampling is performed in two steps as follows.
Goal: p(β1:N , γ, µ1:C , ω|, –)
We iterate between p(β1:N , γ, µ1:C |ω, zN , –) and p(ω|zN , –). First we derive, p(β1:N , γ, µ1:C |ω, zN , –)
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as below.
p(β1:N , γ, µ1:C |ω, zN , –) ∝
n∏
i=1
p(βi|γ, µ1:C , zN , –)p(γ, µ1:C |zN , –)
• I: p(β1:N |γ, µ1:C , zN , –)
• II: p(γ, µ1:C |zN , –)
I: Sampling p(β1:N |γ, µ1:C , zN , –):
p(β1:N |γ, µ1:C , zN , –) ∝
n∏
i=1
p(βi|γ, µ1:C , zN , –)
P (βi|y,XF , XR, φ, r, ω,G) ∝
T∏
t=1
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where, zN is vector of transformed crash counts. XFi is a T × p matrix;XRi is a T × q
matrix; Ω is a T × T diagonal matrix; Ωpp = ωit for t ∈ {1, 2, ....T}; zi, ψi, and φi are
T × 1 vectors.
II: Sampling p(γ, µ1:C |zN , –):
To construct the conditional posterior p(γ, µ1:C |zN , –), the random parameters are




















i µc + ε
∗
i
Where, ε∗i ∼ N(0, Vi) and Vi = Ωi +XRi ΣGiXRi
′
p(γ, µ1:C |zN , –) ∝
C∏
c=1
p(µc|γ, zN , –)p(γ|zN , –)
• II-1: p(µ1:C |γ, zN , –)
• II-2: p(γ|zN , –)
II-1: sampling from p(µ1:C |γ, zN , –)
p(µ1:C |γ, zN , –) ∝
C∏
c=1
p(µc|γ, zN , –)



























II-2: sampling from p(γ|zN , –)




























Second, the full conditional distribution p(ω|zN , –) turns out to be a distribution
in the Polya-Gamma class (see Polson et al. [2013] for derivations).
P (ωit|γ, r, y,XF , XR, φ) ∝ PG(yit + r, ψit) (B.7)
where, PG(b, c) represents the Polya-Gamma distribution with the density indicated in
Equation (A.2).
Posterior sampling of component specific covariance:
The following full conditional distribution is used to iteratively draw the component
specific covariance matrices Σ1,Σ2, ....ΣC .
P (Σc|G, β, µc) ∝
n∏
i=1
P (βi|µc,Σc, Gi)P (Σc)
∝ Wish(νΣc , VΣc)
(B.8)








I(Gi = c)(βi − µc)(βi − µc)T
)−1
where, β is n× q random parameter matrix; Sc is n× 1 vector and Sc = I(G = c);
Posterior sampling of latent indicator vector (Gi):
We assume a non-informative categorical prior on the latent indicator vector, which re-
sults in a categorical posterior. The support of the categorical variableGi = c : c ∈ {1, 2......, C}.
We iteratively generate n posterior component indicators using the following full condi-
tional distribution.
P (Gi = c|zi, γ, µc,Σc, –) ∝ φq(zi;mGi , VGi)ηc
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+ Ωi and Ωi = diag(1/ωit)





where, φq(.) is a q-dimensional multivariate Gaussian density.
The mixture weight vector η = [η1, η2, ....., ηC ] are drawn using the following full
conditional distribution.
P (η|G) ∝ P (G|η)P (η)






Posterior sampling of spatial random effects (φi):
p(φi|φ−i, zi, –) ∝
T∏
t=1






























Mean centering: φ = φ− φ̄















An MCMC simulation is performed by iteratively drawing posterior samples using
equations C.4 through B.11. To avoid potential label switching, the latent component
labels are reassigned at the end of each iterations using the constraint: µ1k < µ2k < ..... <
µCk; where, µck is the k
th element of the cth component specific mean. A random param-
eter (denoted by k) with considerably higher variation and clearly defined components is
identified using unconstrained sampling and utilized for re-labeling.
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Appendix C
Gibbs sampling for Scenario - II
Gibbs sampling scheme:
A Gibbs sampling scheme to iteratively draw from full conditional distributions of indi-
vidual model parameters is provided.
Posterior sampling of fixed regression coefficients (β):
Let D represent the total data (including {yit} and {Xit}) across different time periods.
Step 1: Sample β


























and Λit = θtXit
Step 2: Sample ω
P (ωit|β, r, y, x, φ) ∝ PG(yit + r, ψit), i ∈ {1, 2, ...n} (C.2)
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Posterior sampling of dispersion parameter (r):
Step 3: Sample r




















Step 4: Sample L









F (l, j)rj l 6= 0;m 6= 0
F (m, j) =

1 m = 1&j = 1
0 m < j
(m−1)
m
F (m− 1, j) + 1
m
F (m− 1, j − 1) 1 ≤ j ≤ m
Posterior sampling of state vector (θ1:T):
The evolution equations of the system are written as follows using the transformed data
zt.









0 0 .... 1
ωnt

θt = Gtθt−1 +Wt
FFBS algorithm is performed in two steps: Forward filtering and backward smoothing.
The following recursions are performed in each MCMC iteration within the Gibbs sam-
pling framework. We start the recursions by drawing a state vector at t = 0 (i.e. θ0)
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from a non-informative state prior distribution at t = 1 (which is the state posterior at
time t = 0).
Step 5: Sample θ1:T
Forward Filtering: Draw θ ∼ N(m0, T0)
from t = 1 to T:
Posterior at t-1:
p(θt−1|Dt−1) ∼ N(mt−1, Ct−1)
Prior at t:
p(θt|Dt−1) ∼ N(at, Rt)




p(ζt|Dt−1) ∼ N(ft, Qt)




p(θt|Dt) ∼ N(mt, Ct)




t (ζt − ft)
Ct = Rt −RtF Tt Q−1t FtRt
The above computations involve inversion of n×n matrix Qt, which places an increasing
computational burden with number of road segments. However, we use the following




−1 = V −1t − V −1t FR(Iq + F Tt V −1t FR)−1F TV −1
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We continue the recursions until T, then draw the state vector at time T using θT |DT ∼
N(mT , CT ). Subsequently, we recursively draw the remaining states θ1:T−1 by backward
smoothing using the following equations.
Backward Smoothing:
p(θt|θt+1, Dt) ∼ N(ht, Bt)





Bt = Ct − CtGTt+1R−1t+1(Rt+1 −Bt+1)R−1t+1GTt+1Ct
Now, a single draw of the complete state vector θ1, ..θT is available and we proceed to
the next MCMC iteration.









































































Mean centering is performed to accommodate the identification issue: φ(t) = φ(t) − φ̄(t)
Step 7: Sample 1/τt


















We used a non-informative prior on 1/τt. A hyper prior may be used to learn the
parameters of the Gamma process generating the τt terms.
An MCMC simulation is performed by iteratively drawing posterior samples using
steps 1 through 7.
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Appendix D
Bayesian probabilistic ranking procedure
A Gibbs sampling algorithm for posterior inference of the parameters of the spa-
tial negative binomial model is provided below. Let y denote a nT × 1 vector of crash
counts, X denote a nT × k matrix.
Posterior sampling of dispersion parameter (r):
The full conditional analytical posterior distributions are shown below. The detailed
derivations of full-conditional posterior distribution of dispersion parameter r are pro-
vided in Appendix B.















Where, the probability parameter pit =
eXitγ+φi
1+eXitγ+φi
. Hyper parameter h is also learned by
constructing the full conditional posterior.
p(h|r, –) ∼ Gamma(r0 + ha0, r + hb0) (D.2)
The analytical closed form expression for the posterior of discrete random variable Li is
shown in Equation B.3 in Appendix B.
Posterior sampling of regression coefficients (γ):
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We need full conditional distributions of γ|ωit and ωit|γ for inference of the regression
parameter vector γ.














where, z and φ are nT × 1 vectors; zit = yit−r2ωit for i ∈ {1, 2, ....n} and t ∈ {1, 2, ....T}; Ω
is a nT × nT diagonal matrix; Ωpp = ωit for i ∈ {1, 2, ....n} and t ∈ {1, 2, ....T}
Second, the full conditional distribution p(ω|zN , –) turns out to be a distribution
in the Polya-Gamma class (see Polson et al. [2013] for derivations).
P (ωit|γ, r, y,XF , XR, φ) ∝ PG(yit + r, ψit) (D.4)
where, PG(b, c) represents the Polya-Gamma distribution with the density indicated in
Equation (A.2); ψit = Xitγ + φi
Posterior sampling of spatial random effects (φi):


























Mean centering: φ = φ− φ̄















An MCMC simulation is performed by iteratively drawing posterior samples using
equations D.1 through D.6.
Probabilistic ranking
To perform probabilistic ranking, the predicted decision parameter ξi corresponding to
a future year is calculated in each MCMC iteration. For example, the following decision
parameters are calculated in this research.
• ξi = Xiτγ + φi
• ξi = Xiτγ
• ξi = φi
Where, Xiτ is the vector of attributes corresponding to i
th road segment in a future year
τ . The decision parameters of the road segments are ranked in each MCMC iteration.
The MCMC draws of n×1 rank vector are collected to perform posterior inference on the
site ranks. Subsequently, posterior mean rank (E(R(ξi)|y,X)) is estimated. To estimate
the probability of a site to be in top m unsafe sites, a vector of n× 1 indicator variables
is created as shown below.
Imi =
{
1 R(ξi) ∈ Tm
0 R(ξi) /∈ Tm
Where, Tm is set of top m decision parameters. The probability of a site to be in top m
unsafe sites is E(Imi |y,X).
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