Abstract. We show the existence and uniqueness of a one-parameter family of smooth complete U (1)-invariant gradient steady Ricci solitons on the total space of any complex line bundle over a Fano Kähler-Einstein base with first Chern class proportional to that of the base. These solitons are non-Kähler except on the total space of the canonical bundle.
Introduction
A Ricci soliton (M, g, V, ǫ) is a manifold M together with a Riemannian metric g, a vector field V on M , and a real constant ǫ such that
where L V g denotes the Lie derivative of g with respect to V . A Ricci soliton is called expanding, steady, or shrinking if ǫ is negative, zero, or positive respectively. A Ricci soliton (M, g, V, ǫ) is called gradient if the vector field V is the gradient of a function on M . Notice that if V is a Killing vector field then the metric is Einstein, so Ricci solitons can be regarded as generalizations of Einstein metrics. Ricci solitons are fixed points of the Ricci flow in the space of metrics modulo scaling and diffeomorphism, and they often arise as singularity models of the Ricci flow. Riemannian manifolds of cohomogeneity one, that is, those where a group acts isometrically with a generic orbit of codimension one, give a natural class of examples on which to investigate the existence of Ricci solitons. In this case, the soliton equation (1.1) reduces to a system of ordinary differential equations in a variable transverse to the orbits. Many of the known examples are of this form. For example, Cao [Cao96] demonstrated the existence of U (n)-invariant gradient steady Ricci soliton metrics on the total space of the canonical line bundle over complex projective space CP n−1 . These solitons were later generalized by Feldman, Ilmanen, and Knopf in [FIK03] who found smooth shrinking and expanding Ricci solitons on the total space of certain line bundles over complex projective space. These examples are also Kähler and were unified and generalized in [DW11] . Specifically, in [DW11] , Dancer and Wang developed the general framework for cohomogeneity one Ricci solitons, observed that the same equations arise in more general settings, and produced examples of steady, expanding, and shrinking Kähler-Ricci solitons on the total space of certain complex vector bundles over a product of Fano Kähler-Einstein manifolds (which are not necessarily homogeneous) that satisfy a particular relationship between first Chern classes. Outside of the Kähler setting, Ivey [Ive94] produced a one-parameter family of doubly-warped gradient steady solitons on the total space of any trivial real vector bundle over an Einstein base with positive scalar curvature. Buzano, Dancer, and Wang later found additional examples of such non-Kähler steady Ricci soliton metrics on this space when the base is a product of Einstein manifolds with positive scalar curvature in [BDW15] and [DW09] .
As mentioned above, the cohomogeneity one Ricci soliton equations arise in more general settings when the metrics on the hypersurfaces depend on a single transverse variable. This paper considers the case where the hypersurfaces are principal U (1)-bundles equipped with metrics such that the bundle projections are Riemannian submersions to a Fano Kähler-Einstein base. Unlike the cohomogeneity one case, the hypersurfaces here need not be homogeneous. While Dancer and Wang [DW11] obtained Kähler examples and Ivey [Ive94] obtained examples on trivial bundles, the general case is still not well understood as remarked in [BDW15] . Bergery [Ber82] showed the existence of Einstein metrics on such spaces. Our result gives existence and uniqueness of non-Einstein steady Ricci soliton metrics on manifolds of the type considered by Bergery, namely Theorem 1.1. If E is the total space of a complex line bundle E → B over a Fano Kähler-Einstein base B such that the first Chern class c 1 (E) of E is a rational multiple of c 1 (B) in H 2 (B, R), then there is a one-parameter family of non-homothetic smooth complete U (1)-invariant gradient steady Ricci solitons on E.
Note that the Chern class relationship is a purely topological condition. If additionally c 1 (B) spans H 2 (B, R), as is the case for B = CP n , then the total space of any complex line bundle over B admits a one-parameter family of complete steady Ricci soliton metrics. The corresponding uniqueness statement will be stated in section 4.
The paper is organized as follows: First, we describe a collection of U (1)-invariant metrics on E such that a gradient steady Ricci soliton metric in this collection corresponds to a solution of a boundary value problem for a nonlinear system of ordinary differential equations. Next, a topological fixed point argument is applied to deduce the existence and uniqueness of solutions to this boundary value problem and hence of the corresponding Ricci soliton metrics. Finally, we show that a nonempty subset of these Ricci soliton metrics are complete and have nonnegative Ricci curvature. In the final section, we also show that if c 1 (E) = −c 1 (B) then every soliton in this one-parameter family is necessarily non-Kähler with respect to the natural complex structure. If c 1 (E) = −c 1 (B) then every soliton in this oneparameter family is Kähler, and we obtain an alternate construction of gradient steady Kähler-Ricci solitons constructed by Dancer and Wang in [DW11] .
The original version of this paper appeared in November of 2015. In July of 2017, Matthias Wink pointed out a gap in the original proof of completeness. We are grateful for that observation and correct this gap in this version. Since then, related results by Wink [Win17] and Appleton [App17] have appeared.
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Setup
Let (B d ,ǧ,J,ω) be a smooth Kähler-Einstein manifold of real dimension d with positive Einstein constant normalized such thatŘc = (d + 2)ǧ, and let E → B be a complex line bundle over B with first Chern class c 1 (E) a multiple of c 1 (B) in H 2 (B, R), say c 1 (E) = qc 1 (B) ∈ H 2 (B, R) for some q ∈ R. Because complex line bundles are topologically classified by the first Chern class and principal U (1)-bundles by the Euler class in H 2 (B, Z), assume without loss of generality that
where p : P → B is the principal U (1)-bundle over B with Euler class e(P ) equal to c 1 (E) in H 2 (B, Z) and " ∼ " denotes the the equivalence relation that collapses the U (1) fibers to points in {0} × P . If π 2 : [0, ∞) × P → P denotes projection onto P , then p • π 2 : [0, ∞) × P → B induces the surjection E → B. Equivalently, E is obtained from P as the associated line bundle with fiber C with respect to the usual U (1) action on C.
For a, b ∈ R, letĝ(a, b) = a 2 g U(1) + b 2 p * ǧ denote the unique metric on P such that
is a Riemannian submersion with homogeneous totally geodesic fibers of length 2πa and whose horizontal distribution (ker p * ) ⊥ equals that of the principal U (1)-connection on P with curvature q(d + 2)ω ∈ 2πc 1 (E). Consider U (1)-invariant metrics on E of the form
where s parametrizes (0, ∞), f, g : (0, ∞) → R >0 , and B 0 ⊂ E denotes the image of the zero section B ֒→ E. Observe that we make no assumptions on the isometry group of the base (B,ǧ). If f, g satisfy suitable limiting conditions at s = 0, then G(f, g) extends to a smooth complete metric on E. We investigate the existence and uniqueness of gradient steady soliton metrics of the form G(f, g) on E, that is, metrics G(f, g) satisfying Rc = ∇ 2 h for some function h(s). In this case, the gradient steady Ricci soliton equation is equivalent to the following ODE system (cf. [DW11] equations (4.2-4.4)):
Here, A 2 , A 3 are constants depending on the Einstein constant and the norm of the O'Neil tensor ||A|| for the Riemannian submersion P → B. Explicitly
In order to smoothly close up the metric at s = 0, it is necessary and sufficient that f extend smoothly to an odd function of s with f s (0) = 1, g to an even function with g(0) > 0, and h s to an odd function. For f, g, h s solving the system (2.1), these conditions are equivalent to the right-hand sides of (2.1) having finite limits as s ց 0 and the following asymptotic behavior of f, g, h s :
Remark 2.1. Note that if q = 0 i.e. c 1 (E) = 0 ∈ H 2 (B, R) then (2.1) is the same as the system (1) considered by Ivey in [Ive94] (with k = 1 and n = d). In fact, because smooth complex Fano varieties are simply connected, c 1 (E) = 0 in H 2 (B, Z) and E → B is the trivial line bundle C B . The one-parameter family of solutions Ivey obtains in [Ive94] therefore yields a one-parameter family of smooth complete U (1)-invariant gradient steady Ricci solitons on the total space of C B and proves theorem 1.1 in the case that c 1 (E) = 0.
Following Ivey [Ive94] , we introduce the change of variables (2.3)
and a new independent variable t such that 
Observe that the signs of Y, W are constant for solutions (X, Y, Z, W ) of (2.4) and that positivity of Z is also preserved. The asymptotics (2.2) of f, g, and h s at s = 0 imply that solutions (X, Y, Z, W ) of (2.4) defined on (t min , t max ) which correspond to soliton metrics must satisfy lim t→tmin (X, Y, Z, W )(t) = (0, 0, 1, 0).
Such solutions necessarily have t min = −∞ since (0, 0, 1, 0) is a stationary solution of the ODE system (2.4). A summary of how to recover f, g, and h from solutions (X, Y, Z, W ) is given in Remark 2.8. We first describe the asymptotic behavior of solutions (X, Y, Z, W ) and a certain associated function L.
Definition 2.2. Given any solution (X, Y, Z, W )(t) of the nonlinear ODE system (2.4), we can recover g (as a function of t) up to a multiplicative constant by solving dg dt = gX. Additionally, we may define
up to this same multiplicative constant.
Remark 2.3. L 2 is a constant multiple of the Lyapunov function considered in [DW09] .
Denoting the scalar curvature by S = ∆ G h, there is a first integral equation [Ive94] which states that S + (h s ) 2 ≡ C is constant. In terms of X, Y, Z, W , the first integral equation says
It is straightforward to verify using the ODE system that any solution (X, Y, Z, W )(t) satisfies the first integral equation (2.5) for appropriate choice of the constant C, which depends on the multiplicative constant in the definition of g. Notice that if lim sց0 h s (s) = 0 then C is the maximum value of the scalar curvature S which is achieved on the image of the zero section B 0 ⊂ E. By a result of Chen [Che09] , complete steady solitons have nonnegative scalar curvature. Hence, C ≥ 0 with equality if and only if S and h s are identically 0. Since we seek non-Einstein gradient steady solitons, we shall only consider solutions (X, Y, Z, W )(t) which satisfy the first integral equation (2.5) with C > 0. Note that conversely a smooth complete Ricci soliton (G(f, g), h s ) on E with C > 0 is not Einstein.
, and (iii) the constant C in the first integral equation (2.5) is positive C > 0. Then the following asymptotics hold for X, Y, Z, W as t → −∞: (a) there exist constants C 3 e 2t for t < T 3 . Because 0 ≤ X and dX 2 + Z 2 − 1 ≤ 0 for t ≪ −1, it follows that
for t ≪ −1 and integrating with respect to t yields that X(t) ≤ C ′ 0 e 2t for all t ≪ −1. Moreover, for t ≪ −1,
Hence,
for all t 0 < t 1 . Because dX 2 + Z 2 ր 1 as t → −∞, it follows that for every ǫ > 0 there exist constants C 4 , C ′ 4 > 0 and
for all t < T 4 . The fact that 0 ≤ 1 − Z for all t ≪ −1 follows from the fact that lim t→−∞ Z = 1 and dX 2 + Z 2 − 1 ≤ 0 for all t ≪ −1 . For the upper bound on 1 − Z, note that for all t ≪ −1
The upper bound then follows from integrating with respect to t.
Definition 2.5. Notice that | T0 −∞ X(t)dt| < ∞ implies lim t→−∞ g(t) exists and is finite. We denote this limit by
Moreover, we are free to choose λ ∈ R since g is only defined up to a multiplicative constant. Of course, for G(f, g) to be a metric, we must choose λ > 0. If
. If Y (t 0 ) > 0 for some t 0 ∈ R then the ODE system (2.4) implies that Y > 0 for all t. Also, because lim t→−∞ Z(t) = 1, Z(t) > 0 for all t ≪ −1. Since
it follows that Z(t) > 0 for all t. Hence, L(dX 2 + Z 2 ) > 0 and so L(t) is strictly increasing. The second statement then follows from the fact that lim t→−∞ L = 0 and L is strictly increasing.
Recall that the constant C in the first integral equation depends on λ. From the asymptotics of solutions (X, Y, Z, W ), the following proposition recovers the exact dependence.
, and (iii) the constant C in the first integral equation (2.5) is positive C > 0 (a condition which is independent of the choice of λ). Then
Proof. It follows from the first integral equation (2.5) that
Taking the limit as t → −∞, we obtain
The asymptotics of X, W, Y at −∞ imply that the first limit is 0 and the result follows.
Remark 2.8. Given a solution (X, Y, Z, W )(t) of the nonlinear ODE system (2.4) together with a distinguished point t 0 in the interval of existence, one can recover f, g, h s , and s via
Notice that we have some freedom to choose g(t 0 ), f (t 0 ), and s(t 0 ) as we see fit.
Additionally, in the setting of proposition 2.6,
is strictly increasing as a function of t and possesses an inverse.
4 is a solution of the nonlinear ODE system (2.4) such that (i) Y, W, C, λ > 0, and (ii) lim t→−∞ (X, Y, Z, W )(t) = (0, 0, 1, 0) and t 0 ∈ (−∞, t max ). Let f, g, h s , s be obtained from (X, Y, Z, W )(t) as specified above. Then, for particular choices of s(t 0 ) and f (t 0 ),
In particular, the metric
extends smoothly over the zero section if and only if
Proof. It follows from propositions 2.4 and 2.6 that 0 < t0
dτ thereby implies that lim sց0 f (s) = 0.
The remaining limits follow from similar applications of proposition 2.4, namely
To prove the last statement, assume that lim t→−∞ W Y 2 = 0. Notice that it suffices to show that gs f and hs f have finite limits as s ց 0, for these are the only terms on the right-hand sides of (2.1) whose limits may not exist. First, we claim that
The second term on the right-hand side limits to = lim
A 2 2d and lim
(by proposition 2.7)
Therefore, 
Existence
In light of theorem 2.9, we proceed towards the proof of theorem 1.1 by showing that there exist solutions (X, Y, Z, W )(t) satisfying lim t→−∞ W Y 2 = 1. Moreover, for any Λ > 0, there exists a unique such solution modulo translation in t satisfying
Consider the following ODE system:
which is obtained from ODE system (2.4) via the change of variables
This system (3.1) has a stationary solution at the origin (X,Ỹ ,Z, W ) = (0, 0, 0, 0) with linearization given by
Note that the origin is not a hyperbolic equilibrium point. Nonetheless, we should expect that there exist solutions in the stable manifold of the nonlinear system (3.1) at the origin which quantitatively have the same asymptotic behavior as solutions of the linear system (3.2) at the origin. The goal of this section is to make this intuition rigorous and prove that Theorem 3.1. Given α, β ∈ R, there exists a solution (X,Ỹ ,Z, W )(t) of the nonlinear ODE system (3.1) satisfying
Theorem 3.1 ensures that we can recover f, g, h s with the proper limiting behavior at s = 0 from the solution (X,Ỹ ,Z, W )(t).
Note that we can clearly find a solution of linear ODE (3.2) satisfying the properties of theorem 3.1. In order to prove the theorem for solutions of the nonlinear system, we consider the nonlinear system (3.1) as a perturbation of the linear system (3.2) and use a fixed point argument to deduce that, given a suitable solution of the linear system (3.2), there exists a solution of the nonlinear system (3.1) which quantitatively has the same asymptotics as the given solution of the linear system (3.2). For simplicity, we'll omit the tildes from the notation (e.g. write t instead oft) in the remainder of this section as well as the next section. Moreover, rewrite the linear system (3.2) as du dt = Au and the nonlinear system (3.1) as
where A is the matrix in the linearization (3.2) and u, v are valued in R 4 . Note that the components of b(v) ∈ C ∞ (R 4 , R 4 ) are degree 3 polynomials in v 1 , v 2 , v 3 , v 4 with no constant or linear terms.
The linear system (3.2) has fundamental solution matrix
If u(t) = Φ(t, 0)u 0 is a solution of the linear system (3.2) with initial condition u 0 = P · (0, y 0 , z 0 , w 0 ), then u(t) = ( A2 2d y 0 e −2t , y 0 e −2t , z 0 e −2t , w 0 e −2t ) approaches the origin exponentially fast as t → +∞. Given such a solution u, we shall apply the Schauder fixed point theorem following Marlin & Struble [MS69] to deduce the existence of a solution to the nonlinear ODE with quantitatively similar asymptotics to u at ∞. In what follows, for v ∈ R 4 , |v| will denote the norm of v with respect to some fixed norm on R 4 .
Proposition 3.2. The set V = {v ∈ C([0, ∞) → R 4 )| sup t≥0 e 2t |v(t)| < ∞} with the norm ||v|| = sup t≥0 e 2t |v(t)| is a Banach space.
Proof. It's clear that (V, · ) is a normed linear space. To show completeness, note that the linear map given by Sv(t) = e 2t v(t) defines an isomorphism of normed linear spaces from (V, · ) into the space of bounded continuous functions C([0, ∞) → R 4 ) with the sup norm. Since the latter space is complete, it follows that (V, · ) is complete.
If u(t) = Φ(t, 0)u 0 is a solution of the linear system (3.2) with initial condition u 0 = P · (0, y 0 , z 0 , w 0 ), then u ∈ V. So for any r > 0 we may consider the closed ball
For such solutions u(t) of the linear system (3.2), we define the operator
The following estimate will be used frequently throughout the remainder of this section and incidentally confirms that T u is well-defined.
Proposition 3.3. There exists a constant C (depending only on u 0 , r, and the polynomial components of b) such that, for 0 ≤ t 0 ≤ t and all v ∈ B r (u),
In particular, e 2t ∞ t |Φ(t, s)||b(v(s))|ds ≤ Ce −2t for all t ≥ 0. Moreover, if 0 < |u 0 | < r and r is sufficiently small, then the image
Proof. For any v ∈ B r (u), the triangle inequality implies
Since u → 0 on the order of e −2t , it follows that there exists a constant C 0 depending only on u 0 and r such that |v(t)| ≤ C 0 e −2t for all t ≥ 0, v ∈ B r (u). Note that
2d e 2s − It follows that for all v ∈ B r (u) and 0
where K 1 , K 2 depend only on the polynomial components of b. This completes the proof of the first statement of the proposition. The second follows from taking t 0 = t. Finally, if |u 0 | < r then we may take C 0 = 2r above. It then follows from the above estimates that for all v ∈ B r (u) and t ≥ 0
Therefore, if 0 < |u 0 | < r is sufficiently small, then
In fact, the above inequality can be made strict by taking 0 < |u 0 | < r sufficiently small, and so the image can be taken to lie in the interior of the ball. Now fix r > 0 and a solution u(t) = Φ(t, 0)u 0 with 0 < |u 0 | < r sufficiently small so that the third statement of the previous proposition 3.3 applies. Henceforth, let T T u denote the nonlinear integral operator associated to this solution. In order to deduce that the image T B r (u) is precompact in V, we require the following lemma:
Lemma 3.4. Assume B ⊂ V is a bounded set of continuous functions [0, ∞) → R such that for every ǫ > 0 there exists t 1 ≥ 0 such that:
Then B is precompact in V.
Proof. Since V is complete, it suffices to show that B is totally bounded (with respect to the norm · on V). Let ǫ > 0. By (1), choose t 1 ≥ 0 such that 
Here these balls are defined with respect to the norm
on V ′ which is equivalent to usual sup norm on V ′ . Assume without loss of generality that each of these balls B ǫ/4 (v i ) has nonempty intersection with B ′ . It then follows that e 2t1 |v i (t 1 ) − u(t 1 )| < ǫ/2 for all i. Extend the functions v i to the whole half line [0, ∞) by setting v i (s) = u(s) + e −2(s−t1) (v i (t 1 ) − u(t 1 )) for all s ≥ t 1 . Note that u(t 1 ) + e −2(t1−t1) (v i (t 1 ) − u(t 1 )) = v i (t 1 ) so the extension is well-defined and continuous on [0, ∞). Moreover, for all s ≥ t 1
Thus, the triangle inequality that the collection {B ǫ (v i )} covers B. Hence, B is totally bounded.
Proposition 3.5. The image T B r (u) is precompact in (V, || · ||).
Proof. Let ǫ > 0. It follows from proposition 3.3 that, for all v ∈ B r (u) and t ≥ t 1 ≥ 0,
≤ ǫ if t 1 is sufficiently large.
For v ∈ B r (u) and 0 ≤ t, t ǫ ′ uniformly in v ∈ B r (u) by taking t 2 sufficiently large. For such a t 2 , there exists δ = δ(t 2 ) > 0 such that 0 ≤ t, t ′ ≤ t 1 ≤ t 2 and |t − t ′ | < δ imply that the first three terms are less than Proof. Let ǫ > 0 and v 1 , v 2 ∈ B r (u). By the estimates in proposition 3.3 we can choose t 1 ≥ 0 sufficiently large so that, for all v ∈ B r (u) and t > t 1 ,
and, moreover, that for all v ∈ B r (u) and 0 ≤ t ≤ t 1 ,
|Φ(t, s)||b(v(s))|ds < ǫ/3.
The previous propositions indicate that we are now in a position to apply the Schauder fixed point theorem to prove theorem 3.1.
Proof. (of theorem 3.1) First, choose y 0 , z 0 , w 0 > 0 so that z0 y0 = α and w0 y0 = β. Next, take 0 < r ≪ 1 sufficiently small and rescale y 0 , z 0 , w 0 so that the above conditions still hold and additionally the assumptions of proposition 3.3 hold for the solution u(t) = ( A2 2d y 0 e −2t , y 0 e −2t , z 0 e −2t , w 0 e −2t ) of the linear system (3.2). By the previous propositions, the Schauder fixed point theorem applies and so there exists a fixed point v ∈ B r (u) of T .
Formally
is a solution of the nonlinear ODE system (3.1). To justify this claim rigorously, let ψ n (t) − n t Φ(t, s)b(v(s))ds. Then ψ n converges locally uniformly to v−u because
(if n ≥ b by proposition 3.3)
Therefore,
Since ||v − u|| < ∞, v(t) tends to 0 as t → ∞. Moreover, it follows that
and y 0 > 0, v 2 (t) > 0 for t sufficiently large. Proof. Apply theorem 3.1 to obtain a solution v = (v 1 , v 2 , v 3 , v 4 ) of the nonlinear ODE system (3.1) with α = γ and β = 1. Then obtain a solution (X, Y, Z, W )(t) of the nonlinear ODE system (2.4) given by the change of variables
It is straightforward to check that (X, Y, Z, W )(t) satisfies the statement of the corollary.
Corollary 3.8. Given positive constants C 0 , λ 0 ∈ R, there exists a smooth gradient steady Ricci soliton (G(f, g), h s ) on E with g(0) = λ 0 and maximum scalar curvature C 0 .
Proof. Let γ 1 2 (C 0 λ 2 0 + A 2 ) > 0 and (X, Y, Z, W )(t) be a solution of the nonlinear ODE system (2.4) with the properties of the previous corollary. Let t 0 be in the domain of (X, Y, Z, W )(t). Define f, g, s, h s as in remark 2.8 with g(t 0 ) chosen such that λ = λ 0 . It follows from proposition 2.7 that C = C 0 . By theorem 2.9, (G(f, g), h s ) is a smooth gradient steady Ricci soliton metric on E with g(0) = λ 0 and maximum scalar curvature C 0 .
Uniqueness
Next, we show that for given positive constants C 0 , λ 0 the Ricci soliton in the previous corollary is unique. The primary tool is the following result of Kellogg [Kel76] . Then T has a unique fixed point.
Thus, to show the uniqueness of the fixed point obtained in the previous section, it suffices to check that conditions (a) and (b) of theorem 4.1 hold for the map T from the previous section.
Proposition 4.2. T is continuously Fréchet differentiable on B r (u) = int(B r (u)) with derivative
DT v h(t) = − ∞ t
Φ(t, s)Db(v(s))h(s)ds
where Db denotes the derivative of b :
Proof.
(by the explicit form of Db and Φ)
Proposition 4.3. For each v ∈ int(B r (u)), 1 is not an eigenvalue of DT v ∈ B(V, V).
Proof. Suppose there exists h ∈ V such that h(t) = − ∞ t Φ(t, s)Db(v(s))h(s)ds, or, equivalently, h is a fixed point of the operator DT v : V → V. Let a > 0. If V a denotes the image of V under restriction to the domain [a, ∞) and if h a ∈ V a denotes h restricted to [a, ∞), then h a is a fixed point of DT v | Va : V a → V a . We claim that DT v | Va : V a → V a is a contraction for a ≫ 1 sufficiently large. Indeed, for any a > 0 and u, w ∈ V a ,
C 1 e 2s e −2s e −2s ds
where C 1 depends only on Φ, the polynomial components of b, and v : [0, ∞) → R 4 . Because C 1 is independent of a and u − w Va is nonincreasing in a, it follows that DT v | Va : V a → V a is a contraction for a sufficiently large. Therefore, the contraction mapping theorem implies that DT v | Va has a unique fixed point in V a . Since h a and 0 are both fixed points of DT v | Va , it must be the case that h a = 0 for a ≫ 1 sufficiently large. Equivalently, h(t) = 0 for all t ≫ 1 sufficiently large.
Next, differentiating both sides of h(t) = −
∞ t Φ(t, s)Df (v(s))h(s)ds with respect to t shows that h : [0, ∞) → R
4 satisfies the linear ODE system dh dt (t) = A + Df v(t) h(t).
Uniqueness of solutions then implies that h(t) = 0 for all t ≥ 0. Therefore, 1 is not an eigenvalue of DT v .
Proposition 4.4. For r sufficiently small, no v ∈ ∂B r (u) is a fixed point of T .
Proof. For r sufficiently small, one can see from the proof of proposition 3.3 that the image of B r (u) is contained in the interior of B r (u).
These propositions 4.2-4.4 together indicate that theorem 4.1 applies and so
Corollary 4.5. The fixed point v obtained in the proof of theorem 3.1 is unique.
Notice that the fixed point v is only unique among v in a small ball about the given solution u of the linear system (3.2) where u is sufficiently small. In fact, a stronger uniqueness result holds.
Theorem 4.6. For any u ∈ V, fixed points of the associated operator T u : V → V are unique.
Proof. Say v,ṽ ∈ V are fixed points of T . For a given a > 0, let v a ∈ V denote the function v a (t) = v(t + a) and similarly defineṽ a , u a . It follows that
Moreover, u ∈ V implies that ||u a || V → 0 as a → ∞. Therefore, there exists a > 0 sufficiently large such that v a ,ṽ a lie in a suitably small ball around u a and u a has suitably small norm. The above corollary then applies and so v(t) =ṽ(t) for all t ≥ a. Differentiating v = T v andṽ = T v with respect to t, it follows that v andṽ solve the same ODE and satisfy v(a) =ṽ(a). Hence, v(t) =ṽ(t) for all t ≥ 0.
Theorem 4.7. Let E be the total space of a complex line bundle E → B over a Fano Kähler-Einstein base B such that the first Chern class c 1 (E) of E is a multiple of c 1 (B) in H 2 (B, R). If (G(f, g), h s ) and (G(f ,ḡ),h s ) are two U (1)-invariant gradient steady Ricci solitons on E such that g(0) =ḡ(0) and C =C, then
Proof. For each soliton (G(f, g), h s ) and (G(f ,ḡ),h s ), perform the associated change of variables to obtain solutions v(t),v(t) of the nonlinear ODE system (3.1). We claim that v,v are fixed points of T u , Tū respectively for possibly distinct solutions u,ū of the linear ODE system (3.2). Note that for any u solving the linear ODE system (3.2), the asymptotics of v imply that T u v is well-defined, that is the integral in the definition of T u converges. Moreover, T u v satisfies the ODE system
and v similarly solves the ODE system 
and similarlyū
where a,ā, γ, andγ are positive constants. By remark 2.8, we can exactly recover (f, g, h s ) and (f ,ḡ,h s ) from v andv by taking λ =λ = g(0). It then follows from proposition 2.7 that in fact γ =γ. Hence, u andū differ only by a translation int, i.e.ū(t) = u(t +t 0 ). Uniqueness of fixed points of Tū then implies that v(t) = v(t +t 0 ). It then follows that the solitons (G(f, g), h s ) and (G(f ,ḡ),h s ) recovered from v andv by remark 2.8 are in fact identical.
The above theorem shows not only that the Ricci soliton constructed in the proof of corollary 3.8 is unique given the choice of C 0 and λ 0 but also that any gradient steady Ricci soliton of the form (G(f, g), h s ) on E arises from that construction. In particular, our construction recovers gradient steady Ricci solitons constructed by Ivey [Ive94] , Cao [Cao96] , and Dancer-Wang [DW11] .
Recall that C is the value of the maximum scalar curvature and g(s) is the coefficient of theǧ-factor of the metric G(f, g) on E. Therefore, the theorem above states that U (1)-invariant gradient steady soliton metrics (G(f, g), h s ) on E are uniquely classified by their maximum scalar curvature and volume of the image of the zero section B 0 ⊂ E. When E is the canonical line bundle, the uniqueness result shows that Cao's steady soliton [Cao96] appears in this one-parameter family of Ricci solitons. In fact, the one-parameter family on the canonical line bundle coincides with a collection of generalizations of Cao's steady soliton constructed by Dancer and Wang [DW11] (see remark 6.6 for more details). In general, the soltions in this one-parameter family have at least U (1) symmetry and Cao's steady soliton is the unique element with U ( d+2 2 ) symmetry.
Completeness
To finish the proof of theorem 1.1, it remains to check that a suitable subset of the solitons constructed in corollary 3.8 are complete. To simplify the exposition, we shall henceforth assume that q = 0 and appeal to remark 2.1 for the case of q = 0. Then negativity of X(t) and (Z −X)(t) are forward invariant in t, that is, X(t 0 ) < 0 for some t 0 ∈ (−∞, t max ) implies X(t) < 0 for all t > t 0 and similarly for Z − X.
In particular, lim tրtmax g(t) and lim tրtmax
Suppose that X is negative for some t 0 . Since X ≥ 0 for t ≪ −1, it follows that t * inf{t ∈ R|X(t) < 0} is finite. At t * ,
since Y, W > 0. Now, negativity of X persists (i.e. X(t) < 0 for all t > t * ). Else, t * = inf{t > t * |X(t) ≥ 0} exists and is finite. At t * > t 0 > t * ,
Thus, the mean value theorem implies
is strictly positive for all t ∈ (t * , t * ). Therefore, negativity of X persists. The proof for Z − X is similar. Namely, suppose that (Z − X)(t 0 ) < 0 for some t 0 . Then consider the non-empty open set {t ∈ R|(Z − X)(t) < 0}. Since Z − X limits to 1 as t → −∞, t * inf{t ∈ R|(Z − X)(t) < 0} is finite. At t * , (Z − X)(t * ) = 0 and (Z − X) t (t * ) ≤ 0.
Let t * inf{t > t * ∈ R|(Z − X)(t) ≥ 0} which a priori may be +∞. In fact, if t * is finite, then at t * ,
Hence, the mean value theorem implies there exists t * < t < t * such that
Y 2 (Z − X) < 0 for all t * < t < t * . This contradiction indicates that negativity of Z − X persists for all future time.
The final statement follows from observing that Proof. Observe that the first integral equation (2.5) implies
Recall from the proof of proposition 2.4 that
It then follows from the above differential equation that dX + Z ≤ 1 for t ≪ −1. The differential equation for dX + Z − 1 shows moreover that this condition is preserved for all t.
Recall from section 3 that solutions (X, Y, Z, W )(t) of (2.4) satisfying (i − iii) as above and lim t→−∞ W Y 2 (t) = 1 are uniquely parametrized modulo translation in t by
is a solution of the nonlinear system (2.4) defined on (−∞, t max )
This theorem completes the proof of theorem 1.1 as the following corollary shows.
Corollary 5.4. Let (X, Y, Z, W )(t) satisfy the assumptions of the previous theorem.
In particular, the Ricci solitons constructed in corollary 3.8 with g(0) = λ and maximum scalar curvature C are complete if Cλ 2 is sufficiently large.
Proof. First, observe that the differential equation for X and the fact that
implies that X ≥ 0 for all t ∈ (−∞, t max ). Now, X ≥ 0, Z ≥ 0, and dX + Z ≤ 1 =⇒ X, Z are bounded Moreover,
and so Y is also bounded. Finally,
implies W is bounded. Therefore, t max = +∞.
From proposition 5.1, L, g, and 
Now, lim
A similar argument applied to X t shows that lim t→∞ Y = 0. Finally, the claim about the asymptotic behavior of L(t) follows immediately from taking the limit of the first integral equation (2.5) as t → +∞. Because the Ricci solitons constructed in corollary 3.8 satisfy the assumptions of the previous theorem when Cλ 2 ≥ Λ 0 and s(t) = t −∞ L(τ )dτ , it immediately follows that the Ricci solitons constructed in corollary 3.8 are complete if Cλ 2 ≥ Λ 0 .
Therefore, to complete the proof of theorem 1.1, it remains to prove theorem 5.3. For the remainder of this section, it will be assumed that (X, Y, Z, W )(t) is a solution of (2.4) satisfying assumptions (i − iv) of theorem 5.3 and λ > 0. Additionally, suppose for contradiction that there exist t ∈ (−∞, t max ) such that
Note that b may depend on Cλ 2 . To simplify the notation, consider the rescaled variables defined by
Recall from proposition 2.4 that Y (t) is integrable at t = −∞ so t is well-defined. Moreover, Y > 0 implies that t is an injective function of t and so we may consider X, Y , Z, W as functions of t. These rescaled variables satisfy the ODE system
and in these variables the first integral equation (2.5) reads
Moreover, W satisfies the second-order equation
Define b t(b) > 0. We collect some basic properties of X, Y , Z, W t on 0, b .
Lemma 5.5.
The upper bound follows from the definition of b. 
It follows from lemma 5.1 that Z − X ≥ 0 for all t ∈ (−∞, b]. Hence, 
In particular,
Recall that
where the last equality follows from proposition 2.7. The last statement of the proposition then follows from the comparison principle for ordinary differential equations.
At this point, we have all the facts necessary to arrive at a contradiction and prove theorem 5.3.
We estimate the right-hand side using W t ≥ 0 and the bound
from the previous proposition. 
as claimed.
Geometric Properties
In this the final section, we investigate certain geometric properties of these solitons.
Theorem 6.1. The complete soliton metrics constructed in corollary 3.8 have nonnegative Ricci curvature. as functions of t. Thus, positivity of f s follows from the fact that Z and W are positive for all t ∈ R.
Finally, we claim that g s = X Y is nonnegative. Suppose for contradiction that X is negative for some t * . Then the proof of lemma 5.1 implies that X(t) < 0 for all t ≥ t * . It follows that Y t = Y (dX 2 + Z 2 − X) > 0 for all t ≥ t * . However, Y (t) increasing on [t * , ∞) and Y (t * ) > 0 contradicts the fact from corollary 5.4 that Y → 0 as t → +∞. This contradiction indicates that X ≥ 0 for all t ∈ R. Therefore, g s ≥ 0 and Rc ≥ 0.
Remark 6.2. A result of Bryant [Bry04] and Chau-Tam [CT05] states that a complete gradient Kähler-Ricci soliton with positive Ricci curvature which attains its maximum scalar curvature is necessarily biholomorphic to C n . The solitons constructed in corollary 3.8 achieve their maximum scalar curvature over the image of the zero section B 0 ⊂ E. Moreover, theorem 6.5 shows that these solitons are Kähler when c 1 (E) = −c 1 (B). Hence, the result of Bryant and Chau-Tam indicates that these complete solitons will not have positive Ricci curvature in general. In particular, the solitons have either paraboloid or cigar-paraboloid asymptotics. Moreover, the asymptotics of g(s) guarantee that in either case the scalar curvature satisfies the decay estimates in the asymptotically cylindrical hypothesis for Brendle's rigidity theorem on gradient steady Ricci solitons in dimensions greater than three [Bre14] .
We now investigate when these soliton metrics on the total space are in fact Kähler metrics. For a complex line bundle E → B over a Fano Kähler-Einstein base (B,ǧ,J) such that c 1 (E) = qc 1 (B) and a given smooth metric of the form G(f, g), the total space E admits a natural complex structure J compatible with the metric G(f, g). Specifically, the complex structure J takes the form J = J f ⊕J on the complement of the image of the zero section where J f is a complex structure on the fiber that depends only on the radial fiber coordinate s. The details of this construction are contained in the appendix.
It follows from the computations of the components of ∇J (contained in the appendix) that (E, G(f, g), J) is Kähler if and only if
Under the assumption that − d+2 2 qf = g s g, the soliton equations (2.1) simplify to
Let (X,Ỹ )(t) be a solution of the initial value problem for the system (6.3)
with initial values (X,Ỹ )(t 0 ) chosen in the unstable manifold of 0,
There exists an open set in the plane of such initial values because (X,Ỹ )(t) ≡ 0, 2 d+2 is a hyperbolic stationary solution with linearization given by
As X,Ỹ remain positive for all t such that the solution is defined, we can recover a solution of the ODE system (2.4) by setting 
implies that the constant C in the first integral equation is positive. Indeed, in terms of X,Ỹ , the first integral equation is given by
(d+2) 2 X(t 0 ) thus implies that the right hand side of the integral equation is negative, and so C is positive. Therefore, by theorem 2.9, (X, Y, Z, W )(t) yields a smooth complete soliton (G(f, g), h s ) on E.
To confirm that this metric is indeed Kähler, we show that W = In summary, we have shown that, from solutions (X,Ỹ )(t) of (6.3) with initial values in a suitable open subset of the plane, we obtain Kähler-Ricci solitons (G(f, g), h s ) on E. To show that all such Ricci soliton metrics on E in the oneparameter family are Kähler, it suffices by the uniqueness theorem 4.7 to show that, given C 0 , λ 0 > 0, we can choose appropriate initial values (X,Ỹ )(t 0 ) such that the corresponding soliton (G(f, g), h s ) has g(s = 0) = λ 0 and
Since g(s) is only determined up to a multiplicative constant λ, we can always ensure g(s = 0) = λ 0 by taking λ = λ 0 . Dividing the first integral equation (6.4) by X and taking t → −∞ (or equivalently applying proposition 2.7) implies that
Thus, it suffices to show that we can choose initial conditions (X,Ỹ )(t 0 ) in the unstable manifold of (0, 2 d+2 ) such that X(t 0 ) > 0 and
Note that we expect that it is possible to choose such initial conditions since the linearization of the system (6.3) at (0,
Indeed, to make this argument rigorous, we consider the nonlinear system (6.3) as a perturbation of its linearization at 0, with fundamental matrix U (t) such that U (t 0 ) is the identity and
Let w(t, r) : [0, ∞)×[0, ∞) → [0, ∞) be continuous on its domain and nondecreasing in r for r > 0 and fixed t ≥ 0. Let ∆(t) be a nonsingular continuous matrix satisfying
where α(t) is a continuous positive function for t ≥ t 0 ≥ 0. Assume that f (t, x) satisfies
and that the scalar ODE dr dt = w(t, r) has a positive solution which is bounded on the interval t ≥ t 0 . Then given any solution u(t) = U (t)c of (6.5) with |c| sufficiently small, there exists a solution v(t) of (6.6) such that lim t→∞ ∆(t)(v(t) − u(t)) α(t) = 0.
Here, · denotes any of the equivalent norms on these finite dimensional vector spaces.
In this case, denote by v(t) = X(−t),Ỹ (−t) − Set ∆(t) = Id and w(t, r) = D 1 e −2t r 2 where D 1 is a positive constant to be determined later, and notice that dr dt = w(t, r) has positive solutions which are bounded for t ≥ 0. Finally, set α(t) = Id e −2t so that ∆(t)U (t) = U (t) ≤ α(t) for all t ∈ R.
Because the components of f consist of polynomials of degree three with no constant or linear terms, it follows that
where D 2 > 0 is a constant depending on the choice of norms · and the polynomial entries of f . Now set D 1 = D 2 Id 2 so that theorem 6.7 applies. Let c = (c 1 , c 2 ) be a point in R 2 such that c 1 > 0 and By rescaling c, assume without loss of generality that c is sufficiently small for the conclusion of theorem 6.7 to apply. It then follows that there exists a solution v(t) of (6.7) such that lim t→∞ |∆(t)(x(t) − y(t))| α(t) = lim t→∞ |v(t) − e −2t c| e −2t = 0.
Recovering X(t),Ỹ (t) from v(t) = X(−t),Ỹ (−t) − To complete the proof, it remains to check that lim t→−∞ (X,Ỹ )(t) = 0, Because the sign of X is preserved, it must then be the case that X > 0. Thus, the smooth complete soliton (G(f, g), h s ) recovered from (X,Ỹ )(t) has g(s = 0) = λ 0 and constant C = C 0 in the first integral equation. As C 0 , λ 0 > 0 were given arbitrarily, the uniqueness theorem 4.7 implies that every Ricci soliton (G(f, g), h s ) in the one-parameter family constructed in theorem 1.1 can be obtained from a solution (X,Ỹ )(t) of (6.3) in this way. Hence, every such Ricci soliton (G(f, g), h s ) on E with c 1 (E) = −c 1 (B) is in fact Kähler. is a Riemannian submersion with homogeneous totally geodesic fibers of length 2πa and whose horizontal distribution (ker p * ) ⊥ equals that of the principal U (1)-connection on P with curvature q(d + 2)ω ∈ 2πc 1 (E).
Throughout this section {Û } ∪ {X i } d i=1 will denote a local orthonormal frame on (P,ĝ(1, 1)) such that −Û generates the family of diffeomorphisms given by the U (1) action and the X i are basic vector fields for the Riemannian submersion (P,ĝ(1, 1)) → (B,ǧ) such that {Jp
. From P , form the associated complex line bundlep : E → B for usual U (1) representation on C. E is given topologically by [0, ∞) × P quotiented by the equivalence relation that collapses the circle fibers to points in {0} × P . In particular, the complement of the zero section E \ B 0 is diffeomorphic to (0, ∞) × P . We consider smooth U (1)-invariant smooth metrics on E \ B 0 ∼ = (0, ∞) × P of the form G(f, g) = ds 2 +ĝ(f (s), g(s)) = ds 2 + f (s) 2 g U(1) + g(s)
2ǧ where s is the coordinate on (0, ∞). Assume additionally that f, g have suitable asymptotics as s → 0 so that G(f, g) extends to a smooth complete metric on E. We shall abuse notation and also refer toÛ and X i as (possibly locally defined) vector fields on E \ B 0 via the identification T (E \ B 0 ) ∼ = T ((0, ∞) × P ) ∼ = R × T P . We now provide the details of the construction of the complex structure J on the total space E. The metric G(f, g) determines a G(f, g)-orthogonal decomposition
