A UNIQUENESS THEOREM OF ALGEBRAICALLY

NON-DEGENERATE MEROMORPHIC MAPS INTO P N (C)
HIROTAKA FUJIMOTO § 1. Introduction.
In the previous paper [3] , the author generalized the uniqueness theorems of meromorphic functions given by G. Pόlya in [5] and R. Nevanlinna in [4] to the case of meromorphic maps of C n into the Λ7-dimensional complex protective space P N (C). He studied two meromorphic maps / and g of C n into P N (C) such that, for q hyperplanes if* in P N (C) with f(C n ) ίξ H if g(C n ) <ξ H t located in general position, the pull-backs v(f,Hi) and v(g,Hi) of divisors (Hi) on P N (C) by / and g are equal to each other. Under some additional assumptions, he revealed the existence of some special types of relations between / and g. For example, he showed that, if / or g is non-degenerate, namely, the image is not included in any hyperplane in P N (C) and q = SN + 2, then / = g. We consider in this paper meromorphic maps into P N (C) which are algebraically non-degenerate, namely, whose images are not included in any proper subvariety of P N (C). We give the following theorem.
THEOREM. Let f,g be meromorphic maps of C n into P N (C) such that v(f, H^ = v(g, Hi) for 2N + 3 hyperplanes H t located in general position. If f or g is algebraically non-degenerate, then f = g.
To show this, after giving some preliminaries ( § 2), we provide in § 3 some combinatorial lemmas which act essential roles in this paper. A main one of them is proved in §4. And, in §5, the smallest algebraic set V ft g in P N (C) which includes the set (/ x g)(C n ) is studied in the case that 22V + 2 hyperplanes H t with v(f, H t ) = v(g, J9ΓJ are given. It is shown that V ft0 is an at most 2V-dimensional irreducible algebraic set.
After these preparations, we prove the above theorem in § 6. We show also the existence of some special types of relations between algebraically non-degenerate meromorphic maps / and g such that v(f, H t ) = v(g, £Q for 22V + 2 hyperplanes Hi in general position. In the last section, we study meromorphic maps into P\C) or P\C) more precisely. For the above meromorphic maps / and g, it is shown that they are related as L-g=f with a special type of protective linear transformation L of P N (C) in the case N = 2 and the algebraic set V ftQ is included in an algebraic set defined by some special types of equations of degree at most two in the case N -3. § 2. Preliminaries.
2.1.
We shall recall some notations and results in the previous paper [3] , Let / be a meromorphic map of C n into P N (C). For arbitrarily fixed homogeneous coordinates w 1 : w 2 :
: w N+1 on P N (C), we can find holomorphic functions f λ {z) 9 -9 f N+ i(z) on C n such that the analytic set In the following, we shall call such a representation an admissible representation of f on C n . As is easily seen, for two admissible representations / = /i fz' * * ' /N+I -f\ ft are non-zero constants (cf., [3] , Proposition 3.5).
2.2. Let /f* be the multiplicative group of all nowhere zero holomorphic functions on C n . We may regard the set C* -C -{0} as a subgroup of H*. Then, the factor group G: =H*/C* is a torsionfree abelian group. We denote by [h] the class in G containing an element h in H*. For two elements h, fc* e//*, by the notation h -h* we mean
As an easy consequence of the classical theorem of E. Borel, we know the following fact ( [1] , [2] and [3] For the proof, see Proposition 4.5 in [3] . §3. Combinatorial lemmas.
3.1. Let G be a torsionfree abelian group. Take a g-tuple A = (a 19 ---,a q ) of elements a t in G. We denote by {{a 19 ••-,«,}}, or simply A, the subgroup of G generated by α lf , <^α and t(A) the rank of A, where t(A) = 0 means a x = = α α = 1 (=the unit elements of G). It has a basis βι, -",β t (ί = ί(A)) and each α^ is uniquely represented as
with suitable integers £ it . We may regard G as a subgroup of G ® z Q 9 where Z and Q denote the additive groups of all integers and of all rational numbers respectively. Then, we can choose some a iχ9 , a u among a 19 , a q as a basis of the subgroup of G® Z Q generated by #i> -" 9 a q as a Q-module.
suitable i l9
, i t and non-zero integers S τ9 βi τ -a iτ9 namely, £ irσ = 0 (σ Φ τ) in the representation (3.1).
In the followings, we shall call a basis of A with the property as in (3.2) to be an adequate basis for A.
For convenience' sake, we introduce some notations. , # ίr So, a suitable α ίro has the desired property. Then, if we define a combination J = (O'ί, • , #)) e &»,« so that we get the desired conclusions I ψJ and A τ = Aj. §4. The proof of the main lemma.
4.1. This section is devoted to the proof of Lemma 3.6. Let A = (<*!, , ccq) (l<^s < q <:2s) be a g-tuple of elements in G with the property (Pq, s ) and α t = 1 for some i. We note here we may assume a io = 1 for an arbitrarily preassigned i 0 . Indeed, we may study a new g-tuple A': = (a&ϊ*, •• ,α β αϋ 1 ) instead of the original A. For, by the assumption, {to, ,α β }} = {{αrxαΓβS * -><x<Pu}} and so ί(A0 = t(A). Lemma 3.6 will be proved by the induction on s. For the case 5 = 1, we have necessarily q = 2 and a^ = a 2 (=1), which gives the desired conclusion. Consider next the case 8 = 2. Then q = 3 or g = 4 and, after suitable changes of indices, we may assume α x = α 2 = 1 by Lemma 3.5 and the above remark. If q = 3, taking a combination / = ((1,2)) e $3,2> we choose some ((i, j)) e Ss, 2 with ((<, /)) φ ((1,2)) and α,^ = a x a 2 -1. Then, necessarily, a t = 1 or ^ = 1. In any case, a x = a 2 = αr 3 == 1, whence *(«" α 2 , α 3 ) = 0. For the case s = 2 and g = 4, we choose again a combination ((i, j)) with ((i, j)) ^ ( (1,2) 4 ) is of the type (B).
In the following, we assume s ^ 3 and Lemma 3.6 is valid if s is replaced by a number smaller than s. And, we consider the case t: = We shall show first the following fact. Cancel α< with i e Λf £ in the both sides of (4.2) and observe the exponents of β t _ x of the obtained relation. Then, we can conclude that, if
Therefore,
Repeating this process, we get finally
This contradicts the assumption / ψ J. Thus, we have the conclusion (4.1). We shall prove next .3) occurs. The proof of (4.3) is completed. We go back to the proof of Lemma 3.6 for the case (a). The conclusion (i) of Lemma 3.6 was already shown in (4.3). We shall prove (ii) under the assumption t = s -1.
If the case (a) of (4.3) occurs, q = 2s and we may write satisfies the condition (P 2S _ 4 , S _ 2 ). In fact, for any given combination /* = ((i 19 ..., i s _ 2 )) of elements in {1,2, , 2s -4}, if we take a combination J: = (OΊ, ,i,)) e $ 2S , S with J φl: = ((i x , ...,i s _ 2 ,2s -1,2s)) and Aj = Aj, we see easily
by observing the exponents of β s _ x and /3 S _ 2 in the expression of the both sides of the relation A Σ = Aj with ^3 r (1 <Ξ τ ^ s -1). Therefore, /*: = (0Ί> >3s-2Ϊ) e $2s-4,5-2 satisfies the conditions /* Φ J* and A*^* = A* 7 *. By the induction hypothesis, A* = (a 19 , ^2 S _ 4 ) is of the type (A) or (B). But, there is no possibility of the type (B), because β iτ ^ 0 for any i, τ and %M e = 2 (0 ^ σ <; s -1). So, A* is of the type (A), namely, s is odd and α 2r+ i = α 2 τ+2 if 1 ^ τ ^ s -3. Now, for a combination /: = ((3,4, ..., 2r + 1,2r + 2,2s -2,2s -1,2s)) e &,,, take some / = ((Λ, .../,)) with / =£ / and A 7 = Aj according to the assumption, where r = s ~B y expressing A 7 = Aj with ft, , ft_ x and observing the exponents of β s -i> we have necessarily / s _ 3 ^ 2s -4, j 8 _ x = 2s -1, j s = 2s and j 8 _ 2 = 2s -3 or =2s -2. If ;,_ 2 = 2s -2, then there is a non-trivial algebraic relation among ft, , /3 5 _ 2 , which is a contradiction. So, /,_ 2 = 2s -3. Moreover, if we observe the exponents of ft, •• ,ft_ 3 , it is easily seen that j\ = 3, j 2 = 4, ., / β _s = 2r + 2. The relation Aj = Aj implieŝ 2s-2 = tf 2s -3 . For /': = ((1,2, , 2r + 1,2r + 2,2s)) taking a combination J f with J" :£ Γ and A 7 , = Aj,, we can show also α 2ί-1 = α? 2s in the same manner as the above. Therefore, A is of the type (A), which completes the proof of Lemma 3.6 for the case a. , β s _! of the both sides of A r = A v , we have necessarily a non-trivial relation among β 19 , j8 β-1 . This is a contradiction. Thus, (4.5) holds.
To complete the proof, it suffices to show ( Indeed, if V ftQ = 1^ U 7 2 for two algebraic sets V 19 V 2 with V t Q V ft0 then Ai: == (/ X g)~ι(Yd (i = 1,2) are analytic sets in C n and C n -A γ \j A 2 . Since C w is irreducible, C n = Aj or C* = A 2 . Therefore, Y ftQ = VΊ or V />α = V 2 , which contradicts the assumption.
As in §2, taking admissible representations of / and g, we define holomorphic functions Fψ, Ff* by (2.2) for each Hi (1 ^ i <: 2ΛΓ + 2) and /^ = Fψ\Fψ, where at least one h t is assumed to be constant by a suitable choice of admissible representations.
We shall prove now the following theorem. THEOREM 
Suppose that among the functions h 19 , h zN + 2 there exist 2s functions h ίl9 ,h Ui such that the canonical images a x : = [fe^J, ---,a 2s : = [h iis ] of hi into the factor group H*/C* do not satisfy the condition (P 2S , S ). Then, for the number t -t([fej,
, 
(u,v,w) = w ((u,v 9 w)eV*).
We define an algebraic set 7** as the union of all irreducible components V* of F* satisfying the conditions (5.7)
(1) ^(7*) = PKC) ,
2N+2
(2) ffl (F*) <X U H t and ίr,(7 ) 6; U H t .
And, we put V: = (ττ 2 x 7Γ 3 )(7**), which is a subvariety of P N (C). Then, We can prove here the following fact, which will be shown later.
By virtue of (5.10), the equations (5.9) can be resolved as Then, we have necessarily a relation among β 19 , β t because t is even. This is a contradition. Thus, t = N.
To complete the proof of Proposition 6.3, we shall prove that (6.6) cannot occur for t = N. Assume the contrary. Changing indices, we may put h N+1 = 1 and h N+i+1 = c^ (1 <^ ί <^ N + 1) 
may be assumed to satisfy the condition that a{ = β| (1 ^ i, j ^ N + 1). Then, by substituting / 4 = fe^t (1 ^ i ^ ΛΓ + 1) into the identities
we have relations By the assumption, we may consider $r to be algebraically non-degenerate. So, there is no non-trivial algebraic relation among g ly , g N+ι . This implies that χ vanishes identically as a polynomial of independent variables g 19 ',g N+ ι-In particular, for any i, if we put q.e.d.
Remark 6.8. We cannot assert that all cases of the conclusion of Proposition 6.3 occur. In fact, for example, in the case N = 3, the only case t = 3, k = 3, a γ = a 2 = a 3 = 1 is possible (cf., § 7.2).
Proposition 6.3 can be restated in a form not including the functions hi explicitly. In the same situation as in Proposition 6. 
The proof is evident by Proposition 6.3 except the assertion ^ <N + 1. This is due to the fact that, if £ :> 2V + 2, / is (linearly) degenerate as was shown in the proof of Theorem II in [3] , p. 12. and so / and g satisfy the desired conditions v(f, H( l^i^2N + 2).
= v(g, §7. Meromorphic maps into P\C) or P\C).
7.1. In the last section of the previous paper [3] , the author investigated the possible types of relations between two meromorphic maps / and g of C n into P\C) satisfying the condition v(f, if*) = v(g, H^ for six hyperplanes Hi (1 <Ξ i ^ 6) in general position. In this place, we shall study them for the possible cases more precisely under the assumption that / or g is algebraically non-degenerate. In the following, we shall exclude the trivial case f = g. Let us study first the case (α On the other hand, we have by (7.3)
which implies f x = ^j or f x = α^1 "*"-^2 "^" ^3. The former is the excluded 6 -α case / = g. For the latter case, we obtain 9 = Λ #2 ^3 = 1 -V2 'Vι -1: (β -6)77^2 + α^x -α^2 + 6 -a and maps / and g are related as L 2 We can choose homogeneous coordinates on P\C) so that (5), where x i9 x[, x' δ e C*. By (7.5), the left hand sides of these relations can be rewritten with g u -, # 4 By the assumption, ^j, • , # 4 may be considered as independent variables in the obtained relations. In both cases (γ) and (3), by comparing the factors of the both sides of these identities as in the consideration of the case (a), we can conclude that all possible choices of constants a{ with the desired property contradict the assumption that any minor of the matrix (a{) does not vanish. The cases (γ) and (β) are both impossible.
Next, we shall study the case (ε). We may put then . Here, we can find constants a[ such that (7.7) holds identically regarding η x ,η 2 >η z as independent variables and any minor of the matrix (a{) does not vanish. And, for hyperplanes H t defined as (7.4) with these constants a{ we can take two distinct algebraically non-degenerate meromorphic maps / and g such that v(f, £Q = v(g, H^ (1^£<*8). We note here the example for the particular case N = 3 given in § 6.3 is a special type of the case stated here. As is easily seen by (7.6), the set V f>g given in Definition 5.1 is included in an algebraic set 4 ) is a system of homogeneous coordinates on P\C) x P%C). The author does not know geometric meanings of the condition (7.7) for constants a{ and the algebric set V. Further studies in this direction are expected. Added in proof: Recently, the author found a gap in the proof of Lemma 6.5. This is filled by the more precise study of possible types of hi&. The details are to be published elsewhere.
