This comment is to show that our simulation data, based on the theory and method in Ref. [2] , are also in agreement with their experimental data presented for
, can be replaced by unity in the presence of the term exp{−ik sin θ(y 2 − y 1 )}. Furthermore, Eq. (7) in Ref. [2] describes the field distribution at the interface, which can be assumed to be of any shape including Gaussian as well as a point-like source. Our method is exact and is valid in both paraxial and non-paraxial regimes (see Eq. (4) in Ref. [2] ).
In Fig. 1 , we compare our simulation data with their experimental results [1] and their prediction curve for the three cases: (a) σ g /σ s ≫ 1 (σ s ≈ 0.4mm), (b) σ g /σ s = 0.149 (σ s ≈ 0.9mm), and (c) σ g /σ s = 0.068 (σ s ≈ 2.1mm). It is clear from Fig. 1 , that our simulation results are nearly the same as their theoretical results, and both have only small difference from the experimental data. Therefore their experimental data should not form the basis of an objection to our claims in [2, 3] .
A question of interest is: How can we obtain a substantial difference between our simulation and their predictions? We note that, in the experiments discussed above, although σ g /σ s is considerably small, the absolute values, σ g and σ s , are much larger than the wavelength, λ. If σ g is close to λ but is still larger than λ, and σ g /σ s is fixed, then D p , D s , and even D p − D s in our simulation and their prediction will be significantly different especially near the critical angle as shown in Fig. 2 . The degree of spatial coherence σ g will then have a large effect on the GH shift. This is basically our claim based on the theory presented in Refs. [2, 3] .
