In this note, we propose a strategy that gives an optimal lower bound of the average gain for the two-envelope problem within McDonnell and Abbott (2009) and McDonnell et al. (2011) framework. We find this result with partial information about the probability distribution of the envelope's contents.
Introduction
The two-envelope problem is a well-known paradox in decision theory. It is of interest in diverse fields such as: economics, game theory or stochastic control (see, This problem has many versions (see, for instance, Gardner, 1982 and Kraitchik, 1930) . In this paper, we base our results in McDonnell (2011), among others, show that when the player has complete information about the distribution of X, then a deterministic switching strategy is optimal.
In this work, we find a strategy that gives the player a minimum average gain, when she only knows the mean µ and the variance σ 2 of X. The paper continues as follows.
In the next section, we present our main results and provide some numerical examples.
We finish the paper with concluding remarks. 
Main results

McDonnell and
with b ∈ R + . Which means that the player switches if y ≤ b and does not switches if
The game is repeated many times with different values of x chosen independently from the same distribution. In fact, the average gain compared with never switching, using a strategy S is given by Additionally, the average gain using strategy (1) is equal to
(see equation ( In our work, we relax the complete information assumption of X, and suppose the player only knows its mean and variance. Our goal is getting a strategy that assures a positive average gain with this limited information. In other words, the problem consists in finding the best positive lower bound of
knowing only µ and σ 2 .
The main idea for solving this type of problem is to use an approximation to the discontinuous, piecewise-linear function using a quadratic function (Scarf, 1958) .
Let X be a random variable with mean µ and variance σ 2 . Assume the player decides according to a threshold strategy as defined in (1).
Then a lower bound of G S b is equal to
where
2. If in addition µ 2 ≥ 8σ 2 , then the optimal threshold strategy is given by
which assures, at least, an average gain equal to
Proof. We prove the first part. The idea is getting a lower bound of E[X ·1 0.5b<X≤b ].
Notice that we can express
Therefore, we can get a lower bound of x·1 b 2 <x≤b , using a quadratic function say Q(x), such that In Figure 1 , we can see the logic behind this argument.
It's easy to see that b 2 and b are the roots of Q(x). Therefore, the function Q(x) is given by
Furthermore, as one can see in Figure 1 , Q(x) is tangent to x · 1 b 2 <x≤b at some point in ( 
The function (7) has double roots if
Therefore, we must have 3kb/2 − 1 = ± √ 2bk. Consequently, the double root is at
, we discard the negative root and we finally get
Hence, replacing (8) in (6) we obtain
Finally, substituting (9) in (5) and taking expectation on both sides, we obtain
After dividing on both sides by 2 we get the desired result.
For the second part, the task is to find the best lower bound E[X · 1 b 2 <X≤b ]. Therefore, we maximize the right side of (10) (10), we get (6 + 4 √ 2)(
which is the desired result. Finally, one can check that this lower bound is non-negative
Theorem 1 gives a lower bound of the two envelope problem when the player only knows the mean and variance of X and uses a threshold strategy. The optimal strategy is simple, the player should switch envelopes if y ≤ √ 2m 2 , otherwise keep the money in the first envelope.
To get some insights about the optimal threshold, we show its relationship with the arithmetic and the geometric mean of the envelope's contents. On average, each envelope will contain amounts equal to µ and 2µ. The arithmetic and geometric mean for these amounts are 3 2 µ and √ 2µ respectively. We notice that, when µ 2 ≥ 8σ 2 the relationship between the optimal threshold, the arithmetic and the geometric mean is given by
In summary, strategy (1) enables us to derive a lower bound of the average gain for any distribution function X (as long as µ 2 ≥ 8σ 2 holds). In fact, in the next theorem we show that if this condition does not hold, for any threshold strategy, there always exists a random variable X such that equation (2) is zero.
Theorem 2. Let µ, σ ∈ R + and b > 0. Then there exist a positive random variable X with mean µ and variance σ 2 with µ 2 < 8σ 2 such that
Proof. The idea is to find, for every b, a discrete distribution function X = {x 1 , x 2 } such that
As one can see, for this distribution we have G S b = 0. Let P(X = x 1 ) = p, P(X = x 2 ) = 1 − p and
We will show that for every b we can find t such that (11) holds. The condition 0 < x 1 < b/2 together with t > 0 is equivalent to
Whereas, the inequality x 2 > b is equivalent to
We shall divide the study of the conditions (12) and (13) in two possible cases:
1. If µ ≥ b, is easy to see that both conditions (12) and (13) hold. To find the random variable X, we simply set t ∈ ( (12) and (13) can be written as
To prove that there exist a t such that (14) holds, we need to check whether the following inequality holds
We need to consider two cases: Which is equivalent to prove
It is easy to see that h(b) achieves a unique maximum at b = 3µ/2, with h(3µ/2) = µ 2 /8. By hypothesis µ 2 < 8σ 2 , hence we have that
This completes the proof of this theorem.
An illustration
Now, we present numerical simulations of our results. The description of the simulation is as follows. Assume that the player only knows the mean and the variance of X. According to Theorem 1 the player uses strategy (3). We now use Monte Carlo simulations and estimate the player's average gain, assuming that the money is drawn from two different probability distributions (which obviously are not known by the player): Since, m 2 = 65 the minimum average gain a player would expect, using (3), is equal to 3.486.
As we see in Figure 2 , equation (2) for the uniform and gamma distribution are 4 and 3.977, respectively.
