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Abstract: In this work a heuristic optimization algorithm known as the Fruit fly Optimization Algorithm
is applied to antenna design problems. The original formulation of the algorithm is presented and it is
adapted to array factor and horn antenna optimization problems. Specifically, it is applied to the array
factor synthesis of uniformly-fed, non-equispaced arrays and to the profile optimization of multimode
horn antennas. Several numerical examples are presented and the obtained results are compared with
those provided by a deterministic optimization based on a simplex method and another well-known
heuristic approach, the Genetic Algorithm.
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1. Introduction
The design of microwave and millimetre-wave devices is tightly related to optimization processes.
In the first stages of the design process a circuital approximation of the problem may be used in some
cases (e.g., filters, couplers, etc.), and the parameters of this circuit can be optimized to obtain an initial
design of the device. Nevertheless, these approximations do not take complex electromagnetic effects
into account. Therefore, in complex designs an optimization of a proper full-wave model of the device
is necessary to fine tune the main parameters of the device and obtain the final design.
Many optimization processes are based on deterministic routines that traditionally make use of
the derivatives of a certain cost function. Nevertheless, modern computational power allows the use of
heuristic or evolutionary techniques such as the Genetic Algorithm (GA) [1–5], Ant Colony Optimization
(ACO) [6–8], Particle Swarm Optimization (PSO) [9–12], or Gravitational Search Algorithm (GSA) [13,14]
among others. These algorithms are especially suited for problems where the derivative of the cost
function is unknown or not easily computed. Additionally, they are also less prone to get stuck at a local
minima of the cost function than the techniques based on derivatives.
In this work, one of these algorithms, known as the Fruit fly Optimization Algorithm (FOA) [15],
is presented and adapted for its application to the design of antenna devices. This algorithm was
created to study financial distress models [15] and it has also been successfully applied to other
problems [16,17]. Nevertheless, the application of this algorithm to antenna design optimization has
been very limited; few examples exist in the literature [18,19] and all of them are dedicated to the
synthesis of array factor analytical functions.
To illustrate the performance of the implemented algorithm different numerical examples are
presented. Specifically, the FOA will be first applied to the problem of synthesizing an array factor
(as an initial validation example) and then to the more complex case of the optimization of horn antenna
profiles, which are of primary interest in the front-end of modern communication systems [3,4]. To the
best of the authors’ knowledge the FOA has not been applied to complex radiation problems like these,
which require full wave simulations.
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2. Description of the Algorithm
The FOA is based on the food searching behaviour of a swarm of fruit flies. These insects are
capable of finding food kilometres away from their location by using two mechanisms: osphresis and
vision. The osphresis organs of each fly in a swarm can smell all types of scents and make each fly
move according to its osphresis sensing. Then, after each fly gets close to the estimated food location
following its own smell concentration judgement, the whole swarm moves by using vision towards
the fly whose location provides the actual highest smell concentration of food [15].
The computational implementation of the algorithm repeats this process for a defined number of
iterations. The flies move in a two-dimensional space with coordinates X and Y, and the parameters to
be optimized are related to the smell concentration judgement of each fly.
Consequently, in each iteration of the FOA, the following steps must be carried out:
• The swarm is positioned at the location (X(0);Y(0)), with a given smell concentration Smell(0).
For each fly i in the swarm:
1. The fly moves around a random distance, searching for food by using the osphresis:
X(i) = X(0) + RX ,Y(i) = Y(0) + RY, (1)
where RX and RY are random values.
2. The smell concentration judgement value is defined as the reciprocal of the distance to the
origin of coordinates:
S(i) =
1√
(X(i))2 + (Y(i))2
(2)
3. Compute the smell concentration of the fly’s current location by using the smell concentration
function (equivalent to a fitness function):
Smell(i) = Function(S(i)) (3)
• Look for the specific fly I with the best smell concentration. If this value is better than the value
in the initial location of the swarm (X(0);Y(0)) then move the swarm towards the position of the
fly I by using the vision sense:
X(0) = X(I),Y(0) = Y(I) (4)
The described behaviour of the algorithm is represented in Figure 1.
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Figure 1. Schematic representation of the FOA behaviour.
In order to guarantee that the FOA converges, and that this convergence is reached in a reasonable
amount of time, two important factors must be considered: the initial positions of the fly swarms and
the generation of the random values RX and RY.
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The swarm positions could be initialized randomly, but a significantly faster convergence can be
achieved by using some prior knowledge of the problem, as it is typical with heuristic algorithms, and
manually initializing them to values in the range of the solution values, making a rough approximation.
The random values RX and RY are generated using a uniform distribution. The interval of this
distribution must be chosen carefully since if it is very big the search will be erratic and the algorithm
will have trouble converging to a maximum. On the other hand, if it is too small the search will be very
slow and, in addition, the risk of getting stuck in a local maximum of the smell function (equivalent to
a minimum of a cost function) will be larger.
As it happens with most of these heuristic techniques, this FOA description may recall to another
algorithm of this family like, in this case, the PSO. Nevertheless, it is worth mentioning that despite
their similarities there are usually subtle but relevant differences between these algorithms. As an
example, the particles of PSO present inertia, whereas the flies of FOA do not.
3. Numerical Examples
3.1. Application to Array Factor Synthesis
As an initial proof of concept the implemented FOA has been applied to the problem of optimizing
an array factor. This example has been chosen since the evaluation of the required smell function is not
computationally expensive and therefore it allows for a faster testing of the implemented algorithm.
In the next section a problem with a more sophisticated smell function will be presented.
The antenna arrays studied in the following examples will be linear (placed along the zˆ axis) and
use an even number of antennas distributed symmetrically with respect to the XY plane. A schematic
representation of this kind of arrays is depicted in Figure 2.
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Figure 2. Schematic representation of the linear array.
The process of synthesizing a desired array factor consists in choosing the appropriate excitation
coefficient and position for each element. Uniformly-fed (all the excitation coefficients have the same
amplitude) arrays are an interesting option in antenna systems since they require a simpler feeding
network. The arrays studied in the following examples will be of this kind, which implies that the
array factor will be optimized by only modifying the spacing between the unitary elements.
Therefore, the particular array factor for the numerical examples will be
AF(θ) =
N/2
∑
n=1
cos(k0 · dn · cos(θ)), (5)
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where k0 = 2pi/λ0 and dn is the position of the nth element (λ0 = c0/ f0 being the free-space
wavelength at the operating frequency f0). The spherical coordinate system used in this work is
represented in Figure 3.
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Figure 3. Representation of the spherical coordinate system used in this work.
Since this is a multivariate problem (there are N/2 positions to optimize), several swarms are
required to apply the FOA. Each one of the swarms will be associated to the position of one element [20].
The smell concentration function has to be defined in terms of the desired array factor (side lobe
level (SLL), directivity, null directions, etc.). Specifically, the presented optimization examples pursue
the lowest possible SLL and therefore the employed smell function will be
Smell = max
m
[
20 · log10
( |AF(θ0)|
|AF(θm)|
)]
, (6)
where θm represents the directions outside the main beam.
The first example will aim at, starting from an equispaced array, reducing the SLL as much as
possible without increasing the beamwidth more than 4◦ through the modification of the positions
of the uniformly-fed elements. The optimization results will be compared with those provided by
a Dolph synthesis [21], since, as it is known, the Dolph synthesis produces an equispaced array with
the narrowest beamwidth for a certain SLL level through the proper determination of every excitation
amplitudes (which in our optimization will be required to remain all equal).
The number of isotropic elements used for the synthesis is N = 10 and the initial spacing between
the elements is d = λ0/2. It is known that the beamwidth between the first pair of null directions of
such an array is 22◦ and its SLL is −13 dB when all elements are uniformly excited [21]. Therefore,
the main beam region is defined in the Smell function as 79◦ ≤ θ ≤ 101◦ (note that, since the array is
placed along the zˆ axis, the broadside direction is θ0 = 90◦).
The employed settings (heuristically determined) of the FOA have been the following:
• Flies per swarm: 20.
• Total smell function evaluations: 5000.
After the optimization the achieved array factor has an SLL of −18.93 dB (the optimized positions
of the elements can be found at Table 1). The array factor is represented in Figure 4, compared with
that of a Dolph synthesis for the same SLL. It can be seen that the optimized array factor achieves
the same beamwidth and therefore the FOA results can be considered satisfactory since, as it was
mentioned, the Dolph synthesis produces the narrowest possible beam for a certain SLL.
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Table 1. Element positions of the first array factor synthesis example.
Parameter Initial / Dolph FOA
d1 0.250λ0 0.2029λ0
d2 0.750λ0 0.5260λ0
d3 1.250λ0 1.0812λ0
d4 1.750λ0 1.6361λ0
d5 2.250λ0 2.2917λ0
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Figure 4. Array factor of the first example.
It is important to emphasize again that the main difference between the two arrays lies on the fact
that whereas the Dolph synthesis produces an equispaced but not uniformly excited array, the optimized
array is uniformly excited (same excitation for all elements) and not equispaced. The latter type has the
advantage of requiring a simpler feeding network.
The second example studies how much the FOA can decrease the SLL of the array factor when
a significant increase of the beamwidth is permitted. For this example, the main beam region will be
defined as 68◦ ≤ θ ≤ 112◦ (double beamwidth than in the equispaced, uniformly-excited case) and the
initial spacing will be the same as the previous example (d = 0.5λ0). In this case the results will be
compared against those of a deterministic optimization using a Simplex method.
The FOA settings (number of flies and number of smell function evaluations) are the same than in
the previous example, 20 flies per swarm and 5000 evaluations of the smell function. In the case of the
simplex optimization the cost function has also been evaluated 5000 times.
The obtained element positions can be found at Table 2 and the corresponding array factors are
represented in Figure 5. It can be seen that whereas the FOA optimization has significantly improved
the SLL of the initial setup (equispaced array) providing an SLL of −26 dB, the Simplex optimization
has not significantly improved the array factor since it seems to have gotten stuck in a local minimum.
This example shows one of the main advantages of FOA: it, as other heuristic techniques, can avoid
local minima better than most of the deterministic methods.
Table 2. Element positions of the second array factor synthesis example.
Parameter Initial FOA Simplex
d1 0.250λ0 0.0789λ0 0.2710λ0
d2 0.750λ0 0.3149λ0 0.7540λ0
d3 1.250λ0 0.8228λ0 1.2320λ0
d4 1.750λ0 0.7631λ0 1.6840λ0
d5 2.250λ0 1.4619λ0 2.2580λ0
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Figure 5. Array factor of the second example.
3.2. Application to Horn Antennas
To show some more complex numerical examples, in this section the FOA will be applied to the
optimization of horn antennas. A horn antenna is a three-dimensional waveguide structure described
by a set of geometrical parameters that can express linear or angular magnitudes (for instance, lengths
of some sections, or the angle of the horn flare, respectively). The optimization of a horn consists in
finding a set of these parameters that provide the best possible performance in terms of the smell
function. In this case computing the smell function will require us to perform a full wave simulation of
the antenna. In the present work this simulation is carried out by means of a Mode-Matching (MM)
software, which provides accurate as well as fast results for these type of problems [22]. It should
be noted that, to the best of the authors’ knowledge, the FOA has not previously been applied to
a complex radiation problem like this.
The first optimized horn will be a Potter Horn antenna [23], which is one of the most classic,
multimode horn antennas. The term “multimode horn” means that the radiation pattern is produced
by a combination of modes at the horn aperture with the appropriate amplitude and phase. This modal
combination lowers the SLL and the crosspolarization level with respect to the radiation pattern
produced by TE11 radiating aperture and also provides with a symmetric radiation pattern [23].
The profile of the horn is responsible for, starting from the fundamental mode at the horn input,
generating the appropriate modal combination at the aperture. An illustration of the profile of a
Potter horn antenna with its design parameters can be found in Figure 6. If the modal amplitudes are
normalized to that of the fundamental mode (TE11), the TM11 amplitude must be 0.16 and this mode
has to be in phase with the TE11, according to [23]. The amplitudes of the other modes at the aperture
should be as low as possible to achieve the best results and, ideally, the return loss at the horn input
should be minimized. Therefore, the employed smell function is composed of three different terms:
Smell = (α · Error_MainModes+ β · Error_HigherOrderModes+ γ ·max{|S11|})−1 , (7)
where Error_MainModes depends on how much the modulus and phase of the TM11/TE11 ratio differ
from their desired values,
Error_MainModes =
∣∣∣∣0.16− |Amp_TM11||Amp_TE11|
∣∣∣∣+ | 6 TM11 − 6 TE11|, (8)
Error_HigherOrderModes consists of the sum of the amplitudes of all the modes at the aperture different
from the TE11 or TM11,
Error_HigherOrderModes =∑ |Amp_HigherOrderModes|, (9)
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S11 is the reflection coefficient of the fundamental mode at the input waveguide and α, β,γ are
weighting coefficients to balance the three different terms. The modal amplitudes have to be evaluated
at the design frequency which for this design will be 94 GHz.
ݎଵ ݎଶ
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Figure 6. Representation of the Potter horn profile.
The optimization of the parameters represented in Figure 6 must maximize the smell function in (7).
The step from r2 to r3 is responsible for generating the TM11 mode with the appropriate amplitude and,
by varying the length L2, the correct phasing between the two modes can be adjusted. The step between
r1 and r2 is used just to achieve a better return loss value, since the value of r2 is bounded to only allow
the propagation of the fundamental mode. Finally, the flaring angle θ is chosen around 6.5◦ but its final
value must be optimized depending on the values chosen for the rest of the design parameters.
Since this is a well known problem there are some design formulas in the literature that can be
used to obtain a first approximation of the horn profile [23]. The values provided by these formulas
are used as a starting point for the optimization and can be found in Table 3.
Table 3. Values of the Potter horn design parameters obtained by different methods.
Parameter Initial FOA Simplex
r2 1.50 mm 1.70 mm 1.64 mm
L2 1.60 mm 6.11 mm 2.78 mm
r3 1.95 mm 2.44 mm 2.13 mm
L3 3.99 mm 2.64 mm 2.76 mm
θ 6.5◦ 5.29◦ 7.72◦
The FOA is configured to use 40 flies per swarm and to evaluate the smell function just 3000 times
(this same constraint is also used for the simplex method). Additionally the maximum variation range
for each parameter in a single iteration is configured as following:
• Radii: 0.15 mm
• Lengths: 0.15 · λ0
• Angle: 0.25◦
After the optimization, by means of the FOA and the simplex method, the resultant design
parameters are the ones presented in Table 3. The different components of the radiation pattern can be
found in Figures 7–10. The magnitude of the S11 parameter is represented in Figure 11.
It can be seen that the design provided by the FOA is slightly better in terms of SLL and beam
symmetry, and it also presents a significantly better return loss.
The second horn that will be studied is a spline-profile horn. This is another type of multimode
horn that uses a smooth varying profile (instead of using steps or corrugations) to achieve a certain
mode combination at its aperture [24]. The profile of one of these antennas is defined by the spline
curve that passes across a set of reference radii, as illustrated in Figure 12. Therefore by correctly
varying the value of these radii the modal combination at the aperture can be adjusted.
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Figure 7. Normalized radiation pattern at 94 GHz of the of the optimized Potter Horn (H-Plane).
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Figure 8. Normalized radiation pattern at 94 GHz of the of the optimized Potter Horn (E-Plane).
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Figure 9. Normalized radiation pattern at 94 GHz of the of the optimized Potter Horn (Diagonal Plane,
Copolar Component).
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Figure 10. Normalized radiation pattern at 94 GHz of the of the optimized Potter Horn (Diagonal
Plane, Crosspolar Component).
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Figure 11. Magnitude of the S11 parameter of the optimized Potter Horn.
Figure 12. Representation of a spline-profile horn.
To demonstrate that the implemented algorithm can also deal with problems that present a big
number of optimization parameters, a spline-profile horn defined by 20 reference radii will be
optimized. The initial values for these radii will be equispaced between the input and aperture
radii value, such that the initial profile corresponds with that of a conical horn antenna. The input
and aperture radii of the antenna will be 1.13 mm and 3λ0 = 9.57 mm, respectively. The maximum
variation range for the reference radii in a single iteration will be defined to be 0.10 mm.
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The same smell function used for the optimization of the Potter Horn antenna, (7), will be used
in this design since it provides with a good mode combination to increase directivity and decrease
the crosspolarisation level. The resultant radiation pattern after the FOA optimization can be found
in Figure 13, where it can be seen that it presents a crosspolarisation level significantly lower than
−20 dB and a good main beam symmetry. The S11 is illustrated in Figure 14, revealing a value lower
than −30 dB for the band of interest.
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Figure 13. Normalized radiation pattern at 94 GHz of the of the optimized spline-profile horn.
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Figure 14. Magnitude of the S11 parameter of the optimized spline-profile horn.
3.3. Statistical Analysis of the Results
One of the drawbacks of heuristic optimization techniques is that, because of its random nature,
the results may not always be the same for different realizations. Therefore obtaining a good result for
a certain optimization problem does not guarantee that the algorithm gives, in general, good results
for that problem.
To asses this, a statistical study of the FOA performance has been carried out. This study consisted
in performing 100 optimizations of the already presented Potter horn and then analysing the obtained
smell values to compare them with the results achieved by the simplex method. In both cases (FOA
and Simplex) the number of cost function evaluations has been set to 3000.
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Figure 15 represents the evolution of the smell function over the FOA iterations. Three different
cases are illustrated: the one that achieves the best smell function value, the one that achieves the
worst and a mean of all the optimizations.
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Figure 15. Evolution of the smell function value over the iterations of the statistical study.
A histogram of the achieved smell function values is depicted in Figure 16. The green bars belong
to the cases where the result is better than the one provided by the simplex method and the red bars
belong to the cases that are worse. It can be seen that there are more cases where the result is better
than that provided by simplex and therefore the mean value of the achieved smell function values
(blue line) is better than the smell function value achieved by simplex.
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Figure 16. Histogram of the smell function values achieved during the statistical study.
Consequently, it can be concluded that the results provided by the FOA are, in mean, better than
those achieved by the Simplex method. This shows that the FOA (as other heuristic techniques) can
avoid local minima, or at least avoid them better than deterministic methods based on the derivatives
of the cost function.
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3.4. Comparison with a Genetic Algorithm
As a final test, results from the FOA have been compared with the ones provided by another
heuristic method, the Genetic Algorithm (GA), specifically with its commercial implementation
provided by Matlab [25].
The initial population of the GA has been initialized to the same value used as a starting point for
the FOA optimization. Since the used implementation of the GA does not allow us to set the maximum
variation range of each parameter for every single iteration, global upper/lower boundaries have been
provided for the design parameters to be optimized. This is done in order to prevent the GA from
achieving unrealistic values. These boundaries (presented in Table 4) have been chosen based on the
best design provided by the FOA, with an increased interval to allow the GA to find a better maximum
for the smell function.
Table 4. Boundaries for the design parameters during the Genetic Algorithm optimization.
Parameter Lower Boundary Upper Boundary
r2 1.13 mm 9.57 mm
L2 1.00 mm 10.00 mm
r3 1.13 mm 9.57 mm
L3 1.00 mm 10.00 mm
θ 2.0◦ 10.0◦
Figure 17 shows two histograms representing the distribution of smell function values obtained by
both algorithms. It can be seen that the FOA results are similar to those of the GA for the Potter Horn
design. It should be borne in mind that a rigorous global comparison would require the analysis of
a larger span of application problems, which is beyond the scope of this paper (focused on presenting
the FOA and its application to antenna design). Overall, it can be concluded that the performance of
the implemented algorithm for this problem is comparable to that of other heuristic algorithms like
the commercial implementation of the GA.
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Figure 17. Comparison of the results provided by the implemented FOA and a commercial implementation
of a GA. SmellFOA = 1.73, σFOA = 0.41, SmellGA = 1.71, σGA = 0.49. Mean value (Smellx) and variance (σx)
of the Smell function results.
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4. Conclusions
In the present work an algorithm for heuristic optimization known as the Fruit fly Optimization
Algorithm (FOA) has been presented. The original algorithm has been adapted for its application to
two different antenna design problems: array factor synthesis and design of horn antennas.
To illustrate the usefulness of the implemented algorithm different numerical examples have
been presented. The FOA has been used to synthesize two uniformly-fed, non-equispaced arrays with
minimum SLL parting from an equispaced array. Additionally, two horns have been optimized with
very good results. The optimization of these antennas required to perform a full wave simulation of the
device (which was done using a Mode-Matching software) to compute the smell function, validating
the use of this algorithm in complex electromagnetic problems..
In both cases the FOA results were compared with a deterministic optimization (based on
a Simplex method), which obtained worse results since it kept getting stuck in a local minima. Finally,
a small statistical study in which the FOA results were compared not only with a simplex algorithm
but also with a Genetic Algorithm has been presented. All these studies show that the FOA is a very
useful optimization tool for challenging antenna designs in microwave and millimetre-wave systems.
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