Objective. Due to a shared environment and similarities among workers within a worksite, the strongest analytical design to evaluate the efficacy of an intervention to reduce occupational health or safety hazards is to randomly assign worksites, not workers, to the intervention and comparison conditions. Statistical methods are well described for estimating the sample size when the unit of assignment is a group but these methods have not been applied in the evaluation of occupational health and safety interventions. We review and apply the statistical methods for group-randomized trials in planning a study to evaluate the effectiveness of technical/behavioral interventions to reduce wood dust levels among small woodworking businesses.
INTRODUCTION
Lack of rigorous study design has hampered the assessment of interventions to reduce job-related health risks in the occupational setting (Goldenhar and Schulte, 1994) . Studies have typically lacked randomization to intervention and comparison conditions and have relied on small numbers of study participants, usually selected from a single worksite. Due to the shared environment, any study that attempts to evaluate an intervention by assigning workers within a worksite to intervention and comparison conditions may be compromised by contamination resulting from interaction between workers assigned to different conditions. Making matters worse, workers within a worksite often share common selection factors or exposures, so that observations taken on workers from the same worksite are likely to be correlated (Kish, 1995) . Any such correlation will violate the independence of errors assumption that underlies the familiar analytical methods based on the General Linear Model (Searle, 1977) . The solution to these problems is to employ a group-randomized trial design and analytical methods appropriate to the correlation expected in the data (Murray, 1998) . Although such methods have been used widely in other areas of public health, including school-, worksite-and community-based health promotion projects, these studies have primarily sought to change individual lifestyle behaviors, like smoking or diet (Lasater et al., 1997; Ockene et al., 1997; Resnicow and Robinson, 1997) , rather than work conditions that adversely affect health or safety.
The purpose of this paper is to introduce grouprandomized trial methods to researchers working in the fields of environmental and occupational health. This task is made easier by the parallels between the analytical methods often used in group-randomized trials and those used recently to study exposure variability in cohort studies (Kromhout et al., 1993 (Kromhout et al., , 1994 (Kromhout et al., , 1996 Kromhout and Heederik, 1995; Rappaport et al., 1995 Rappaport et al., , 1999 Tornero-Velez et al., 1997a,b) . These studies employed mixed model regression to examine between-and within-worker variability as they affect the precision of the exposure measures or as they affect the contrast in exposure between groups. These studies defined groups in different ways, but usually as a function of job title or type of work. One of the goals in these studies has been to identify groupings that maximize the differences in exposure, while maintaining high precision, so as to optimize the power to study dose-response relationships.
While we also use mixed model regression methods in group-randomized trials, the goals and study designs are quite different from those used in such cohort studies. In a group-randomized trial, whole worksites are randomized to intervention and comparison conditions and workers within those worksites are measured to assess the impact of the intervention. The group is the worksite, rather than a subset of the workers defined by job title or similar scheme. The goal is to minimize differences among groups within each study condition so as to optimize power to study intervention effects between conditions. Thus, the focus in a group-randomized trial is not variation in the exposure, but rather variation in the outcome.
Wood dust is a known carcinogen for cancer of the nasal cavity (IARC, 1995) and is also strongly associated with other respiratory illnesses (e.g. asthma). It is estimated that more than 1 200 000 workers are employed in the logging, woodworking and carpentry trades; 64% of these are employed in the manufacture of wood products (National Institute for Occupational Safety and Health, 1988) . With this health concern in mind, we designed a grouprandomized trial to evaluate the efficacy of technical assistance and worker education to reduce wood dust levels among small businesses (5-25 employees) that manufacture wood products in Minnesota. Because we were interested in changing not only worker behavior to lower dust, but also the work environment, thereby exposing all workers within a worksite to the intervention, we anticipated the need for a group-randomized trial. To determine the number of woodworking businesses that would be needed for statistical power to detect a specified reduction in wood dust between the intervention and comparison conditions, we needed estimates of the variance for worker exposure to inhalable dust from day to day, among workers within a woodworking business and between workers in different woodworking businesses. To obtain those estimates, we carried out a pilot study in five woodworking businesses (Brosseau et al., 2001) . In this paper we summarize the design and statistical considerations involved in a group-randomized trial and show how we used the data from the pilot study to estimate the sample size for the efficacy trial.
MATERIALS AND METHODS

Description of pilot study
A detailed description of the pilot study is provided elsewhere (Brosseau et al., 2001) ; we briefly review the methods here. We invited a convenience sample of five small woodworking businesses in the metropolitan Twin Cities area to participate in our pilot study. These businesses were engaged in the manufacture of wood fixtures, cabinets or millwork and they employed on average eight workers (range 5-11). After receiving permission from the owner, we met with the workers to explain the purpose of the pilot study and the procedures for collecting dust measurements. Overall, 90% of the workers consented to participate in data collection.
Dust sampling was carried out with personal inhalable dust samplers (IOM sampling, SKC Inc., EightyFour PA), loaded with 5 µm PVC filters and personal sampling pumps (SKC Aircheck, SKC Inc), operated at 2 l/min. To the extent possible, we conducted our measurements in each worksite over 2 weeks, including each day of the week (e.g. Monday, Wednesday and Friday in the first week and Tuesday and Thursday in the second week), for a total of 5 days per worksite. On average, each worker within a woodworking business was sampled four times (range 2-5) over the course of 2 weeks.
At the conclusion of each day of sampling, filters and cassettes were desiccated and then weighed. Individual dust concentrations were measured for the total work time (usually 8 h) and concentrations (mg/m 3 ) were determined by dividing total cassette weight gain (mg), adjusted by averaged field weight gains (using blanks filters), by the total volume of sampled air (m 3 ) as:
where W 1 is the initial weight of filter and cassette before sampling (mg), W 2 is the post-sampling weight of filter and cassette (mg), B 1 is the mean tare weight of blank filters and cassettes (mg), B 2 is the mean post-sampling weight of blank filters and cassettes (mg) and V is the volume of air sampled (l) [average flow in l/min × time sampled in min]. A final dust concentration for the worksite was calculated by taking the mean of the worker concentrations across all days of sampling. Prior to analysis, we applied a log transform on worksite dust concentration values to correct for a strong positive skew.
Statistical overview
As noted in the introduction, observations taken on workers in the same worksite tend to be positively correlated, due to common job selection, experience and mutual interaction. This positive intraclass correlation (ICC) is common to observations taken on the members of any identifiable group (Kish, 1995) . In this case, it reflects an extra source of random variation due to the worksite, above and beyond random variation due to the workers and other sources. Because woodworking businesses are nested within study conditions in a group-randomized trial, the intervention effect must be assessed against the variation between worksites, rather than the variation within worksites (Cornfield, 1978) . Unfortunately, the precision available to estimate the variation between worksites is expected to be less than for the variation within worksites, given the limited number of woodworking businesses relative to the number of workers. Without proper planning, these factors can combine to make it almost impossible to detect intervention effects in an otherwise well-designed and properly executed study (Murray, 1998) .
The most common analysis for a nested crosssectional design with two time intervals (pre-test and post-test) is a time × condition mixed model analysis of variance (ANOVA) or covariance (ANCOVA).
This analysis is based on the General Linear Mixed Model (Harville, 1977; Laird and Ware, 1982; Laird et al., 1987; Donner, 1984 Donner, , 1985 Stiratelli et al., 1984; Ware, 1985) , which extends the General Linear Model to allow multiple sources of random variation. The mixed model ANOVA and ANCOVA have been widely recommended for this design because they carry the nominal Type I and II error rates across a variety of conditions common to group-randomized trials (Zucker, 1990; Koepsell et al., 1991; Feldman and McKinlay, 1994; Murray and Wolfinger, 1994; Murray et al., 1996; Hannan and Murray, 1996) . More generally, mixed models are appropriate whenever the data includes multiple sources of random variation. Such studies are sometimes described as having nested, hierarchical or multi-level structures. Designs that have multiple sources of random variation include designs that have repeat measurements on the same participants, designs that employ cluster sampling and group-randomized trials.
Statistical notation
We follow the notational scheme of Murray (1998) to facilitate cross-references to that standard text for the design and analysis of group-randomized trials. Greek symbols are used when their meaning is well established, such as the mean (µ), intervention effect (∆), variance (σ 2 ) and residual error (ε), and for algebraic functions, such as summation (Σ). The expression σ 2 e is used to refer to the residual error variance. Similarly, the expression σ 2 ∆ is used to refer to the variance of the intervention effect.
Fixed and random effects are represented by an upper case first letter of the variable name while the number of levels of each effect is represented by a lower case first letter of the variable name. As such, Member, M i (i = 1…m), identifies the unit of observation. Group, G k (k = 1…g), identifies the unit of assignment. Time, T j (j = 1…t), identifies the survey (e.g. pre-test, post-test). Repeat, R p (p = 1…r) refers to the repeat measurements taken on a member in any given survey. Condition, C l (l = 1…c), identifies the study conditions. Effects are fixed when all levels of interest are included in the study and inferences are limited to those levels (e.g. time, condition); effects are random when the levels included represent some larger population of levels and inferences are to be made on that larger population (e.g. group, member).
All random effects are in bold type, while fixed effects are in plain type. Because fixed and random effects are distinguished in this manner, all expected mean squares are presented in terms of variance components. For example, the variation among the levels of condition is defined as σ 2 c instead of
Given a nested cross-sectional pre-test-post-test design with multiple observations on each worker measured in each survey, the model for the time × condition ANCOVA is:
(1)
Here the colons denote nesting. The observed value (Y pi:jk:l ) for the pth repeat measurement on the ith member nested within the kth group and lth condition and observed at the jth time is expressed as a function of the grand mean, µ, the effect of the lth condition, C l , the effect of the jth time, T j , the joint effect of the lth condition and the jth time, TC jl , the realized value of the kth group, G k:l ∼ N(0,σ 2 g:c ), the realized value of the combination of the kth group and jth time, TG jk:l ∼ N(0,σ 2 tg:c ), and the realized value of the ith member, M i:jk:l ∼ N(0,σ 2 m:tg:c ). For each covariate, the portion of Y pi:jk:l that is explained by the difference between the observed value and sample mean on the covariate, (X opi:jk:l -X o….. ), is attributed to the covariate. Any difference between this predicted value and the observed value is allocated to the residual error, ε ε ε ε pi:jk:l ∼ N(0,σ 2 e ), including any variation among the repeat measurements on each person in a single pre-test or post-test survey. (In papers published previously on the variability of exposure in cohort studies, what we term σ 2 m:tg:c has often been labeled the between-subject variance and what we term σ 2 e has often been labeled the within-person variance.)
The intervention effect for this analysis is the adjusted net difference between the pre-test and posttest means in dust concentration in the intervention (I) and comparison (C) conditions:
The expected mean squares for this analysis are shown in Table 1 . The null hypothesis of no intervention effect is assessed as MS tc /MS tg:c .
The variance of this intervention effect is:
There are 2 × 2 time × group means that define the intervention effect, r repeat measurements on each of m members in each time × group survey and g groups in each condition. Here, σ 2 e is the within-member component of variance and σ 2 m:tg:c is the between-member component of variance; together, these two components comprise the total variation in the dependent variable Y that is attributable to members: σ 2 m = σ 2 e + σ 2 m:tg:c . In the same way, σ 2 tg:c is the within-group component of variance and σ 2 g:c is the between-group component of variance; together, these two components comprise the total variation in the dependent variable Y that is attributable to groups: σ 2 g = σ 2 g:c + σ 2 tg:c . And because the variation attributable to members and groups together comprise the total random variation in the dependent variable Y, it follows that σ 2 y = σ 2 e + σ 2 m:tg:c + σ 2 g:c + σ 2 tg:c . The between member component of variance as a fraction of the total variation attributable to members defines the within-member correlation over repeat observations, r yy(m) : (4) It follows that σ 2 m:tg:c = σ 2 m (r yy(m) ) and σ 2 e = σ 2 m (1 -r yy(m) ). Similarly, the between group component of variance as a fraction of the total variation attributable to groups defines the within-group correlation over repeat observations, r yy(g) : r yy(g) ).
Finally, note that the total variation in the dependent variable Y that is attributable to groups, as a fraction of the total variation in Y, defines the classic intraclass correlation in a group-randomized trial that indexes the correlation among members nested within groups, which are in turn nested within conditions: (8) Equation (3) or (8) can be used to plan a study that is large enough to allow for the extra variation and limited precision that is common to the nested crosssectional design. To use equation (3), investigators need good estimates of σ 2 e , σ 2 m:tg:c and σ 2 tg:c . To use equation (8), investigators need good estimates of σ 2 y , ICC m:g:c , r yy(m) and r yy(g) . These parameters are best estimated from data gathered on workers in worksites like those that will participate in the efficacy trial; that is the reason we conducted the pilot study. Once investigators have an estimate for σ 2 ∆ , they can then use equation (9) (below) to estimate the detectable difference as a function of the number of workers (m) per worksite, the number of worksites (g) per condition and the desired Type I and II error rates (t critical:α/2 + t critical:β ):
More generally, equation (3) or (8) in combination with equation (9) can be used to plan any grouprandomized trial that employs the same design and analytical plan. They can also be adapted to reflect modifications in that plan; for example, if no repeat measurements are planned, r yy(m) is set to 0 and r is fixed at 1. Murray (1998) presents expressions corresponding to equations (3) and (8) for a wide variety of other designs and analytical plans commonly employed in group-randomized trials; equation (9) is applicable to any design and analytical plan having a 1 df contrast as an intervention effect.
Analysis
We analyzed the data from the pilot study using a time × condition mixed model ANOVA with SAS PROC MIXED v.6.12 (SAS Institute, 1997), allowing for repeat observations on members. We did not make any regression adjustment for covariates in our analyses, so that the variance component estimates do not reflect any increase or decrease that might result from such an adjustment. We checked the residual error distribution and confirmed that it was normal.
We report here the mean dust concentrations and variances associated within and between worksites that we observed from these pilot data. As an illustration of these statistical methods, we used these estimates to also calculate a range of smallest detectable differences, expressed as a percent reduction in dust, to assess the interplay between the number of worksites (g), the number of workers (m) and the number of repeat measurements on each worker (r) and their effect on sample size in group-randomized trials conducted in an occupational setting. Finally, we express the detectable differences in standard deviation units which can be used to adapt the results to other dependent variables. Table 2 presents the mean wood dust concentration across worksites as 4.53 mg/m 3 on the original scale and 1.05 ln(mg/m 3 ) on the log scale. Table 2 also presents the estimates for the four components of variance identified in equation (1), which ranged from 0.0585 to 0.4859. Using these estimates and equations (4) and (5), the over-time correlations for worksites and workers were estimated as 0.8925 and 0.1927, respectively. Table 2 also presents the intraclass correlation of workers within worksites, estimated as 0.5086; the estimate is interpretable as an average correlation among workers in the same worksite. It is quite large, but that is often the case for ICC m:g:c in studies involving repeat observations on the same members (Murray, 1998) . Fortunately, the over-time correlation within worksites was also quite large, at 0.8925, so that the impact of this large ICC m:g:c was substantially reduced. The over-time correlation within workers was more modest, but also helped to reduce the impact of the large ICC m:g:c . The
RESULTS
over-time correlations reduce the effect of ICC m:g:c by reducing the variance of the intervention effect, as shown in equation (8).
In Table 3 we present detectable differences for wood dust, expressed both as percent reduction in log dust and as standard deviation units. These estimates are presented as a function of the number of workers per worksite and the number of worksites per condition, with the Type I error rate fixed at 5% (twotailed), the power fixed at 80% and either 2 or 10 repeat observations per worker. As expected, as the number of worksites and/or workers increases, the size of the detectable difference decreased. And, as in all group-randomized trials, with other factors held constant, the improvement in power was greater by increasing the number of worksites per condition than by increasing the number of workers per worksite. For example, in Table 3A , with 10 worksites per condition, the detectable difference decreases from 62 to 48% as the number of workers increases from 5 to 25. On the other hand, if the number of workers in each worksite is held constant at 10, the detectable difference in dust levels ranges from 54% with just 10 worksites to 23% with 50 worksites in each condition. Table 3B presents detectable differences under the same conditions, except that the number of repeat measurements per worker was increased from 2 to 10. The increase in measurements per worker had minimal impact on the detectable difference except where there were few workers and few worksites. Table 3C and D expresses the detectable differences in standard deviation units. These results may be used to estimate the detectable difference for any other dependent variable, given the same design and analytical plan and faith that the intraclass and overtime correlations are the same as for wood dust. Those are not assumptions that should be made for a final sample size calculation, but these data can provide an initial indication of what the detectable difference could be for other dependent variables.
Since we were interested in testing the efficacy of an intervention to decrease wood dust levels by ∼30%, we used the data in Table 3 to set a target of 60 worksites to be randomized, 30 to the intervention condition (technical training/worker education) and 30 to a comparison condition (written recommendations). We planned to take 10 dust measurements at baseline and again 1 yr later. Given the low correlation from repeated measures within workers and the fact that worksites could have as few as five employees, we treated workers measured more than once in a worksite as independent observations. The total number of measurements (or workers) is exactly what the data in Table 3 would indicate was necessary to have the power to detect a 30% reduction in wood dust, avoiding the need to sample on additional days in the small worksites we were recruiting. Table 2 . Results from the analysis of dust measurements from five pilot woodworking businesses for calculation of sample size estimates needed in a group-randomized trial to assess the efficacy of an intervention to reduce dust levels 
DISCUSSION
In 1998 the National Institute for Occupational Safety and Health (NIOSH) published the National Occupational Research Agenda (Rosenstock et al., 1998) . The priorities that form the agenda were arrived at through consensus building among NIOSH staff, researchers, stakeholders and health professionals and included the prevention of selected diseases and injuries, identification of issues pertaining to work environment and workforce (e.g. energy technologies, special populations at risk) and the need for application of research tools and approaches to occupational health and safety. This latter category included priorities ranging from surveillance and risk assessment to intervention effectiveness research. The Minnesota Wood Dust Study addresses several of the subheadings within these broad national priorities, in particular, the need for intervention effectiveness research.
Despite the importance assigned by NIOSH to evaluation of interventions to reduce health risks in the work place, few studies, as described in several recent reviews (Goldenhar and Schulte, 1994; Johnston et al., 1994; Karas and Conrad, 1996; Zwerling et al., 1997) , have been conducted that adhere to accepted study design principles and provide an acceptable test of the efficacy of the intervention under evaluation. We identified only six studies in the occupational health and safety literature of 1999 in which groups of workers were randomized to an intervention or comparison condition (Marcus et al., 1986; Martyny et al., 1988; Parkinson et al., 1989; Hillyer et al., 1990; Gjerde et al., 1991; Sorensen et al., 1998) ; all but one of these was conducted in the 1980s. Only the most recent study (Sorensen, 1998) reported results that were analyzed according to the methods presented here. While the intervention in that study had an occupational component to it, the primary outcome was a change in individual smoking and dietary behavior.
Two of the more significant challenges of conducting group-randomized trials involve the total number of groups required and the effect of the intraclass correlation among participants within a group on the sample size. As seen in our study, we gained more power to detect differences between groups as we increased the number of woodworking businesses than if we increased the number of workers within a worksite. However, increasing the number of groups randomized can be quite costly and may be limited by the total number of groups available. The problem with the intraclass correlation is well illustrated by the value of 0.5086 that we observed among workers within worksites. That value is inflated in part because it does not reflect the substantial over-time correlation observed in our data. Recognizing that the group component of variance is reduced by that overtime correlation, the ICC that is operative in this design and analytical plan is better reflected as: (10) Using the estimates from Table 2 , ICC is estimated as 0.1001. Though considerably smaller, that estimate is still much higher than has typically been observed in worksite health promotion studies (Feng et al., 1999; Martinson et al., 1999) . It is not too surprising that worksites would exhibit a greater within-worksite correlation in occupational exposures than has been observed for individual behaviors, due to the influence of a variety of environmental factors, such as type of manufacturing processes, methods of exposure comparison, size of the facility and number of workers, to name a few. If we had ignored this correlation in the design or analysis of the efficacy trial, we would have greatly underestimated the variance, thereby considerably increasing the risk of falsely concluding that our intervention was effective (Type I error).
In addition to number of worksites and the intraclass correlation, there are other factors we did not take into account which may affect our ability to detect a statistically significant reduction in dust attributed to the intervention. First, matching groups on characteristics likely to be associated with the outcome prior to randomization has been recommended as a strategy for limiting potential selection bias (Murray, 1998 ). Since we planned to employ a sequential recruitment strategy, it would not be possible to know in advance about worksite characteristics on which to match. Another potential problem is that we based our estimate of the correlation between dust concentrations over time within a woodworking business on measurements taken over a short period of time. If the correlation between dust measurements between baseline and follow-up 1 yr later is not that high, then we will have underestimated the number of worksites needed to have the power to detect the specified reduction in dust levels. This could occur if woodworking businesses are engaged in a different aspect of the production process when follow-up measurements are taken a year later. However, we plan to collect data on the work tasks being performed at baseline and followup, so that we can adjust for these differences in the analysis, recognizing that such adjustment may further reduce the precision of our estimates. Other problems we may encounter, e.g. attrition over time or a smaller than anticipated reduction in wood dust, could also effect the precision of our estimate. Each of these limitations could be addressed by repeating the calculations summarized in Table 3 after varying the magnitude of the correlations, the size of the ICC, the number of worksites per condition, etc., so as to 
provide a sensitivity analysis. Indeed, each panel in Table 3 provides a sensitivity analysis for two of the most important factors, the number of groups per condition (g) and the number of members per group (m). We have shown that the number of repeats per member has little effect on power, so that the other variables that might be manipulated to help us gauge the adequacy of our plan would be the intraclass and over-time correlations.
The methods presented here are equally applicable to any outcome and any intervention in which identifiable social groups are the unit of assignment. Group-randomized trials are the design of choice whenever the intervention operates at a group level, manipulates the social or physical environment or cannot be delivered to individuals (Murray, 1998) . Equation (3) or (8), in combination with equation (9), can be used to plan any group-randomized trial that employs the same design. And while it is beyond the scope of this paper to review the many alternative designs that are applicable to group-randomized trials, we can refer interested readers to two recent textbooks that cover this material (Murray, 1998; Donner and Klar, 2000) .
CONCLUSION
We have illustrated the importance of using the proper methods for determining sample size when the unit of assignment is a group, such as a worksite, and have provided the methods and sources for doing so. We urge others conducting intervention effectiveness research in occupational health and safety to consider these methods when designing future studies. 
