Predicting protein motions is important for bridging the gap between protein structure and function. With growing numbers of structures of the same, or closely related proteins becoming available, it is now possible to understand more about the intrinsic dynamics of a protein with principal component analysis (PCA) of the motions apparent within ensembles of experimental structures. In this paper, we compare the motions extracted from experimental ensembles of 50 different proteins with the modes of motion predicted by several types of coarse-grained elastic network models (ENMs) which additionally take into account more details of either the protein geometry or the amino acid specificity. We further compare the structural variations in the experimental ensembles with the motions sampled in molecular dynamics (MD) simulations for a smaller subset of 17 proteins with available trajectories. We find that the correlations between the motions extracted from MD trajectories and experimental structure ensembles are slightly different than for the ENMs, possibly reflecting potential sampling biases. We find that there are small gains in the predictive power of the ENMs in reproducing motions present in either experimental or MD ensembles by accounting for the protein geometry rather than the amino acid specificity of the interactions. 
INTRODUCTION
Predicting conformational changes in proteins has long been a topic of interest to many who aim to understand protein function and mechanism. Multiple structures of the same protein, or closely related proteins, have been solved by different experimental methods -X-ray crystallography 1 , NMR spectroscopy 2 and more recently by cryo-electron microscopy, 3 under different conditions, in the presence of different ligands, or of mutated protein. These techniques reveal information about the intrinsic protein dynamics. The set of essential motions accessible to a protein can be readily obtained by applying principal component analysis (PCA) 4 to the position coordinates of the aligned set of multiple experimental structures. [5] [6] [7] [8] [9] [10] Information on protein motions can also be obtained from computational simulations such as molecular dynamics (MD) or Monte Carlo (MC). However, these applications require significant computer resources, and do not always fully sample the entire conformational space accessible to a protein. Coarse-grained elastic network models (ENMs) [11] [12] [13] on the other hand, offer a faster and cheaper alternative to MD or MC simulations for sampling the intrinsic motions accessible to a protein. By modeling the protein as a string of beads (usually the C α atoms) connected by harmonic springs (interactions), they are often able to capture the most important global motions. ENMs have been used extensively to study the intrinsic dynamics of a variety of biomolecules ranging from small globular and membrane proteins 14 to nucleic acids, 15 and even large biomolecular assemblies such as the ribosome [16] [17] [18] and GroEL. 19, 20 They have been shown to accurately predict the crystallographic B-factors of diverse proteins 21, 22 as well as to capture conformational changes between pairs of structures of the same protein. 23, 24 The normal modes from ENMs have also been shown to capture structural variations extracted from multiple experimental structures of the same protein [25] [26] [27] or RNA. 28 Specifically, here we focus on ENMs that provide the changes in the geometry, the Anisotropic Network Models (ANM). 29 A subject of some importance has been how to improve
ENMs by accounting for either more specific details of protein geometry or the chemical nature of amino acids. 30 , 31 Hamacher and McCammon have shown that an extended ANM (eANM) 32 with spring constants based on the values of the Miyazawa-Jernigan (MJ) potential amino acid interaction energies 33 to account for the amino acid specificity of fluctuations performs better in reproducing crystallographic B-factors. We have also shown that the ANM can be significantly improved by weighting the spring constants between residues by the inverse powers of the distance of separation between them, 34 a model referred to as the parameter-free ANM (pfANM) (pf means that there is no cutoff parameter as in the traditional ANM). Other ways of adjusting the springs in ENMs are to use information from the variance-covariance matrix of position coordinates 35 or the mean square distance fluctuations 36 between residues from MD trajectory ensembles of the protein. We and others have also shown that using spring constants based on the variance of internal distance changes between residues also provides significant gains in the ability to reproduce experimentally observed conformational changes. 37, 38 In this work, we also introduce a modified version of Hamacher and McCammon's extended ANM (called ccANM) in which the spring constants between residues are based on the relative entropies of amino acid pairs rather than the relative energies of the pairs. This is based on our recent work, where we extracted a scale of relative entropies between amino acid pairs 39 based on the frequencies of contact changes between amino acid types during conformational changes within a dataset of proteins. This entropy measure yields significant gains in identifying native structures among decoy sets. Since these entropies measure the tendency for amino acid contacts to change, we hypothesize that information on relative entropies of the amino acid pairs might be more useful than their relative energies for differentiating among springs representing the interactions. (Table S1) were collected in our previous work, 40 which we are utilizing here.
We refer the reader to this previous work for the list of structures in each ensemble set. These structures were obtained by a clustering of the Protein Data Bank (PDB) 41 at the 95% sequence identity level. "Only the monomeric structures are retained. The structures in each cluster were aligned using the multiple structure alignment program MUSTANG, 42 and the corresponding structure-based sequence alignment was used as a guide to remove any residues and/or structures that introduced significant gaps in the middle of the alignment (relatively few such cases). The final set of aligned structures from our previous work has been used for the experimental protein ensembles. For construction of ANMs, the structure with the lowest average root mean square deviation (RMSD) from all other structures is chosen as the representative structure for each ensemble (see Table S1 for the list of these representative structures). Since the set of proteins in each cluster have a high sequence identity (≥ 95%), we choose a protein randomly from each cluster and search for its homologs. We set a threshold on the sequence identity of 35% for this selection. For clusters with multiple available homologs, we only choose the one with the highest sequence identity. We then download the C α atom trajectories for the selected homologs for each cluster from the MoDEL database. A list of the proteins whose trajectories were used is given in Table S2 .
In order to obtain a common reference frame, we transform the coordinates of the MD trajectories from their native frame to the frame of their experimental homologs. We do this by superimposing the first frame from each MD trajectory onto the representative structure from the corresponding experimental ensemble set; and then superimposing all the other frames onto the first frame. In order to identify a common subset of residues between the experimental and MD datasets, we then align the sequence of each MD homolog to the profile alignment of its respective experimental set (with ClustalOmega) 44 and retain only the subset of residues from the PDB structure in common with the MD homolog and the experimental ensemble. For generating ANMs, the starting PDB structure of each MD dataset is used as the representative of the ensemble (see Table S2 ). Coarse-grained elastic network models. Next, we describe the various coarse-grained beadspring models that we have used in our comparisons. Collectively these are all termed elastic network models (ENMs).
Principal

Anisotropic Network Model (ANM).
The ANM 29 is an elastic-network (bead-spring) model in which the C α atoms of each residue in the protein are represented as beads and all interactions between residues are modeled as harmonic springs. Interactions between beads are usually restricted to physically close residues within a fixed distance cutoff . There are two parameters in ANM: the distance cutoff and the spring constant between every pair of residues and . Throughout this study, the value of has been set to 13 Å. In a classical ANM, all springs are assigned uniform values. In other words, for a protein with residues,
All the springs are assumed to be in equilibrium in the starting structure and the potential energy of the system is computed as 
The theoretical B-factors from the ANM can be conveniently calculated from the mean square fluctuations as
In addition to the classical ANM, we also explore some different variants of the ANM.
The basic idea of each of the modified ANMs is the same, with the only change being that the spring constants are modified somehow.
Parameter-free ANM (pfANM).
In the pfANM 34 , one of the parameters, the is eliminated by allowing all residues to be connected, but instead of uniform springs the spring constants are taken to be proportional to a given inverse power of the distance between them as in Eq. 7.
Previously we found that = 6 gave the best representation of the collective motions; whereas = 2 best fit the experimental B-factors.
Extended ANM (eANM). We use a simplified version of a modified ANM introduced by
Hamacher and McCammon 32 in which the spring constants between a pair of non-adjacent contacting residues (as identified by ) is weighted by the absolute value of the MiyazawaJernigan (MJ) potential 33 energy � � between them. The spring stiffness between adjacent residues is set to a much larger value, = 82 RT/Å 2 in accordance with the values found for peptide bonds. That is,
Contact-change based ANM (ccANM). This is a model similar to the eANM; except that the springs between non-adjacent contacting residues falling within the cutoff distance are weighted by the inverse of the contact-change based entropies 39 between the amino acid pair.
That is,
Distance change based ANM (dcANM). This model captures internal distance-changes as observed within an ensemble of structures. For this variant of the ANM, the spring constants between each pair of residues is taken as the inverse of the variance of internal distances ( 2 ) between the residue pair over the set of structures (these spring constant values were further normalized such that they range between 0 and 1). In other words, 
RESULTS AND DISCUSSION
Comparison of ENM modes with the motions present within experimental structure ensembles. We have previously shown for HIV-1 protease that the modes of motion from the classical ANM of a single structure correspond closely to the motions extracted from a set of experimental structures. 25 Several other studies have also demonstrated the power of ANMs in capturing the structural variations within experimental ensembles for a variety of proteins.
26,27
Here, we compare the motions predicted by the classical ANM and four other variants of ENMs with the motions present in experimental structure ensembles for a much larger dataset of 50 different proteins 40 (see Table S1 ).
In addition to the classical ANM, we use the four other types of modified ENMs (refer to
Methods above for more details): (1) pfANM 34 with the spring constants between every residue pair weighted by the inverse of the sixth power of the distance between them; (2) eANM, 32 where the spring constants are weighted by the absolute values of the MJ potential energies between amino acid pair; (3) ccANM, in which the spring constants are weighted by the inverse of the contact-change based entropy value for each amino acid pair (based on our previous work); 39 and (4) dcANM 37 with the spring constant between every pair of residues weighted by the inverse of the variance of the internal distances between them (over all the structures in the experimental ensemble). The performance of each ANM is evaluated for the ten different metrics described in Methods.
We compute the motions for the ENMs of the representative structure from each protein ensemble (identified as the structure having the lowest RMSD from all other structures). Table 1 shows the average values (over the 50 proteins) of the 10 metrics for each type of ENM investigated. As expected, the dcANM naturally outperforms all of the other kinds of ANM in almost all the metrics. This is because the springs of the dcANM have been chosen directly from the internal distance changes between every pair of residues within the dataset for each protein; and hence it is naturally able to better reproduce the structural variations present in the dataset since it is built directly on the data being compared. The performance assessment of the other ENMs against one another is more relevant to understanding the behavior of the ENMs. Based on the number of metrics for which the ENM is best, the ranking of the models is as follows:
pfANM > ccANM > ANM > eANM. It is clear from Table 1 that the pfANM outperforms the other types of ENMs. Also, the ccANM performs essentially at the same level as the ANM on all 10 metrics. Values for each metric (as defined in Methods) are averaged over the 50 proteins. Values for the best performing model for each metric are shown in bold. Standard deviations are given as ± values *dcANM is trained using the variances of the internal distance changes between residues in each experimental ensemble, and results are shown in italics.
Comparison with protein motions from MD and experimental datasets. Often only one structure of a protein or its close homolog is available. In such cases, a conformational sampling of the protein is often obtained using various computational techniques such as MD or Monte Carlo simulations. Once the simulation is run, the set of resulting structures are aligned to the starting structure and the 'essential motions' 5 extracted from the trajectory using PCA as described in the Methods section.
We performed a sequence-based search on the MODEL database 43 , an online repository of MD simulations for available MD trajectories of the proteins or their homologs present in the dataset of 50 proteins. We identify 17 proteins for which MD simulation data were available for the protein or a substantial part of it (Table S2) . We then compare how well the motions sampled by MD simulations for the set of 17 proteins compare against the variations present in sets of experimental structures of the same protein. Table 2 shows this comparison of the PCs extracted from the experimental dataset vs MD dataset for the 17 proteins. (Table   S3 ). The fact that the ENMs reproduce the experimental ensemble better is noteworthy.
In order to further demonstrate that the motions sampled by MD and the experimental ensembles are often different, we provide two examples of dynamical cross-correlations (DCCMs) 45 of the residues from experimental and MD datasets for two different proteins in the dataset, lysozyme C ( Figure 1A and B) and human leukocyte antigen (HLA) class II histocompatibility antigen alpha chain (HLA-DRA) ( Figure 1C and D) . These were chosen to demonstrate outliers in terms of being most similar and most different. In the case of lysozyme C, the two DCCMs are similar but with intricate differences, whereas in the case of the HLA-DRA, there is major differences between the correlations shown.
A closer inspection of the plots for HLA-DRA reveals that in the MD dataset, there are stronger correlations among the residues within each of its two domains (α1 and α2), particularly for α2, suggesting that the domains move almost as if they were rigid bodies. On the other hand, within the experimental ensemble, the higher correlations mostly correspond to residues within the same secondary structure, which can be easily identified from the plots. In other words, higher variabilities are observed in the relative orientations of the secondary structures within each domain. Previous studies have also shown that the DCCMs of the same protein from distinct simulations over different time-scales in MD simulations can be different. 46 Our results further support these observations in addition to suggesting that the dynamical cross correlations observed in MD often do not correspond to those observed in a set of experimental structures.
S Since the lengths of the MD simulations differ, one possible reason for the low level of agreement between motions from experiments and the simulations is a short simulation time. In order to ascertain whether this is the case, we divide the dataset into two sets: short (< 80ns) and long (≥ 80 ns) simulations (see Table S4 ). We then perform hypothesis testing to see whether the average values for each of the ten metrics for the short simulations are worse than those for the long simulations. Our analysis suggests that the observed differences are not significant (the pvalues for all metrics are > 0.4), at least for the current dataset (Table S4 ). More detailed studies on larger datasets would be needed to reach a more certain conclusion. proteins. Table 3 shows the average values for each of the ten performance metrics for the different types of ENMs.
Comparison of ENM modes
Again, as expected the dcANM performs the best in all metrics reflecting the fact that it was trained on the dataset itself. The other different ENMs rank in the following order for the ten performance metrics: pfANM > ccANM > ANM > eANM. And, this is the same order as seen in Table 1 . It can be seen that the pfANM systematically outperforms the other types of ANM in reproducing the protein motions in the MD dataset, even though by a small margin. Taken together with the results from the performance on the experimental dataset, this seems to suggest that the overall intrinsic dynamics of the protein is dictated primarily by its geometry, i.e., the distances of separation between all pairs of different residues. The specific amino acid interactions of course allow the protein perform its specific functions; and will account for the differences in behaviors of various mutants of the protein; however, they do not much affect its global motions. Values for each metric (as defined in Methods) are averaged over the 17 proteins. Values for the best performing model are shown in bold and the next best in italics. *dcANM is trained using the variances of the internal distance changes between residues in each MD ensemble, and results are shown in italics.
A comparison between the results in Table 1 and Table 3 shows a remarkable similarity in the abilities of the various ENMs to reproduce the motions in the ensembles of both the experimental sets of structures and the MD ensembles.
Performance of ENMs in reproducing crystallographic B-factors. In addition to being able to reproduce intrinsic protein motions, another strength of the ENMs is in their being able to reproduce crystallographic temperature factors of the residues in the protein.
Here we generate different types of ENMs using the representative structure for each of the 17 proteins with MD trajectory data and compute B-factors from the models (see Methods). The dcANM models are generated by adjusting the spring constants using the internal distance changes present in the experimental and MD ensembles as described before. We then compute the Pearson's correlations between the predicted B-factors and the crystallographic B-factors of the representative structure in the experimental ensemble (Table 4) . *dcANM is trained using internal distance changes between residues in the MD dataset; # dcANM is trained using internal distance changes between residues in the experimental dataset; Correlation values are with the crystallographic B-factors of the experimental representative structure.
As can be seen in Table 4 , the pfANM gives the highest correlation with crystallographic B-factors. The dcANM model based on the MD dataset gives only a slightly better correlation with B-factors than the pfANM and is probably not a significant difference. Our results also confirm the observation by Hamacher and McCammon 32 that the eANM provides slight gains over the ANM in its being able to predict crystallographic B-factors (at least for the cases in the MD dataset). However, the values in Table 4 are all very similar. Interestingly, the eANM is slightly worse than the classical ANM or the ccANM at predicting motions present in the experimental ensembles as seen above (Tables 1 and 3 ). On the other hand, it is slightly better than the ccANM at reproducing crystallographic B-factors. This is in close agreement with observations by Fuglebakk and others 47 that a higher correlation with B-factors usually comes at the expense of the ability to predict collective protein motions.
CONCLUSIONS
In this study, we have systematically compared the motions extracted from experimental structure ensembles of 50 different proteins with the motions predicted using several different variants of ENMs. In addition to the classic ANM, we study several modified ANMs which account more specifically for the geometry of the protein (pfANM and dcANM) or for the amino acid specificity of the residues, either in energy (eANM) or in entropy (ccANM). The ccANM is a new model introduced in this paper, which accounts for the relative entropies of amino acid pairs; which were derived from the relative frequencies of contact changes within a set of experimental protein conformational changes. Our results show that pfANMs (taking into account all distances between residues in a protein structure) are best in capturing the structural variations present within an experimental ensemble of the same protein. The ccANMs do perform better than eANMs and the classic ANMs suggesting that the pair-wise entropies are important for conformational changes. The main conclusion is that the distances of separation between residues (i.e. the geometry in pfANM) plays a larger role than the chemical nature of the interactions (as in eANM or ccANM) for the overall intrinsic dynamics of proteins. Interestingly this is consistent with the strong dependence on geometry (shape) for the slowest motions, 48, 49 supporting the overall viewpoint implicit in the elastic network models that geometry alone is important for the important protein dynamics.
In addition, we also have collected large scale molecular dynamics simulation data available for 17 proteins in the dataset and compared their structural changes with the structural variations present in the experimental set and those predicted by different types of ANM. The correspondences observed between the MD and experimental datasets is relatively poor when compared to the ANMs, highlighting some of the possible sampling problems in MD datasets, such as the force-field used, and simulation times. We also observe that training ANMs based on internal distance changes between residues observed in an MD simulation (dcANM) does not necessarily improve the correspondence with experimental motions, at least for the dataset of 17
proteins investigated in this study.
We find that some ANMs, specifically the pfANM or ccANM give better agreement with experimental motions extracted from experimental or MD ensembles. On the other hand, they provide only relatively small improvements in terms of the correlation with experimental Bfactors, in agreement with previous studies. However, as observed by others 47 , we also find that agreement with B-factors and the ability to reproduce collective motions do not necessarily go together.
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