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Abstract
Wireless mesh networks are primarily used to provide In-
ternet access by sharing the Internet connections of a limited
number of gateways. If traffic is routed in the mesh without
considering load distributions, unevenly network congestion
may arise, or some gateways may rapidly get overloaded be-
cause are selected by too many mesh nodes. This results into
a significant reduction of overall network capacity. To ad-
dress this issue, in this paper we firstly develop a queuing
network model that accurately predicts the residual capacity
of paths in heterogeneous mesh networks, and precisely iden-
tify network bottlenecks. By taking advantage of this model,
we design a novel Load-Aware Route Selection algorithm,
named LARS, which improves the network capacity. This ob-
jective is obtained by allowing each mesh node to distribute
the traffic load among multiple gateways in order to ensure
evenly utilization of Internet connections. Simulation results
show that LARS significantly outperforms shortest path rout-
ing using contention-aware link costs, providing up to 210%
throughput improvement in some network scenarios.
1. Introduction
802.11-based wireless mesh networks are emerging as a key
technology to provide cost-effective ubiquitous access to the
Internet [11]. Normally, in mesh networks only a subset of
routers, referred to as gateways, has a high-speed Internet
connection, while Internet access is shared among all the
other mesh nodes by exploiting the ad hoc routing capabili-
ties of the mesh routers [2,4]. However, this vision is rapidly
changing. Real-world mesh networks have been recently
deployed, which are used to share a potentially large num-
ber of low-speed Internet connections (i.e., DSL fixed lines)
available at the customers’ premises. Examples of such net-
works are Meraki-based deployments in urban areas [14],
or the Ozone’s network in Paris, which is composed of 400
mesh routers, most of them using standard DSL links as In-
ternet backhaul, while only ten gateways are provided with
an ISP-owned fiber link [15]. In a broader sense, wireless
mesh networks are evolving into a converged infrastructure
used to share the Internet connectivity of sparsely deployed
fixed lines with heterogeneous capacity, ranging from ISP-
owned broadband links to subscriber-owned low-speed con-
nections [16].
Being mesh networks primarily used for Internet access,
both traffic routing and Internet gateway selection play a cru-
cial role in determining the overall network performance,
and in ensuring the optimal utilization of the mesh infras-
tructure [13,19]. For instance, if too many mesh nodes select
the same gateway as egress point to the Internet, congestion
may increase excessively on the wireless channel, or the In-
ternet connection of the gateway can get overloaded. This is
especially important in the heterogeneous mesh networks we
consider in this work, because low-speed Internet gateways
may easily become a bottleneck, limiting the achievable ca-
pacity of the entire network. In addition a load-unaware gate-
way selection can lead to an unbalanced utilization of the
gateways, and, eventually, to the underutilization of network
resources.
Routing protocols in wireless mesh networks have been
extensively studied in last years, but primarily focusing on
the design of more efficient routing metrics to be used with
shortest path forwarding strategies. One of the first examples
of such routing metrics is ETX [6], which exploits per-link
frame loss rates to find paths with high throughput. Starting
from the ETX concept, many variants have been proposed
to capture, for instance, the effect of diverse transmission
rates [3, 7], or intra-flow and inter-flow interference [9, 18].
Although these metrics have been demonstrated to work very
well in mesh networks, and to provide significantly higher
throughput performance than simple hop count, they are
completely unaware of the available resources at the gate-
ways. On the contrary, significant performance improve-
ments might be obtained by considering residual capacity of
gateways’ Internet connections, as well as load distributions,
when routing traffic flows. An attempt to explore the bene-
fits of introducing load-dependent information in the routing
protocols has been conducted in [1] by exploiting a simple
heuristic to determine the residual capacity of a node. How-
ever, there is a complex interdependence between the way
traffic flows are routed in the network and the utilization of
network resources, which makes very difficult to precisely
estimate the remaining capacity of a path, or a gateway.
To address this problem, in this paper we make the fol-
lowing two main contributions. First of all, we develop
a queuing-based model of a heterogeneous mesh network,
which incorporates the interdependencies between random
access MAC protocol, traffic routing and load distribution.
This model is used to estimate the network capacity, and
to identify network bottlenecks, due to either congestion on
the wireless channels or overloading of Internet fixed lines.
Simulation results are shown to validate the accuracy of this
model using shortest path routing algorithms. Then, we pro-
pose a novel Load-Aware Route Selection algorithm, named
LARS, which integrates traffic routing with gateway selec-
tion. The goal of LARS is to improve network capacity, and
to avoid underutilization of gateways’ resources. The idea
behind the design of the LARS algorithm is to allow each
mesh node to distribute the traffic load among multiple gate-
ways to ensure evenly utilization of Internet connections. To
this end, mesh nodes select the routes towards the gateways
taking into account the residual capacity of the paths, and
the utilization of the gateways’ fixed lines. We exploit the
proposed queuing model to accurately predict the residual
capacity of each path, and to discard paths or gateways that
cannot accept additional demands. Simulations performed
in network settings with different numbers of gateways show
that the proposed route selection algorithm significantly out-
performs shortest path routing using contention-aware link
costs [9], providing up to 210% throughput improvement in
some network scenarios.
The remaining of this paper is organized as follows. Sec-
tion 2 introduces the systemmodel and develops the capacity
analysis for a multi-hop heterogeneous mesh network. Sec-
tion 3 describes the LARS algorithm. In Section 4 we vali-
date the analysis and present a simulation-based comparison
of LARS against shortest path routing algorithms. Finally,
conclusions and future extensions are discussed in Section 5.
2. Analysis of Mesh Network Capacity
In this section we describe a queuing model for a heteroge-
neous mesh network using a random access MAC protocol.
The aim of this analytical model is to estimate the network
capacity, and the end-to-end delays.
2.1. The network model
As discussed in Section 1, we consider an heterogeneous
mesh network consisting of three classes of nodes: mesh
routers, provider gateways and residential gateways. Each
class of nodes supports different communication services,
and uses wireless and/or wired communications technolo-
gies. Regarding the wireless technology, we assume that
the transmission range is constant and equal to rtx. Let di,j
be the euclidean distance between two nodes i and j, both
equipped with a wireless interface. Then, nodes i and j are
considered neighbors if di,j ≤ rtx. To model the wireless
interference we use the classical Protocol Model [10]. Ac-
cording to this model, a wireless transmission from node i to
node j is successful only if node i and node j are neighbors,
and dk,j > (1+∆) · rtx for any other node k that transmits
simultaneously with node i. The constant ∆>0 is a param-
eter taking into account the interference level. Generally, ∆
is assumed equal to one, which means that the interference
range is twice the transmission range.
Regarding the traffic model, we assume that the mesh net-
work is primarily used to provide Internet access to mesh
clients. For the sake of simplicity, we focus on uplink traffic,
i.e., traffic generated by the mesh clients for hosts/servers in
the Internet. This is, for example, the case of a mesh used
for video-surveillance. Nevertheless our methodology can
be generalized to a traffic model that also includes down-
link traffic, but this extension is not discussed in this paper
for space reason. The chosen scenario implies that the des-
tination of a packet generated by a mesh client can be any
Internet gateway available in the mesh network. Each mesh
node receives packets from the mesh clients associated to
it. We assume that the inter-arrival time of the external traf-
fic arriving at mesh node i is exponentially distributed with
parameter 1/λe,i, which implies that the packet generation
process is a Poisson process. However, as we will explain
in Section 2.2, the analysis is possible for any traffic model
of the arrival of external packets based on a renewal pro-
cess. As previously noticed, all the packets are destined to
the Internet, and the mesh nodes forward them according to a
common routing strategy. We model the forwarding process
of this uplink traffic using the forwarding matrix P={pi,j},
where pi,j is the probability that a packet received by node
i is forwarded to node j. In this work we analyze routing
strategies that lead to state-independent forwarding matrices
(i.e., with constant forwarding probabilities). The analysis
of state-dependent routing strategies will be the subject of
future work.
To model the mesh network as a queuing network it is
necessary to characterize each mesh node with a correspon-
dent queuing system, which should capture the most impor-
tant aspects of the queuing and forwarding processes. Since
we consider mesh networks composed of three types of mesh
nodes, we have introduced three different classes of stations
in our equivalent queuing network, which are shown in Fig-
ure 1. First of all, let us assume that in the mesh network
there are nO mesh routers, nP provider gateways, and nR
residential gateways, being n=nO+nP+nR the total number
of nodes in the mesh network. Each mesh router will receive
user-generated traffic with an average rate λe,i, and packets
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from the other stations of the queuing network with an aver-
age rate λfwd,i. Hence, the resulting effective arrival rate λi
at station i is equal to λfwd,i+λe,i. Since the mesh routers
are not connected to the Internet, they behave as pure relay
stations forwarding the packets they received to their neigh-
bors according to the pre-computed forwarding probabilities.
We assume that the transmission rate of each mesh router is
equal to WO bps, and the packet size is constant and equal
to L bits. However, the time needed by station i to serve
the packet is generally greater that the packet transmission
time (L/WO), and depends of the number of its interfering
neighbors. In Section 2.2.1 we present a stochastic model to
determine the mean and second moment of the service times
when the stations in the queuing network use a random ac-
cess MAC protocol to coordinate their transmissions. The
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Figure 1. Representation of the nodes of the
mesh network as equivalent stations in the
queuing network.
queuing representation of the provider gateway is shown in
Figure 1(b). The primary difference between mesh routers
and provider gateways is that the latter are connected to the
Internet with a fixed access line of bandwidthWP bps, with
WP >>WO. Note that the Internet access line is a point-to-
point connection. As a consequence, the time taken by the
provider gateway to serve the packet is constant and equal to
L/WP seconds. Moreover, being the final destination of the
packet, the gateway absorbs the packet, which departs from
the queuing network.
Although residential gateways, as provider gateways,
have the primary purpose of providing Internet access, their
queuing representation is different and more complicated.
Specifically, let us denote with WR the bandwidth, in bits
per second, of the fixed access between the residential gate-
way and the Internet. In this case, the Internet access line of
the residential gateway may rapidly become a bottleneck as
the traffic received on the wireless interface builds up, limit-
ing the achievable capacity of the whole mesh network. To
make this limitation less severe, the residential gateway may
take advantage of the available wireless bandwidth to behave
as a relay node, and further forwarding the traffic to one of
its neighbors, which may be less congested, or closer to a
provider gateway. This can be formally represented by as-
suming that when a residential gateway i receives a packet,
it decides to absorb the packet with probability γi, or to for-
ward the packet to one of its neighbors with probability 1−γi.
The design of the γi function is influenced by the routing and
resource allocation strategies implemented in the mesh net-
work. This implies that the queuing system representing a
residential gateway, which is shown in Figure 1(c), consists
of two queues, one modeling the wireless transmissions to
other mesh nodes, and the other modeling the Internet ac-
cess.
Owing to the above reasoning, we model a mesh network
of n nodes as a G/G/1 queuing network of n stations with
n+nR different queues, in total. The connection between
these queues is determined by the forwarding matrix. Fi-
nally, we assume that each queue in the network has infinite
size, and the packets are served according to a FCFS disci-
pline.
2.2. Diffusion approximations of an open
queuing network
Given a mesh network topology, we can easily determine the
equivalent queuing network by using the queuing represen-
tation of mesh routers and gateways, as derived in previous
section. However, it is intuitive to note that, even assuming
a Poisson model for the external packet generation process
at each station of the queuing network, both service times
and overall packet inter-arrival times are generally not ex-
ponentially distributed. Unfortunately, the problem of de-
riving closed-form expressions for the state probabilities of
a G/G/1 queuing network is generally mathematically in-
tractable. Nevertheless, using the diffusion approximation
as proposed in [12], we can obtain an approximate solution
for the joint distribution of queue lengths. For the sake of
clarity, in the following we review the main results of this
method.
The underlying assumptions of the diffusion approxima-
tion method are the following. First of all, the external ar-
rival process is a renewal process with mean inter-arrival
time 1/λe and coefficient of variation cE . Secondly, the
service times at queue i have an arbitrary distribution with
known mean 1/µi and coefficient of variation cBi . Finally,
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all queues in the network are single server with FCFS ser-
vice strategy. By applying classical reasoning on the statisti-
cal equilibrium between the rate of departures from a queue
and the rate of arrivals, the effective arrival rate of packets at
queue i can be computed as
λi = λe · pe,i +
m∑
j=1
pj,i · λj , (1)
where pe,i is the probability that an external packet first en-
ters the network at queue i (i.e., λe,i = pe,i ·λe), and m the
number of queues in the network. By definition, the relative
arrival rate at queue i, hereafter denoted with visit ratio ei, is
equal to λi/λe, and it represents the average number of times
a packet is forwarded by the station i. Finally, the utilization
factor ρi for queue i is simply λi/µi.
According to [12] the approximated joint distribution of
queue lengths have a product-form solution with marginal
probabilities
pˆii(k) =
{
1− ρi k = 0
ρi(1− ρˆi)ρˆk−1i k > 0
, (2)
where ρˆi is a correction factor for the queue utilization com-
puted as follow
ρˆi = exp
(
2(1− ρi)
c2Bi + ρi · c2Ai
)
. (3)
In Equation (3), the parameter cAi denotes the coefficient
of variation of the inter-arrival times at node i. This term
depends on the complex interplay between the service pro-
cesses of other stations in the queuing network. In [12] the
square cAi value is approximated using the following expres-
sion
c2Ai = 1 +
m∑
j=0
(c2Bi − 1) · p2j,i
ej
ei
, (4)
where we set c2B0 = c
2
E .
It is straightforward to observe that in order to apply the
diffusion approximation method, it is necessary to determine
the expressions of the µi and cBi parameters for the proposed
queuing model. Then, from the knowledge of the queue dis-
tributions it will be possible to mathematically analyze the
network performance, such as the end-to-end delay or the
network capacity.
2.2.1 Analysis of service times
The service time of the wireless queues is one of the most
important random variables to characterize in our model.
The average service time, along with the average inter arrival
rate, allows to compute the stability of a queue; while its first
and second moment are required by the diffusion method to
derive the end-to-end delay. In this section we describe how
to obtain the distribution of the service time for a wireless
queue. For the sake of notation brevity, we introduce three
sets of integers as follows:
IO = {1, . . . , nO}
IP = {nO + 1, . . . , nO + nP }
IR = {nO + nP + 1, . . . , n} .
Then, in the following development we assume that the sta-
tion i in the queuing network has the structure shown in Fig-
ure 1(a) for i ∈ IO, the structure shown in Figure 1(b) for
i ∈ IP , and the structure shown in Figure 1(c) for i ∈ IR.
This permits to easily associate the µi parameter to the ser-
vice time of a corresponding node in the mesh network.
As discussed in Section 2.1, the queues modeling In-
ternet access lines are characterized by a constant service
time, which depends only on the packet size and the fixed
channel bandwidth. Consequently, it is easy to derive that
µi = WP /L for i ∈ IP , while µi+nR = WR/L for i ∈ IR
(see Figure 1(c)), and the corresponding coefficients of vari-
ation are equal to zero. On the contrary, the derivation of
the service time distributions for the wireless buffers is more
involved because it is necessary to take into account the colli-
sion avoidance mechanisms of the random access MAC pro-
tocol used to coordinate the packet transmissions. In our
analysis we assume that the propagation delay is null, so
that each station can have an instantaneous knowledge of the
wireless channel status.
Based on the interference model introduced in Sec-
tion 2.1, when a station has a packet to transmit on the wire-
less channel it is allowed to transmit only if none of the in-
terfering neighbors of the stations are transmitting simulta-
neously (i.e., the channel is sensed idle), and its transmis-
sion will not interfere with nearby receivers. It is important
to note that the number of active interfering stations is not
constant, but it depends on the queues’ utilization. To sim-
plify the analysis, we assume that a station does not back off
before transmitting, but it transmits as soon as there are not
interfering or hidden stations, and the MAC protocol grants
it with the permission to transmit. Note that the focus of
our analysis is to model the effect of exposed and hidden
station problems, which prevent station from sending pack-
ets to other nodes due to neighboring transmitters and re-
ceivers, rather than exactly modeling all the features of the
IEEE 802.11 MAC protocol. Indeed, in multi-hop environ-
ments the channel access coordination problems due to inter-
ference can be the predominant source of the channel access
inefficiency.
To derive the service time distribution we consider a
tagged wireless queue i (with i ∈ IO∪IR), and analyze the
events occurring during the timeXi needed to serve a packet
(i.e., the time needed to successfully transmit the packet at
the head of the transmission buffer), as shown in Figure 2.
Due to the contention process, station i may wait for Zi
transmissions from other interfering stations before being
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Figure 2. Evolution of service time process
Xi between two consecutive successful trans-
mission of station i.
able to transmit its packet. Hence, the Xi period can be ex-
pressed as
Xi =
L
WO
(1 + Zi) . (5)
To compute theXi distribution we assume that, at the end of
each transmission of any interfering node, station i transmits
with a fixed and constant probability qi, which takes into ac-
count that the MAC protocol randomly assigns a permission
to transmit to one of the contending stations. With this as-
sumption we have that Pr{Zi = k}=(1− qi)kqi. Note that
E[Xi]=1/µi and c2Bi =(E[X
2
i ]−E[Xi]2)·µ2i . Owing to the
geometric assumption for the distribution of the Zi process,
it holds that
E[Xi] =
1
µi
=
L
WO
· 1
qi
, (6a)
c2Bi = (1− qi) . (6b)
To ease the derivation of the qi expression we introduce the
qi,j parameter, defined as the probability that, at the end of a
transmission of an interfering neighbor, station i transmits a
packet, given that this packet is for its neighbor j. Using the
forwarding matrix, and applying the law of total probability,
we can write
qi =
∑
j∈Ni
pi,j · qi,j , (7)
whereNi is the set of neighboring wireless queues for station
i. Formally, Ni={j : di,j≤rtx , j∈IO∪IP ∪IR}.
Now, to complete the analysis of the service distribution
for the wireless queues we have to derive expressions for the
qi,j probability, that is, the probability for node i to send a
packet to node j, given that it has such a packet ready to be
transmitted.
To ease the explanations in the following we refer to Fig-
ure 3 to represent the interference areas for a transmission
from station i to station j. According to the Protocol Model
a station i can transmit a packet to its neighboring station
j only if none of the interfering neighbors of station j are
transmitting simultaneously, and its transmission will not in-
terfere with nearby receivers. Formally, let us denote with
Bi,j the event that none of the wireless nodes k, such that
dj,k ≤ (1+∆)rtx, is transmitting, and let us denote with
Ai,j the event that none of the wireless nodes h, such that
! 
j
! 
i
! 
di, j
! 
k
! 
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E j
! 
h
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Figure 3. Representation of interference areas
for a transmission from station i to station j.
di,h≤(1+∆)rtx, is receiving. Then, we can write:
qi,j = Pr{Ai,j , Bi,j} = Pr{Ai,j |Bi,j} · Pr{Bi,j} (8)
= αi,j · βi,j .
First of all, let us analyze the βi,j probability. To determine
this term, we introduce the probability ψk that, in equilib-
rium, a station k is in transmitting state. Under the assump-
tion that the queues are independent, it holds that
βi,j =
∏
k∈Ej
(1− ψk) , (9)
where Ej is the set of interfering wireless queues for station
j (formally, Ej = {k : dk,j ≤ (1+∆)rtx , k∈ IO∪IR}). To
compute the probability ψk let us consider that it is the long-
term fraction of time spent by station k forwarding packets to
its neighbors. By observing that Λ=WO/L is the maximum
feasible service rate for the wireless queues, it is intuitive to
write that in equilibrium conditions it holds that
ψk =
λk
Λ
. (10)
The derivation of αi,j probability is similar to the one of βi,j ,
in (9). More precisely, we have to compute the probability
that the stations in Ei are not in receiving state. To this end
we introduce the probability φh that, in equilibrium, a station
h is in receiving state. In a similar way to (10) we can obtain:
φh =
λh − λe,h
Λ
. (11)
However, the αi,j term is the probability of the event Ai,j
conditioned to the event Bi,j . The conditioning on Bi,j im-
plies that some of the potential transmitters for node h may
be already known not to be in transmitting state. Hence,
we should introduce a correction factor for φh, say ηh,j to
take into account that not all the neighbors of station h are
allowed to transmit. Different approximations for the ηh,j
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value would be possible. For the sake of simplicity, we com-
pute ηh,j as the fraction of wireless queues that are neighbors
of station h, but that are not interfering nodes for station j.
More precisely, let dh the cardinality of Nh (i.e., dh is the
degree of node h). Then, let us denote with Fh,j the set of
potential transmitters for node h that are not in Ej . Formally,
Fh,j = {m : pm,h > 0, m /∈ Ej}. Now, let ωh,j be the car-
dinality of Fh,j . By definition, we have that ηh,j=ωh,j/dh.
Finally, under the assumption that the queues are indepen-
dent, it holds that
αi,j =
∏
h∈Ei
(1− φh · ηh,j) . (12)
To summarize, given the mesh network topology, and the of-
fered load per station (i.e., λe, pe,i, and γi) we determine
the effective arrival rates by solving the linear system de-
fined in (1). From the λi values we can compute the φi and
ψi parameters, and with the help of (7) the qi probabilities.
This allows us to derive the service time distributions at each
wireless queue and, consequently, the queue state distribu-
tions.
2.2.2 End-to-end delay
In this section we briefly describe a further application of
our analytical model, that is its ability to predict the end-to-
end delay of each single flow in the network. This allows to
impose an end-to-end delay upper bound when computing
the capacity of a network. Due to paper space constrains we
don’t go into details and don’t report any result about this
potential application. Further details about the delay analysis
can be found in [20] where the authors adopted a similar
approach.
From the queue state distributions pˆii(k) provided in (2)
it is straightforward to derive the mean number of packets at
station i, denoted byKi, as
Ki =
ρi
(1− ρˆi) . (13)
Now the total time spent by the packet at station i, say T i
or response time, is computed using the Little’s Law, as
T i = Ki/λi. In addition to compute the response time of
each individual station, it is also important to determine the
average end-to-end packet delay, denoted by Di. This delay
is defined as the time taken by a packet to reach the Internet
(i.e., to be absorbed) after it is generated at station i. It is
intuitive to observe that the end-to-end delay of packets gen-
erated at station i will depend on the response time of all the
queues that packet will traverse on its path from station i to
the Internet. The route followed by each packet can be de-
termined directly from the forwarding matrix. The following
Lemma provides an explicit expression for theDi value.
Lemma 1 Given the forwarding matrix P = {pi,j}, the av-
erage end-to-end delay for packets generated at station i is
given by
Di = T i +
∑
j∈Ni
pi,j ·Dj . (14)
Proof: A packet generated at station i spends in the queuing
system an average time T i. Hence, the T i value is a fixed
contribution to Di. After being served, the packet will be
forwarded to neighbor j with probability pi,j . Under the as-
sumption that queues are independent, and arrivals at each
queue are not correlated, we can estimate the remaining time
needed by that packet to reach the Internet after entering
queue j as Dj . Thus, we have to sum to the initial T i term,
the pi,j ·Dj contribution for j ∈Ni, and this concludes the
proof. !
3. Route Selection for Improving Network Ca-
pacity
In this section we describe a Load-Aware Route Selection al-
gorithm, named LARS, which improves the network capac-
ity, and avoids underutilization of gateways’ resources. The
idea behind the design of the LARS algorithm is to allow
each mesh node to distribute the traffic load among multi-
ple gateways to ensure evenly utilization of Internet connec-
tions. Traditional shortest path routing algorithms enhanced
with contention-aware link costs [1, 9] are not easily appli-
cable to this problem because the link costs depend on the
routing configuration itself. On the contrary, the key fea-
ture of our algorithm is to take advantage of the queuing
model developed in Section 2 to predict if the assignment
of additional traffic to a path will generate a bottleneck in
the mesh network. If the network becomes unstable an alter-
nate path to the same gateway, or to a different gateway, can
be tried for fulfilling the flow requirements. Note that esti-
mating the residual capacity of all the possible paths towards
all the available gateways has a complexity that increases ex-
ponentially with the number of mesh routers. To reduce the
algorithm complexity, in the route selection we only explore
a subset of the paths consisting of the least-cost paths be-
tween mesh nodes and available gateways. These least-cost
routes may be computed using the hop count metric or any
other known routing metric. Hence, we assume that in par-
allel to our proposed route selection algorithm, a traditional
shortest path scheme is also running to build the set of avail-
able paths. Starting from this set, LARS decides to which
available path to assign the new traffic flow with the object
of avoiding the creation of network bottlenecks.
In general, the definition of the resource allocation prob-
lem may also change depending on the users’ fairness mod-
els we want to enforce. In [8] various fairness models and
sharing objective functions have been proposed for multi-
hop wireless backhaul networks. Specifically, in [8] it was
pointed out that it is important in backhaul networks to avoid
spatial bias, i.e., flows with a smaller number of hops to
6
reach the Internet receiving higher throughput compared to
flows that traverse a larger number of hops. In this work we
adopt this notion of fairness, and the proposed route selec-
tion strategy attempts to allocate the same share of network
resources to all the mesh nodes. For the sake of clarity, Al-
gorithm 1 illustrates the pseudo-code of the LARS scheme.
Algorithm 1: Pseudo-code of the LARS algorithm.
Input: A mapM of the mesh network topology.
Output: The forwarding matrix.
stable← true1
P ← {0}2
while stable do3
foreach s in A do4
λe,s ← λe,s +∆λ5
λe ← λe +∆λ6
foreach i in A do pe,i ← λe,iλe7
allocated← false8
Q←G s9
M′ ←M10
while (Q &= ∅ or !allocated) do11
P ′ ← P12
g ← ExtractMin(Q)13
paths,g ← ShortestPath(s, g,M′)14
foreach node k ∈ paths,g/{g} do15
if k &= s then λ′k ← λk +∆λ16
foreach neighbor r of k do17
m← Next(paths,g, k)18
ifm = r then λ′k,r ← λk,r +∆λ19
p′k,r =
λ′k,r
λk20
end21
end22
if IsStable(λe, pe,P ′) then23
foreach k ∈ A do λk = λ′k24
allocated← true25
P ← P ′26
else27
remove g’s Internet connection from28
M′
end29
end30
if Q = ∅ and !allocated then31
stable← false32
end33
end34
end35
Let A be the set of mesh nodes in the network, and M the
original network topology. Then, we denote with Gi the set
of gateways that node i can use to access the Internet. In
principle, each mesh node can use all the available Inter-
net gateways, but specific policies may be enforced to al-
low a mesh node to use only a subset of the Internet gate-
ways in the mesh. For instance, in this work we assume that
WP >>WO. This implies that a provider gateway cannot be
a bottleneck for the mesh network, and the provider gateway
cannot obtain a capacity gain by relaying its traffic to other
gateways. Consequently, Gi = i for i∈ IP . On the contrary
residential gateways can become congested when the user
traffic increases around them, and they may prefer to relay
their traffic to other less congested gateways. The most im-
portant task performed by LARS is to visit in a round robin
fashion all the mesh nodes in the set A, trying to allocate
each time a new flow, so to ensure the same amount of flow
allocation to each node s in the network. In our work, we
assume that each new uplink flow to allocate will request a
fixed and constant throughput share equal to∆λ. Note that a
flow with an arbitrary throughput demand can be seen as the
superimposition of multiple fixed-size flows.
Let s be the mesh node to which we want to assign a new
flow. First of all, we add the new flow demand to the ar-
rival rate of the external traffic at node s (line 5) and we
update accordingly the overall network load (line 6). Then,
these values are used to update the probabilities pe,i that
a packet entering the network from outside first enters the
ith node (line 7). Now, the algorithm starts searching the
best gateway for s in the set Q of potential Internet gate-
ways. More precisely, LARS searches for the gateway g that
has the least distance from the node s (line 13), and then
removes that gateway from the set Q. Note that any iso-
tonic routing metric [17] can be used to measure the path
length, and for simplicity here we adopt the hop count. Then,
the function ShortestPath(s, g,M ′) gives the set, denoted
with paths,g , of mesh nodes on the shortest path between
source s and gateway g in the tested topology M′. Note
thatM′ is the original network topologyM pruned of bot-
tlenecked links, as better explained in the following. For
each mesh node k in paths,g we update the arrival rate (from
lines 16 to 19), and we recompute the forwarding probabili-
ties to each of its neighbors (line 20). Finally, the algorithm
checks if the tentative forwarding matrix P ′ obtained after
adding this new flow from s to g generates a new bottleneck
in the mesh network. If the stability test is positive, the al-
gorithm confirms the flow allocation (line 24), and moves
on considering the next mesh node in the set A (line 25).
On the other hand, if gateway g is a bottleneck it can not
be used as an egress point to the Internet for this new flow,
and the link connecting g to the Internet is removed from the
tested network topologyM′ (line 28). If there are still avail-
able gateways in the set Q, LARS will repeat the steps from
line 13 to line 30, testing a new gateway g. If Q=∅ then all
the paths towards the gateways in Gs are bottlenecked. This
implies that no new flow can be admitted in s using the set
of path we explore in LARS. Thus, we must terminate the
flow allocation procedure. The last forwarding matrix that
ensures a stable mesh network is the final outcome of the
route selection algorithm (line 26). Note that the computed
forwarding probabilities provide the fraction of uplink traffic
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Figure 4. Illustrative network topologies. Bold
circles represent residential gateways, while
filled triangles are provider gateways.
that each node should transmit to each of its neighbors.
Concerning the implementation requirements of the
LARS scheme, it is worth pointing out that it should run on
a centralized entity. For instance, we can envision that one
of the provider gateways collects the flow demands, com-
putes the forwarding probabilities, and distributes them to
the mesh routers through routing messages (e.g., using HNA
messages provided by OLSR to distributed gateway-related
information [5]).
4. Performance Evaluation
The goal of this section is twofold. First of all we com-
pare the analytical results of our model with the outcome of
an event-based simulator to validate the assumptions made
in our analysis and the accuracy of the model. Then, we
present simulation results for the proposed route selection
algorithm, to verify its performance gains over shortest path
routing algorithms.
The simulation settings are the following. The mesh
nodes are deployed in a square area of side equal to 1Km.
In the center of this area we place one provider gateway (i.e.,
nP = 1) with a high-speed Internet connection. More pre-
cisely, we assume WP = 1 Gbps, which is reasonable for
a fiber link. Furthermore, we deploy 100 nodes on a grid
layout, where the grid points are separated by 100m. Then,
we randomly pick up nO grid points where we place mesh
routers, and in the remaining nR points (nO+nR = 100)
we place residential gateways. Therefore, diverse levels of
network heterogeneity can be simulated by varying the per-
centage of residential gateways over mesh routers. For each
setting of the nR/n ratio (with n = nO+nR), we consider
twenty random instances of network topologies. For the sake
of clarity, two illustrative network topologies are plotted in
Figure 4. The transmission rateWO of the wireless medium
is set to 50Mbps, while the bandwidthWR of the low-speed
Internet connections available at the residential gateways is
assumed equal to 5 Mbps, which is consistent with typical
uplink DSL lines. Finally, we set the transmission range
equal to 100m and the interference range is twice the trans-
mission range.
In the following graphs we report both analytical re-
sults and the outcomes of the simulations. To measure
steady-state performance we have replicated each tests sev-
eral times, and we computed both the averages and the 95%
confidence intervals of collected statistics. Note that confi-
dence intervals are very tight.
4.1. Validation of model accuracy
To validate our analysis we compare the behavior of LARS
with the one of shortest path routing algorithm. Classical
hop-count routing metric does not account for the hetero-
geneity of link capacities and the contention on the wireless
channel. Therefore, we can expect that shortest path rout-
ing working with hop count achieves sub-optimal utilization
of network resources. For these reasons, in our test we also
considered a more sophisticated routing metric that leverages
the approach followed in [9]. More precisely, in the route
computation, the link cost of a gateway Internet connection
line is equal to the inverse of fixed line bandwidth, while the
cost of a wireless link l is nl/WO, where nl is the number
of other wireless links whose transmission can interfere with
the transmissions of link l. Regarding the traffic model we
assume that each mesh node produces UDP packets of size
L = 1000 bytes with an exponentially distributed packet-
interarrival time equal to λ. In other words, we consider a
case where all the mesh nodes generate the same amount of
uplink traffic to the Internet.
Figure 5 shows a series of scatter plots comparing the net-
work capacity predicted by our model and the one measured
with the simulator, under different percentages of residen-
tial gateways in the mesh network. Twenty topologies are
investigated per each network scenario. The network capac-
ity is estimated according to formal definition provided in
Section 2.2.2, i.e., the maximum load that can be injected
in the network before saturating the first queue. For these
tests, we use the shortest path routing algorithm employing
the contention-aware routing metric. We have performed the
same tests also using hop count metric, and we obtained sim-
ilar trends, but graphs are not reported due to space limita-
tions.
From the shown results, we can observe that our queuing
model is very accurate in predicting the network capacity,
and a small error is introduced only in the network scenario
where no residential gateways are present. This also im-
plies that our model can be used to precisely identify which
gateway or mesh router in the network becomes the bottle-
neck for the overall network performance. Another impor-
tant consideration that can be derived from the results re-
ported in Figure 5, concerns the inefficiency of shortest path
routing in the considered scenarios. More precisely, adding
additional gateways in the network not necessarily improves
the network capacity. On the contrary, when the percentage
of residential gateways in the network is 5% the network ca-
pacity can be significantly lower than the one obtained in a
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Figure 5. Comparison of the model predictions with the simulation results for the shortest path routing
algorithm using contention-aware link costs.
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Figure 6. Capacity gain of LARS over shortest path routing using contention-aware link costs. The
topologies in each graph are sorted from the maximum network capacity value to the minimum one.
mesh without residential gateways. This is due to the load-
unaware behavior of the shortest path routing algorithm that
may easily lead to overuse gateways with congested or low-
speed Internet connections. Only when the percentage of
residential gateways over mesh routers is sufficiently high
(in our scenarios 20%) there is an appreciable benefit from
sharing the low-speed Internet connections. These results
motivate the need for load-aware route selection algorithms
in order to increase mesh capacity and performance.
4.2. Performance of proposed route selection
algorithm
In this section we compare the performance, in terms of ca-
pacity, of LARS and the shortest path routing protocol using,
for the latter, contention-aware link costs. For a fair compar-
ison, the capacity of the mesh network is defined as the max-
imum throughput achievable without any unstable queue in
the system, with the constrain that all of the sources associ-
ated with the mesh nodes, get the same amount of throughput
to Internet. To this end, for each of the network topologies
considered in Figure 5 we computed analytically its capacity
using the Algorithm 1, that is the theoretical predicted capac-
ity achieved by LARS. In a similar way, using the analytical
model described in Section 2, we computed the predicted
capacity of the same network topologies, using the shortest
path routing. In Figure 6 we then plot the capacity improve-
ment provided by LARS against the shortest path routing,
both of them analytically computed, for each of the consid-
ered topologies. For the sake of clarity, in the graphs we
sort the topologies from the maximum network capacity ob-
tained by the shortest path algorithm to the minimum one.
For these scenarios, LARS significantly outperforms short-
est path routing providing a throughput improvement that
ranges from 35% up to 210%. It is important to note that
the performance gain is higher for the most disadvantaged
topologies, i.e., for the topologies where the shortest path
routing obtained the lowest performance. To further vali-
date these results we performed simulations of both LARS
and the shortest path routing algorithm for each considered
topology1. In Figure 6 we then plot the capacity improve-
ment as a result of simulation which confirms the same trend
of the analytical computation.
The remarkable throughput improvement provided by
LARS can be explained by considering the ability of this
algorithm to evenly distribute the network load among all
the available gateways. To confirm this feature, in Figure 7
we compare the utilization of residential gateways’ Internet
1To simulate LARS we first computed the forwarding probability ma-
trix using the Algorithm 1.
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Figure 7. Comparison of the utilization of
Internet fixed lines for residential gateways
using LARS and shortest path routing with
nR/n=20%.
connections obtained, by simulation, using LARS and the
shortest path routing, under saturated conditions. The graph
refers to an illustrative topology with nR/n = 20%. As
shown in the figure, the LARS algorithm ensures to fully uti-
lize the available bandwidth of gateways’ fixed lines, while
the shortest path routing underutilizes many gateways. This
leads to inefficient usage of network resources, and, conse-
quently, lower network performance. It is worth to note that
in all of the considered scenarios, LARS is able to fully opti-
mize the resource utilization, getting the maximum possible
global throughput of the mesh network.
5. Conclusions
Focusing on heterogeneous mesh networks where gateways
with low-speed Internet connections may exist, in this paper
we have developed a queuing network model that accurately
predicts the path residual capacity, and precisely identify net-
work bottlenecks. By exploiting this predictive tool, we have
designed LARS, a Load-Aware Route Selection algorithm
that improves the network capacity by evenly distributing
the network load among available gateways. Simulation re-
sults show that LARS significantly outperforms shortest path
routing using contention-aware link costs, providing up to
210% throughput improvement in some network scenarios.
The presented results have been obtained assuming an
idealized MAC protocol that tries to capture the effects of
hidden and interfering nodes. Because of promising perfor-
mance of our model, a study with a real IEEE 802.11 MAC
protocol is an ongoing activity. Furthermore, the proposed
algorithm doesn’t include the end-to-end delay constrain in
the choice of feasible flows in the network. An extension of
our analytical model to include an end-to-end QoS constrain
is a natural extension of our work.
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