The representation of the surrounding world plays an important role in robot navigation, especially when reinforcement learning is applied. This work uses a qualitative abstraction mechanism to create a representation of space consisting of the circular order of detected landmarks and the relative position of walls towards the agent's moving direction. The use of this representation does not only empower the agent to learn a certain goal-directed navigation strategy faster compared to metrical representations, but also facilitates reusing structural knowledge of the world at different locations within the same environment. Acquired policies are also applicable in scenarios with different metrics and corridor angles. Furthermore, gained structural knowledge can be separated, leading to a generally sensible navigation behavior that can be transferred to environments lacking landmark information and/or totally unknown environments.
Introduction
In goal-directed navigation tasks, an autonomous moving agent has fulfilled its mission when having reached a certain location in space. Reinforcement Learning (RL) is frequently applied to such tasks, because it allows an agent to autonomously adapt its behavior to a given environment. It has proven to be an effective approach especially in conditions of uncertainty. However, in large and in continuous state spaces RL methods require extremely long training times. In spatial domains, we usually encounter state spaces with these properties.
The navigating agent learns a strategy that will bring it to the goal from every position within the world, that is: It learns to select an action for every given observation of the given environment. But what has the agent really learned about the world it operates in? Can it use the acquired knowledge at different locations in this environment or even in an unknown one? This depends critically on the chosen spatial representation of the world that is given to the learning system. In the worst case, all the collected knowledge can become useless, for example, when physical map coordinates are used as the system's input and the agent operates in a similar, 466 but different environment. In this case, a completely new set of action selections will usually be necessary. If the agent wants to cope with the new world, it has to learn everything again from scratch, including basic navigation skills and collision avoidance strategies. As knowledge of the underlying structure of the state space is usually not explicitly acquired, strategies cannot be reused in other scenarios without bigger effort. The agent lacks an understanding of the structure of geometrical spaces.
Thrun and Schwartz claim that it is necessary to discover the structure of the world and abstract from its details to be able to adapt RL to more complex tasks. 2 In alignment with that, Lane and Wilson argue that navigation tasks in a spatial environment possess a certain structure, which proves to be advantageous during the learning process. 3 The aim of the approach we present in this paper is to enable the agent to profit from this structure by using an appropriate qualitative representation for it. While other work often concentrates on the design of the agent's actions or the internal representation of the value function, we apply a qualitative spatial abstraction directly on the sensory data. Thus, the learning mechanism is not altered and this representation can easily be combined with existing approaches addressing the same problem.
Qualitative spatial representations are an expressive means to describe relations among features in geometrical space. They bear inherent spatial knowledge about the environment, which is advantageous for a learning system: Spatial constraints are internally provided by the input representation and do not need to be acquired separately. We claim that incorporation of structural spatial knowledge to the state representation can enable the agent to develop a generally sensible behavior in space that it can reuse at different locations within the same world or in other environments. The use of this representation will also support the learning process by speeding it up and making it more robust.
The first goal of this work is to provide a qualitative spatial representation that leads to a small and discrete state space which enables fast and robust learning of a navigation strategy in a continuous, non-homogeneous world. The second goal is to explicitly model structural elements of the environment within this representation to enable the agent to reuse learned strategies in structurally similar areas within the same world and also being able to transfer learned strategies to other, unknown environments.
This article is organized as follows: After an overview on related work in Sec. 2, we introduce the robot navigation scenario used in this work (Sec. 3). Different aspects of goal-directed navigation behavior are discussed in Sec. 4, and a qualitative representation of space consisting of the relative position of detected landmarks and surrounding line segments to the agent's moving direction is introduced. Experimental results described in Sec. 5 prove that the proposed representation induces fast and stable learning of a policy that also works in modified environments and can even be transferred to totally unknown worlds. This work closes with a summary and an outlook. 
Related Work
Much effort has been spent to accomplish improvements regarding the training speed of reinforcement learning in navigation tasks, and consideration of the structure of the state space has been found to be an important means to reach that goal. Topological neighborhood relations are used by Braga and Araújo to improve the learning performance, 4 but this approach requires an a-priori existence of a topological map of the environment. Glaubius et al. concentrate on the internal value-function representation to reuse experience across similar parts of the state space. They use pre-defined equivalence classes to distinguish similar regions in the world. 5 Lane and Wilson describe relational policies for spatial environments and demonstrate significant learning improvements.
3 However, their approach runs into problems when non-homogeneities such as walls and obstacles appear. To avoid that shortcoming, they suggest regarding the relative position of walls with respect to the agent, but did not realize this approach yet. Recent work by Mahadevan and Maggioni introduces a method to autonomously construct basis functions for value function approximation based on the structure and geometry of the given problem. This is a very beneficial approach for the task that is learned, but in general the learned knowledge cannot be transferred to different environments without further effort.
Thrun and Schwartz tried to to find reusable structural information that is valid in multiple tasks.
2 They introduced so-called skills, which collapse a sequence of actions into one single operation. Their algorithm can only generalize over separate tasks, not over different states within the same one. Several other approaches have recently been developed for transferring learned knowledge from one task to another, 7,8 but all of these require an explicit transfer process, while the presented work just enables this property by the choice of the state space representation.
In a machine learning context a landmark based qualitative representation was used for example by Busquets et al. within a multi-robot scenario. 9 The authors partition the world into six circular sectors and store qualitative distance information for every landmark in every sector. For navigation, however, they rely on rather complex actions, and obstacle avoidance is handled by a separate component. Qualitative representations of space also play an important role in Kuipers' Spatial Semantic Hierarchy. 
The Navigation Task
The task considered within this work is a goal-directed navigation task: An autonomous robot is requested to find a certain location in a simplified office environment (see Fig. 1 ). At the start of the experiment, the world is completely unknown to the agent-no map is given and no other information is provided. The agent is supposed to be capable to determine unique landmarks around it to identify its location. In our experimental setup this requirement is idealized: The goal finding task takes place in a simulated environment which consists of line segments that represent walls. It is assumed that every wall is uniquely distinguishable, making the whole wall a landmark of its own. To represent this, each wall is considered to have a unique color. This type of setup was previously used to demonstrate a qualitative navigation strategy, which needs the a-priori knowledge of the circular sequence of the colored walls and a separate obstacle avoidance, but does not rely on distance information. The robot is capable of performing three different basic actions: moving forward and turning a few degrees both to the left and to the right. The turns include a small forward movement; and a small amount of noise is added to all actions. There is no built-in collision avoidance or any other navigational intelligence provided. The robot is assumed to be able to perceive walls around it within a certain maximum range (in this work, a maximum range of 20 times the robot's size is assumed). The goal of the agent is to "find" a certain location within the environment and drive towards it.
The given scenario can be formalized as a Markov Decision Process (MDP) S, A, T, R with a continuous state space S = {(x, y, θ), x, y ∈ R, θ ∈ [0, 2π)} where each system state is given by the robot's position (x, y) and orientation θ, an action space A consisting of the three basic actions described above, a transition function T : S × A × S → [0, 1] denoting a probability distribution that the invocation of an action a at a state s will result in a state s , and a reward function R : S → R, where a positive reward will be given when a goal state s * ∈ S is reached and a negative one if the agent collides with a wall. The goal of the learning process within this MDP is to find an optimal policy π * : S → A that maximizes the reward the agent receives over time.
Applying reinforcement learning on this MDP is not trivial. The state space is continuous, resulting in the need to use function approximation to represent the value function. Due to the inhomogeneity of the state space at the position of walls, this approximation is crucial. Furthermore, the pose of the agent is usually impossible to detect correctly in realistic systems, and the state representation (x, y, θ) is not agent-centered: A learned policy for this MDP will be worthless when applied to an environment that is, for example, just mirrored. Due to the non-injective nature of ψ, the execution of an action can result in the same observation o ∈ O before and after its execution, which is not desirable when using RL. To prevent this, we define a qualitative action behavior: A qualitative action is a sequence of identical basic actions a ∈ A that lead from a given observation to a different one, that means, a basic action is repeated as long as the perceived observation o = ψ(s) remains the same. Let A q be the set of qualitative actions,
General and Task-Specific Spatial Knowledge
To achieve a valuable observation representation, we take a closer look at the given problem. Navigation in space, as performed in the learning examples, can be viewed as consisting of two different aspects:
(i) Goal-directed behavior towards a certain target location depends highly on the task that has to be solved. If the task is to go to a certain location, the resulting actions at a specific place are generally different for different targets. Goal-directed behavior is task-specific. (ii) Generally sensible behavior regarding the structure of the environment is more or less the same in structurally similar surroundings. A generally sensible behavior in indoor office environments, for example, includes not to crash into walls, avoid superfluous movements, and turn around corners smoothly. It does not depend on a goal to reach, but on structural characteristics of the environment that invoke some kind of behavior. Generally sensible behavior is task-independent.
This distinction closely relates to Konidaris' concepts of problem-space and agentspace.
behavior is a good foundation for developing goal-oriented strategies. For example, it helps exploring the environment. Vice versa, there must have been a sensible spatial behavior in every successful goal finding strategy. The aim is to find a representation that divides between the two aspects of navigation behavior in order to be able to single out the general navigation knowledge from the overall strategy in a reusable way to prevent the agent from having to learn it again and again within the same or in every new goal finding task in an arbitrary environment.
Representing task-specific knowledge
To represent the necessary knowledge to achieve a goal-directed behavior, an agentcentered representation is appropriate. We define a function ψ a : S → R n which maps the agent's position and orientation (x, y, θ) to a circular order of perceived landmarks. Such representations are, for example, described in the work of Schlieder. 13 In the given setting this can be realized by the color information detected at n discrete angles around the agent, resulting in a vector c = ψ a (s) = (c 1 , . . . , c n ). Every physical state s ∈ S maps to exactly one color vector c. This is a compact and discrete qualitative abstraction of rich and continuous real world information, but this mapping is not injective: Every observation c refers to a certain region in the three-dimensional physical position-orientation space. Multiple physical states share the same representation c.
The encoding of a circular order of perceived colors is sufficient to approximately represent the position of the agent within the world and to derive a sequence of actions to reach the goal state. However, it is not sufficient to prevent the robot from collisions. As stated above, the mapping from physical locations to the state representation is not unique, and given the same system input, the consequences of an applied action can differ dramatically and prevent stable learning. This problem is known as perceptual aliasing.
14 Every abstraction bears that danger-the less comprehensive the input, the bigger the danger of experiencing perceptual aliasing. It can be shown that the use of eligibility traces permits learning of some problems with perceptual aliasing, 15 but in the scenarios presented in this work the use of eligibility traces alone always resulted in unstable learning behavior with a high risk of collisions, because the same action at the same system state will sometimes result in a collision and sometimes not (see Fig. 2 ). The representation used so far encodes the agent's position quite well, but does not encode any information about the agent's relation regarding the obstacles, and it does not take the structure of the world into account. It does not support the agent in developing a generally sensible spatial behavior. See Sec. 5 for experimental results using this "color-only" representation.
A spatial representation of relative position of line segments
In an office environment, the relations of walls towards each other induce sensible paths inside the world which the agent should learn to follow. To achieve this, it must be aware where the walls around it are located. In the following we describe a function ψ b : S → N n that maps a system space to an extremely compact representation of the relative positions of lines towards the agent's moving direction. For further reference, it is called RLPR (Relative Line Position Representation).
To encode the relative positions of certain entities regarding the agent's position and orientation, we construct an enclosing box around the robot and then extend the boundaries of this box to create eight disjoint regions R 1 to R 8 (see Fig. 3a ). This partition was proposed before to model the movement of extended objects in a qualitative manner. The representation used in this work is a modified version of the direction-relation matrix. 17 It is originally defined as
where in our case A is the robot, B is another extended object (in our case a line segment), and NW A etc. the regions around A. They are named after the cardinal 472 directions: NW, for example, refers to North-West. In Fig. 3 , NW A corresponds to region R 5 , N A to region R 4 , and so on. R 0 , corresponding to 0 A , is the middle region-the location of the robot. We now define an overlap status τ (B, R i ) of a line segment B regarding a region R i as follows:
τ (B, R i ) is 1 if a line B cuts region R i and 0 if not. The overall number of lines in a region R i therefore is
with B being the set of all detected line segments.
The spatial structure of a scenario is given by the configuration of line segments. t(B, R i ) tells us where a line segment B is located, but not where it leads to. But the latter information is particularly interesting for anticipatory navigation. A corridor with a left turn, for example, will have connected line segments in all the right and front sectors, but none in freely accessible space. To additionally encode if a line segment B spans from one sector to another, we determine if a line B lies within counter-clockwise adjacent regions R i and R i+1 (for R 8 , of course, we need to consider R 1 ) a :
τ (B, R i ) is also very robust to noisy line detection, as it does not matter if a line is detected as one or more segments. The overall number of spanning line segments in a region, τ (R i ), is derived analogously to Eq. (3). Figure 4 shows an example situation. Special care has to be taken on the immediate surroundings of the agent. The position of detected line segments is interesting information to be used for general a There is also the possibility of a line being in two non-adjacent regions, if it also cuts the middle sector R 0 . Due to minimal impact to the overall result, this is not regarded within this work.
orientation and mid-term planning. But the agent is supposed to react differently when detecting features in its immediate surroundings: If an object is detected there, this information refers to obstacle avoidance and requires a prompt reaction. It can also be utilized to realize certain behaviors, for example, a wall following strategy. So the representation described above is used twice. On the one hand, there are the regions R 1 , . . . , R 8 that are limited by the perceptual capabilities of the robot only. On the other hand, bounded subsets of those regions represent the immediate surroundings (see Fig. 3b ). The size of the grid defining the immediate surroundings is given a-priori. It is a property of the agent and depends on its size and system dynamics (for example, the robot's maximal speed).
For inducing an appropriate behavior in the immediate surroundings, it is sufficient to determine if there is an object within these regions or not. So while regarding τ (R i ) for R 1 , . . . , R 8 , we use τ (R i ) for the R 9 , . . . , R 13 . Also, the regions in the back of the robot are omitted, because the agent cannot move backwards. So the overall representation for agent-space is
Often it is also sufficient to distinguish if there is at least one obstacle in a certain region or not, i.e., if τ (R i ) or τ (R i ) equals 0 or not. We express this with a function ψ b : S → {0, 1} n . For all the experiments in this work, we used ψ b . To combine knowledge about goal-directed and generally sensible spatial behavior, we now build a feature vector by concatenating the representation of detected colors and RLPR (color-RLPR), so the observation space is
Obviously, this observation space is discrete. Its size |O| can be approximated by an upper bound. Given the representation in Eq. (6) and a number of seven color scans, |O| ≤ (C + 1) 7 · 2 11 with C being the number of colors perceived. For C = 22 (as in the world in Fig. 1) , |O| is almost 7 · 10 12 . However, a large number of theoretically possible combinations has no realization in the real word. The RLPR part contributes to |O| with a factor of just 2 11 = 2048, independent of the size of the environment. While learning the task in Fig. 1 with color-RLPR, the agent encountered only about 550,000 different state-action pairs. This is an easily manageable size when using a hashing table.
GRLPR: Generalizing RLPR
To achieve a generalizing behavior that abstracts from the concrete landmark information and just considers the structural information given by RLPR, we want to ensure that the given reinforcement signal for a state-action pair (ψ(s), a) also has an impact on all state-action pairs with the same RLPR part ψ b (s), even for yet unknown landmark representations ψ a (s). Thus, we apply the function approximation method of tile coding (also known as CMACs) 18 to ψ a (s). Let N be the number of N and therefore each value of τ and τ always maps to a different tile, no function approximation is applied to the RLPR part of the observation. To still be able to differentiate between different colors, we also choose N different tilings. As a result, each update of the policy also affects all system states with the same RLPR representation. This generalizing variant of RLPR is called Generalizing RLPR (GRLPR).
With GRLPR the agent can reuse structural knowledge acquired from previous observations within the same learning task. Furthermore, the learned policy is immediately applicable to new environments even if they are completely unknown and no distinguishable landmarks are present in the new worlds or none that have ever been perceived before (see Sec. 5.2 for experimental results). The only thing to assure is that perceived colors in the new world are not assigned numbers that have been used in the training task, and, of course, this environment has also to be structured by line segments.
For the representation of the value function Q(o, a), tile coding with 25 tilings is chosen when using GRLPR in this work (o ∈ O is the state representation according to Eq. (6) and a ∈ A q is a qualitative action).
Experimental Results
All experiments have been conducted using Watkins' Q(λ) algorithm.
19 During training, the agent uses an -greedy policy with = 0.15. This means, that at each time step the agent performs a random action with a probability of , otherwise it executes the action a which yields the highest rating according to Q(o, a) (o ∈ O, a ∈ A q ). A positive reward is given when the agent reaches the target location, a negative reward is given when the agent collides with a wall. In all other states, no reinforcement signal is received. In detail, the reward function for a system state o is defined as follows:
Test runs without random actions (and without learning) have been performed after every 100 training episodes. A step size of α = 0.2, a discount factor of γ = 0.98, and λ = 0.9 was used in all the trials. A learning episode ends when the agent reaches the goal state, collides with a wall, or after a certain number of actions.
Goal finding performance
In a first experiment, the robot has to solve the goal finding task in the environment depicted in Fig. 1 . The agent starts from 20 starting positions equally distributed inside the corridors. We test color-RLPR and color-GRLPR against a color-only representation given by ψ a only, and two non-or semi-qualitative representations:
(i) a coordinate-only representation of the original MDP with s = (x, y, θ) (ii) a color-distance representation consisting of the color vector ψ a (s) and a number of distance values to the nearest obstacles acquired at n discrete angles around the agent (if n = 7 these are the distances to the detected wall landmarks)
The continuous parts of these state vectors are approximated by using tile coding. As many different parameter values (n, angular size, number of tilings, size of tiles) have to be tried for the metrical approaches, we only regard the best performing combinations as representatives in this section. Figure 5 compares the learning success of color-RLPR and the color-distance and coordinate-only representation. With color-RLPR, the agent reaches the goal after about 10,000 learning episodes and keeps a stable success rate afterward. In contrast, both metrical approaches fail to show a stable behavior and even fail to reach 100% success within the first 15,000 learning episodes. The coordinate based approach learns fast in the beginning, but gets extremely unstable afterward. Generally, for both metrical approaches, depending on the choice of parameters, the results are either unstable, or stable, but unsuccessful. Figure 6 shows the success graphs of the non-metric approaches. The color-only representation learns as fast as the coordinate based approach, but is also comparably unstable, even if slightly more successful. Due to the smaller observation space, it also shows a faster learning than color-RLPR in the beginning. Color-GRLPR learns even faster than the other two qualitative approaches in the early training phase. This indicates that GRLPR benefits from its generalizing behavior and empowers the agent to reuse structural spatial knowledge gained in already visited parts of the environment. The relatively long period of learning until reaching 100% can be explained by the contradicting nature of the given world. From certain starting points, it is necessary to first turn right and then turn left at the same type of intersection. So if the agent once has learned to perform a certain action at the first intersection, this strategy works against reaching the goal at the second one, and further training effort is required to cope with this contradiction. An important measure of the quality of navigation is the number of collisions during training and test runs (see Table 1 ). Compared to the coordinate and colordistance approach, this number is reduced by more than 10% in training and about 50% in the test runs when using color-RLPR. Furthermore, color-GRLPR performs noticeably better than color-RLPR. This indicates that the generalization ability leads to a sensible navigation behavior rather early. Of course the color-only approach that does not cope with distance notions at all shows the highest number of collisions. Note: RLPR approaches show fewer collisions than the metrical ones. Especially GRLPR reduces collisions significantly. In test runs (which do not include random actions), the difference is even higher.
Regarding the distance traveled to reach the goal is a hard issue, because an optimal path cannot be determined. The shortest path leads very close around 477 corners and walls and, due to noise and perceptual ambiguity, frequently results in collisions. The system tries to balance out between a short and a safe path, so the shortest path will (and shall) never be learned. However, simulation trends show that the actions needed to reach the goal continuously decrease over 250,000 runs when using color-RLPR or color-GRLPR.
Summed up, the use of the proposed (G)RLPR representations shows a faster and more stable learning compared to non-or semi-qualitative approaches and the number of collisions is reduced significantly. Moreover, the RLPR based approaches don't require parameter fiddling.
Generalization capabilities
As the color-(G)RLPR state space representation is agent centered and abstracts from metrical details, learned strategies should also be successful in environments that differ from the original one with respect to dimensions, orientation, and angles of corridors. So we created modified environments that have the same topology (including the same coloring of walls) as the one that the agent has been learning in. Training has been performed for 40,000 episodes in a world very similar to Fig. 1 , with the only difference that it was turned by 90°and the left dead end was missing. Figure 7 shows trajectories of the agent in two modified worlds: In the left one, all distances on the y-axis are scaled down, in the right one the corridors are deformed. We tested strategies learned with RLPR and GRLPR. The results are given in Table 2 : Both RLPR-and GRLPR-based policies show a successful goal-finding performance in the modified worlds. While in the RLPR-based strategy up to 12% of the test runs end in a collision, the GRLPR-based one is extremely effective and hardly shows any crashes at all. The agent is able to show a sensible behavior in both of these worlds, also performing U-turns to reach the goal faster. To show that learned knowledge of the structure of the world is not dependent on the goal-oriented landmark information, we must examine how the agent behaves when using a strategy learned with GRLPR in the absence of landmarks or in an unknown world. The knowledge gained from the environment in Fig. 1 , however, is not too helpful to achieve a generally sensible spatial behavior, because the goal is in a dead end near a wall, and as a result (because states near the goal have bigger impact caused by discounted rewards) the agent learns to happily run into any dead end and towards walls-at least, the system acquires the structural knowledge where goals are usually located in the environment it was trained in.
So the agent was trained in a more homogeneous environment without dead ends and a target area within a corridor (see Fig. 8 ). But even if looking simple, also this environment requires contradicting decisions at the same type of intersection to reach the goal state. After learning with GRLPR for 40,000 episodes, the landmark information is "turned off", so that the agent perceives the same (unknown) color vector regardless of where it is. Also, no goal state is defined anymore, so that the agent only stops after a certain number of steps or in case of a collision. Figure 8 shows the resulting trajectories from 20 starting positions, using the strategy that took the least number of steps to the goal in the training environment. The agent is able to navigate collision-free and performs smooth curves, fully exploring the world. Most of the time it uses a follow-the-wall strategy, a commonly-used strategy in robotics. This generalized spatial behavior is acquired very fast: After only 200 episodes of learning, a test run without landmark information results in fairly smooth trajectories exploring all of the world, and collisions can be observed only when starting from 2 out of the 20 starting positions.
One could argue that the RLPR representation alone would be sufficient to learn a generally sensible navigation. However, this is only true for tasks that don't require contradicting actions at the same environmental structure. As mentioned before, this is not even the case in such a simple scenario as the one in Fig. 8 . Also, goals are necessary for achieving this behavior: If there would not be a goal state with a positive reward, the learning process would only minimize negative reward, which will most likely be achieved by endless turning in place.
GRLPR-based strategies also succeed in totally unknown scenarios: Figure 9 shows the agent's trajectories in a landmark-free world it has never seen before with different corridor angles and structural elements. The robot is successfully applying the policy gained in the prior experiment without any modification. Fig. 9 . Trajectories of the agent in an unknown environment without landmarks, using the strategy learned in the world depicted in Fig. 8 with GRLPR.
Finally, we show that the "outer" sectors of RLPR (R 1 , . . . , R 8 ) are essential for building a generalizing representation. When just using the sectors in the immediate surroundings (R 9 , . . . , R 13 ) for building the observation, the given goal-seeking task can be learned even faster than with full RLPR. In the absence of landmarks within the same world, however, the policy fails. Because of missing structural information, the agent's strategy restricts to collision avoidance, which frequently results in endless turnings around itself. Moreover, the trajectories when driving around curves are longer than with full RLPR. RLPR does not only encode information needed to prevent the agent from crashes, it represents the structure of the corridors the robot is operating in. So the learned generally sensible navigation strategy is more than a low-level collision avoidance and really implements an anticipatory behavior.
Conclusion and Outlook
Solving a goal-directed robot navigation task can be learned with reinforcement learning using a qualitative spatial representation purely using the ordering of landmarks and the relative position of line segments towards the agent's moving direction. The proposed representation RLPR generates a small and discrete state space, even if the world is continuous. It results in a fast and stable learning of the given task and outperforms metrical approaches that rely on function approximation in learning success, speed, stability, and number of collisions. It also reduces the number of parameters needed for learning. Structural information within the environment is made part of the state representation and can be reused within the same learning task, which facilitates a faster learning and reduces collisions significantly.
Acquired policies can also successfully be applied to scenarios with different metrics and corridor angles. Furthermore, the use of GRLPR enables to reuse knowledge gained in structurally similar parts of the world and even permits to transfer the learned strategy directly to environments lacking landmark information and/or totally unknown environments without further effort: The agent learns not only a task-dependent strategy, but acquires a generally sensible behavior in geometrical spaces. Different aspects of spatial information (landmark-based goal directed knowledge and structural knowledge about the world) are clearly separated in the representation, permitting to only regard one aspect of it.
Future work will show that acquired strategies can be used as background knowledge for new learning tasks in unknown environments and therefore allow for speeding up learning. The system will also be enhanced by the ability of using "real" landmarks instead of the rather abstract concept of colored walls. This will allow for incorporating external background knowledge (for example verbal route directions) into the learning process, which will benefit from the qualitative manner of the presented spatial representation. Furthermore we will investigate how to learn two separate policies for goal-oriented and generally sensible behavior in a hierarchical learning architecture. Strategies learned in simulation will also be ported to a real robot platform.
