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Abstract
A new form of zero-discord state via Petz’s monotonicity condition on relative
entropy with equality has been derived systematically. A generalization of symmetric
zero-discord states is presented and the related physical implications are discussed.
1 Introduction
Relative entropy are powerful tools in quantum information theory [1]. It has a mono-
tonicity property under a certain class of quantum channels and the condition of equality
is an interesting and important subject. It is Petz who first studied the equality condition
of monotonicity of relative entropy [2, 3]. Later Ruskai obtained similar result in terms
of another elegant approach [4]. The most general equality condition along with this
line are recently reviewed in [5].
In this note we will make use of the most general equality condition for relative
entropy to find the specific form of states which satisfy the zero-discord condition (see
details below).
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Let H denote an N-dimensional complex Hilbert space. A state ρ on H is a positive
semi-definite operator of trace one. We denote D (H) the set of all the density matrices
acting on H. If ρ = ∑k λk|uk〉〈uk | is the spectral decomposition of ρ, with λk and |uk〉 the
eigenvalues and eigenvectors respectively, then the support of ρ is defined by
supp(ρ)
def
= span{|uk〉 : λk > 0},
and the generalized inverse ρ−1 of ρ is defined by
ρ−1 = ∑
k:λk>0
λ−1k |uk〉〈uk |.
The von Neumann entropy S(ρ) of ρ is defined by
S(ρ)
def
= − Tr (ρ log ρ) ,
which quantifies information encoded in the quantum state ρ. If σ is also a quantum
state on H, then the relative entropy [1] between ρ and σ is defined by
S(ρ||σ) def=
{
Tr (ρ(log ρ− log σ)) , if supp(ρ) ⊆ supp(σ),
+∞, otherwise.
Let L (H) be the set of all linear operators on H. If X,Y ∈ L (H), then 〈X,Y〉 =
Tr
(
X†Y
)
defines the Hilbert-Schmidt inner product on L (H). Let T (H) denote the set of
all linear super-operators from L (H) to itself. Λ ∈ T (H) is said to be a completely positive
super-operator if for each k ∈ N,
Λ⊗ 1Mk(C) : L (H)⊗Mk(C) → L (H)⊗Mk(C)
is positive, where Mk(C) is the set of all k× k complex matrices. It follows from Choi’s
theorem [6] that every completely positive super-operator Λ has a Kraus representation
Λ = ∑
µ
AdMµ ,
that is, for every X ∈ L (H), Λ(X) = ∑µ MµXM†µ, where {Mµ} ⊆ L (H), M†µ is the
adjoint operator of Mµ. It is clear that for the super-operator Λ, there is adjoint super-
operator Λ† ∈ T (H) such that for A, B ∈ L (H), 〈Λ(A), B〉 = 〈A,Λ†(B)〉. Moreover, Λ is
a completely positive super-operator if and only if Λ† is also a completely positive super-
operator. A quantum channel is just a trace-preserving completely positive super-operator
Φ. If Φ is also unit-preserving, then it is called unital quantum channel.
It has been reviewed in [5] that,
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Lemma 1.1. Let ρ, σ ∈ D (H), Φ ∈ T (H) be a quantum channel. If supp(ρ) ⊆ supp(σ),
then S(Φ(ρ)||Φ(σ)) 6 S(ρ||σ); moreover
S(Φ(ρ)||Φ(σ)) = S(ρ||σ) if and only if Φ†σ ◦Φ(ρ) = ρ,
where Φ†σ = Adσ1/2 ◦Φ† ◦AdΦ(σ)−1/2 .
Moreover, for a tripartite state, one has [7, 8],
Lemma 1.2. Let ρABC ∈ D (HA ⊗HB ⊗HC) for which strong subadditivity is saturated for
both triples ABC, BAC. Then ρABC must have the following form:
ρABC =
⊕
i,j
pijρ
(i)
aLi
⊗ ρ(ij)
aRi b
L
j
⊗ ρ(j)
bRj
⊗ ρ(k)C ,
where k is a function only of i, j in the sense that
k = k(i, j) = k1(i) = k2(j) whenever pij > 0.
In particular, k need only be defined where pij > 0 so that it is not necessarily constant. By
collecting the terms of equivalent k we can write
ρABC =
⊕
k
pkρ
(k)
AB ⊗ ρ(k)C ,
where
pkρ
(k)
AB = ∑
i,j;k(i,j)=k
pijρ
(i)
aLi
⊗ ρ(ij)
aRi b
L
j
⊗ ρ(j)
bRj
.
2 Quantum discord
Consider a bipartite system AB composed of subsystems A and B. Let ρAB be the density
operator of AB, and ρA and ρB the reduced density operators. The total correlation
between the systems A and B is measured by the quantum mutual information
I (ρAB) = S (ρA)− S
(
ρA
∣∣ρB) ,
where
S
(
ρA
∣∣ρB) = S (ρAB)− S (ρB)
is the entropy of A conditional on B. The conditional entropy can also be introduced
by a measurement-based approach. Consider a measurement locally performed on B,
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which can be described by a set of projectors ΠB =
{
ΠB,µ
}
=
{|bµ〉〈bµ|}. The state of
the quantum system, conditioned on the measurement of the outcome labeled by µ, is
ρAB,µ =
1
pB,µ
(
1A ⊗ΠB,µ
)
ρAB
(
1A ⊗ΠB,µ
)
,
where
pB,µ = Tr
(
(1A ⊗ΠB,µ)ρAB(1A ⊗ΠB,µ)
)
=
〈
bµ |ρAB| bµ
〉
> 0
denotes the probability of obtaining the outcome µ, and 1A denotes the identity oper-
ator for A. The conditional density operator ρAB,µ allows for the following alternative
definition of the conditional entropy:
S(ρAB|
{
ΠB,µ
}
) = ∑
µ
pB,µS(ρAB,µ) = ∑
µ
pB,µS(ρA,µ),
where ρA,µ = TrB
(
ρAB,µ
)
= (1/pB,µ)
〈
bµ |ρAB| bµ
〉
. Therefore, the quantum mutual in-
formation can also be defined by
I(ρAB|
{
ΠB,µ
}
) = S(ρA)− S(ρAB|
{
ΠB,µ
}
).
The quantities I(ρAB) and I(ρAB|
{
ΠB,µ
}
) are classically equivalent but distinct in the
quantum case.
The one-sided quantum discord is defined by:
DB(ρAB) = inf
ΠB
{I(ρAB)− I(ρAB|ΠB)} .
If we denote the nonselective von Neumann measurement performed on B by
ΠB(ρAB) = ∑
µ
(1A ⊗ΠB,µ)ρAB(1A ⊗ΠB,µ) = ∑
µ
pB,µρA,µ ⊗ |bµ〉〈bµ|,
then the quantum discord can be written alternatively as
DB(ρAB) = inf
ΠB
{S(ρAB||ρA ⊗ ρB)− S(ΠB(ρAB)||ρA ⊗ΠB(ρB))}
= inf
ΠB
{S(ρAB||ΠB(ρAB))− S(ρB||ΠB(ρB))} .
Apparently, DB(ρAB) > 0 from Lemma 1.1.
The symmetric quantum discord of ρAB is defined by [9],
D(ρAB) = inf
ΠA⊗ΠB
{S(ρAB||ΠA ⊗ΠB(ρAB))− S(ρA||ΠA(ρA))− S(ρB||ΠB(ρB))} .
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For the symmetric quantum discord of ρAB, one still has that
D(ρAB) = inf
ΠA⊗ΠB
{S(ρAB||ρA ⊗ ρB)− S(ΠA ⊗ΠB(ρAB)||ΠA ⊗ΠB(ρA ⊗ ρB))} . (2.1)
The symmetric quantum discord of ρA1...AN for N-partite systems are defined by:
D(ρA1 ...AN)
= inf
ΠA1
⊗···⊗ΠAN
{
S(ρA1 ...AN ||ΠA1 ⊗ · · · ⊗ΠAN(ρA1 ...AN))−
N
∑
i=1
S(ρAi ||ΠAi(ρAi))
}
= inf
ΠA1
⊗···⊗ΠAN
{S(ρA1 ...AN ||ρA1 ⊗ · · · ⊗ ρAN)
−S(ΠA1 ⊗ · · · ⊗ΠAN(ρA1 ...AN)||ΠA1 ⊗ · · · ⊗ΠAN(ρA1 ⊗ · · · ⊗ ρAN))},
which is non-negative, D(ρA1 ...AN) > 0.
The following theorem describes the structure of symmetric zero-discord states:
Theorem 2.1. D(ρAB) = 0 if and only if
ρAB = ∑
µ,ν
pAB,µν
pA,µpB,ν
√
ρAΠA,µ
√
ρA ⊗√ρBΠB,ν√ρB
for both von Neumann measurements ΠA =
{
ΠA,µ
}
and ΠB = {ΠB,ν}, where
pA,µ = Tr
(
ΠA,µρA
)
, pB,ν = Tr (ΠB,νρB) , pAB,µν = Tr
(
ΠA,µ ⊗ΠB,νρAB
)
.
Proof. Clearly, supp (ρAB) ⊆ supp (ρA)⊗ supp (ρB) = supp (ρA ⊗ ρB) [10]. Since D(ρAB) =
0, from Eq. (2.1), it follows that there exist two von Neumann measurement ΠA ={
ΠA,µ
}
and ΠB = {ΠB,ν} such that
S(ΠA ⊗ΠB(ρAB)||ΠA ⊗ΠB(ρA ⊗ ρB)) = S(ρAB||ρA ⊗ ρB).
Assume that σ = ρA ⊗ ρB,Φ = ΠA ⊗ ΠB in Lemma 1.1. Therefore D(ρAB) = 0 if and
only if
S(ΠA ⊗ΠB(ρAB)||ΠA ⊗ΠB(ρA ⊗ ρB)) = S(ρAB||ρA ⊗ ρB).
Namely
ρAB = Φ
†
σ ◦Φ(ρAB) = ((Π†A,ρA ◦ΠA)⊗ (Π†B,ρB ◦ΠB))(ρAB)
Therefore
ρAB = ∑
µ,ν
pAB,µν
pA,µpB,ν
√
ρAΠA,µ
√
ρA ⊗√ρBΠB,ν√ρB.
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Accordingly we have
Corollary 2.2. DB(ρAB) = 0 if and only if
ρAB = ∑
µ
ρA,µ ⊗√ρBΠB,µ√ρB (2.2)
for some von Neumann measurement ΠB =
{
ΠB,µ
}
, where
ρA,µ =
1
pB,µ
TrB
(
1A ⊗ΠB,µρAB
)
, pB,µ = Tr
(
ΠB,µρB
)
.
Remark 2.3. Suppose that the von Neumannmeasurement in Eq. (2.2) is ΠB =
{
ΠB,µ
}
={|bµ〉〈bµ|}. Then we can assert that ∣∣bµ〉 is the eigenvectors of ρB. This can be seen as
follows. From Eq. (2.2) it follows that
ΠB(ρAB) = ∑
µ
ρA,µ ⊗ΠB(√ρBΠB,µ√ρB). (2.3)
Actually,
ΠB(ρAB) = ∑
µ
(1A ⊗ΠB,µ)ρAB(1A ⊗ΠB,µ) = ∑
µ
pB,µρA,µ ⊗ΠB,µ. (2.4)
From Eq. (2.3) and Eq. (2.4), we have
ΠB(
√
ρBΠB,µ
√
ρB) = pB,µΠB,µ,
which implies that

ΠB,µ
√
ρBΠB,ν
√
ρBΠB,µ = 0, if µ 6= ν,
ΠB,µ
√
ρBΠB,µ
√
ρBΠB,µ = pB,µΠB,µ, otherwise.
(2.5)
That is, 

∣∣〈bµ ∣∣√ρB∣∣ bν〉∣∣2 = 0 if µ 6= ν,〈
bµ
∣∣√ρB∣∣ bµ〉 = √pB,µ = √〈bµ |ρB| bµ〉 otherwise.
Thus we conclude that
{∣∣bµ〉} is the eigenvectors of ρB.
For general multipartite case we have
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Corollary 2.4. D(ρA1 ...AN) = 0 if and only if
ρA1...AN = ∑
µ1,...,µN
pA1...AN ,µ1...µN
pA1,µ1 · · · pAN ,µN
√
ρA1ΠA1,µ1
√
ρA1 ⊗ · · · ⊗
√
ρANΠAN ,µN
√
ρAN
for N von Neumann measurements ΠAi =
{
ΠAi,µi
}
, where
pAi,µi = Tr
(
ΠAi,µiρAi
)
(i = 1, . . . ,N), pA1...AN ,µ1...µN = Tr
(
ΠA1,µ1 ⊗ · · · ⊗ΠAN ,µNρA1...AN
)
.
In order to obtain a connection with strong subadditivity of quantum entropy [11],
we associate each von Neumann measurement ΠB =
{
ΠB,µ
}
with a system C as follows:
σABC = VρABV
† = ∑
µ,ν
(1A ⊗ΠB,µ)ρAB(1A ⊗ΠB,ν)⊗ |µ〉〈ν|C , (2.6)
where
V|ψB〉 def= ∑
µ
ΠB,µ|ψB〉 ⊗ |µ〉C
is an isometry from B to BC. From Eq. (2.6) we have
σAB = TrC
(
VρABV
†
)
= ΠB (ρAB) = ∑
µ
pB,µρA,µ ⊗ΠB,µ,
σBC = TrA
(
VρABV
†
)
= ∑
µ,ν
ΠB,µρBΠB,ν ⊗ |µ〉〈ν|C ,
σB = ∑
µ
pB,µΠB,µ,
where pB,µ = Tr
(
ρBΠB,µ
)
. This implies that the conditional mutual information between
A and C conditioned on B is
I(A;C|B)σ def= S(σAB) + S(σBC)− S(σABC)− S(σB)
= ∑
µ
pB,µS(ρA,µ) + S(ρB)− S(ρAB)
= S(ρAB||ρA ⊗ ρB)− S(ΠB(ρAB)||ρA ⊗ΠB(ρB)).
Similarly we have
I(A; B|C)σ = S (ρAB||ρA ⊗ ρB)− S(ΠB(ρAB)||ρA ⊗ΠB(ρB)).
That is,
I(A;C|B)σ = I(A; B|C)σ = S(ρAB||ρA ⊗ ρB)− S(ΠB(ρAB)||ρA ⊗ΠB(ρB)). (2.7)
7
If Eq. (2.7) vanishes for some von Neumann measurement ΠB =
{
ΠB,µ
}
, I(A;C|B)σ =
I(A; B|C)σ = 0, then from Lemma 1.2(i),
σABC =
⊕
k
pkσ
(k)
A ⊗ σ
(k)
BC .
If DB(ρAB) = S(ρAB||ρA⊗ ρB)− S(ΠB(ρAB)||ρA⊗ΠB(ρB)) for some von Neumann mea-
surement ΠB, then
DB(ρAB) = I(A; B|C)σ .
There exists a famous protocol—state redistribution—which gives an operational inter-
pretation of conditional mutual information I(A; B|C)σ [12, 13]. This amounts to give
implicitly an operational interpretation of quantum discord [14, 15].
3 A generalization of zero-discord states
Denote
Ω0A
def
= {ρAB ∈ D (HA ⊗HB) : DA(ρAB) = 0} ,
Ω0
def
= {ρAB ∈ D (HA ⊗HB) : D(ρAB) = 0} .
Suppose ρAB ∈ D (HA ⊗HB), with two marginal density matrices are ρA = TrB (ρAB)
and ρB = TrA (ρAB), respectively. A sufficient condition for zero-discord states has been
derived in [16]: if ρAB ∈ Ω0A, then [ρAB, ρA ⊗ 1B] = 0.
A characterization of [ρAB, ρA ⊗ 1B] = 0 is obtained in [17], [ρAB, ρA ⊗ 1B] = 0 if and
only if ρAB = ΠA(ρAB), where ΠA =
{
ΠA,µ
}
is some positive valued measurement for
which each projector ΠA,µ is of any rank. That is,
ρAB = ∑
µ
(ΠA,µ ⊗ 1B)ρAB(ΠA,µ ⊗ 1B).
States ρAB such that [ρAB, ρA ⊗ 1B] = 0 are called lazy ones with particular physi-
cal interpretations [17]. Consider general evolution of the state in a finite-dimensional
composite system AB: [
d
dt
ρAB,t
]
t=τ
= −i [HAB, ρAB,τ] ,
where the total Hamiltonian is HAB ≡ HA ⊗ 1B + 1A ⊗ HB + Hint, which consists of the
system, the environment and the interaction Hamiltonians. Clearly, it is required that
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TrA (Hint) = TrB (Hint) = 0. For the system A, the change rate of the system entropy at
a time τ is given by [16]:[
d
dt
S(ρA,t)
]
t=τ
= −i Tr (Hint [ρAB,τ, log2(ρA,τ)⊗ 1B]) . (3.1)
Since the von Neumann entropy S(ρX) of ρX quantifies the degree of decoherence of the
system X(= A, B), it follows that the system entropy rates are independent of the AB
coupling if and only if [
d
dt
S(ρA,t)
]
t=τ
= 0,
which is equivalent to the following expression:
[ρAB,τ, log2(ρA,τ)⊗ 1B] = 0⇐⇒ [ρAB,τ, ρA,τ ⊗ 1B] = 0.
In view of this point, the entropy of quantum systems can be preserved from decoher-
ence under any coupling between A and B if and only if the composite system states are
lazy ones.
From the symmetry with respect to A and B, one has[
d
dt
S(ρB,t)
]
t=τ
= −i Tr (Hint [ρAB,τ, 1A ⊗ log(ρB,τ)]) . (3.2)
Due to that[
d
dt
I(ρAB,t)
]
t=τ
=
[
d
dt
S(ρA,t)
]
t=τ
+
[
d
dt
S(ρB,t)
]
t=τ
−
[
d
dt
S(ρAB,t)
]
t=τ
and [
d
dt
S(ρAB,t)
]
t=τ
= 0,
we have further[
d
dt
I(ρAB,t)
]
t=τ
= −i Tr (Hint [ρAB,τ, log(ρA,τ ⊗ ρB,τ)]) . (3.3)
We can see from Eq. (3.3) that the total correlation is preserved under any coupling
between A and B if and only if the mutual entropy rate of composite system AB is zero:[
d
dt
I(ρAB,t)
]
t=τ
= 0,
which is equivalent to the following expression:
[ρAB,τ, log(ρA,τ ⊗ ρB,τ)] = 0⇐⇒ [ρAB,τ, ρA,τ ⊗ ρB,τ] = 0.
Similarly, we have:
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Proposition 3.1. If ρAB ∈ Ω0, then [ρAB, ρA ⊗ ρB] = 0.
Moreover,
Proposition 3.2. [ρAB, ρA ⊗ ρB] = 0 if and only if ρAB = ΠA ⊗ ΠB(ρAB), where ΠX =
{ΠX,α} are some PVM for which each projector ΠX,α, where (X, α) = (A, µ), (B, ν), are of any
rank. That is,
ρAB = ∑
µ,ν
(ΠA,µ ⊗ΠB,ν)ρAB(ΠA,µ ⊗ΠB,ν).
Proof. Let the spectral decompositions of ρA,τ and ρB,τ be
ρA,τ = ∑
µ
pµΠA,τ, ρB,τ = ∑
ν
qνΠB,ν,
respectively, where
{
ΠA,µ
}
and {ΠB,ν} are the orthogonal projectors of any rank, such
that {pµ} and {qν} are non-degenerate, respectively. Then
{
ΠA,µ ⊗ΠB,ν
}
are orthogonal
eigen-projectors of ρA,τ⊗ ρB,τ . Since [ρAB, ρA ⊗ ρB] = 0 is equivalent to
[
ρAB,ΠA,µ ⊗ΠB,ν
]
=
0 for all µ, ν, it follows from ∑µ,ν ΠA,µ ⊗ΠB,ν = 1A ⊗ 1B that
ρAB = ∑
µ,ν
(ΠA,µ ⊗ΠB,ν)ρAB(ΠA,µ ⊗ΠB,ν).
The converse follows from direct computation.
Here the states ρAB satisfying the condition [ρAB, ρA ⊗ ρB] = 0 are just the general-
ization of zero-symmetric discord states and lazy states are the generalization of zero
discord states.
4 Conclusion
We have studied the well-known monotonicity inequality of relative entropy under com-
pletely positive linear maps, by deriving some properties of symmetric discord. A new
form of zero-discord state via Petz’s monotonicity condition on relative entropy with
equality has been derived systematically. The results are generalized for the zero-discord
states.
There is a more interesting and challenging problem which can be considered in the
future study: What is a sufficient and necessary condition for the vanishing conditional
mutual entropy rates at a time τ:[
d
dt
I(A : B|E)ρ
]
t=τ
= 0,
where I(A : B|E)ρ = S(ρAE) + S(ρBE)− S(ρABE)− S(ρE).
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