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In this paper we investigate the existence, uniqueness, and asymptotic behavior
of a solution for a class of coupled nonlinear parabolic equations in a general
unbounded domain that includes the whole space R n, the exterior of a bounded
domain, and a half space in R n. The asymptotic behavior of the solution is with
respect to a pair of quasi-solutions of the corresponding elliptic system, and when
these two quasi-solutions coincide the solution of the parabolic system converges to
a unique solution of the elliptic system. Q 1998 Academic Press
1. INTRODUCTION
Coupled system of parabolic equations arises from many branches of
applied sciences especially in relation to reaction]diffusion type of prob-
lems. However, most of the discussions in the current literature are
devoted either to parabolic systems in bounded domains or to
reaction]diffusion models with some specific reaction functions. In this
paper we treat a general class of parabolic systems in unbounded domains
and investigate its dynamic properties in relation to the corresponding
elliptic system. The parabolic system under consideration is given in the
form,
u y L u s f t , x , u t ) 0, x g V , .  .  .i i i it
u t , x s h t , x t ) 0, x g ­ V , .  .  .i i 1.1 .
u 0, x s u x x g V , i s 1, . . . , N , .  .  .  .i i , 0
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while the corresponding elliptic system is
yL u s f x , u x g V .  .i i i
1.2 .
u x s h x x g ­ V , i s 1, . . . , N .  .  .  .i i
 . nwhere u ' u , . . . , u , V is a general unbounded domain in R with1 N
boundary ­ V, and for each i s 1, . . . , N, L is a uniformly elliptic operatori
in the form,
n n
 i.  i.L u ' a t , x u q b t , x u . 1.3 .  .  . i j , k x x j xj k j
j, ks1 js1
The uniform ellipticity property of L is in the sense that there existi
positive constants m and n such that for all t ) 0, x g V, and j 'i i
 . nj , . . . , j g R ,1 n
n
2 2 i.< < < <m j G a j j G n j i s 1, . . . , N . 1.4 .  .i jk j k i
j, ks1
 .  i.  i.For the elliptic system 1.2 the coefficients a and b of L arej, k j i
considered independent of t.
The purpose of this paper is to show the existence and the uniqueness of
 .a global solution to 1.1 and to investigate the asymptotic behavior of the
solution in relation to the quasi-solutions of the corresponding elliptic
 .system 1.2 in a general unbounded domain V, including the whole space
R n, the exterior of a bounded domain V , and the half space R n . Thee q
 .preceding existence and dynamical problems of 1.1 in bounded domains
were investigated by many investigators and various methods were pro-
 w x .posed cf. 1, 4, 11, 12, 13 and the references therein . However, with the
exception of some model problems in R n and R n there appears to be aq
 .lack of systematic treatment for the coupled system 1.1 in a general
 w x.unbounded domain cf. 2, 6]10, 16, 18 . One of the difficulties for the
treatment of unbounded-domain problems is that the usual compactness
argument for bounded-domain problems is not directly applicable to
systems in unbounded domains. In this paper, we use the method of upper
and lower solutions and its associated monotone iterations to show the
 .existence and the uniqueness of a solution to 1.1 as well as the dynamics
 .of the system in relation to 1.2 . Applications and some other related
problems will be given in a forthcoming exposition.
The plan of the paper is as follows: In Section 2 we state the basic
hypotheses of the prescribed functions and introduce the definition of
upper and lower solutions. Section 3 is concerned with the existence and
 . nuniqueness problem of 1.1 in R while Section 4 is devoted to the same
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problem in the exterior of a bounded domain and in the general un-
 .bounded domain V. The dynamics of 1.1 in the general domain V is
presented in Section 5.
2. UPPER AND LOWER SOLUTIONS
 xLet T ) 0 be an arbitrarily large constant, and let D s 0, T = V,T
 x w xS s 0, T = ­ V, and D s 0, T = V, where V s V j ­ V. Denote byT T
m .C V the set of functions that are m-times continuously differentiable in
1, 2 .V, and by C D the set of functions that are once continuouslyT
 .differentiable in t and twice continuously differentiable in x for t, x g
D . The set of N-vector functions of the previous type are denoted byT
m . 1, 2 .C V and C D , respectively. Similar notations are used for otherT
function spaces and for other domains. In particular, we denote by
mq a  . m .C D the set of functions in C D that are locally Holder continu-Èloc T T
 x  .ous in x, uniformly in t g 0, T , where a g 0, 1 . For any vector w s
 . N < < < < < <w , . . . , w in R we set w s w q ??? q w .1 N 1 N
Throughout this paper we assume that ­ V is of class C 2qa and for each
 i.  i. 2qa  .i s 1, . . . , N and T ) 0 the coefficients a , b of L are in C Dj, k j i T
1qa  .  .  .  .and C D , respectively, the functions f t, x, ? , h t, x , and u xT i i i, 0
a 2qa 2qa .  .  .belong to C D , C S , and C V , respectively, and h and uT T i i, 0
 .  .satisfy the compatibility condition h 0, x s u x on ­ V. In addition toi i, 0
the foregoing general assumptions we impose the following main hypothe-
 .   .  ..sis on the reaction function f t, x, u ' f t, x, u , . . . , f t, x, u .1 N
 .  .H . i For each i s 1, . . . , N there exists a constant K such that1 i
 .f t, x, u satisfies the Lipschitz condition,i
< <f t , x , u y f t , x , v F K u y v for u, v g J , t , x g D , .  .  . .i i i T
where J is a subset of R N.
 . Uii There exists w g J and positi¨ e constants A , b with b -i i i
 .y14n T such thati
2U < < < <f t , x , w F A exp b x as x ª ` t G 0 , .  . .i i i
 .where n ) 0 is the constant that appeared in 1.4 .i
 .  .iii f ?, u possesses a mixed quasi-monotone property in J.
N  w x w x .Recall that by writing u g R in the split form u ' u , u , u thei a bi i
 .function f ?, u is said to have a mixed quasi-monotone property in J if for
each i s 1, . . . , N there exist nonnegative integers a , b with a q b s Ni i i i
 w x w x .y 1 such that f ?, u , u , u is nondecreasing with respect to thei i a bi i
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w xcomponents of u and is nonincreasing with respect to the componentsaiw x  .of u for all u g J. In particular, f ?, u is said to be quasi-monotonebi
nondecreasing in J if b s 0 for every i. The subset J in the precedingi
hypothesis is taken to be the sector between a pair of coupled upper and
lower solutions which are defined as follows:
 .  .DEFINITION 2.1. A pair of functions u ' u , . . . , u , u ' u , . . . , uÄ Ä Ä Ã Ã Ã1 N 1 N
1, 2 .  .in C D l C D are called coupled upper and lower solutions ofT T
 .1.1 if u G u and if for each i s 1, . . . , N,Ä Ã
w x w xu y L u G f t , x , u , u , u .Ä Ä Ä Ä Ã .a bi i i i it i i
w x w xu y L u F f t , x , u , u , u in D , .Ã Ã Ã Ã Ä .a bi i i i i Tt i i 2.1 .
u t , x G h t , x G u t , x on S , .  .  .Ä Ãi i i T
u 0, x G u x G u 0, x in V , .  .  .Ä Ãi i , 0 i
 .y1and there exist positive constants A and g with g - 4n T such thati i i i
2< <u t , x F A exp g x .Ä  .i i i
< <as x ª ` t ) 0 . 2.2 .  .2< <u t , x F A exp g x .Ã  .i i i
 .In the previous definition the boundary inequality in 2.1 is redundant
n  .  .when V s R . It is clear from 2.1 and 2.2 that the initial function
 . <  . <  < < 2 .u x necessarily satisfies the growth condition u x F A exp g xi, 0 i, 0 i i
< <as x ª `. For a given pair of coupled upper and lower solutions u, u weÄ Ã
define the sector,
 :u, u ' u g C D ; u F u F u ,Ã Ä Ã Ä 4 .T
2.3 .
 :u , u ' u g C D ; u F u F u .Ã Ä Ã Ä 4 .i i i T i i i
Define also,
L u ' u y L u q K u .i i i i i i it i s 1, . . . , N , 2.4 .  .
F t , x , u ' K u q f t , x , u .  .i i i i
 .  .where K is the constant in H . Then problem 1.1 may be written asi 1
w x w xL u s F t , x , u , u , u in D , .a bi i i i Ti i
u t , x s h t , x on S , .  .i i T 2.5 .
u 0, x s u x in V , i s 1, . . . , N . .  .  .i i , 0
PARABOLIC SYSTEMS I. EXISTENCE AND DYNAMICS 133
 .In view of Hypothesis H ,1
w x w x w x w xF ?, u , u , v G F ?, ¨ , v , u .  .a b a bi i i ii i i i
when u G u G v G u, i s 1, . . . , N . 2.6 .  .Ä Ã
 .Hence for the existence-uniqueness problem of 1.1 it suffices to show the
 .existence of a unique solution to 2.5 . We do this for the problem with
V s R n, V s V and the general unbounded domain V in the followinge
two sections.
3. THE CAUCHY PROBLEM IN R n
In this section we show the existence and uniqueness of a solution for
the Cauchy problem,
u y L u s f t , x , u in D , .i i i T
3.1 .
nu 0, x s u x in R i s 1, . . . , N , .  .  .i i , 0
 x nby the method of monotone iteration, where D ' 0, T = R . It isT
 .assumed that problem 3.1 has a pair of coupled upper and lower
0. .  :solutions u, u and hypothesis H hold with J ' u, u . By using u s uÄ Ã Ã Ä Ä1
and u0. s u as a pair of coupled initial iterations we construct sequencesÃ
k . k . k . k . k . k . 4  4  4  4u ' u , . . . , u , u ' u , . . . , u from the linear iteration1 N 1 N
process,
k . ky1. ky1. ky1.w xL u s F t , x , u , u , ua /i i i i bi i
k . ky1. ky1. ky1.w xL u s F t , x , u , u , u in D ,b /i i i i Ta ii 3.2 .
k . k . nu 0, x s u 0, x s u x i s 1, . . . , N in R . .  .  .  .i i i , 0
To ensure that these sequences are well-defined and converge to a unique
 .solution of 3.1 we use the integral representation for the solutions of
 .3.2 . Define
k . k . k . k .q t , x ' F t , x , u t , x , u t , x , u t , x , .  .  .  . /i i i a bi i
k . k . k . k .q t , x ' F t , x , u t , x , u t , x , u t , x , .  .  .  . /i i i ba ii 3.3 .
J 0. t , x ' G t , x ; 0, j u j dj i s 1, . . . , N . .  .  .  .Hi i i , 0
nR
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k . k .  .Then the solutions u and u of 3.2 may be expressed asi i
tk . 0. ky1.u t , x s J t , x q dt G t , x ; t , j q t , j dj , .  .  .  .H Hi i i i
n0 R
tk . 0. ky1.u t , x s J t , x q dt G t , x ; t , j q t , j dj .  .  .  .H Hi i i i
n0 R
3.4 .
i s 1, . . . , N , .
 .  wwhere G t, x; t , j is the fundamental solution of the operator L cf. 5,i i
x.13 . Recall that G possesses the property,i
ym yny2qm .< <0 - G t , x ; t , j F C t y t x y j 0 - m - 1 , .  .  .i i
< < 2y x y jynr20 - G t , x ; t , j F C t y t exp , .  .i i 4n t y t .i
2< <­ G y x y ji  .y nq1 r2t , x ; t , j F C t y t exp , .  .i­ x 4n t y t .j i
for t ) t ) 0 and x , j g R n , i s 1, . . . , N , 3.5 .  .
where C is a positive constant. In the following lemma we show that thei
k . k . 4  4sequences u and u are uniquely determined and are monotonic.
k . k . k . k . 4  4  4LEMMA 3.1. The sequences u ' u , . . . , u and u '1 N
 k . k .4  .u , . . . , u gi¨ en by 3.2 are well-defined and possess the monotone1 N
property,
k . kq1. kq1. k .u F u F u F u F u F u on D . 3.6 .Ã Ä T
k . k .Moreo¨er, for each k s 1, 2, . . . , the pair u and u are coupled upper
 .and lower solutions of 3.1 .
k . k . k . k . k . k . k . w x w x .  w x w x .Proof. Let V ' u , u , u and V ' u , u , u .i a b i a bi i i i
 .  .By 2.4 and 3.3 we may write
ky1. ky1. ky1.q t , x s K u t , x q f t , x , V t , x , .  .  . .i i i i
qky1. t , x ' K uky1. t , x q f t , x , V ky1. t , x , i s 1, . . . , N . .  .  .  . .i i i i
ky1. ky1. .It is easy to see from hypothesis H that q and q are in1 i i
a ky1. ky1. a ky1. .  .C D whenever V and V are in C D . Moreover, if Vloc T loc T
ky1.  :and V are in u, u then for each i s 1, . . . , N there exist positiveÃ Ä
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constants AX , b X such thati i
U Uky1. ky1. ky1.< < < < < <q F K u q f ?, w q K V y w .i i i i i
X X < < 2F A exp b x , .i i
U Uky1. ky1. ky1.< < < < < <q F K u q f ?, w q K V y w .i i i i i
3.7 .
X X < < 2F A exp b x , .i i
k . k .< <  .as x ª `. This implies that the solutions u , u of 3.2 exist, are ini i
a  .C D and possess the growth property,loc T
2 2Y Y Y Yk . k .< < < < < < < < < <u F A exp b x , u F A exp b x as x ª `, 3.8 . .  .i i i i i i
Y Y ky1. ky1.for some positive constants A and b whenever u and u are ini i
a 0. :  .  w x.u, u l C D cf. 5, 13 . In particular, in view of u s u andÃ Ä Äloc T
0. 1. 1. 0. 0. .u s u the pair u , u exist and satisfy 3.8 for k s 1. Let w s u yÃ i i
1. 1. 0. 1. 0. 1.  .u ' u y u and w s u y u s u y u , i s 1, . . . , N. By 3.2 ,Ä Ãi i i i i i i i
 .  .2.4 , and 2.1 ,
0. w x w xL w s L u y F u , u , uÄ Ä Ä Ã .a bi i i i i i i i
G 0,
0. w x w xL w s F u , u , u y L uÃ Ã Ä Ã .a bi i i i i ii i
G 0,
0.w 0, x s u 0, x y u x G 0, .  .  .Äi i i , 0
w 0. 0, x s u x y u 0, x G 0. .  .  .Ãi i , 0 i
0. 1. 0. 1.< < < < < < < < < < < <  .Because w F u q u and w F u q u , the relations 2.2 andÄ Ãi i i i i i
Y .  43.8 imply that for any d ) b ' max g , b ,i i i i
2 2 2yd R 0. yd R b Ri i ilim sup e min w t , x G lim e yA e s 0, 3.9 .  . .i i
< < Rª`x sRRª`
Y 0. 0. 0.where A s A q A and w stands for either w or w . By thei i i i i i
0.  w x.Phragman]Lindelof principle, w G 0 in D cf. 13, 17 . This shows thatÈ i T
1. 0. 1. 0.u G u and u F u .
1. 1. 1.  .  .Let w s u y u , i s 1, . . . , N. By 3.2 and 2.6 ,i i i
1. 0. 0. 0. 0. 0. 0.w x w xL w s F u , u , u y F u , u , u G 0,a b /  /i i i i i i ib ai ii i
1. .  . < 1. < Y Y < < 2 . < <and w 0, x s 0. Because by 3.8 w F 2 A b x as x ª `, ai i i i
 . 1.similar relation as that in 3.9 holds for w . It follows again from thei
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Phragman]Lindelof principle that w 1. G 0. The foregoing conclusionsÈ i
1. 1. a 1. .show that u and u are in C D and satisfy the relation u F u FÃloc T
1.u F u on D .Ä T
k . k . a ky1. k . .Assume by induction that u and u are in C D and u F uloc T
k . ky1. kq1. kq1.F u F u for some k ) 1. Then u and u exist and satisfy
k . k . kq1. k . .  .  .relation 3.8 . Moreover, by 3.2 and 2.6 , w ' u y u and w 'i i i i
ukq1. y uk . satisfy the relation,i i
k . ky1. ky1. ky1. k . k . k .w x w xL w s F u , u , u y F u , u , u G 0,a a /  /i i i i i ib bi ii i
k . k . k . k . ky1. ky1. ky1.w x w xL w s F u , u , u y F u , u , u G 0,b b /  /i i i i i ia ai ii i
k . k .w 0, x s w 0, x s 0. .  .i i
kq1. kq1.  .Because u and u satisfy 3.8 there exists a constant d ) b suchi i i i
k . k . .that relation 3.9 holds for w and w . This leads to the conclusioni i
kq1. k . kq1. k . kq1. kq1.u F u and u G u . A similar argument gives u G u .
 .The relation 3.6 follows from the principle of induction.
k . k . .  .  .Finally, by 3.2 , 2.4 , and 2.6 , the pair u and u satisfy the relation,
k . k . ky1. k . ky1. ky1. ky1.w xu y L u s K u y u q f u , u , u . a .  /i i i i i i i i bit i
k . k . k .w xG f u , u , u ,a /i i bi i
k . k . ky1. k . ky1. ky1. ky1.w xu y L u s yK u y u q f u , u , u .  . b /i i i i i i i i a it i
k . k . k .w xF f u , u , u ,b /i i a ii
k . k . k . k . .  .  .and the condition u 0, x s u 0, x s u x . Because u and ui i i, 0
k . :  .are in u, u they satisfy the growth condition 2.2 . This shows that uÃ Ä
k .  .and u are coupled upper and lower solutions of 3.1 which completes
the proof of the lemma.
 .In view of the monotone property 3.6 the pointwise limits,
k . k .lim u t , x s u t , x , lim u t , x s u t , x 3.10 .  .  .  .  .
kª` kª`
exist and satisfy the relation,
u t , x F u t , x F u t , x F u t , x t , x g D . 3.11 .  .  .  .  .  .Ã Ä  .T
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In the following lemma we show that u and u satisfy the equations,
w x w xu y L u s f t , x , u , u , u .  .a bi i i i it i i
w x w xu y L u s f t , x , u , u , u in D , .  .bai i i i i Tt ii 3.12 .
nu 0, x s u 0, x s u x in R . .  .  .i i i , 0
 .  .  .LEMMA 3.2. The limits u ' u , . . . , u , u ' u , . . . , u in 3.10 sat-1 N 1 N
 .  .isfy the relation 3.11 and the equations in 3.12 .
 .  .  .Proof. It suffices to show the relation 3.12 . By 3.5 and 3.7 ,
2X Xky1. < < < <G t , x ; t , j q t , j F A exp b j G t , x ; t , j as j ª `, .  .  . .i i i i i
Xky1. ky1. ky1. y1 .where q stands for either q or q . Because b - 4n T thei i i i i
 .  .preceding estimate and relation 3.5 ensure that for each fixed t, x the
 ky1.. .  .function G q t , j is integrable in D . Letting k ª ` in 3.4 andi i T
applying the dominated convergence theorem yield the relation,
t0.u t , x s J t , x q dt G t , x ; t , j q t , j dj , .  .  .  .H Hi i i i
n0 R
3.13 .
t0.u t , x s J t , x q dt G t , x ; t , j q t , j dj , .  .  .  .H Hi i i i
n0 R
where
q t , x ' F t , x , u t , x , u t , x , u t , x , .  .  .  . .a bi i i i i
3.14 .
q t , x ' F t , x , u t , x , u t , x , u t , x . .  .  .  . .bai i i ii
 . a  .Because the functions at the right-hand side of 3.13 are in C D , aloc T
w x  .ladder argument as that in 13 see p. 300 shows that u and u are in
2qa  .  .C D and satisfy the relation 3.12 .loc T
 .To guarantee that u and u are solutions of 3.1 we need to show u s u
on D . The following theorem gives this conclusion for the case where uÄT
and u are bounded in D .Ã T
THEOREM 3.1. Let u, u be a pair of coupled upper and lower solutions ofÄ Ã
 .  .  :3.1 which are bounded in D , and let Hypothesis H hold with J ' u, u .Ã ÄT 1
 .  .Then Problem 3.1 has a unique bounded solution u ' u , . . . , u in1 N
k . k . :  4  4  .u, u . Moreo¨er, the sequences u , u gi¨ en by 3.2 con¨erge mono-Ã Ä
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tonically to u and satisfy the relation,
k . kq1. kq1. k .u F u F u F u F u F u F u on D . 3.15 .Ã Ä T
 .Proof. It is clear from 3.11 and the boundedness of u and u that bothÄ Ã
u and u are bounded on D . Let w s u y u and w s u y u , i s 1, . . . , N.T i i i
 .By the integral representation 3.13 ,
t
w t , x s dt G t , x ; t , j q t , j y q t , j dj . .  .  .  .H Hi i i i
n0 R
 .  .Because by 3.3 and Hypothesis H ,1




w t , x F 2 K dt G t , x ; t , j w t , j dj . .  .  .H Hi i i
n0 R
5 5 5 5 5 5For each t ) 0, define w s w q ??? q w , where,t t t1 N
n5 5w ' sup w t , j ; 0 F t F t , j g R , i s 1, . . . , N . 3.17 4 .  .  .ti i
 .  xThen by 3.5 for any t g 0, T ,
t X 1ym5 5 5 5w t , x F 2 K dt G t , x ; t , j dj w F K t w , .  .H H t ti i i /n0 R
for some constant K X independent of t, where 0 - m - 1. Addition of thei
previous inequalities leads to
1ym n5 5 w xw t , x F Kt w t g 0, T , x g R , 3.18 .  . .t
where K s K X q ??? qK X . The foregoing relation implies that there exists1 N
n .t ) 0 such that w t, x s 0 for 0 F t F t , x g R . This proves u s u in1 1
nw x w x0, t = R . It follows by a ladder argument as that in 13 that u s u on1
U U U .  .  :D . Finally if u ' u , . . . , u is any solution of 3.1 in u, u , then byÃ ÄT 1 N
 .  .the integral representation 3.13 with u , q t , j replaced, respectively, byi i
uU andi
U U U Uq t , j s F t , j , u t , j , u t , j , u t , j , .  .  .  . .a bi i i i i
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Uthe same argument as that for u and u shows that u s u on D . ThisT
proves the uniqueness of the solution and thus proves the theorem.
We next consider the case where u and u are not necessarily bounded inÄ Ã
D . For this case, we take a different approach by showing that u s u inT
w x n0, T = B for every large ball B in R . Specifically, we have the following
result.
THEOREM 3.2. Let u, u be a pair of coupled upper and lower solutions ofÄ Ã
 .  .3.1 , not necessarily bounded in D , and let hypothesis H hold withT 1
 :  .  :J ' u, u . Then problem 3.1 has a unique solution u in u, u . Moreo¨erÃ Ä Ã Ä
k . k . 4  4  .the sequences u , u gi¨ en by 3.2 con¨erge monotonically to u and
 .satisfy the relation 3.15 .
 .Proof. Let G t, x; t , j be the Green's function of the parabolic oper-i
 . U  xator ­r­ t y L in the bounded domain D ' 0, T = B under thei T
U  xDirichlet boundary condition on S ' 0, T = ­ B, and letT
J 1. t , x ' G t , x ; 0, j u j dj , 3.19 .  .  .  .Hi i i , 0
B
n  .where ­ B denotes the surface of the ball B in R . By considering 3.12 in
the bounded domain DU we may writeT
t1.u t , x s J t , x q dt G t , x ; t , j q t , j dj .  .  .  .H Hi i i i
0 B
­ Gt iq dt t , x ; t , j c t , j dj , .  .H H i­n0 ­ B j
t1.u t , x s J t , x q dt G t , x ; t , j q t , j dj .  .  .  .H Hi i i i
0 B
3.20 .
­ Gt iq dt t , x ; t , j c t , j dj , .  .H H i­n0 ­ B j
 w x.  .cf. 5, 13 . In the preceding integrals, q and q are given by 3.14 and ci i i
and c are governed by the integral equation,i
­ Gt i
c t , x s 2 dt t , x ; t , j c t , j dj y 2u t , x , .  .  .  .H Hi i i­n0 ­ B j
with u s u and u s u , respectively. In either case, c may be expressedi i i i i
as
t
c t , x s 2 dt R t , x ; t , j u t , j dj q 2u t , x , 3.21 .  .  .  .  .H Hi i i i
0 ­ B
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 w x .  .cf. 13 p. 51 . The kernel R t, x; t , j has a weak singular point at
 .  .t, x s t , j and has the estimate,
R t , x ; t , j .i
< <ym < <y nq1y2 myg .F C t y t x y j , 1 y gr2 - m - 1 , 3.22 .  .i
for some constant C .i
 .By a subtraction of the two equations in 3.20 the difference w ' u y ui i i
satisfies the relation,
t
w t , x s dt G t , x ; t , j q t , j y q t , j dj .  .  .  .H Hi i i i
0 B
­ Gt iq dt t , x ; t , j c t , j y c t , j dj . 3.23 .  .  .  .H H i i­n0 ­ B j
 .  .Because by 3.21 , 3.22 and w s u y u ,i i i
c t , x y c t , x .  .i i
t
F 2 dt R t , x ; t , j w t , j dj q 2 w t , x .  .  .H H i i i
0 ­ B
X 5 5F C w ,ti i
X 5 5  .for some constant C independent of t, where w is given by 3.17 , weti i
 .  .see from 3.23 and 3.16 that
t
5 5w t , x F dt G t , x ; t , j dj 2 K w .  .  .H H ti i i /0 B
­ Gt i X 5 5q dt t , x ; t , j dj C w . .  .H H ti i /­n0 ­ B j
 .  .The property 3.5 and a similar estimate for G t, x; t , j lead toi
U U1ym 1ym5 5 5 5w t , x F K t w q C t w , i s 1, . . . , N . .  .t ti i i i
Addition of the previous inequalities gives
U 1ym 5 5 w xw t , x F K t w , t g 0, T , x g B , .  .t
U  .for some constant K . Because this is in the same form as that in 3.18 we
 . w xconclude that u s u and is the unique solution of 3.1 in 0, T = B. The
 .arbitrariness of B ensures that u is the unique solution of 3.1 on D .T
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4. THE EXTERIOR AND GENERAL DOMAIN PROBLEMS
In this section we show the existence and uniqueness of a solution to
 .1.1 for the exterior problem and its extension to the general domain V. It
 .is assumed that problem 1.1 has a pair of coupled upper and lower
0. 0.solutions u, u. For the exterior problem we again use u s u and u s uÄ Ã Ä Ã
k . 4as a pair of coupled initial iterations and construct two sequences u '
k . k . k . k . k . 4  4  4u , . . . , u , u ' u , . . . , u from the linear iteration process,1 N 1 N
k . ky1. ky1. ky1.w xL u s F t , x , u , u , ua /i i i i bi i in D ,Tk . ky1. ky1. ky1.w xL u s F t , x , u , u , u b /i i i i a ii
k . k .u t , x s u t , x s h t , x on S , .  .  .i i i T
4.1 .
k . k .u 0, x s u 0, x s u x in V i s 1, . . . , N , .  .  .  .i i i , 0 e
 xwhere D ' 0, T = V . In the absence of an explicit integral representa-T e
 .tion for 4.1 we show the existence and the monotone property of these
sequences by a different approach. Consider the linear scalar parabolic
boundary-value problem,
L u s qky1. t , x in D , u s h on S , .i i i T i i T
4.2 .
u 0, x s u x in V , .  .i i , 0 e
ky1. ky1. ky1. ky1.with either q s q or q s q , where i s 1, . . . , N, k si i i i
k . k .  .1, 2, . . . , and q and q are given by 3.3 . We first establish a similari i
result as that in Lemma 3.1 under the additional condition,
< <u 0, x s u 0, x s u x for sufficiently large x , i s 1, . . . , N . .  .  .  .Ä Ãi i i , 0
4.3 .
 .  .  :LEMMA 4.1. Let condition 4.3 and hypothesis H hold with J ' u, u .Ã Ä1
k . k . 4  4  .Then the sequences u , u gi¨ en by 4.1 are well defined and possess the
 . w xmonotone property 3.6 on D ' 0, T = V . Moreo¨er, for each k sT e
k . k .  .1, 2, . . . , u and u are coupled upper and lower solutions of 1.1 .
ky1. ky1. .  .  .Proof. Consider the problem 4.2 with q s q . By 2.1 , 2.4 ,i i
 .and 3.3 ,
0.w x w xL u G F u , u , u s q t , x , .Ä Ä Ä Ã .a bi i i i ii i
0.w x w xL u F F u , u , u F q t , x , .Ã Ã Ã Ä .a bi i i i ii i 4.4 .
u t , x G h t , x G u t , x , .  .  .Ä Ãi i i
u 0, x G u x G u 0, x i s 1, . . . , N . .  .  .  .Ä Ãi i , 0 i
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 .This shows that u and u are ordered upper and lower solutions of 4.2Ä Ãi i
0. 0.  . w xwhen q s q . In view of condition 4.3 , Theorem 7.4.1 of 13 ensuresi i
 .  :  .that a unique solution to 4.2 exists and is in u , u . It is clear from 4.1Ã Äi i
1. .and 3.3 that this solution coincides with u on D . By a similar relationi T
 .as that in 4.4 , the pair u and u are also ordered upper and lowerÄ Ãi i
 . 0. 0.solutions of 4.2 when q s q . This implies that a unique solution toi i
 . 1.  . 0. 0.4.2 exists and coincides with u in 4.1 when q s q . Furthermore,i i i
1. 1. 1. .  .by 4.2 and 2.6 , w ' u y u satisfiesi i i
1. 0. 0.L w s q t , x y q t , x G 0 in D , .  .i i i i T
4.5 .
1. 1.w t , x s 0 on S , w 0, x s 0 in V . .  .i T i e
1.  .Because w satisfies a growth condition as that in 2.2 the Phragman]i
1. 1.Lindelof principle implies that w G 0 on D . This leads to u F u FÈ Ãi T i i
1.  .u F u , i s 1, . . . , N. Applying this conclusion to 4.2 for k s 1 andÄi i
 .  .using the relations 2.6 and 3.3 yield
1. 1. 0. 1. 0. 0. 0.w xu y L u s K u y u q f u , u , u . a .  /i i i i i i i i bit i
1. 1. 1.w xG f u , u , u ,a /i i bi i
4.6 .
1. 1. 0. 1. 0. 0. 0.w xu y L u s K u y u q f u , u , u .  . b /i i i i i i i i a it i
1. 1. 1.w xF f u , u , u i s 1, . . . , N . .b /i i a ii
1. 1.  .Because u and u satisfy the boundary and initial conditions in 4.2i i
1. 1. 1. 1. :  .and are in u , u for every i, the pair u ' u , . . . , u and u 'Ã Äi i 1 N
 1. 1..  .u , . . . , u are coupled upper and lower solutions of 1.1 . It is easy to1 N
1. 1. .  .see from 4.6 and 2.6 that u and u are also ordered upper and loweri i
0. 0. 0. .solutions of 4.2 when q is either q or q .i i i
1. 1.Using u and u as the pair of ordered upper and lower solutionsi i
2. 2.  .instead of u and u the same argument shows that u and u in 4.1Ä Ãi i i i
1. 2. 2. 1.exist and satisfy the relation u F u F u F u on D , i s 1, . . . , N.i i i i T
2. 2. 2. 2. 2. 2. .  .Moreover, u ' u , . . . , u and u ' u , . . . , u are coupled upper1 N 1 N
2. 2. .and lower solutions of 1.1 , and u and u are ordered upper and loweri i
1. 1. 1. .solutions of 4.2 when q is either q or q . This proves the lemma fori i i
k s 2. The conclusions of the lemma follow by an induction argument.
 .We next show that condition 4.3 in Lemma 4.1 can be removed.
LEMMA 4.2. The conclusions in Lemma 4.1 remain true without the
 .condition 4.3 .
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 .Proof. To remove the requirement in 4.3 it suffices to show that the
0. 0. .  :linear problem 4.2 has a unique solution in u , u when q s q andÃ Äi i i i
0. 1. 1.q s q since the corresponding solutions u and u lead to a pair ofi i i i
1. 1.  .coupled upper and lower solutions u , u of 1.1 and satisfy condition
 .  4 n4.3 . Let B be a sequence of increasing balls in R such thatm
`
n­ V ; B ; B ; B , B s R , 4.7 .Dm m mq1 m
ms1
and let
V ' V l B , ­ V ' ­ V j ­ B ,m e m m m
D ' 0, T = V , S ' 0, T = ­ B , m m m m
 .where ­ B is the surface of B . Consider problem 4.2 in the boundedm m
domain D under the additional boundary condition,m
0. 0.u s u on S when q s q ,Äi i m i i
4.8 .
0. 0.u s u on S when q s q i s 1, . . . , N . .Ãi i m i i
 .It is obvious from 4.8 that the pair u and u are ordered upper andÄ Ãi i
0. 0. 0. 0. .  .lower solutions of 4.2 , 4.8 in D for both q s q and q s q .m i i i i
 .This implies that in either case, a unique solution u exists and remainsi m
0. 0. :  w x.in u , u for each m cf. 13 . Consider the case q s q and denoteÃ Äi i i i
 .  .  .the corresponding solution by u . Because u satisfies 4.2 in Di m i mq1 m
 .  .and u F u s u on S , standard comparison theorem for linearÄi mq1 i i m m
 .  .scalar parabolic boundary-value problems implies that u F u oni mq1 i m
0. 0. w x.D cf. 13 . A similar argument shows that when q s q the corre-m i i
 .  .  .  .sponding solution u of 4.2 , 4.8 possesses the property u Fi m i m
 .  .  .u on D . Furthermore, the relation u s u G u G u onÄ Ãi mq1 m i mq1 i i i mq1
 .  .  .S ensures u G u on D , and in particular, u Gmq 1 i mq1 i mq1 mq1 i mq1
 .  .  .  .  .u on D . This proves that u F u F u F u oni mq1 m i m i mq1 i mq1 i m
D for every m s 1, 2, . . . .m
 .  .Define extensions U and U to D byi m i m T
u on D ,u on D ,  . . i mi mm m
U s U s . .i i mm  u on D rD , u on D rD .Ä Ãi T m i T m
4.9 .
Then the previous conclusion implies that
u F U F U F U F U F u on D . 4.10 . .  .Ã Ä .  .i i i i i i Tm mq1 mq1 m
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This implies that the pointwise limits,
1. 1.lim U s u , lim U s u 4.11 . . .i i i immmª` mª`
1. 1. 1. 1.exist and satisfy u F u F u F u on D . To show that u and u areÃ Äi i i i T i i
0. 0. 0. 0. .the respective solutions of 4.2 corresponding to q s q and q s qi i i i
 .it suffices to show that they satisfy 4.2 in D for every large m. Considerm
 . UUthe problem 4.2 in D for a fixed large m and with the additionalm
boundary condition,
1. 0. 0.
Uu t , x s u t , x on S when q s q , .  .i i m i i
4.12 .
1. 0. 0.
Uu t , x s u t , x on S when q s q . .  .i i m i i
 .It is obvious that u and u are ordered upper and lower solutions of 4.2 ,Ä Ãi i
0. 0. 0. 0. . U4.12 in D for both q s q and q s q . Hence, in each case am i i i i
U U .  :unique solution u respectively, u exists and is in u , u . For the caseÃ Äi i i i
U0. 0.  .  .q s q the function w ' u y U satisfies the relation,i i i m i i m
L w s 0 in D , w s 0 on S , .  .i i m i Tm m
w 0, x s 0 in V , . .i mm
1. .  .  . Uand the boundary condition w s u t, x y U on S for everyi m i m m
U  .  . Um G m . In view of 4.11 , w ª 0 on S as m ª `. Using an integrali m m
 . Urepresentation for w in the bounded domain D and applying thei m m
w x  .dominated convergence theorem the argument in 13 implies that wi m
1. .  . Uª 0 pointwise as m ª `. Because U ª u on D as m ª ` wei m i m
U 1. 1.
Uconclude that u s u on D . This shows that u is the unique solutioni i m i
0. 0. 0. 0. . Uof 4.2 in D when q s q . The proof for the case q s q ism i i i i
similar. This completes the proof of the lemma.
Based on Lemma 4.2 we have the following existence-uniqueness theo-
rem.
THEOREM 4.1. Let u, u be a pair of coupled upper and lower solutions ofÄ Ã
 .  .  :1.1 with V ' V , and let hypothesis H hold with J s u, u . ThenÃ Äe 1
 .  : 2qa  .problem 1.1 has a unique solution u g u, u l C D . Moreo¨er, theÃ Ä loc T
k . k . 4  4  .sequences u , u gi¨ en by 4.1 con¨erge monotonically to u and satisfy
 . w x3.15 with D ' 0, T = V .T e
k . k . 4  4  .Proof. By Lemma 4.2 the sequences u , u given by 4.1 converge
pointwise to some limits u and u, respectively, and u F u F u F u on D .Ã Ä T
To prove the existence problem it suffices to show that u s u and u
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 .satisfies 1.1 in every bounded subdomain D of D . Definem T
h t , x on S ,h t , x on S ,  . . i Ti Tk . k .H t , x s H s .i i k .k .  u t , x on S ,u t , x on S ,  . . i mi m
4.13 .
k . k . 4  4  .and consider the sequences u , u given by 4.1 in D with them
boundary condition replaced by
k . k . k . k .u s H and u s H on 0, T = ­ V . 4.14  .i i i i m
 .By the integral representation of the solution of 4.1 in the bounded
domain D we obtainm
tk . 1. ky1.u t , x s J t , x q dt G t , x ; t , j q t , j dj .  .  .  .H Hi i i i
0 V m
­ Gt i ky1.q dt t , x ; t , j c t , j dj , 4.15 .  .  .H H i­n0 ­ V jm
k . k . ky1. ky1. ky1. ky1. k .where u s u when q s q and c s c , and u si i i i i i i
k . ky1. ky1. ky1. ky1. k .u when q s q and c s c . The functions q andi i i i i i
k . k . k . .q are given by 3.3 while c and c are given byi i i
tk . k . k .c t , x s 2 H t , x q 2 dt R t , x ; t , j H t , j dj , .  .  .  .H Hi i i i
0 ­ V m
tk . k . k .c t , x s 2 H t , x q 2 dt R t , x ; t , j H t , j dj . .  .  .  .H Hi i i i
0 ­ V m
4.16 .
k . k . w xBecause u ª u and u ª u on S as k ª ` the argument in 13i i i i m
k . k . .see p. 50 shows that c ª c and c ª c as k ª `, and c and ci i i i i i
 x  .are some continuous function on 0, T = ­ V . Letting k ª ` in 4.15m
and applying the dominated convergence theorem lead to
t1.u t , x s J t , x q dt G t , x ; t , j q t , j dj .  .  .  .H Hi i i i
0 V m
­ Gt iq dt t , x ; t , j c t , j dj i s 1, . . . , N , .  .  .H H i­n0 ­ V jm
4.17 .
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where u s u when q s q , and c s c and u s u when q s q andi i i i i i i i i i
w xc s c . A regularity argument as that in 13 shows that u and u are ini i i i
2qa  .C V and satisfy the relation,m
L u s q t , x , L u s q t , x in D , .  .i i i i i i m
u t , x s H t , x , u t , x s H t , x on 0, T = ­ V , .  .  .  . i i i i m
 .  .  .and the condition u 0, x s u 0, x s u x , where H and H are thei i i, 0 i i
k . k .respective limits of H and H as k ª `. We show that u s u fori i i i
i s 1, . . . , N.
 .Let w s u y u . By a subtraction of the equation in 4.17 for u s ui i i i i
and u s u we havei i
t
w t , x s dt G t , x ; t , j q t , j y q t , j dj .  .  .  .H Hi i i i
0 V m
­ Gt iq dt t , x ; t , j c t , j y c t , j dj . .  .  .H H i i­n0 ­ V jm
 .  .  .  .Because by 3.16 , 4.16 , and 4.13 with k ª ` ,
Xq t , x y q t , x F K u t , x y u t , x , .  .  .  .i i i
Xc t , x y c t , x F K u t , x y u t , x , .  .  .  .i i i i i
for some constant K X independent of t we conclude from the argument ini
U U U U .the proof of Theorem 4.1 that u s u ' u and u ' u , . . . , u is thei i i 1 N
 .  xunique solution of 1.1 in D s 0, T = V . This proves the theorem.T e
The method used for the exterior problem can be immediately extended
 .to 1.1 for the general unbounded domain V, including the half-space
n k . k . 4  4problem V ' R . To ensure the existence of the sequences u , uq
 .given by 4.1 with respect to the general domain V it suffices to show that
 . w xthe linear scalar problem 4.2 has a unique solution on D ' 0, T = VT
ky1. ky1. ky1.when q is either q or q . The existence and the monotonei i i
property of these sequences are given in the following.
 .  :LEMMA 4.3. Let hypothesis H hold with J s u, u . Then the se-Ã Ä1
k . k . 4  4  .quences u , u gi¨ en by 4.1 in the general domain V are well defined
 . w xand possess the monotone property 3.6 on D ' 0, T = V. Moreo¨er, forT
k . k .each k s 1, 2, . . . , u and u are coupled upper and lower solutions of
 .1.1 .
PARABOLIC SYSTEMS I. EXISTENCE AND DYNAMICS 147
ky1. ky1. .  .Proof. Consider problem 4.2 with q s q . In view of 4.4 , uÄi i i
and u are ordered upper and lower solutions when k s 1. Assume for theÃi
moment that u and u satisfy the condition,Ä Ãi i
u t , x s u t , x s h t , x on S , .  .  .Ä Ãi i i T
u 0, x s u 0, x .  .Ä Ãi i 4.18 .
< <s u x for sufficiently large x , i s 1, . . . , N . .  .i , 0
w x  .Then by Theorem 7.4.2 of 13 , problem 4.2 with k s 1 has a unique
1. :  .solution in u , u and is given by u in 4.1 . A similar argument showsÃ Äi i i
 .  : 1.that problem 4.2 also has a unique solution in u , u and is given by uÃ Äi i i
0. 0.  .  xwhen q s q . By the relation 4.6 in the domain D ' 0, T = V,i i T
1. 1. 1. 1. 1. 1. .  .u ' u , . . . , u and u ' u , . . . , u are coupled upper and lower1 N 1 N
1. 1. .solutions of 1.1 , and for each i s 1, . . . , N, u and u are orderedi i
0. 0. 0. 0. .upper and lower solutions of 4.2 when either q s q or q s q .i i i i
1. 1.Using u and u as the pair of ordered upper and lower solutionsi i
instead of u and u , an induction argument as that in the proof of LemmaÄ Ãi i
k . k .4.1 shows that u and u exist and are ordered upper and loweri i
k . k . .solutions of 4.2 . Moreover, u and u are coupled upper and lower
 .  . w xsolutions of 1.1 and possess the monotone property 3.6 on D ' 0, TT
1. 1.= V. In particular, u and u are coupled upper and lower solutions of
 .  .1.1 and satisfy the condition 4.18 . Hence to complete the proof of the
1. 1.theorem it is sufficient to show that u and u exist without condition
 .4.18 .
 4 nLet V be a sequence of smooth bounded domains in R such thatm
`
XUV ; V ; V , V s V , ­ V s ­ V j ­ V , 4.19 .Dm mq1 m m m
ms1
XUwhere ­ V is the portion of ­ V contained in V and ­ V is them m
 .boundary of V lying in V. Consider problem 4.2 in the domainm
U  x  .D ' 0, T = V under the additional boundary condition 4.8 , wherem m
X  x XS is replaced by S ' 0, T = ­ V . By the argument in the proof ofm m m
0. 0. .  .Lemma 4.2, the solutions u and u corresponding to q s q andi m i m i i
0. 0.  .  .q s q , respectively, exist and their extensions U , U given byi i i m i m
 .  .4.9 possess the monotone property 4.10 . Moreover, by considering an
arbitrarily large bounded domain V U and imposing the boundary condi-m
 . XUtion 4.12 with S replaced by S the argument in the proof of Lemmam m
1. 1.  .4.2 shows that the limits u and u in 4.11 exist and are the respectivei i
0. 0. 0. 0. .  .  .solutions of 4.2 for q s q and q s q . Moreover, by 4.1 and 4.6i i i i
1. 1.  .u and u are coupled upper and lower solutions of 1.1 . This proves the
lemma.
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We have the following analogous existence-uniqueness theorem for the
general unbounded-domain problem as a consequence of Lemma 4.1.
THEOREM 4.2. Let u, u be a pair of coupled upper and lower solutions ofÄ Ã
 .  .  :1.1 , and let hypothesis H hold with J ' u, u . Then all the conclusionsÃ Ä1
w xin Theorem 4.1 hold for the general domain D ' 0, T = V.T
Proof. The proof of the theorem follows along the same line as that for
Theorem 4.1 and is omitted.
5. ASYMPTOTIC BEHAVIOR OF SOLUTIONS
Based on the existence-uniqueness results in Sections 3 and 4 we
 .investigate the asymptotic behavior of the solution of 1.1 in relation to
 .the elliptic system 1.2 for the general unbounded domain V. The
following additional hypothesis will be assumed throughout this section.
 .  .  .H . The coefficients of L and the functions h ' h x and f ' f x, u2 i i i i i
 .  .   .  ..are all independent of t i s 1, . . . , N , and f x, u ' f x, u , . . . , f x, u1 N
1qa  .  :is a bounded C function of x, u for x g V and u g u , u .Ã Äs s
 .In the hypothesis H the pair u and u are coupled upper and lowerÄ Ã2 s s
 .solutions of 1.2 which are defined as follows:
 .DEFINITION 5.1. A pair of functions u ' u , . . . , u , u 'Ä Ä Ä Ãs 1 N s
2 .  .  .u , . . . , u in C V l C V are called coupled upper and lower solu-Ã Ã1 N
 .tions of 1.2 if u G u andÄ Ãs s
yL u G f x , u , u , uÄ Ä Ä Ã .a bi i i i s si i in V ,
yL u F f x , u , u , uÃ Ã Ã Ä .a bi i i i s si i 5.1 .
u x G h x G u x on ­ V , i s 1, . . . , N . .  .  .  .Ä Ãi i i
< <In the foregoing definition, no growth condition as x ª ` is required,
and when V s R n the boundary requirement is not needed. It is clear
 .  . from 5.1 that if f x, u is quasi-monotone nondecreasing that is, b s 0i
.for all i then the pair u , u are uncoupled and are referred to as orderedÄ Ãs s
upper and lower solutions.
 4  .Let V be the sequence of bounded domains given by 4.19 , andm
 .consider the elliptic system 1.2 in V with a suitable boundary conditionm
X 0. 0.on ­ V . By using u s u and u s u as a pair of coupled initialÄ Ãm s s s s
m. m. m. m. 4  4  4iterations we construct two sequences U ' U , . . . , U , U 's 1 N s
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 m. m.4U , . . . , U from the linear iteration process,1 N
m. m. my1. my1. my1.yL u q K u s F x , U , U , U /i i i i i i s s ba ii in V ,mm. m. my1. my1. my1.yL u q K u s F x , U , U , U /i i i i i i s sa bi i
Um. m.u s u s h x on ­ V , .i i i
5.2 .
Xm. m.u s u , u s u on ­ V i s 1, . . . , N , .Ä Ãi i i i m
m. m. m. m.where U and U are the respective extensions of u , u given byi i i i
m.u x when x g V , .i mm.U x ' .i  u x when x g VrV , .Äi m
m.u x when x g V , .i mm.U x ' i s 1, . . . , N , m s 1, 2, . . . . .  .i  u x when x g VrV , .Ãi m
5.3 .
0. 0.  .  .and U s u , U s u . It is clear from H and H that the sequencesÄ Ãi i i i 1 2
m. m. 4  4U , U are well defined. The following lemma gives the monotones s
property of these sequences.
m. m. 4  4  .  .LEMMA 5.1. The sequences U , U gi¨ en by 5.2 ] 5.3 possess thes s
monotone property,
m. mq1. mq1. m.u F U F U F U F U F u on V . 5.4 .Ã Äs s s s s s
1. 1. .  .  .Proof. It is easy to see from 5.1 ] 5.3 and 2.6 that u F u F u FÃ s s s
 .u on V . This shows that 5.4 holds for m s 0. The monotone propertyÄ s 1
 .5.4 follows by an induction argument similar to that for Lemma 3.1 and is
 w x .omitted. See also 14, 15 .
 .In view of the monotone property 5.4 the pointwise limits,
m. m.lim U x s u x , lim U x s u x 5.5 .  .  .  .  .s s s s
mª` mª`
exist and satisfy u F u F u F u on V. SetÃ Äs s s s
 :u , u ' u g C V ; u F u F u . . 4s s s s s s
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 .  .We show that u ' u , . . . , u and u ' u , . . . , u , called quasi-solu-s 1 N s 1 N
 .tions of 1.2 , satisfy the relation,
w xyL u s f x , u , u , u .a bi i i i s si i in V ,w xyL u s f x , u , u , u .bai i i i s s ii 5.6 .
u x s u x s h x on ­ V , i s 1, . . . , N . .  .  .  .i i i
THEOREM 5.1. Let u , u be a pair of coupled upper and lower solutionsÄ Ãs s
 .  .  .  :of 1.2 , and let hypotheses H , H hold with J ' u , u . Then theÃ Ä1 2 s s
m. m. 4  4  .  .sequences U and U gi¨ en by 5.2 ] 5.3 con¨erge monotonically to as s
 .pair of quasi-solutions u , u which satisfy 5.6 and the relation,s s
m. mq1. mq1. m.u F U F U F u F u F U F U F u on V . 5.7 .Ã Äs s s s s s s s
U U .  .Moreo¨er, if u s u ' u then u is the unique solution of 1.2 ins s s s
 :u , u .Ã Äs s
 .Proof. To prove the relation 5.6 it suffices to show that u and us s
 .satisfy 5.6 in any bounded subdomain of V. Consider the restriction of
Uk . k .
UU and U to a given bounded domain V , where k ) m is ans s m
k . k . k . k .
Uarbitrary integer. Then U s u , U s u on V , ands s s s m
k . k . ky1. ky1. ky1.yL U q K U s F x , U , U , U /i i i i i i s s ba ii
Uin V ,mk . k . ky1. ky1. ky1.yL U q K U s F x , U , U , U /i i i i i i s sa bi i 5.8 .
Uk . k .U s U s h x on ­ V , i s 1, . . . , N . .  .i i i
k . k .  .Because u F U F U F u on V, the right-hand side of 5.8 areÃ Äs s s s
w xUbounded on V . By the same argument as that in 13 , using the standardm
estimates for elliptic boundary value problems in bounded domains, we
k . k . 2qa 4  4  .Uconclude that the sequences U , U converge in C V to somes s m
 .functions u and u , respectively, as k ª `. Letting k ª ` in 5.8 showss s
 . U Uthat u and u satisfy 5.6 in V . The arbitrariness of V ensures thats s m m
 .  .u and u are quasi-solutions of 1.2 . The monotone property 5.7 followss s
 .  .from 5.4 and 5.5 .
 .  .It is obvious from 5.6 that u and u are solutions of 1.2 if u s u ons s s s
V. To prove the uniqueness of the solution it is sufficient to show that if
U  .  : m. U m.u is a solution of 1.2 in u , u then U F u F U for everyÃ Äs s s s s s
Um. m. m. m. m. .  .m s 1, 2, . . . . Let w ' w , . . . , w s U y u . By 5.3 , w G o1 N s s
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 .  .in VrV and by 5.2 and 1.2 ,m
m. m. my1. my1. my1.yL w q K w s F U , U , U /i i i i i i s s ba ii
U w U x w U xy F u , u , u in V , .a bi i s s mi i
w m. x s 0 on ­ VU , w m. x s u x y uU x on ­ VX , .  .  .  .Äi i i i m
i s 1, . . . , N , 5.9 .  .
0.where m s 1, 2, . . . . For m s 1, the foregoing relation and U s u ,Ä s
U0. s u yieldÃs s
U U U1. 1. w x w xyL w q K w s F u , u , u y F u , u , u G 0,Ä Ä Ã  . . a ba bi i i i i i s s i i s si ii i
in V . By the positivity lemma for elliptic boundary-value problems,1
U1. 1.w G 0 on V which leads to U G u . A similar argument givesi 1 s
U U1. my1. my1.u F U on V . Assume by induction that U G u G U ons s 1 s s s
 .  .V for some m ) 1. Then by 5.9 and 2.6 ,my 1
yL w m. q K w m. G 0 in V , w m. G 0 on ­ V .i i i i m i m
Um. m.This again leads to w G 0 and thus U G u on V . A similari s s m
U Um. m. m.argument gives u G U on V . The relation U G u G U on Vs s m s s s m
Ufollows from the principle of induction. Letting m ª ` yields u G u G us s s
on V. This proves the theorem.
 .It is obvious from 5.6 that if b s 0 for all i, then both u and u arei s s
 .solutions of 1.2 . Moreover, the proof of Theorem 5.1 ensures that every
U U .  :solution u of 1.2 in u , u satisfies u F u F u on V. This observa-Ã Äs s s s s s
tion leads to the following
 .COROLLARY 5.1. Let the hypothesis in Theorem 5.1 hold. If f x, u is
m. :  4quasi-monotone nondecreasing in u , u then the sequences U con¨ergeÃ Äs s s
 :monotonically from abo¨e to the maximal solution u in u , u and theÃ Äs s s
 m.4sequence U con¨erges monotonically from below to the minimal solutions
 .u . Moreo¨er, relation 5.7 holds.s
Theorem 5.1 and its corollary are useful for investigating the asymptotic
 .behavior of the solution of 1.1 in relation to the quasi-solutions u ands
u . In the following lemma we show the positivity of a function w 's
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 .w , . . . , w satisfying the relation,1 N
N
w y L w G c w in D , . i i i i j j Tt
js1
w t , x G 0 on S , 5.10 .  .i T
w 0, x G 0 in V , i s 1, . . . , N . .  .i
a  .LEMMA 5.2. Let c g C D be bounded on D such that c G 0 fori j loc T T i j
2qa .  .  .j / i. If w ' w , . . . , w g C D l C D , is bounded at t s 0,1 N loc T T
 .and satisfies 5.10 then w G o and is bounded on D .T
 . a  .Proof. In view of 5.10 there exists q g C D and nonnegativei loc T
U  .functions h , w x such thati i, 0
N
w y L w s c w q q t , x in D , .  .i i i i j j i Tt
js1
w t , x s hU t , x on S , 5.11 .  .  .i i T
w 0, x s w x in V , i s 1, . . . , N . .  .  .i i , 0
 .   .  ..Because c G 0 for j / i the function f ?, w ' f ?, w , . . . , f ?, w withi j 1 N
N
f t , x , w ' c w q q , i s 1, . . . , N , .  .i i j j i
js1
 .is quasi-monotone nondecreasing for all w and satisfies hypothesis H1
N U  .with J ' R , w s o and b s 0. We show that the solution of 5.11 isi
nonnegative by constructing a pair of nonnegative upper and lower solu-
tions. It is clear from the nonnegative property of q , hU , and w thati i i, 0
w s o is a lower solution. An upper solution is given by w s r ea t for someÃ Ä
 .large constants r and a , where r ' r, . . . , r . Indeed, direct computa-
 . Ution shows that w satisfies the inequalities in 2.1 if r G h , r G w andÄ i i, 0
N
a t a tar e G c r e q q , i s 1, . . . , N . . i j i
js1
The previous inequality is satisfied by some sufficiently large r and a .
 .Since w satisfies the growth condition 2.2 with g s 0 it is a boundedÄ i
upper solution. It follows from Theorem 4.2 that a unique solution W to
a t .5.11 exists and o F W F r e on D . The uniqueness property ensuresT
that w s W which proves the lemma.
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 .To investigate the asymptotic behavior of the solution of 1.1 we assume
 .that a pair of coupled upper and lower solutions u , u to 1.2 exist andÄ Ãs s
 .are bounded by some constant vector M ' M , . . . , M G o on V. This1 N
 .implies that u and u are also coupled upper and lower solutions of 1.1Ä Ãs s
 :  .when u g u , u . We first treat the case where f ?, u is quasi-monotoneÃ Ä0 s s
 :nondecreasing in u , u . It is clear from the existence-uniqueness theo-Ã Äs s
 :  .rems in the previous sections that for any u g u , u problem 1.1 hasÃ Ä0 s s
 :a unique solution u on D and u g u , u . The arbitrariness of TÃ ÄT s s
implies that
u x F u t , x F u x for all t ) 0, x g V . 5.12 .  .  .  .Ã Äs s
0. .  .Denote the solution by u t, x when u s u and by u t, x when u s u .Ä Ãs 0 s
The following theorem gives the monotone convergence of these solutions
as t ª `.
 .  .THEOREM 5.2. Let u x , u x be a pair of ordered upper and lowerÄ Ãs s
 .  .  .solutions of 1.2 which are bounded on V, and let u t, x , u t, x be the
 .solutions of 1.1 corresponding to u s u and u s u , respecti¨ ely. As-Ä Ã0 s 0 s
 .  :sume that f ?, u is quasi-monotone nondecreasing in u , u and hypothesesÃ Äs s
 .  .  :  .H , H hold with J ' u , u . Then u t, x con¨erges monotonicallyÃ Ä1 2 s s
 .  .  .from abo¨e to the maximal solution u x of 1.2 , and u t, x con¨ergess
 .monotonically from below to the minimal solution u x as t ª `. Moreo¨er,s
U .  .  .  .u t, x G u t, x , and if u t, x is the solution of 1.1 corresponding to any
 :u g u , u thenÃ Ä0 s s
Uu t , x F u t , x F u t , x t ) 0, x g V . 5.13 .  .  .  .  .
 .  .  .Proof. It is clear that 5.12 holds for both u t, x and u t, x . Let
 .  .  .w t, x s u t, x y u t q d , x for an arbitrary constant d ) 0, and let
 .  .  .  .w s w , . . . , w . By 1.1 , 5.12 with u s u and the mean-value theo-1 N
rem,
w y L w s f x , u t , x , u t , x .  .  . .ai i i i i it i
y f x , u t q d , x , u t q d , x .  . .ai i i
N ­ fis x , j w t , x t ) 0, x g V , .  .  . j /­ ujjs1 5.14 .
w t , x s h x y h x s 0 t ) 0, x g ­ V , .  .  .  .i i i
w 0, x s u x y u d , x G 0 x g V , i s 1, . . . , N , .  .  .  .Äi i i
 .  .  .where j ' j t, x is an intermediate value between u t, x and u t q d , x .
 .  .Because by H , H and the quasi-monotone nondecreasing property of1 2
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 .  .  .  .. a  .f ?, u the functions c t, x ' ­ f r­ u x, j t, x are in C D for alli j i j T
i, j and c G 0 for j / i, we conclude from Lemma 5.2 and the arbitrari-i j
w .ness of T that w G o in 0, ` = V. This proves the monotone nonincreas-
 .  .ing property of u t, x in t. A similar argument shows that u t, x is
 .monotone nondecreasing in t. Moreover, by replacing u t q d , x by
 .  .  .  .  .  .u t, x the function w t, x ' u t, x y u t, x satisfies 5.14 with w 0, x
 .  .s u x y u x G 0 and possibly a different intermediate value j . ItÄ Ãs s
 . w .follows again from Lemma 5.2 that w t, x G o in 0, ` = V. The forego-
ing conclusions ensure that the limits,
U Ulim u t , x ' u x , lim u t , x ' u x 5.15 .  .  .  .  .s s
tª` tª`
U U Uexist and satisfy the relation u F u F u F u on V. We show that uÃ Äs s s s s
U  .and u are the respective maximal and minimal solutions of 1.2 ins
 :u , u .Ã Äs s
 .Let V be any one of the bounded domains in 4.19 , and let ¨ gm i
2. .W V be the generalized solution of the linear boundary-value prob-m
lem,
UyL ¨ s f x , u in V , .i i i s m
XU U¨ s h on ­ V , ¨ s u on ­ V , i s 1, . . . , N , .i i i i m
U U U .  .  .  .where u ' u , . . . , u . Then w t, x ' u t, x y ¨ x satisfiess 1 N i i i
w y L w .i i it
Us f x , u t , x y f x , u x ' q t , x , t ) 0, x g V , .  .  .  . .  .i i s i m
w t , x s 0 t ) 0, x g ­ VU , .  .i
XUw t , x s u t , x y u x t ) 0, x g ­ V . .  .  .  .i i i m
U .  .  .  .Because by 5.15 , u t, x ª u x and q t, x ª 0 as t ª ` we see thati i i
2 .  .  w x.  .w t, x ª 0 in L V as t ª ` cf. 5, 13 . This shows that u t, x ªi m i
 .  . U  . 2 .¨ x as t ª ` and therefore ¨ x s u x in L V . Using the Sobelevi i i m
embedding lemma and the Schauder estimate for linear elliptic boundary-
Uw x  .value problems the arguments in 13 see p. 561 show that u gi
2qa  .  .C V and satisfy the equations 1.2 in V . The arbitrariness of Vm m m
U U .implies that u is a solution of 1.2 on V. The proof for the solution us s
is similar.
U UTo show that u s u and u s u , where u and u are the respectives s s s s s
 .  :maximal and minimal solutions of 1.2 in u , u , we consider u and uÃ Äs s s s
 .as the solutions of 1.1 corresponding to u s u and u s u , respec-0 s 0 s
 .  .  .  .  .tively. In view of 5.13 , u t, x F u x F u x F u t, x . Letting t ª `s s
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U U .  .  .  .  .and using the relation 5.15 gives u x F u x F u x F u x . Its s s s
follows from the maximal and minimal properties of u and u thats s
U Uu s u and u s u . This completes the proof of the theorem.s s s s
 .We now consider the general case where the function f x, u is mixed
 :quasi-monotone in u , u , and u nd u are bounded on V. Let M 'Ã Ä Ä Ãs s s s
 .M , . . . , M G o be any constant vector such that u F M, and letÄ1 N s
 .  .v t, x s M y u t, x . Consider the extended system of 2 N-equations,
u y L u s H x , u, v .  .i i i it t ) 0, x g V , .¨ y L ¨ s G x , u, v .  .i i i it
u t , x s h x , ¨ t , x s M y h x t ) 0, x g ­ V , .  .  .  .  .i i i i i
u 0, x s u x , ¨ 0, x s ¨ x x g V , i s 1, . . . , N , .  .  .  .  .i i , 0 i i , 0
5.16 .
 .  .where u ' u , . . . , u , v ' ¨ , . . . , ¨ and1 N 1 N
w x w xH x , u, v ' f x , u , u , M y v , .  .a bi i i i i
w x w xG x , u, v ' yf x , M y ¨ , M y v , u , i s 1, . . . , N . .  . .a bi i i i i i
5.17 .
 .It is easily seen from the mixed quasi-monotone property of f x, u that
the 2 N-vector function,
F x , u, v ' H x , u, v , . . . , H x , u, v , .  .  . 1 N
5.18 .
G x , u, v , . . . , G x , u, v , .  . .1 N
is quasi-monotone nondecreasing in J = JU , where,
J = JU ' u, v ; u F u F u , M y u F v F M y u . 5.19 .  .Ã Ä Ä Ã 4s s s s
 .  .  .Moreover, if u is a solution of 1.1 then u, v ' u, M y u is a solution of
 .5.16 when ¨ s M y u for i s 1, . . . , N. To show its converse andi, 0 i i, 0
some other related properties of u , u we prepare the following lemmas inÄ Ãs s
relation to the extended elliptic system,
yL u s H x , u, v , yL ¨ s G x , u, v in V , .  .i i i i i i
u x s h x , 5.20 .  .  .i i
¨ x s M y h x on ­ V , i s 1, . . . , N . .  .  .i i i
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LEMMA 5.3. The pair u , u are coupled upper and lower solutions ofÄ Ãs s
 .  .  .  .  .1.2 if and only if u , v ' u , M y u and u , v ' u , M y u areÄ Ä Ä Ã Ã Ã Ã Äs s s s s s s s
 .ordered upper and lower solutions of 5.20 .
Proof. The proof follows from the definition of upper and lower
 .solutions and the quasi-monotone nondecreasing property of F x, u, v .
 w x.Details are omitted see 15 .
However, as a consequence of Lemma 5.3 and Corollary 5.1, the elliptic
 . Usystem 5.20 has a maximal solution and a minimal solution in J = J .
The following lemma gives an equivalent relation between these solutions
 .and the quasi-solutions of 1.2 .
 .  :LEMMA 5.4. The pair u and u are quasi-solutions of 1.2 in u , u ifÃ Äs s s s
 .  .  .  .and only if u , v ' u , M y u and u , v ' u , M y u are thes s s s s s s s
Ã Ä Ä .  :  .maximal and minimal solutions of 5.20 in U , U , where U ' u , v andÄ Äs s s s s
Ã  .U ' u , v .Ã Ãs s s
Proof. We first show the ``only if'' part. Let u , u be the quasi-solu-s s
m. m. .  4  4tions of 1.2 which are the respective limits of the sequences u , us s
0. 0. m. m. .  4  4given by 5.2 with u s u and u s u . Let also U , U be theÄ Ãs s s s s s
m. m. 4  4  .respective extensions of u and u given by 5.3 . It is easy to verifys s
0. 0. 0. 0. .  .  .  :that when u , u s u , M y u and u , v s u , M y u the se-Ä Ã Ã Äs s s s s s s s
m. m. m. m. m. m. m. m. 4  4  4  4quences u , v ' u , M y u and u , v ' u , M y us s s s s s s s
satisfy the relation,
m. m.y L u q K ui i i i
my1. my1. my1. my1.s K U q f U , U , M y V , /i i i i s sa bi i
m. m.yL ¨ q K ¨i i i i
my1. my1. my1. my1.s K V y f M y V , M y V , U , /i i i i i s sa bi i
yL um. q K um.i i i i
my1. my1. my1. my1.s K U q f U , U , M y V , /i i i i s sa bi i
yL ¨ m. q K ¨ m.i i i i
my1. my1. my1.s K V y f M y V , M y V ,i i i i i s ai
Umy1.U in V ,/s mbi
Um. m. m. m.u s u s h x , ¨ s ¨ s M y h x on ­ V , .  .i i i i i i i
m. m. m.u s u , u s u , ¨ s M y u ,Ä Ã Ãi i i i i i i
¨ m. s M y u on ­ VX , i s 1, . . . , N , 5.21 .  .Äi i i m
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m. m. m. m. .for every m s 1, 2, . . . , where V ' V , . . . , V and V 's 1 N s
 m. m..V , . . . , V are defined by1 N
m.¨ x when x g V , .i mm.V x ' .i  M y u x when x g VrV , .Ãi i m
m.¨ x when x g V , .i mm.V x ' i s 1, . . . , N 5.22 .  .  .i  M y u x when x g VrV . .Äi i m
m. m. m. .  .It is clear from 5.3 and 5.22 that V s M y U and V s M yi i i i i
m. 0. 0.U for every i. Because v s M y u s v and v s M y u s v , andÃ Ä Ä Ãi s s s s s s
 .  .by Lemma 5.3 the pair u , v and u , v are ordered upper and lowerÄ Ä Ã Ãs s s s
 .solutions of 5.20 , Corollary 5.1 ensures that the pointwise limits,
m. m. m. m.lim U , V ' U , V , lim U , V ' U , V 5.23 . . . .  .s s s s s s s s
mª` mª`
 .exist and are the respective maximal and minimal solutions of 5.20 .
m. m. m. m. m. m. .  .Because V s M y U , V s M y U , and U , U ª u , us s s s s s s s
 .  .  .  .as m ª ` relation 5.23 leads to U , V s u , M y u and U , V ss s s s s s
 .  .u , M y u . This shows that if u and u are the quasi-solutions of 1.2s s s s
 .  .then u , M y u and u , M y u are the maximal and minimal solutionss s s s
 .of 5.20 .
 .  .  .  .Conversely, let u , v ' u , M y u and u , v ' u , M y u bes s s s s s s s
 . Uthe maximal and minimal solutions of 5.20 in J = J . Then they are the
m. m. m. m. 4  4  .  .X X X Xlimits of the sequences U , V , U , V governed by 5.21 ] 5.22 .s s s s
m. m. m. m. 4  4Since the sequences U , M y U and U , M y U also satisfys s s s
m. m. .  .X X5.21 the uniqueness property of the sequences ensures that U , Vs s
m. m. m. m. m. m. .  .  .X Xs U , M y U and U , V s U , M y U for every m ss s s s s s
m. m. m. m. 4  4X X X X1, 2, . . . . It follows from the convergence of U , V and U , Vs s s s
that
m. m.lim U , M y U s u , M y u , . .s s s s
mª`
m. m.lim U , M y U s u , M y u . . .s s s s
mª`
m. m.This implies U ª u and U ª u as m ª ` which shows that u ares s s s s
 .u are the quasi-solutions of 1.2 .s
In view of Lemma 5.4 and Theorem 2.1 if u and u are bounded upperÄ Ãs s
 .  .  .and lower solutions of 1.2 then each of the problems 1.1 and 5.16 has
a unique bounded solution in J and J = JU , respectively, when u g J and0
v s M y u . The following lemma gives an equivalence relation between0 0
these solutions.
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 :  .LEMMA 5.5. Let v s M y u with u g J ' u , u . Then u ' u t, xÃ Ä0 0 0 s s
 .  .  .is the solution of 1.1 in J if and only if u, v ' u, M y u is the solution of
 . U5.16 in J = J .
 .  . Proof. It is obvious that if u is the solution of 1.1 then u, v ' u, M
.  .  .y u is the solution of 5.16 when v s M y u . Conversely, let u, v s0 0
 .  . U Uu, M y u be the solution of 5.20 in J = J . Because for any solution u
 .  .  U U .  .of 1.1 in J, u, v ' u , M y u is also a solution of 5.16 , the unique-
U  .  Uness property of the solution in J = J ensures that u, M y u s u , M
U U.y u . This leads to u s u which proves the lemma.
Based on Lemmas 5.3, 5.4, and 5.5 we have the following dynamic
 .  .property of 1.1 for any mixed quasi-monotone function f x, u .
THEOREM 5.3. Let u , u be a pair of bounded coupled upper and lowerÄ Ãs s
 .solutions of 1.2 , and let u , u be the corresponding quasi-solutions whichs s
 .  .  .  :satisfy 5.6 . Assume that hypotheses H , H hold with J ' u , u .Ã Ä1 2 s s
 :  .Then for any initial function u g u , u the corresponding solution u t, xÃ Ä0 s s
 .of 1.1 satisfies the relation,
u x F lim inf u t , x F lim sup u t , x F u x on V . 5.24 .  .  .  .  .s s
tª` tª`
 .  :Moreo¨er, if u s u then u is the unique solution of 1.2 in u , u andÃ Äs s s s s
 .  .u t, x ª u x as t ª `.s
w xProof. The proof follows along a similar line as that in 15 using the
conclusions of Lemmas 5.3]5.5 and Theorem 5.2. We sketch it as follows:
  .  ..   .  ..  .Let u t, x , v t, x and u t, x , v t, x be the solutions of 5.16 corre-
 .  .  0. 0..  .sponding to u , v s u , M y u and u , v s u , M y u , respec-Ä Ã Ã Ä0 0 s s s s
 .  .tively. Because the function F x, u, v given by 5.18 is quasi-monotone
U  .  .nondecreasing in J = J and by Lemma 5.3, u , M y u and u , M y uÄ Ã Ã Äs s s s
 .are ordered upper and lower solutions of 5.20 , an application of Theorem
 .   .  ..5.2 to the system 5.16 shows that u t, x , v t, x converges to the
 .  .   .  ..maximal solution u , v of 5.20 and u t, x , v t, x converges to thes s
 .minimal solution u , v as t ª `. Moreover, by Lemma 5.4, v s M y us s s s
  .  ..  .and v s M y u . Let u t, x , v t, x be the solution of 5.16 with anys s
 :u g u , u and v s M y u . Because M y u F v F M y u anotherÃ Ä Ä Ã0 s s 0 0 s 0 s
application of Theorem 5.2 yields
u t , x , v t , x F u t , x , v t , x F u t , x , v t , x . .  .  .  .  .  . .  . .
This leads to the relation,
u x , v x F u t , x , v t , x F u x , v x as t ª `. .  .  .  .  .  . .  . .s s s s
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 .  .  .Because by Lemma 5.5, v t, x s M y u t, x we see that 5.24 holds.
 .  .  .Finally, if u s u then by 5.24 u t, x ª u x as t ª `. The arbitrari-s s s
 :  .  .ness of u in u , u ensures that u or u is the unique solution of 1.2Ã Ä0 s s s s
 :in u , u . This proves the theorem.Ã Äs s
 :Theorem 5.3 implies that the sector u , u between the two quasi-solu-s s
 .  .  :tions u and u of 1.2 is an attractor of 1.1 for u g u , u . It is easyÃ Äs s 0 s s
 .to see that the same is true for any u if the corresponding solution u t, x0
 : Uenters the sector u , u at some t ) 0. Hence we haveÃ Äs s
 .COROLLARY 5.1. Let the hypotheses in Theorem 5.3 hold and let u t, x
 . Ube the solution of 1.1 with an arbitrary u . If there exists t ) 0 such that0
 U .  :u t , x is in u , u then the conclusions in Theorem 5.3 hold true.Ã Äs s
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