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ABSTRACT OF DISSERTATION
ANALYSIS OF SPATIAL DATA
In many fields of the agriculture, biological, physical and social sciences, spatial lat-
tice data are becoming increasingly common. In addition, a large amount of lattice
data shows not only visible spatial pattern but also temporal pattern (see, Zhu et
al. 2005). An interesting problem is to develop a model to systematically model the
relationship between the response variable and possible explanatory variable, while
accounting for space and time effect simultaneously.
Spatial-temporal linear model and the corresponding likelihood-based statistical in-
ference are important tools for the analysis of spatial-temporal lattice data. We
propose a general asymptotic framework for spatial-temporal linear models, namely
increasing domain asymptotics, infill asymptotics and hybrid asymptotics and inves-
tigate the property of maximum likelihood estimates under such framework. Mild
regularity conditions on the spatial-temporal weight matrices will be put in order to
derive the asymptotic properties (consistency and asymptotic normality) of maximum
likelihood estimates. A simulation study is conducted to examine the finite-sample
properties of the maximum likelihood estimates.
For spatial data, aside from traditional likelihood-based method, a variety of lit-
erature has discussed Bayesian approach to estimate the correlation (autocovariance
function) among spatial data, especially Zheng et al. (2010) proposed a nonparamet-
ric Bayesian approach to estimate a spectral density of a random field. We will also
discuss nonparametric Bayesian approach in analysing spatial data. We will propose
a general procedure for constructing a multivariate Feller prior and establish its theo-
retical property as a nonparametric prior. A blocked Gibbs sampling algorithm is also
proposed for computation since the posterior distribution is analytically manageable.
In summary, the main contributions of this dissertation are
• The development of simultaneous spatial-temporal autoregressive model and
validate the asymptotic property of maximum likelihood estimates under such
model.
• The establishment of a new nonparametric Bayesian prior and corresponding
computational algorithm.
KEYWORDS: Autoregressive models; Spatial-temporal process; Multivariate Feller
prior; Blocked Gibbs sampling
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Chapter 1 Introduction
1.1 From Ideal Data to Realistic Data
As known to all, start learning statistics always assume that the observations are
taken from identical conditions and that each observation is drawn independently
of the others. Then the observations form a random sample, i.e., they are indepen-
dent and identically distributed. Standard statistical methods can be applied to such
”ideal” data to build a statistical model and to estimate the model’s parameters,
e.g., linear model and maximum likelihood estimates. The question is: can we treat
all kinds of data as ”ideal”? I think the answer is NO. Think about the following
scenario: during an experiment, we measure each experimental unit repeatedly and
record those measurements. The data should be obviously combined in some way
since we measure the same physical constant over and over. Thus, it is unfair to al-
ways assume the data we meet in the real world are ”ideal”, and miss-specifying the
data type may lead to questionable statistical results. So if not all data are ”ideal”,
what is ”realistic” data? Well, it contains, but not limited to, dependent data, inho-
mogeneous data, or even worse, dependent and inhomogeneous data.
Independence is a very common assumption in statistical analysis, especially in those
courses I have learned during the first two years of my graduate study. What can
I say? Independence makes things easier! Under independent assumption, plenty
of mathematical and statistical methodologies can be used, e.g., Law of large num-
bers, Central Limit Theorem, and etc. Those techniques are of great use in dealing
with problems such as establishing asymptotic properties of a certain parameter es-
timate, conducting appropriate statistical test and constructing confidence intervals.
However, as we discussed above, dependent data is very common in the real-world
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problem, so models involving statistical dependence are often more reliable and useful.
Lack of homogeneity in data is another important issue. It is usually accounted for a
nonconstant-mean assumption in statistical analysis. In most cases, the nonconstant-
mean is described as a linear combination of potential explanatory variables. In
some other cases, data is assumed to be independent realization from distributions
whose mean are constant but whose variance differ markedly. The above two scenar-
ios (nonconstant-mean or non-constant variance) shows the necessity of relaxing the
identically-distributed assumption.
Now we can reach the agreement that not all data are ”ideal”, and we need more
general (therefore more complicated) models in our analysis. However, someone,
statistician or scientist, may have this question: are these general models of any sci-
entific meaning? If not, why we abandon those nice assumptions and bring troubles to
ourselves in statistical analysis by inducing more general models? Well, in the pages
to follow, I want to briefly introduce spatial data so that you can see the benefits of
using general models.
1.2 Spatial Data
What is spatial data? Simply speaking, if the data are close together in time or
space, then it is natural to treat these data correlated rather than independent. For
data close together in time, we usually consider time series models (purely temporal
models). These models are based on identically distributed observations that are de-
pendent and occur at equally spaced time points, e.g., Autoregressive models, Moving
Average Models, Autoregressive Moving Average models. For data close together in
space, their dependence is present in all directions and becomes weaker as data lo-
cations become more dispersed. Statisticians were aware of spatial dependence for
2
a long time. For example, R. A. Fisher was clearly aware of spatial dependence in
agriculture field experiments because he established the principles of randomization,
blocking and replication to neutralize the effect of spatial correlation as well as con-
trolling bias.
Two basic concepts in modeling spatial data: spatial locations s1, . . . , sn and data
z(s1), . . . , z(sn) observed at those locations. Now we can give a general definition of
spatial data: let s be a general data location in d-dimensional Euclidean space and
suppose the potential datum Z(s) at spatial location s is a random quantity. Let s
vary over set D ∈ Rd so as to the generate the multivariate random field
{Z(s) : s ∈ D} (1.1)
A realization of (1.1) is denoted as {z(s) : s ∈ D}. Usually, D is assumed to be fixed
subset of Rd, but more generally, we can assume D is a random set. And we have
the following three types of data (Cressie, 1993).
• Geostatistical data: D is a fixed subset of Rd that contains a d-dimensional
rectangular of positive volume; Z(s) is a random vector at location s ∈ D.
• Lattice data: D is fixed (regular or irregular) collection of countably many
points of Rd; Z(s) is a random vector at location s ∈ D.
• Point Process : D is a point process in Rd or a subset of Rd; Z(s) is a random
vector at location s ∈ D.
From the descriptions above, there exist clear difference between lattice/geostatistical
data and point process according to whether the spatial domain D is fixed or random.
In addition, the main difference between lattice data and geostatistical data is that
for geostatistical data, the possible locations are spatially continuous in the region
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while for lattice data, the spatial domain consists of finite or countably many possible
locations, i.e., spatially discrete.
Moreover, if we consider the time effect into the above spatial process, then the
above spatial data can be naturally extended to spatial-temporal data. A purely
temporal data (or commonly called time series data) is defined as follows.
{Z(t) : −∞ < t <∞} (1.2)
And a Spatial-temporal data is described as.
{Z(s, t) : s ∈ D(t), t ∈ T} (1.3)
• Z(s, t): random variable/vector/set located ats and occurred at t;
• D(·): temporal process of random/fixed set in Rd;
• T : random/fixed set in time (in my dissertation, I will consider T as discrete
time points).
In the real world, data cannot be as ”ideal” as we introduced at the very beginning of
this chapter, instead, data containing time and space effect are much more common
in fields like agriculture, biology, physics and social sciences. Though the spatial
data structure is not as simple as the ”ideal” data, statistical analysis for spatial
data has been developed drastically during past years and a variety of literature
has discussed spatial analysis from both theoretical and computational aspects (see
Cressie, 1993 and Gelfand, 2005). My dissertation will focus on statistical analysis
for spatial data and it will consist of two parts. We will introduce a simultaneous
spatial-temporal autoregressive model in the first part and discuss the asymptotic
property of the maximum likelihood estimates (MLEs) under such model. In the
second part, we will propose a new nonparametric approach in estimating the the
4
spectral density function for spatial random field, more detailed, we will develop a
multivariate nonparametric Bayesian prior and establish its theoretical property and
generate a efficient computational algorithm in which we can stimulate the MCMC
samples from the posterior.
Copyright c© Xiang Zhang, 2013.
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Chapter 2 Spatial-Temporal Lattice Modelling and Maximum Likelihood
Estimation
2.1 Overview
Likelihood-based methods have been widely used in analyzing different types of data
since R. A. Fisher proposed the concept ”likelihood” in 1930’s. For the analysis of
spatial-temporal data, spatial-temporal linear models are important tools and have
been applied in a wide range of disciplines (see, e.g., Anselin, 2001, Baltagi, 2005 and
Cressie, 1993). A spatial-temporal linear model relates the response variable of inter-
est to covariates via a linear regression component and models the spatial-temporal
dependence in data via a random error component that is assumed to be a zero-mean
Gaussian process. In this chapter, we focus on simultaneous-autoregressive (SAR)
type of spatial-temporal linear models for random error components and study the
asymptotic properties of statistical inference via a maximum likelihood method.
For statistical inference of spatial-temporal linear models, maximum likelihood es-
timation is often adopted. For the spatial-only case, Mardia and Marshall (1984)
established that the maximum likelihood estimates (MLE) of the parameters are con-
sistent and asymptotically normal as the sample size tends to infinity for general spa-
tial linear models, which corresponds to the increasing domain case discussed in the
following sections. Lee (2004) studied the asymptotic properties of quasi-maximum
likelihood estimators (QMLE) for a lag SAR model. Recently, Zheng and Zhu (2011)
considered an error SAR model with general neighborhood structures and explored
the asymptotic properties of MLEs under a unified asymptotic framework. Robinson
and Thawornkaiwong (2012) developed the asymptotic normality of ordinary least
squares (LS) and instrumental variables (IV) estimates of linear and semi-parametric
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partly linear regression models for spatial data and discussed the consistency of the
estimates of the spatial covariance matrix. However, it is not clear how general the
asymptotic framework is. For the spatial-temporal case, Yu et al. (2008) investigated
the asymptotic properties of QMLEs for spatial dynamic panel data with fixed effects
and proposed a bias-adjusted estimator. Lee and Yu (2010a) and Lee and Yu (2010b)
generalized the spatial dynamic panel data model to include both time and individual
fixed effects and studied the asymptotic properties of QMLEs. Here, we consider the
asymptotic properties of maximum likelihood estimation for spatial-temporal linear
models. Across space, we consider the three types of asymptotic frameworks defined
in Zheng and Zhu (2012), namely increasing domain, infill and hybrid of increasing
domain and infill asymptotics. Over time, we assume that the number of time points
tends to infinite as is traditionally done in time series, but will discuss the case with
fixed time points.
For studying the asymptotics of parameter estimates of geostatistical data, three
asymptotic frameworks were proposed, increasing domain, infill domain and a com-
bination of increasing domain and infill. There has been active research on infill
asymptotics in geostatistics in recent years (see zhang, 2004). In contrast, for lattice
data and SAR models under consideration here, little is known about the asymptotic
properties of MLEs under infill and hybrid asymptotics. This is a void that we try
to fill in this chapter.
2.2 Spatial-Temporal Linear Model
Let Yit denote the response variable at site i and time t, where i = 1, . . . , n and
t = 1, . . . ,m. Let
Yit = X
′
itβ + εit, (2.1)
7
where Xit = (X1it, . . . , Xpit)
′ is a vector of the covariates and β = (β1, . . . , βp)
′ a
vector of the regression coefficients. To formulate a spatial-temporal model for the
random errors {εit : i = 1, . . . , n, t = 1, . . . ,m}, we focus on a SAR-type model and
specify the model for εt = (ε1t, . . . , εnt)
′ in terms of the errors from time max{1, t−s}
to t,
εt =
min{s,t−1}∑
l=0
Clεt−l + νt, (2.2)
where Cl = [c
(l)
ij ]
n
i,j=1, l = 0, . . . ,min{s, t − 1}, s ≥ 0, are spatial-temporal depen-
dence matrices and νt = (ν1t, . . . , νnt)
′ ∼ N(0, σ2In) is a vector of white noise.
Let Yt = (Y1t, . . . , Ynt)
′ denote the n−dimensional vector of response variables on
the entire spatial lattice for a given time point t and Ynm = (Y
′
1 , . . . ,Y
′
m)
′ the
nm−dimensional vector of response variables at m time points.
Now we will let εnm = (ε11, . . . , εn1, . . . , ε1m, . . . , εnm)
′ be a nm-dimensional vector
of random errors and νnm = (ν11, . . . , νn1, . . . , ν1m, . . . , νnm)
′ a nm-dimensional vec-
tor of white noises. We have, under (2.1) and (2.2),
Ynm = Xnmβ + εnm, and εnm = Cεnm + νnm,
where Xnm is a nm× p design matrix, C is a lower-triangular matrix with C0 as the
diagonal blocks and Cl as the lth sub-diagonal blocks for l = 1, . . . , s. So the joint
distribution of the response variable is
Ynm ∼ N
(
Xnmβ, σ
2(Inm −C)−1(Inm −C ′)−1
)
. (2.3)
where Inm is an nm× nm identity matrix.
The model (2.2) is quite general and features a variety of neighborhood structures over
space and time. Let Nn(i) = {j : site j is a neighbor of site i} denote the neighbor-
hood of site i. The neighborhood can be further partitioned into q orders, such that
8
Nn(i) = ∪qk=1Nn,k(i) where Nn,k(i) = {j : site j is a kth order neighbor of site i}.
Let Wnk = [w
i,j
nk]
n
i,j=1 be a n×n spatial weight matrix with zero diagonal elements for
all 1 ≤ k ≤ q. An example is binary spatial weights such that wi,jnk = 1 if j ∈ Nn,k(i)
and 0 otherwise. Some special cases of model (2.2) are as follows:
• Spatial independence: s ≥ 1, C0 = 0 and Cl = αlIn for l = 1, . . . , s.
• Temporal independence: s = 0 and C0 =
∑q
k=1 θkWnk.
• Spatial-temporal separable neighborhood structure: s ≥ 1,C0 =
∑q
k=1 θkWnk
and Cl = αlIn for l = 1, . . . , s.
• Spatial-temporal non-separable neighborhood structure: s ≥ 1,C0 =
∑q
k=1 θk
Wnk and Cl = αlIn +
∑q
k=1 θ
l
kW
l
nk for l = 1, . . . , s.
Regularity conditions on the parameter space are needed to ensure that the model
specified under (2.1) and (2.2) is valid. Since C is lower-triangular, a sufficient con-
dition to ensure the non-singularity of Inm − C is that its diagonal blocks In −∑q
k=1 θkWnk are non-singular, where In is an n × n identity matrix. For row stan-
dardized spatial weight matrices Wnk, if
∑q
k=1 |θk| < 1, then In −
∑q
k=1 θkWnk is
nonsingular and thus the covariance matrix in (2.3) is positive definite (Corollary
5.6.16, Horn and Johnson, 1985). We let θ = (θ1, . . . , θq)
′ ∈ Θ, where Θ is a compact
subset of Rq. In the following, we will focus on a spatial-temporal linear model with
a separable spatial-temporal neighborhood structure and s = 1. The results can be
extended to general s ≥ 1 readily. We let α ∈ Aα, where Aα is a compact set of
(−1, 1).
2.3 Maximum Likelihood Estimations
Let η = (β′, ξ′, σ2)′ denote the {p + (q + 1) + 1}-dimensional vector of unknown
parameters under the model specified in (2.1) and (2.2), where ξ = (θ′, α)′. The
9
log-likelihood function, up to a constant, is
`(η) = −(nm/2) log σ2 + log |Snm(ξ)| − (2σ2)−1ν ′nmνnm. (2.4)
where Snm(ξ) = Inm−C and νnm = Snm(ξ)(Ynm−Xnmβ). The fist-order derivatives
of `(η) with respect to β and σ2 are, respectively,
∂`(η)
∂β
= (σ2)−1X ′nmS
′
nm(ξ)νnm,
∂`(η)
∂σ2
= (2σ4)−1(ν ′nmνnm − nmσ2).
By setting the score functions equal to zero, we obtain the maximum likelihood
estimate (MLE) of β and σ2,
β̂nm(ξ) = {X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nmS′nm(ξ)Snm(ξ)Ynm,
σ̂2nm(ξ) = (nm)
−1{Ynm −Xnmβ̂nm(ξ)}′S′nm(ξ)Snm(ξ){Ynm −Xnmβ̂nm(ξ)}.
We define a profile log-likelihood function of ξ as
`(ξ) = `{β̂nm(ξ), ξ, σ̂2nm(ξ)} = −(nm/2) log σ̂2nm(ξ) + log |Snm(ξ)| − nm/2. (2.5)
The above profile log-likelihood function is similar to the log-likelihood function of
weighted least squares: regardless of the constant term in (2.5), the first term can
be viewed as the logrithm of the weighted neighborhood residuals, and the second
term can be treated as the logrithm of variance-covariance structure of the SAR-
type spatial-temporal model, while in weighted least squares, the two additives after
removing the constant are the residuals and the logrithm of the weighted variance-
covariance matrix. Then the MLE of ξ maximizes the profile log-likelihood `(ξ) and
is denotes as ξ̂nm.
2.4 Asymptotic Properties
In this section, we will discuss the asymptotic properties (consistency and asymptotic
normality) of maximum likelihood estimates under the SAR models specified above.
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First, we will introduce three asymptotic frameworks. Then we will express some
mild regularities in order to establish the asymptotic properties. We will present
the main theorem along with some comments at the last subsection. Limited to the
paragraph, we won’t attach any detailed proof here but will leave the proof of main
theorems in the Appendices.
In Zheng and Zhu (2011), three types of asymptotic frameworks are defined for spa-
tial linear models on a lattice in terms of the volume of the spatial domain (i.e., the
Lebesgue measure) and that of the individual cells.
• Increasing domain asymptotics: The volume of the spatial lattice tends to in-
finity while the volume of each cell on the lattice is fixed (Fig. 2.1).
• Infill asymptotics: The volume of the spatial lattice is fixed while the volume
of each cell on the lattice tends to zero (Fig. 2.2).
• Hybrid asymptotics (increasing domain combined with infill asymptotics): The
volume of the spatial lattice tends to infinity and the volume of each cell on the
lattice tends to zero (Fig. 2.3).
Figure 2.1: Increasing Domain
11
Figure 2.2: Infill Domain
Figure 2.3: Hybrid Domain
2.4.1 Regularities
In this section, we study the asymptotic properties of the MLEs of the model param-
eters for the spatial-temporal linear model defined in (2.1) and (2.2). We consider all
three types asymptotics in the spatial domain and assume that time tends to infinity.
Let η0 = (β0
′, ξ0
′, σ0
2)′ denote the {p + (q + 1) + 1}-dimensional vector of true pa-
rameters and S0nm = Snm(ξ0). The model evaluated at the true parameters η0 is
Ynm = Xnmβ0 + S
−1
0nmνonm. To establish the asymptotic properties of MLEs of the
model parameters, we impose the following regularities.
(A.1) The elements wi,jnk of the spatial weight matrix Wnk are at most of order hn
−1
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uniformly for all j 6= i and wi,jnk = 0, for all i = 1, . . . , n and k = 1, . . . , q and hn
is bounded away from zero uniformly.
(A.2) The sequence of spatial weight matrices {Wnk : k = 1, . . . , q} are uniformly
bounded in matrix norms || · ||1 and || · ||∞.
(A.3) The matrix Sn(θ) is nonsingular for θ ∈ Θ and n ∈ N, where Sn(θ) = In −∑q
k=1 θkWnk.
(A.4) The sequence of matrices {S−1n (θ)} is uniformly bounded in matrix norms || · ||1
and || · ||∞ for θ ∈ Θ. The true parameter ξ0 is in the interior of Ξ, where
Ξ = Θ× Aα.
(A.5) The elements of Xnm are uniformly bounded constants. The limit of
(nm)−1X ′nmS
′
nm(ξ)Snm(ξ)Xnm as nm→∞ exists and is nonsingular for ξ ∈ Ξ.
(A.6) For ξ 6= ξ0, limnm→∞ hn(nm)−1{log |σ∗2nm(ξ)S ′nm(ξ)Snm(ξ)| − log |σ20S ′0nmS0nm|}
6= 0, where σ∗2nm(ξ) = (nm)−1σ20tr
{
S
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nm
}
.
Let Vn denote an n × n matrix with elements [vi,jn ]ni,j=1. The sequence of matri-
ces Vn is uniformly bounded in matrix norm || · ||∞, if sup1≤i≤n,n≥1
∑n
j=1 |vi,jn | <
∞. The sequence of matrices Vn is uniformly bounded in matrix norm || · ||1, if
sup1≤j≤n,n≥1
∑n
i=1 |vi,jn | <∞.
Assumptions (A.1) and (A.2) are regularity conditions on the spatial weight ma-
trices, where assumption (A.2) is generally satisfied under row standardization. Here
the order of the elements in the spatial weight matrices h−1n is an essential ele-
ment in the specification of an asymptotic type in the spatial domain. We as-
sume wi,jnk = O(h−1n ), where hn could be bounded or tend to infinity. Consider an
example with distance-based neighbors on a regular spatial lattice (Example 2 in
Zheng and Zhu, 2012). Let dij denote the Euclidean distance between sites i and
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j and ai,jnk = I{dij ∼ (δk−1, δk]} with pre-specified threshold values δ0 = 0 < δ1 <
· · · < δq. Then row standardized weight matrices based on Ank = [ai,jnk]ni,j=1 are
Wnk with elements w
i,j
nk = a
i,j
nk/
∑n
j=1 a
i,j
nk. For this example, hn = O(max{
∑n
j a
i,j
nk :
k = 1, . . . , q, i = 1, . . . , n}), which is bounded under increasing domain asymp-
totics. Under infill asymptotics hn → ∞ and hn/n does not tend to 0 as n → ∞,
whereas under hybrid asymptotics, hn → ∞ and hn/n → 0 as n → ∞. Assump-
tions (A.3) and (A.4) are standard assumptions made about the sequence of matri-
ces Sn(θ), where assumption (A.4) is needed to ensure the that the variance of Yn
is bounded. For row standardized spatial weight matrices Wnk, if
∑q
k=1 |θk| < 1,
then assumption (A.3) and (A.4) are satisfied (Corollary 5.6.16, Horn and Johnson,
1985). Assumption (A.5) is a standard assumption of the design matrix and im-
plies that the elements of nm{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1 are uniformly bounded.
Assumption (A.6) is needed to establish identifiable uniqueness when establishing
consistency of the MLE (see, e.g., Lee, 2004, Zheng and Zhu, 2012). For the case
with spatial independence, it can be shown that assumption (A.6) is simplified to
limnm→∞ hn log
[
(nm)−1tr
{
S
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nm
}]
6= 0 for ξ 6= ξ0, which is sat-
isfied if hn converges to a non-zero point.
2.4.2 Asymptotic Properties of Maximum Likelihood Estimates
Let β̂ = β̂nm(ξ̂nm), σ̂
2
nm = σ̂
2
nm(ξ̂nm), and η̂nm = (β̂
′
nm, ξ̂
′
nm, σ̂
2
nm)
′ be the MLE of η.
We have the asymptotic properties of the MLE of η as follows.
Theorem 1 Assume that (A.1)-(A.6) hold and hn/(nm) → 0 as nm → ∞. Then
the MLE of η is consistent such that, as nm→∞, η̂nm
P→ η0.
Theorem 1 gives the consistency of the MLE of model parameters. It shows that,
under the regularity conditions, when the size of the spatial domain n→∞,
• if the number of time points m is fixed, then the MLE of η is consistent when
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either hn = O(1) or hn → ∞ but hn/n → 0 as n → ∞, which correspond to
increasing domain asymptotics and hybrid asymptotics in the spatial domain,
respectively. This result is the same as for the spatial-only case in Zheng and
Zhu (2012).
• if the number of time points m → ∞, the MLE of η is consistent in cases (i)
hn = O(1); (ii) hn →∞ but hn/n→ 0; or (iii) hn →∞ but hn/n→ c ∈ (0,∞],
where the case (iii) corresponds to infill asymptotics in the spatial domain.
When the size of spatial domain n is fixed, the MLE of η is consistent only if m→∞.
Theorem 2 Assume that (A.1)-(A.6) hold.
(i) If hn = O(1) and the limit of −(nm)−1E
{
∂2`(η)
∂η∂η′
}
as nm → ∞ exists and is
positive definite for η ∈ Rp×Ξ×R+, then the MLE of η is asymptotic normal
such that, as nm→∞,
(nm)1/2(η̂nm − η0)
D→ N(0,Ση0)
where Σ−1η0 = − limnm→∞(nm)
−1E
{
∂2`(η0)
∂η∂η′
}
.
(ii) If hn → ∞ and h1+δn /(nm) → 0 for some δ > 0 as nm → ∞, and if the limit
of −hn(nm)−1E
{
∂2`(η)
∂θ∂θ′
}
as nm→∞ exists and is positive definite for θ ∈ Θ,
then the MLE of η is asymptotically normal such that, as nm→∞,
(nm)1/2(β̂nm − β0)
D→ N (0,Σβ0) , (nm)1/2(σ̂2nm − σ20)
D→ N(0, 2σ40)
(nm/hn)
1/2(θ̂nm − θ0)
D→ N(0,Σθ0), (nm)1/2(α̂2nm − α20)
D→ N (0,Σα0) ,
where
Σβ0 = σ
2
0 lim
nm→∞
nm (X ′nmS
′
0nmS0nmXnm)
−1
,
Σ−1θ0 = limnm→∞
E
{
−hn(nm)−1
∂2`(η0)
∂θ∂θ′
}
,
Σα0 = lim
nm→∞
nm
{
tr(H2nm +H
′
nmHnm)
}−1
.
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Here Hnm = FnmS
−1
0nm, where Fnm is a matrix with all elements equal to zero
except that the first-order lower sub-diagonal blocks are In.
Theorem 2 is about the normality of the MLE of model parameters. Theorem 2 (i)
shows that
• if the sample size n → ∞ and time points m → ∞, then the MLE of η
is asymptotically normal at a convergence rate of square root of nm when
hn = O(1).
• if the time points m is fixed but n→∞, the convergence rate is reduced to the
square root of n as for the spatial-only case.
• if the size of spatial lattice n is fixed but m → ∞, then the MLE of η is
asymptotically normal at a convergence rate of square root of m, which is
consistent with results in Yu et al. (2008).
Theorem 2 (ii) requires that the size of spatial lattice n→∞. It shows that
• if m → ∞, when hn → ∞ but hn/n → 0, or hn → ∞ but hn/n → c ∈ (0,∞],
then the MLE of η is asymptotically normal with a convergence rate
√
nm
for the regression coefficients β, the temporal autoregressive coefficient α and
the variance component σ2 and a convergence rate
√
nm/hn for the spatial
autoregressive coefficients θ.
• if m is fixed, then similarly to the spatial-only case in Zheng and Zhu (2012), the
MLE of η is asymptotically normal with a reduced convergence rate
√
n for the
regression coefficients β, the temporal autoregressive coefficient α and the vari-
ance component σ2 and a convergence rate
√
n/hn for the spatial autoregressive
coefficients θ when hn →∞ and hn/n→ 0.
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For the large-sample case, according to the consistency of MLEs, under the scenario
of Theorem 2 (i) we can estimate the covariance structure Ση0 by using[
− (nm)−1E
{
∂2`(η)
∂η∂η′
}]−1∣∣∣∣∣
η=η̂nm
.
The detailed formats of the elements in −(nm)−1E
{
∂2`(η)
∂η∂η′
}
are given in Appendices.
The covariance structure under the scenario of Theorem 2 (ii) can be estimated
similarly.
2.5 Simulation
We now conduct a simulation study to examine the finite-sample properties of the
MLEs under the three types of asymptotics across space and with an increasing num-
ber of time points. We consider an r × r square lattice with a unit resolution and m
temporal points. We vary the number of time points by letting m = 2, 5 or 10. For
each value of m, we vary the lattice size by letting r = 4 or 8. For each lattice size,
we further divide each cell into an r∗× r∗ sub-lattice and vary the sub-lattice size by
letting r∗ = 1, 2, or 4. Thus, for each time point, the sample size n ranges from 16
(r = 4; r∗ = 1) to 1024 (r = 8; r∗ = 4).
For a given lattice size r, sub-lattice size r∗ and temporal length m, we simulate
data from the spatial-temporal model defined in (2.1) and (2.2). For the linear re-
gression, we let E(Yit) = β0 + β1Xi, where Xi = sin(i), β0 = 2, and β1 = 2 for
the ith cell, i = 1, . . . , n and t = 1, . . . ,m. For the spatial dependence, we con-
sider distance-based neighborhood with order q = 1. We let ai,jn1 = I{dij ∈ (0, 1]},
where dij denotes the Euclidean distance between sites i and j, and then define a
row standardized weight matrix wi,jn1 = a
i,j
n1/
∑n
j=1 a
i,j
n1. The parameter values are set
at θ1 = 0.8, α = 0.2, and σ
2 = 1. For each simulated data, we estimate the model
parameters by maximum likelihood and obtain β̂0, β̂1, θ̂1, α̂, and σ̂
2. We repeat this
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procedure 100 times.
Table 2.1, 2.2 and 2.3 gives the means and standard deviations of the MLEs. First,
for a given number of time points m, we note that in general, the biases and standard
deviations of all five parameter estimates decrease as the lattice size r increases from
4 to 8 for any given sub-lattice size r∗ or as both r and r∗ increase, which correspond
to the increasing domain asymptotics and hybrid asymptotics across, respectively.
Next, for a given number of time points m and given lattice size r, we consider the
results over all sub-lattice size r∗, which corresponds to infill asymptotic, in general
the biases and standard deviations of regression coefficient estimates β̂0, β̂1, variance
component σ̂2 and temporal autoregressive coefficient α̂ decrease as the sub-lattice
size r∗ increases from 1×1 to 4×4. However, for the spatial autoregressive coefficient
estimate θ̂, its biases and standard deviations remain similar as r∗ increases, which
is indicating θ̂ is inconsistent in infill asymptotic when the number of time points m
is fixed, and this result agree with the asymptotic property of infill asymptotic for
spatial-only case in Zheng and Zhu (2011). Last, as the number of time points m
increases from 2 to 10, we note that the overall performance of all five parameter
estimates improves with either fixed or increasing lattice size r and sub-lattice size
r∗.
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Table 2.1: Means and standard deviations (SD) of maximum likelihood estimates
(MLE) of the model parameters based on 100 simulated data. Here the lattice size is
4× 4 and 8× 8 with varying sub-lattice sizes 1× 1, 2× 2 and 4× 4 within each cell
of the lattice, and the number of time points is 2.
4× 4 8× 8
Truth MLE n = 16 n = 32 n = 64 n = 64 n = 256 n = 1024
β0 2.0 Mean 2.2553 1.6990 1.7385 2.1934 1.8016 2.0995
SD (0.2745) (0.0240) (0.0188) (0.0106) (0.0128) (0.0007)
β1 2.0 Mean 1.8913 2.2048 2.1146 2.1913 2.1079 2.1192
SD (0.3293) (0.1026) (0.0622) (0.0143) (0.0546) (0.0254)
σ2 1.0 Mean 1.4461 1.3757 1.3426 1.3532 1.3213 1.1849
SD (0.3590) (0.1890) (0.0575) (0.1800) (0.0932) (0.0262)
θ 0.8 Mean 0.9623 0.7071 0.7300 0.6711 0.7002 0.9163
SD (0.1953) (0.0692) (0.0528) (0.0252) (0.0369) (0.0118)
α 0.2 Mean 0.0225 0.0649 0.0787 0.0503 0.0820 0.1008
SD (0.1389) (0.0201) (0.0371) (0.0051) (0.0167) (0.0165)
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Table 2.2: Means and standard deviations (SD) of maximum likelihood estimates
(MLE) of the model parameters based on 100 simulated data. Here the lattice size is
4× 4 and 8× 8 with varying sub-lattice sizes 1× 1, 2× 2 and 4× 4 within each cell
of the lattice, and the number of time points is 5.
4× 4 8× 8
Truth MLE n = 16 n = 64 n = 256 n = 64 n = 256 n = 1024
β0 2.0 Mean 2.2430 1.7536 2.2494 2.1473 2.1481 2.0992
SD (0.0254) (0.0058) (0.0044) (0.0072) (0.0033) (0.0028)
β1 2.0 Mean 1.7381 2.1886 2.1069 2.1472 2.0865 2.0624
SD (0.0616) (0.0191) (0.0188) (0.0167) (0.0220) (0.0157)
σ2 1.0 Mean 1.7640 1.2659 1.2123 1.3342 1.2075 1.1496
SD (0.5033) (0.0824) (0.0690) (0.1344) (0.0309) (0.0152)
θ 0.8 Mean 0.7175 0.7076 0.7195 0.6907 0.7415 0.7330
SD (0.0627) (0.0246) (0.0258) (0.0354) (0.0192) (0.0171)
α 0.2 Mean 0.0536 0.0774 0.0902 0.0804 0.0937 0.1131
SD (0.1026) (0.0053) (0.0141) (0.0188) (0.0163) (0.0137)
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Table 2.3: Means and standard deviations (SD) of maximum likelihood estimates
(MLE) of the model parameters based on 100 simulated data. Here the lattice size is
4× 4 and 8× 8 with varying sub-lattice sizes 1× 1, 2× 2 and 4× 4 within each cell
of the lattice, and the number of time points is 10.
4× 4 8× 8
Truth MLE n = 16 n = 64 n = 256 n = 64 n = 256 n = 1024
β0 2.0 Mean 1.7480 2.1839 1.8039 1.8889 1.8924 1.8988
SD (0.0146) (0.0221) (0.0161) (0.0111) (0.0132) (0.0050)
β1 2.0 Mean 1.8046 2.1780 1.9044 2.1789 2.1740 2.0975
SD (0.0686) (0.0319) (0.0092) (0.0240) (0.0446) (0.0105)
σ2 1.0 Mean 1.3016 1.2165 1.2162 1.2812 1.1589 1.0664
SD (0.1227) (0.1708) (0.0738) (0.1390) (0.1004) (0.0670)
θ 0.8 Mean 0.7575 0.7159 0.7158 0.7341 0.7176 0.7535
SD (0.0339) (0.0254) (0.0212) (0.0321) (0.0303) (0.0143)
α 0.2 Mean 0.0654 0.0781 0.1146 0.0973 0.1331 0.1445
SD (0.0675) (0.0346) (0.0368) (0.0543) (0.0329) (0.0236)
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2.6 Conclusions and Discussion
According to the discussions above, we have studied the asymptotic properties of
MLEs under general asymptotic framework for spatial-temporal linear models. We
have considered three asymptotics in the spatial domain and let the number of time
points tend to infinity. Under mild regularity conditions on the spatial-temporal
weight matrices, we have derived the asymptotic properties (consistency and asymp-
totic normality) of maximum likelihood estimates. The results can be easily extended
to models with temporal lags s > 1. It is plausible that the asymptotics of MLEs for
models with a general non-separable spatial-temporal neighborhood structure can be
developed in a similar technique, which is currently under investigation.
In our spatial-temporal autoregressive models, we assume that the errors are zero
with εl = 0 at initial time points 1− s ≤ l ≤ 0. An alternative way to formulate the
process is to pre-specify a distribution for the errors at the initial time points. An
analogy is an AR(1) model in time series εt = ρεt−1 + νt, where νt ∼ iid N(0, σ2ν).
It is conventional to let ε1 ∼ N(0, σ2ν/(1 − ρ2)) such that var(εt) = σ2ν/(1 − ρ2).
However, this would be challenging for general spatial-temporal process. In addi-
tion, a spatial-temporal process can be proposed to condition on the initial s time
points with εt =
∑s
l=0Clεt−l + νt, where νt = (ν1t, . . . , νnt)
′ ∼ iid N(0, σ2) for
t = s+1, . . . ,m. When m goes to infinity, MLEs will behave similarly to those under
our model specification.
Copyright c© Xiang Zhang, 2013.
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Chapter 3 Multivariate Feller Priors
3.1 Motivation
Parametric models and traditional methods based on such models have a long history
in analyzing data. As we discussed the asymptotic properties of maximum likelihood
estimates under SAR-type spatial-temporal models in chapter 2, likelihood-based
methods are very useful in investigating data mechanism. However, there may not be
enough information in many scenarios for specifying a particular parametric model,
and concentrating inferences on a specific parametric form may short the research
scope and limit possible conclusions that can be drawn from the data. In addition, if
the restrictive parameter assumptions for the model are not appropriate, then infer-
ences based on such parametric form may mislead us. For example, if the data have
heavy tails, then assuming the density is normally distributed is obviously incorrect.
Thus, a nonparametric or semi-parametric approach is more reasonable when the
data structure are complicated.
Traditional nonparametric inferences includes histogram smoothers, splines, kernel
density estimations, etc (see, Wasserman, 2005 and reference therein if you want
to know more about traditional nonoparametric methods). Simply speaking, non-
paramtric methods will let the data determine the possible statistical models instead
of specifying a parametric model in advance. Under a Bayesian framework, a non-
parametric model is a probability model with infinitely many parameters and re-
quires specifying a prior on a infinite dimensional function space, e.g., the family
of all distribution functions on the sample space. During past years, the literature
about nonparametric Bayesian methodologies has grown rapidly with applications in
density estimation, regression, survival analysis and hierarchical models (See, e.g.,
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Walker et al., 1999, Muller and Quintana, 2004). In spatial statistics, Gelfand et
al. (2005) proposed a nonparametric Bayesian method using mixed Dirichlet process,
Reich and Fuentes (2007) applied a semi-parametric Bayesian model in environmen-
tal statistics. In this chapter, I want to develop a nonparametric Bayesian prior for
estimating spectral density functions in spatial data.
3.2 Spectral Density Estimation
For analysis of spatially referenced data, random fields provide a flexible modeling
framework other than the SAR-type spatial-temporal modeling as we discussed above.
An autocovariance function on a spatial domain can reflect the spatial dependence of
the data and a lot of research has been focused on properly inferring and modeling
the autocovariance function. Another powerful alternative would be using spectral
density instead, since the spectral density is a one-to-one transformation of the au-
tocovariance function.
Let {X(s) : s ∈ D ⊂ Rd} denote a random field on the spatial domain D. We
assume that the random field is second-order stationary with an autocovariance func-
tion C(h) = Cov{X(s), X(s+h)}, where s represent a spatial location on the spatial
domain D and h denote the distance. The spectral density, as a Fourier transforma-
tion of the autocovariance function, is defined as
f(ω) = (2π)−d
∫
Rd
exp(−ih′ω)C(h)dh (3.1)
where ω = (ω1, . . . , ωd) ∈ Rd.
Further, if the spatial domain D is an integer lattice in Zd, the frequency ω is re-
stricted to a finite-frequency band (−π, π]d and (3.1) can be written as:
f(ω) =
1
2π
∑
h∈Zd
exp{−ih′ω}C(h). (3.2)
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Let Dn denote the spatial sampling locations in D and we assume Dn consists of
an n1 × · · ·nd lattice in Zd. A periodogram provides a nonparametric estimate of
spectral density as:
I(ω) =
1
2π
∏d
i=1 ni
∣∣∣∣∣∑
s∈Dn
X(s)exp{−is′ω}
∣∣∣∣∣
2
. (3.3)
Some previous literature shows that the periodogram is an asymptotically unbiased
estimator of the spectral density estimation under mild regularities on the autoco-
variance function, i.e., the periodogram, as a process, is randomly fluctuating around
the true spectral density estimation. Thus, statistical inference of spectral density
estimation, especially through nonparametric approach, is largely based on smooth-
ing of the periodogram given in (3.3).
The main difference between the spectral density and a probability density is that
f(ω) does not integrate to 1. However, we can do a normalization q(ω) = f(ω)/τ
first with the normalizing constant τ =
∫
f . After normalizing, q(ω) will integrate to
1 like a common probability density function. A prior on f may be induced by first
expressing a nonparametric Bayesian prior on q and then independently expressing a
prior on τ . Generally speaking, the prior on f can described as follows:
• Assign a nonparametric prior on q(ω).
• Let normalizing constant τ have a Lebesgue density on (0,∞).
• q and τ are priori independent.
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According to the discussion above, a key point in spectral density estimation is to as-
sign an appropriate nonparametric Bayesian prior on the normalized spectral density
q(ω). A variety of nonparametric Bayesian priors for density functions have been used
since Ferguson proposed the well-known Dirichlet process prior in 1973. Some contin-
uous work include Dirichlet Process Mixtures (DP mixtures)(see, Lo, 1984, Escobar
and West, 1995 and Gasparini, 1996), Polya trees (Lavine, 1992 and Lavine, 1994)
and Bernstein Polynomials (Petrone, 1999a). For time series, various nonparametric
Bayesian methods were developed to estimate the spectral density (Choudhuri et al.,
2004 and the references therein). In particular, Choudhuri et al. (2004) proposed a
nonparametric Bayesian method to estimate the spectral density of a stationary time
series,where the nonparametric Bayesian prior on the spectral density was based on
one-dimensional Bernstein polynomials. Recently, Zheng et al. (2010) proposed mul-
tivariate Bernstein Polynomial priors for estimating spectral density of a random field,
which leads to an innovative thinking of constructing a multivariate nonparametric
prior which include multivariate Bernstein Polynomials as a special case.
3.3 Multivariate Feller Operators
3.3.1 Multi-dimensional Feller-Type Approximation
Petrone and Veronese (2002) dicussed some theoretical properties of one-dimensional
Feller operators, and we will extend to the multi-dimensional case. The idea is orig-
inated from Feller (1971) of defining a constructive way to approximate a given
bounded and continuous function on a (bounded or unbounded) interval E ⊂ R.
We will simply extend the idea to multivariate case. Two important definitions are
given below before discussing any theoretical property. Assume χ ⊆ Rd is a convex
set.
Definition 1 (Random Scheme) A D-dimensional Random Scheme is defined as
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a sequence of d-dimensional random vectors {Zkx = (Z1,k1x1), . . . , (Zd,kdxd) : k =
(k1, . . . , kd), k1, . . . , kd = 1, 2, · · · , x = (x1, . . . , xd) ∈ χ} where Zkx has distribution
function (d.f.) Pkx such that for x = (x1, . . . , xd) ∈ χ,
lim
ki→∞
E(Zi,kixi) = xi, i = 1, . . . , d, (3.4)
lim
min{k}→∞
d∑
i=1
V (Zi,kixi) = 0, (3.5)
where min{k} = min1≤i≤d ki.
Definition 2 (Multivariate Feller operators) Let G : Rd → R be a real function.
The d-dimensional Feller operator with random scheme Zkx is defined as:
B(x; k,G) = E(G(Zkx)) =
∫
G(z)dPkx(z).
The following theorem states the approximation property of multivariate Feller op-
erators.
Theorem 3 If G : Rd → R is bounded on χ and let B(x; k,G) be the associated
multi-dimensional Feller operator defined above, then as min{k} → ∞, we have
B(x; k,G) → G(x) at every continuity point x ∈ χ of G. If G is continuous, then
B(x; k,G) → G(x) uniformly on every compact set ∆ of χ in which (3.4) and (3.5)
hold uniformly.
Theorem 3 indicates that if a multivariate real function G is bounded, then G can
be approximated by a sequence of multivariate Feller operators B(x; k,G). Further,
if restricted on a compact set of the function domain, then the approximation is
uniform.
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3.3.2 Exponential Random Scheme and Multivariate Distribution Func-
tion Approximation
In the previous subsection, we discussed the approximation property of Feller op-
erators for a bounded d-dimensional real function. In statistical inference, we are
interested in a particular type of bounded functions, the distribution function. Since
distribution function itself is bounded in [0, 1], so a natural thinking is that: can we
use a multivariate Feller operators to approximate multivariate distribution function?
The answer is ”Yes”, but not all Feller operators can be used for such approxima-
tion, only multivariate Feller operators associated with a certain random scheme
can. Therefore, I will introduce a specific random scheme family called Exponen-
tial Random Scheme family in order to explore the approximation of a multivariate
distribution function.
Definition 3 (Natural Exponential Family) Given a non-degenerate σ−finite
measure ν on the Borel sets of R, then the Natural Exponential Family (NEF), with
natural parameter θ, is the family of probability measures F on R with density
pθ(y) = exp{θy −M(θ)}, θ ∈ Θ
with respect to ν, where M(θ) = ln
∫
exp(θy)ν(dy) and θ ∈ Θ = {θ : M(θ) < +∞}.
Denote the mean parameter by x. From the properties of exponential family, we
have x = Eθ(Y ) = dM(θ)/dθ = x(θ) and the variance is σ
2 = σ2(x). Since the
transformation from x to θ is one-to-one, we can also write θ = θ(x), and the family
can be re-parametrized in the mean parameter x.
Definition 4 (Exponential Random Scheme) Consider the average
Zkx = (1/k)
∑k
i=1 Yi, where Y1, . . . , Yk are i.i.d. random variables with distributions
in the natural exponential family. Then Zkx has d.f. Pk,θ(x) which is still in the NEF
with mean E(Zkx) = x and variance V (Zkx) = σ
2/k converges to zero as k → ∞.
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Therefore, {Zkx ∼ Pk,θ(x), k = 1, 2, . . . , x ∈ χo} is a random scheme with χo the
interior of χ, called exponential random scheme (ERS).
Consider a d-dimensional distribution function G with convex support χ ⊆ Rd. Let
x = (x1, . . . , xd) ∈ χo. A random vector Zkx = (Z1,k1x1 , . . . , Zd,kdxd) whose component
are independent, and defined as:
Zi,kixi = (1/ki)
ki∑
j=1
Yi,j,
where for any i = 1, . . . , d, (Yi,1, Yi,2, . . . ) are i.i.d with a distribution in the NEF
such that E(Yi,j) = xi and V (Yi,j) = σ
2(xi). Then Zi,kixi has a distribution function
Pki,θ(xi) in the NEF with E(Zi,kixi) = xi and V (Zi,kixi) = σ
2(xi)/ki → 0 as ki → ∞.
Hence {Zkx = (Z1,k1x1), . . . , (Zd,kdxd) : k = (k1, . . . , kd), k1, . . . , kd = 1, 2, . . . , x =
(x1, . . . , xd) ∈ χo ⊆ Rd} is a d-dimensional exponential random scheme (ERS).
Since G is a d-dimensional distribution function with convex support χ, a multi-
variate Feller operator with a d-dimensional ERS for G is:
B(x; k,G) = E(G(Zkx)) =
∫
· · ·
∫
G(z1, . . . , zd)dPk1,θ(x1)(z1) · · · dPkd,θ(xd)(zd),
(3.6)
for x ∈ χ and the following properties hold for multivariate Feller operators.
Proposition 1 (i) B(·; k,G) is a d.f.
(ii) The derivative of B(x; k,G) for x ∈ χo is given by
b(x; k,G) =
∂
∂x1
· · · ∂
∂xd
B(x1, . . . , xd; k,G)
=
∫
· · ·
∫ d∏
i=1
fki(xi, zi)dG(z1, . . . , zd), (3.7)
where
fki(xi, zi) =
ki
σ2(xi)
∫
[zi,∞)
(t− xi)dPki,θ(xi)(t).
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Proposition 1 shows that we use a sequence of multivariate operators associated with
exponential random scheme to approximate a multivariate distribution function, and
the operator B(·; k,G) itself is also a distribution function. In addition, the Feller
operator has derivative and we call such derivative Feller density. Further, if G
has no mass concentrated on the frontier of χ, then B(x; k,G) can be extended to
Rd properly as an absolutely continuous distribution function with density given by
(3.7). For Feller density, We have the following property.
Proposition 2 If G is absolutely continuous with density g(x1, . . . , xd) continuous
and bounded in each argument, then b(x; k,G) is a d-dimensional Feller operator.
Furthermore, b(x; k,G) → g(x) for every x ∈ χo, and the convergence is uniformly
on every compact set ∆ ⊆ χo ⊆ Rd in which (3.4) and (3.5) hold uniformly for the
corresponding random scheme.
Proposition 2 shows that if G is a probability distribution function with a continuous
and bound probability density g, then similar to the distribution function G, the
corresponding density g can also be approximated by a sequence of Feller densities.
3.3.3 Examples
In this section, we will provide some examples of multivariate Feller operator with
discrete or continuous ERS. Let k = (k1, · · · , kn) and l = (l1, · · · , ln) denote two non-
negative vectors. Define l ≤ k if li ≤ ki for any i. Define
∑k
j=l =
∑k1
j1=l1
· · ·
∑kd
jd=ld
when j = (j1, · · · , jd). Let j/k denote the vector (j1/k1, · · · , jd/kd). Let cube(j, k)
denote the d-dimensional cube of the form (
j1 − 1
k1
,
j1
k1
]× · · · × (jd − 1
kd
,
jd
kd
] with the
convention that if ji = 0, then the interval (
ji − 1
ki
,
ji
ki
] is replaced by the point {0}.
Example 1 (Binomial Random Scheme) This one is the well-know Bernstein
polynomial operators. Let G be a d-dimensional distribution function with convex
support χ = [0, 1]d. For any x ∈ χo and i = 1, 2, · · · , let (Yi,1, Yi,2, · · · ) be independent
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Bernoulli random variables with parameter xi. Then
kiZi,kixi =
ki∑
ji=1
Yi,ji ∼ Bin(·; ki, xi), i = 1, · · · , d.
The d-dimensional Feller operator with d-dimensional binomial random scheme is
defined by
B(x; k,G) =
k∑
j=0
G(j/k)
d∏
i=1
(
ki
ji
)
xi
ji(1− xi)1−ji ,
and the corresponding derivative for x ∈ (0, 1)d is
b(x; k,G) =
k∑
j=1
uk,G(j)
d∏
i=1
Beta(xi; ji, ki − ji + 1),
where Beta(·; ji, ki−ji+1) denotes the probability density function of a Beta distribu-
tion with parameter ji and ki−ji+1 and uk,G(j) = PG((
j1 − 1
k1
,
j1
k1
]×· · ·×(jd − 1
kd
,
jd
kd
])
with PG denoting the probability measure of the d.f. G.
Example 2 (Poisson Random Scheme) If G is a d-dimensional distribution func-
tion defined on [0,∞)d. Let (Yi,1, Yi,2, · · · ) be independent Poisson random variables
with parameter xi. Then
kiZi,kixi =
ki∑
ji=1
Yi,ji ∼ Poi(kixi), i = 1, · · · , d.
Therefore, the Feller operator with d-dimensional Poisson random scheme is defined
by
B(x; k,G) =
∞∑
j=1
G(j/k)
d∏
i=1
(kixi)
ji
e−kixi
ji!
,
and the corresponding derivative of B(x; k,G) is
b(x; k,G) =
∞∑
j=1
uk,G(j)
d∏
i=1
Ga(xi; ji, ki),
where Ga(·; ji, ki) denotes the probability density function of a Gamma distribution
with parameter ji and ki, and uk,G(j) is the same as in Example 1.
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Example 3 (Gaussian Random Scheme) The previous two examples are based
on discrete exponential random schemes, and we will provide an example with a d-
dimensional continuous exponential random scheme here. Let G be a bounded function
defined on Rd. Then a Feller operator with ERS having mean in Rd can be used to
approximate G. A natural choice is a Gaussian family with mean x = (x1, · · · , xd)
and fixed variance-covariance matrix. Let (Yi,1, Yi,2, · · · ) be independent Gaussian
random variables with mean xi and fixed variance σ
2
i . Then
kiZi,kixi =
ki∑
ji=1
Yi,ji ∼ N(kixi, kiσ2i ).
This gives
B(x; k,G) =
∫
· · ·
∫
G(z1, · · · , zd)
d∏
i=1
ϕ(zi;xi, σ
2
i /ki)dz1 · · · dzd,
and the derivative b(x; k,G) is
b(x; k,G) =
∫
· · ·
∫ d∏
i=1
ϕ(zi;xi, σ
2
i /ki)dG(z1, · · · , zd),
where ϕ is the density function for normal distribution with mean xi and variance
σ2i /ki.
Furthermore, if G has a continuous and bounded density g, then
b(x; k,G) =
∫
· · ·
∫
g(z1, · · · , zd)
d∏
i=1
ϕ(zi;xi, σ
2
i /ki)dz1 · · · dzd.
3.3.4 Shape properties of Feller operator with ERS
For statistical inference, it is important that the model can be restricted to an admis-
sible class of densities with certain geometric/shape properties of the target distribu-
tion. It’s well known that the one-dimensional Bernstein polynomial operators retain
monotonicity of the function generating the coefficients (Lorentz, 1986). Zheng (2011)
extend such property to multi-dimensional Bernstein polynomial operators, called
coordinate-wise monotonicity. We can prove that, with certain exponential random
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scheme, i.e. Poisson random scheme and Gaussian random scheme, the corresponding
multivariate Feller operators also have coordinate-wise monotonicity.
Definition 5 (Coordinate-wise monotonicity) A multivariate function
f : Rd → R is said to be coordinate-wise monotone if for each i = 1, . . . , d, f is a non-
decreasing or nonincreasing function of the ith coordinate while the other coordinates
are fixed.
Proposition 3 Let B(x; k,G) be the feller operator with Poisson random scheme
and b(x; k,G) be the corresponding derivative. If the density of G is coordinate-wise
monotone, the the coordinate-wise monotonicity is retained by b(x; k,G).
Proposition 4 Let B(x; k,G) be the feller operator with Gaussian random scheme
and b(x; k,G) be the corresponding derivative. If the density of G is coordinate-wise
monotone, the the coordinate-wise monotonicity is retained by b(x; k,G).
The above two properties ensure that Feller operators with Poisson or Gaussian ran-
dom scheme are monotone along the ith coordinate.
3.4 Multivariate Feller Prior
Till now, the function G to be approximated is deterministic. If G is random, the
approximation of G by a sequence of multivariate Feller operator B(x; k,G) are also
random functions whose probability law can be used as a prior in nonparametric
Bayesian inference. We call such priors ”multivariate Feller prior”, denoted by πF .
The following theorem establish the existence of such priors.
Theorem 4 Let Π denote the space of probability distribution functions on the convex
support χ ⊆ Rd equipped with the Borel σ-field Γ generated by the topology of weak
convergence. Then multi-dimensional Feller operators induce a probability prior πF
on (Π, Γ).
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The probability measure induced in theorem 4 of prior is the multivariate Feller prior
πF with parameter a joint distribution of k and G.
In order for the proposed multivariate Feller prior ΠF to be a valid nonparametric
prior, a well-accepted criteria is that it should have large or full topological support
(Ferguson, 1973). Next, we will establish the validity of the proposed multivariate
Feller prior. Let Gn = {g1, . . . , gn} denote a collection of real-valued continuous func-
tions on a compact set ∆ ⊆ χ ⊆ Rd, where n = 1, 2, · · · . Let Π1 denote the class
of all probability distribution functions on ∆ and Π2 denote the class of all absolute
continuous probability distribution functions (therefore they have densities) on ∆.
For any ε > 0, any Q ∈ Π1, we define a weak neighborhood of Q as:
NGn,ε(Q) = {Q∗ ∈ Π1 : max
g∈Gn
|
∫
gdQ∗ −
∫
gdQ| < ε}. (3.8)
For any ε > 0, any Q ∈ Π2 with density fQ(·), define a strong neighborhood of Q as:
Nε(Q) = {Q∗ ∈ Π2 : sup
ω∈∆
|Q∗(ω)−Q(ω)| < ε}, (3.9)
and a total-variation (TV) neighborhood of Q as:
NfQ,ε(Q) = {Q∗ ∈ Π2 : |
∫
fQ∗(z)dz −
∫
fQ(z)dz| < ε},
where fQ is the density function of the distribution function Q.
Theorem 5 Let the prior of k satisfy p(k) > 0 for all k ∈ Nd. Given k,
(i) if for any Q ∈ Π1, the conditional prior p(NGn,ε(Q)|k) > 0 for any weak neigh-
borhood NGn,ε(Q) of Q. Then, πF has full weak topological support on (Π1,Γ1),
i.e. πF (NGn,ε(Q)) > 0 for any n, Gn, Q ∈ Π1 and ε > 0, where NGn,ε(Q) is
defined in (3.8).
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(ii) if for any Q ∈ Π2, the conditional prior p(NfQ,ε(Q)|k) > 0 for any TV neigh-
borhood of Q. Then, πF has full strong topological support on (Π2,Γ2), i.e.
πF (Nε(Q)) > 0 for any n, Q ∈ Π2 and ε > 0, where Nε(Q) is defined in (3.9).
Theorem5(i) shows that if the probability distribution of k is positive over Nd and for
any k ∈ Nd, the conditional distribution of p(NGn,ε(Q)|k) > 0 for any weak neighbour-
hood of Q, then the Feller prior πF has full topological support on Π1. Theorem5(ii)
states that if the probability distribution of k is positive over Nd and for any k ∈ Nd,
the conditional distribution of p(NfQ,ε(Q)|k) > 0 for any TV neighbourhood of Q,
then any given neighbourhood of a given absolute continuous probability distribution
function has positive πF -probability, where the neighbourhood is defined in terms
of Kolmogorv-Smirnov distance. The two parts of the theorem ensure that every
probability distribution function on compact set ∆ is in the topology of weak conver-
gence of the Feller prior. Moreover, every absolutely continuous distribution is in the
topology of uniform convergence of Feller prior, given p(k) > 0 and the conditional
probability p(·|k) has full support on some given neighbourhood.
Since any multivariate continuous density on ∆ can be uniformly approximated by
a sequence of multivariate Feller densities, we can define a measure on the space of
multivariate continuous densities on ∆ by defining a measure on the set of multi-
variate Feller densities. Similar to the proof of Theorem4, we can define a random
multivariate Feller density as a random function of the form b(x; k,G) in (3.7), and
use it as a prior on the space of multivariate continuous densities on ∆. The validity
of the proposed prior can be proved similarly to the proof in Theorem 5.
3.5 Application of Multivariate Feller Priors
According to previous discussions, multivariate Feller operators with ERS can be used
for inference on an unknown multivariate density function. Remember the spectral
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density, after normalizing, behaves like a common density function. Therefore, we
will first briefly discuss the nonparametric Bayesian approach for multivariate density
estimation in the following pages. Then a computational algorithm for stimulating
from the posterior of the multivariate density function will be given.
3.5.1 A Brief Introduction of Density Estimation
Density estimation plays an important role on statistical inference problems. A vari-
ety of nonparametric Bayesian models have been used to estimate density functions.
For example, Lo (1984), Escobar and West (1995) and Gasparini (1996) investigated
Dirichlet Process Mixtures (DP mixtures). Lavine(1992) and Lavine (1994) proposed
Polya trees. Another nonparametric Bayesian approach for density estimation is pro-
posed by Petrone (1999) using Bernstein polynomial priors. However, these nonpara-
metric Bayesian approaches listed above focus on univariate case. For multivariate
case, Scott (1992) summarized plenty of traditional parametric and nonparametric ap-
proaches for multivariate density estimation like frequency polygons, averaged shifted
histogram and kernel density estimators, but little has been explored for multivariate
density estimation using nonparametric Bayesian approach. That is a void we try to
fill in this dissertation.
Let {X1, X2, . . . } be a sequence of exchangeable random variables with values in a set
E ⊂ R. Then, de Finetti’s representation theorem shows that, the joint distribution
function can be written as:
P (X1 ≤ x1, . . . , Xn ≤ xn) =
∫
P
n∏
i=1
F (xi)dπ(F ),
where π is the prior on the class P of all the distribution functions on E. More gener-
ally, Hewitt and Savage (1955) have generalized de Finetti’s result. Let {X1, X2, . . . }
be a sequence of exchangeable random vectors with values in a set χ ⊂ Rd. Then
similar to de Finetti’s representation, the joint distribution function of X1, . . . , Xn
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can be written as:
P (X1 ∈ A1, . . . , Xn ∈ An) =
∫
P
n∏
i=1
F (Ai)dπ(F ), (3.10)
where π is the prior on the class P of all the distribution functions on χ.
As shown in section 4, to define a multivariate Feller prior πF , we consider (k,G)
as random quantities and assign them a probability law. In particular, we will focus
on the following two cases.
1. Consider k and G are independent. k has a probability function p and G is a
Dirichlet process with parameters(α,G0), where α is the scale parameter and
G0 is the base function expressing the initial guess on G. Under this scenario,
we call such πF a Feller-Dirichlet prior with parameters (p, α,G0).
2. Consider k and G are independent. k has a probability function p and G
is a Pitman-Yor process with parameters(α, 0, G0), where α is the discount
parameter and G0 is the base distribution, we call such πF a Feller-PY prior
with parameters (p, α, 0, G0).
We assume that the probability law P does not concentrate on its boundary, so the
random distribution function B(·; k,G) is almost surely absolute continuous with
density b(·; k,G). In such case, choosing a Feller prior with random scheme {Zkx, k =
(k1, . . . , kd), k1, . . . , kd = 1, 2, · · · , x ∈ χ ⊆ Rd} in (3.10) is equivalent to the following
hierarchical structure.
(i) For any n, X1, . . . , Xn|k,G are conditionally i.i,d with common density
b(x; k,G) =
∫
· · ·
∫ d∏
i=1
fki(xi; zi)dG(z1, . . . , zd)
=
∫
f(x; z, k)dG(z),
where fki(xi; zi) is the kernel density associated to the given random scheme.
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(ii) (k,G) have the joint probability law P .
Computation in the above structure is in general complicated. However, MCMC
approximations of posterior or of other quantities of interest are possible. In order
to simplify the computation, we will extend the algorithm proposed by Ishwaren and
James (2001) for stimulating from the posterior corresponding to a Feller prior.
3.5.2 Blocked Gibbs Sampling
The algorithm is called blocked gibbs sampling (Ishwaren and James, 2001) since
such algorithm can update parameters ”blockwise”, and it is based on the well-
known characterization of the Dirichlet process as infinite sum (Sethuraman, 1994).
If G ∼ D(α,G0), then G is almost surely a discrete distribution function
DP (αG0)(·) =
∞∑
j=1
pjδ(−∞,Zj ](x), (3.11)
where δA(·) is the indicator function of the set A, Z1, Z2, . . . are independent draws
from the base function G0, p1 = V1, pj = (1− V1)(1− V2) · · · (1− Vj−1)Vj, j ≥ 2 and
V1, V2, . . . are i.i.d chosen from a beta density with parameters (1, α), α > 0.
For Pitman-Yor process, in particular, for PY (α, 0, G0) process, Pitman and Yor
(1997) provided a similar representative form:
PY (α, 0, G0)(x) =
∞∑
j=1
pjδ(−∞,Zj ](x), (3.12)
where Z1, Z2, . . . are independent draws from the base function G0, p1 = V1, pj =
(1 − V1)(1 − V2) · · · (1 − Vj−1)Vj, j ≥ 2 and V1, V2, . . . are i.i,d chosen from a beta
density with parameters (1− α, jα), 0 < α < 1.
The computational algorithm is based on the truncation of the above infinite sum
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representation of Dirichlet process and Pitman-Yor process.
DPN(x)(α,G0)(x) =
N∑
j=1
pjδ(−∞,Zj ](x).
of series (3.11) and the truncation
PYN(α, 0, G0)(x) =
N∑
j=1
pjδ(−∞,Zj ](x).
of series (3.12) to a finite N , such that the residual probability is negligible.
The hierarchical structure proposed above is not computationally manageable since
it involves integral in stage (i), which makes fairly difficult in implementing efficient
computational method. So we will rewrite the above hierarchical structure as follows
by inducing auxiliary random variables Y1, . . . , Yn in our model:
(Xi|Y1, . . . Yn, k) ∼ f(x; y, k), i = 1, . . . , n,
(Yi|k,G) ∼ G, i = 1, . . . , n,
k ∼ p(k),
G ∼ P ,
where P stands for our stick-breaking prior DPN(α,G0)(·) or PYN(α, 0, G0)(·).
Further, the above model can be rewritten as
(Xi|Z, J, k) ∼ f(x;Zji , k), i = 1, . . . , n,
(Ji|p) ∼
N∑
j=1
pjδj(·), i = 1, . . . , n,
(p, Z) ∼ π(p)×GN0 (Z),
k ∼ p(k).
where J = (J1, . . . , Jn), Z = (Z1, . . . , Zn), p = (p1, . . . pN) are the random weights
in truncated Dirichlet process or Pitman-Yor process, and Zj are i.i.d from G0. No-
tice that the relationship between the above two structure is Yi = ZJi . That is,
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Ji, i = 1, . . . , n act as classification variables to identify which ZJi is associated with
each Yi.
Let {J∗1 , . . . , J∗m} denote the set of current unique values of J = (J1, . . . , Jn), to
run blocked Gibbs sampling, we draw values in the following order:
(i) Conditional for Z : simulate Zj ∼ G0 for each j ∈ J − {J∗1 , . . . , J∗m}. Also,
draw (ZJ∗l |J, k,X) from the density
f(ZJ∗l |J, k,X) ∝ g0(ZJ∗l )
∏
{i:Ji=J∗l }
f(Xi|ZJ∗l , k), l = 1, . . . ,m,
where g0 is the density of G0.
(ii) Conditional for p = (p1, . . . , pN−1):
p1 = V1, pj = (1− V1)(1− V2) · · · (1− Vj−1)Vj, j = 2, . . . , N − 1
where Vj ∼ Beta(1 +mj, α +mj+1 + · · ·+mN) and mj is the number of
j1, . . . , jn which equal to j, j = 1, . . . , N − 1,
∑N
j=1 pj = 1.
(iii) Conditional for J : Draw value
(Ji|Z, p.k,X) ∼
N∑
j=1
pj,iδj(·), i = 1, . . . , n,
where
(p1,i, . . . , pN,i) ∝ (p1f(Xi|Z1, k), . . . , (pNf(Xi|ZN , k))
(iv) Conditional for k: Draw k from the density (notice that Yi = ZJi)
f(k|Z, J,X) ∝ p(k)
n∏
i=1
f(Xi|Yi, k).
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Given a MCMC sample {k(s), p(s)1 , . . . , p
(s)
N , Z
(s)
1 , . . . , Z
(s)
N } from the posterior of
(Z, j, p, k|X), s = 1, . . . , S, the number of Chains, we can approximate the density
estimation
bn(x) =
1
S
S∑
s=1
N∑
j=1
p
(s)
j f(x;Z
(s)
j , k) (3.13)
Notice in step(i), the draws from the conditional posterior could be done exactly if
G0 is the conjugate prior for f . However, if a non-conjugate prior is given, we use
Metroplis-Hasting algorithm.
3.5.3 Simulation Study
In this section, we present the performance of estimated density described in (3.13)
for data simulated from different distributions using the Feller priors proposed. For
simplicity and for better visualization, we focus on the case d = 2 and set k = k1 for
all simulations. To calibrate the accuracy of bn(x) as an estimate of true density f
∗,
we define a Hellinger error as
||bn(x)− f ∗(x)||H =
√
1
2
∫
(
√
bn(x)−
√
f ∗(x))2dx
The different cases we considered are as follows.
• Case1: In this case, we simulated n = 90 observations Xi from a bivariate nor-
mal distribution with mean vector µ0 = (0, 0) and variance-covariance matrix
Σ0 =
 1 0.5
0.5 1
.
• Case2: In this case, we simulated n = 90 observations Xi from a standard
bivariate logistic distribution with pdf
f ∗(x, y) =
2e−xe−y
(1 + e−x + e−y)3
, x, y ∈ R.
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Since the simulated data are in (−∞,∞), we find it reasonable to use a multivariate
Feller prior with a Gaussian random scheme, which is discussed in Example 3 of
section 2.3, here we set σ1 = σ2 = 25, k = 300. The blocked gibbs sampling are
applied to two different priors.
(1) Feller-Dirichlet prior: We set truncation N = 100, the scale parameter α = 2
and the base function G0 bivariate normal with mean vector µ = (0, 0) and
variance-covariance matrix Σ =
 10 3
3 10
.
(2) Feller-PY prior: We set truncation N = 100, the discount parameter α = 0.25
and the base function G0 the same as used in Feller-Dirichlet prior.
We vary the number of MCMC chains S by letting S = 2, 5, or 10. For each individual
chain, we use the blocked gibbs sampling described in previous section. After a burn-
in of 500, the Markov Chains become stable. Figure 3.1 plots the first 1000 samples
of k in a single MCMC chain, indicating the chain quickly converges after burn-in.
Figure 3.1: Trace of k
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Table 3.1 gives the Hellinger distance (Hellinger error) between the estimated den-
sity function and the true density function using 2-dimensional Feller-Dirichlet prior
and 2-dimensional Feller-PY prior for data simulated from bivariate normal distri-
bution and bivariate logistic distribution. Hellinger distance is used to quantify the
similarity between two probability distributions. The smaller the value, The more
similar between the two distributions. We note that the overall performance of rhe
estimated density functions improves as the number of MCMC chains increases for
both priors (The increases of number of MCMC chains means that we have a larger
MCMC samples, and we use several short MCMC chains instead of a long MCMC
chain so that we can do parallel computation). Figures 3.2, 3.3, 3.4, 3.5 give us a
visual way to evaluate the performance of the estimated density functions. It’s clear
that estimated density is closer to the true density as the number of MCMC chains
increases from 2 to 10. Notice that when data are simulated from the bivariate logis-
tic distribution, the base distribution (our guess about the true distribution) we use
is not even from the family of bivariate logistic distributions but a general bivariate
normal distribution. However, as shown in table3.1 and Figures 3.4 and 3.5, we still
get a good estimated density. This result indicates the flexibility and robustness of
the algorithm we propose here. For comparison, we also use a kernel density estima-
tor (Duong and Hazelton, 2003) for the two target distributions considered here. The
hellinger distance is 0.158 when target distribution is bivariate normal and is 0.162
when target distribution is bivariate logistic. Figures 3.6 and 3.7 show the perfor-
mance of kernel density estimator. The comparison indicates that the performance
of multi-dimensional Feller prior is comparable to the well-established kernel density
estimator.
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Table 3.1: Hellinger error of estimated density functions using Feller-Dirichlet prior
and Feller-PY prior for data from bivariate normal distribution and bivariate logistic
distribution
Bivariate normal Bivariate logistic
# of chains Feller-Diri(2) Feller-PY(0.25) Feller-Diri(2) Feller-PY(0.25)
S=2 0.157 0.108 0.152 0.166
S=5 0.120 0.107 0.139 0.127
S=10 0.090 0.111 0.100 0.110
Real Data Application
As a supplement to the simulation study, we also present a real data application
here. The data is the well-known IRIS data introduced by R. A. Fisher (Fisher,
1936). The data set consists of 50 samples from each of three species of Iris (Iris
setosa, Iris virginica and Iris versicolor). Four features were measured from each
sample: the length and the width of the sepals and petals, in centimetres, and we
choose the petal length and width as our bivariate observations. We consider both
2-dimensional Feller-Dirichlet prior and 2-dimensional Feller-PY prior with Gaussian
random scheme for density estimation. Here we set σ1 = σ2 = 25, k = 300. For
both priors, we set N = 150, base function G0 the bivariate normal distribution with
mean vector µ = X̂, the sample mean vector, variance-covariance matrix Σ = Σ̂, the
sample variance-covariance matrix. For the 2-dimensional Feller-Dirichlet prior, we
set α = 2, for the 2-dimensional Feller-PY prior, we set α = 0.25. Figures 3.8 and
3.9 shows the estimated density functions. The contour plots accurately reflect the
two clusters in the data set, as described in Fisher’s paper.
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Figure 3.2: Density function estimate using Feller-Dirichlet(2) prior for data from
bivariate normal. The red curve on 3 graphs are contour plot of true density, contour
plot of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10,
blue curve.
Figure 3.3: Density function estimate using Feller-PY(0.25) prior for data from bi-
variate normal. The red curve on 3 graphs are contour plot of true density, contour
plot of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10,
blue curve.
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Figure 3.4: Density function estimate using Feller-Dirichlet(2) prior for data from
bivariate logistic. The red curve on 3 graphs are contour plot of true density, contour
plot of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10,
blue curve.
Figure 3.5: Density function estimate using Feller-PY(0.25) prior for data from bi-
variate logistic. The red curve on 3 graphs are contour plot of true density, contour
plot of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10,
blue curve.
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Figure 3.6: Bivariate Kernel Density function estimate for data from bivariate normal.
The green curve on is contour plot of true density, contour plot of estimated density
are black curve.
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Figure 3.7: Bivariate Kernel Density function estimate for data from bivariate logistic.
The green curve on is contour plot of true density, contour plot of estimated density
is black curve.
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Figure 3.8: Density estimate using Feller-Dirichlet(2) prior for data iris. Contour plot
of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10, blue
curve.
Figure 3.9: Density estimate using Feller-PY(0.25) prior for data iris. Contour plot
of estimated density are (i) S=2, black curve (ii) S=5, green curve (iii) S=10, blue
curve.
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3.6 Discussion and Future Work
3.6.1 Conclusion and Discussion
In this chapter, we propose a nonparametric prior, Feller prior, and establish its
existence and validity. As Petrone (1999b) pointed out, a ”good” class of prior
distributions should satisfy the following properties.
(i) it should have full topological support;
(ii) it can easily select absolute continuous distribution function with continuous
derivatives;
(iii) The quantities (e.g. density functions) on which one should express a prior on
should have a natural interpretation;
(iv) For computational aspects, it should have easily manageable posterior.
For (i), according to Theorem 5, the proposed Feller prior has full topological support
under some certain kind of topology. For (ii), Proposition 1 shows that the Feller
prior can select absolute continuous distribution function and the selected distribu-
tion function has derivative which we called ”Feller density”. For (iii), the quantity
we considered here is multivariate density function, and the Feller prior can be speci-
fied in a fairly natural way by first expressing a initial guess on the unknown density
function, then by smoothing the estimated density function using Feller-type approx-
imation. For (iv), the proposed blocked gibbs sampling algorithm provides a simple
way to stimulate MCMC samples from the posterior distribution even if the posterior
distribution doesn’t have a simple analytic expression.
In addition, from the application of Feller prior in multivariate density estimation, we
can see that the proposed hierarchical structure is quite general and flexible. Since we
have both discrete and continuous exponential random scheme, we can easily handle
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different types of data. Bernstein Polynomials can only deal with data restricted on
[0, 1]d, otherwise, a transformation is needed before we apply Bernstein Polynomials.
However, Feller priors can be applied directly to observations with different range.
Furthermore, the simulation study shows that the performance of this hierarchical
structure is still good even if the initial guess of the unknown distribution is not
correct, which indicates that the proposed method is quite robust.
Further, the application of multivariate density estimation is of great use in real-world
problems. For example, observational study is becoming more and more popular in
Pharmaceutical industry since it is much more time-saving and cost-saving. How-
ever, lack of randomization makes the conclusion unreliable: is the outcome due to
treatment effect, or due to the difference of important characteristics between the
treatment and comparison group? Statisticians have developed several methods to
balance the groups and reduce the possible bias like propensity score method, but
these methods are indirect, e.g., propensity score is the conditional probability of
receiving a given exposure (treatment) given a vector of measured covariates. Unlike
those methods, multivariate density estimation can give a direct comparison between
treatment and comparison group given possible confounding covariates.
3.6.2 Future Work
We have briefly introduced the spectral density of a random field at the beginning of
this chapter. It is fairly complicated for a nonparametric Bayesian approach on the
spectral density. If we assume the random fields are second-order stationary, then
we can use Whittle’s Likelihood (Whittle, 1954) to evaluate the smoothing of the
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periodogram (3.3), and the Whittle’s approximation is defined as follows.
1/2
∑
ω∈Ω
{log f(ω) + I(ω)/f(ω)}
where the summation is over the set Ω, I is the periodogram (3.3) and f is the spectral
density. Whittle’s likelihood is as follows.
L(f |X1, . . . , Xn) =
∏
ω∈Ω
exp[−1
2
{log f(ω) + I(ω)/f(ω)}]
When applied certain ERS, we can write the posterior distribution and then apply
blocked gibbs sampling for stimulating samples from the corresponding posterior.
Whittle’s likelihood is useful when we assume the random fields are second-order
stationary. An interesting problem would be what if the random fields are nonsta-
tionary. Dahlhaus (1997) proposed a concept ”locally stationary” in fitting time
series models to nonstationary process. He suggested that we can treat a nonsta-
tionary time series ”locally stationary”, i.e., split the entire time interval into several
different sub-intervals, and within each sub-interval, the process can be viewed as
”stationary”. Under such assumption, a ”local periodogram” will replace the usual
periodogram over data segments. Though the properties of local periodogram are not
fully developed, it still leads us to consider the extension of the local periodogram
to spatial case in order for the nonstationary random fields. This part is still under
investigation and we will investigate other nonparametric Bayesian approach in our
future work as well.
Copyright c© Xiang Zhang, 2013.
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Appendices
Appendix A: Proof of Theorem 1
From (2.4), we have that, under the true parameters η0,
E{`(η)} = −(nm/2) log σ2 + log |Snm(ξ)|
−(2σ2)−1 [(β0 − β)′X ′nmS′nm(ξ)Snm(ξ)Xnm(β0 − β)]
+(2σ2)−1
[
σ20tr
{
S
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nm
}]
.
The first derivatives of E`(η) with respect to β and σ2 are, respectively,
∂E`(η)
∂β
= (σ2)−1X ′nmS
′
nm(ξ)Xnm(β0 − β)
∂E`(η)
∂σ2
= (2σ4)−1{E(ν ′nmνnm)− nmσ2}.
Thus the maximizers of E`(η) are
β∗nm(ξ) = β0
σ∗2nm(ξ) = (nm)
−1σ0
2tr{S′−10nmS ′nm(ξ)Snm(ξ)S−10nm}.
Let gnm(ξ) = E [`{β∗nm(ξ), ξ, σ∗2nm(ξ)}] = −(nm/2) log σ∗2nm(ξ) + log |Snm(ξ)| −nm/2.
We establish the consistency of ξ̂nm by showing that sup
ξ∈Ξ
hn(nm)
−1|`(ξ)− gnm(ξ)| =
op(1) and that hn(nm)
−1gnm(ξ) is identifiably unique (White, 1994).
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To show sup
ξ∈Ξ
hn(nm)
−1|`(ξ)− gnm(ξ)| = op(1), we have
hn(nm)
−1(`(ξ)− gnm(ξ))
= −hn
2
{
log σ̂2nm(ξ)− log σ∗2nm(ξ)
}
= −hn{2σ̃2nm(ξ)}−1
{
σ̂2nm(ξ)− σ∗2nm(ξ)
}
,
where σ̃2nm(ξ) = λσ
∗2
nm(ξ) + (1− λ)σ̂2nm(ξ) for some λ ∈ (0, 1)
and σ̂2nm(ξ) = (nm)
−1ν ′0nmBnm(ξ)ν0nm with
Bnm(ξ)
= S
′−1
0nmSnm(ξ)
′[Inm − Snm(ξ)Xnm{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nm
S′nm(ξ)]Snm(ξ)S
−1
0nm.
First, we have that hn {σ̂2nm(ξ)− σ∗2nm(ξ)} = op(1). By (A.1)-(A.4), we know
hn(nm)
−1ν ′0nmS
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm
− hn(nm)−1E
{
ν ′0nmS
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm
}
= op(1),
as nm/hn → ∞, where the convergence is uniform on Ξ because of the linear-
quadratic form in ξ and by corollary 2.2 of Newey (1991).
By (A.1)-(A.5),
hn(nm)
−1ν ′0nmS
′−1
0nmS
′
nm(ξ)Snm(ξ)Xnm {X ′nmS′nm(ξ)Snm(ξ)Xnm}
−1
X ′nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm
= hn(nm)
−1 {(nm)−1/2X ′nmS′nm(ξ)Snm(ξ)S−10nmν0nm}′
×
{
(nm)−1X ′nmS
′
nm(ξ)Snm(ξ)Xnm
}−1
×
{
(nm)−1/2X ′nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm
}
= op(1)
Again, the convergence is uniform on Ξ, since (nm)−1X ′nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm =
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op(1) uniformly on Ξ, {(nm)−1X ′nmS′nm(ξ)Snm(ξ)Xnm}−1 is uniformly bounded in
l∞, and the boundedness is uniform on Ξ by (A.5). Thus it follows that, uniformly
on Ξ,
hn
{
σ̂2nm(ξ)− σ∗2nm(ξ)
}
= hn(nm)
−1ν ′0nmS
′−1
0nmSnm(ξ)
′Snm(ξ)S
−1
0nmν0nm
−hn(nm)−1E{ν ′0nmS
′−1
0nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm}
−hn(nm)−1ν ′0nmS
′−1
0nmS
′
nm(ξ)Snm(ξ)Xnm{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1
X ′nmS
′
nm(ξ)Snm(ξ)S
−1
0nmν0nm
= op(1)
Next, we show the uniform boundness of σ̃2nm(ξ). By Jensen’s inequality,
(nm)−1{gnm(ξ)− gnm(ξ0)}
= (nm)−1(log |Snm(ξ)| − log |S0nm|)− 1/2{log σ∗2nm(ξ)− log σ02}
=
1
2
log
|S′−10nmS′nm(ξ)Snm(ξ)S−10nm|nm
−1
(nm)−1tr{S′−10nmS′nm(ξ)Snm(ξ)S−10nm}
≤ 0
for ξ ∈ Ξ. Under (A.1)-(A.4),
(nm)−1(log |Snm(ξ)| − log |S0nm|)
= −(nm)−1
[
tr{S−1nm(ξ̃)diagW ∗n1, . . . , tr{S−1nm(ξ̃)diagW ∗nq, tr{
1
α
S−1nm(ξ̃)A(α)}
]
(ξ − ξ0)
= −
q∑
k=1
O(hn
−1)(θk − θ0k),
where W ∗nk = Im ⊗Wnk, k = 1, . . . , q., ξ̃ = λξ + (1 − λ)ξ0 for some λ ∈ (0, 1) and
A(α) = αFnm. Thus,
log σ∗2nm(ξ) = −2(nm)−1{gnm(ξ)− gnm(ξ0)}+ 2(nm)−1{log |Snm(ξ)| − log |S0nm|}
+ log σ0
2
≥ 2(nm)−1{log |Snm(ξ)| − log |S0nm|}+ log σ02
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which is bounded from below uniformly on Ξ, and σ∗2nm(ξ) is bounded away from 0 uni-
formly on Ξ. Since σ̂2nm(ξ)−σ∗2nm(ξ) = op(1) uniformly on Ξ, σ̂2nm(ξ) is bounded away
from 0 in probability uniformly on Ξ. Hence, sup
ξ∈Ξ
hn(nm)
−1|`(ξ)− gnm(ξ)| = op(1).
To show the identifiable uniqueness of hn(nm)
−1gnm(ξ), we note that hn(nm)
−1gnm(ξ)
is uniformly equicontinuous. In
hn(nm)
−1{gnm(ξ1)− gnm(ξ2)}
= hn(nm)
−1{log |Snm(ξ1)| − log |Snm(ξ2)} − hn/2{log σ∗2nm(ξ1)− log σ∗2nm(ξ2)}
= hn(nm)
−1{log |Snm(ξ1)| − log |Snm(ξ2)} − hn(2σ̄∗2nm)−1{σ∗2nm(ξ1)− σ∗2nm(ξ2)},
where σ̄∗2nm = λσ
∗2
nm(ξ1)+(1−λ)σ∗2nm(ξ2) for some λ ∈ (0, 1) and is bounded away from
0, both terms are uniformly equicontinuous. Since by (3.14), hn(nm)
−1(log |Snm(ξ1)|
− log |Snm(ξ2)) = −O(1)
∑q
k=1(θk − θ0k) and with ξ̃ = λξ1 + (1 − λ)ξ2 for some
λ ∈ (0, 1), we have
hn
{
σ∗2nm(ξ1)− σ∗2nm(ξ2)
}
= −hn(nm)−1σ02
q∑
k=1
tr
{
S
′−1
0nmdiag(Im ⊗W ′nk)Snm(ξ̃)S−10nm
+S
′−1
0nmS
′
nm(ξ̃)diag(Im ⊗Wnk)S−10nm
}
(θ1k − θ2k) + σ20O(1)(α1 − α2)
= −σ02O(1)
q∑
k=1
(θ1k − θ2k) + σ20O(1)(α1 − α2).
Thus together with (A.6) and (3.14), hn(nm)
−1gnm(ξ) is identifiably unique. Thus,
the MLE of ξ is a consistent estimator.
The consistency of σ̂2nm(ξ̂nm) can be derived directly from the consistency of σ
∗2
nm(ξ̂nm).
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Further,
β̂nm(ξ̂nm)
= β0 + {X ′nmS′nm(ξ̂nm)Snm(ξ̂nm)Xnm}−1X ′nmS′nm(ξ̂nm)Snm(ξ̂nm)S−10nmν0nm
= β0 + {X ′nmS′nm(ξ̂nm)Snm(ξ̂nm)Xnm}−1X ′nmS′nm(ξ̂nm)ν0nm
+
q∑
k=1
(θ0k − θ̂nmk){X ′nmS′nm(ξ̂nm)Snm(ξ̂nm)Xnm}−1X ′nmS′nm(ξ̂nm)
diag(Im ⊗Wnk)S−10nmν0nm
+{X ′nmS′nm(ξ̂nm)Snm(ξ̂nm)Xnm}−1X ′nmdiag(α̂2nmIn, . . . , α̂2nmIn,0)S−10nmν0nm
where the last three terms are of order op(1) by (A.1)-(A.5).
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Appendix B: Proof of Theorem 2
The case hn = O(1)
By (A.4), ξ0 is in the interior of Ξ. Thus, for sufficiently small ε > 0, we have
Aε = {η : ||η − η0|| < ε} ⊂ Rp × Ξ × R+ and P (η̂nm ∈ Aε) → 1 as n → ∞, where
|| · || denotes the Euclidean norm. We establish the asymptotic normality of the MLE
by showing asymptotic normality of (nm)−1
∂`(η0)
∂η
and convergence in probability of
(nm)−1
∂2`(η̃nm)
∂η∂η′
, where η̃nm = λη0 + (1 − λ)η̂nm for λ ∈ (0, 1) converges to η0 in
probability.
For convergence of (nm)−1
∂2l(η̃nm)
∂η∂η′
, we show that, under (A.1)-(A.5), (nm)−1
{∂
2l(η̃nm)
∂η∂η′
− ∂
2l(η0)
∂η∂η′
} = op(1) and (nm)−1{
∂2l(η0)
∂η∂η′
− E∂
2l(η0)
∂η∂η′
} = op(1). Here a
matrix is said to be Op(1) (or op(1)) if all of its elements are of order Op(1) (or op(1)).
The second-order derivatives of l(η) are
∂2`(η)
∂β∂β′
= −(σ2)−1X ′nmS ′nm(ξ)Snm(ξ)Xnm,
∂2`(η)
∂β∂σ2
= −(σ4)−1X ′nmS ′nm(ξ)νnm
∂2`(η)
∂β∂θk
= −(σ2)−1X ′nmdiag{Im ⊗ (W ′nkSn(θ) + S ′n(θ)Wnk)Wnk)}
S−1nm(ξ)νnm, k = 1, . . . , q
∂2`(η)
∂β∂α
= −(σ2)−1X ′nm{BnmB′nm}S−1nm(ξ)νnm, k = 1, . . . , q
where
Bnm =

−αIn Sn(θ)
0
. . . . . .
0 −αIn Sn(θ)
0 · · · 0 0

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We denote Sn(θ0) = S0n
∂2`(η)
∂σ2∂σ2
= (2σ6)−1(−2ν ′nmνnm + nmσ2),
∂2`(η)
∂θk∂σ2
= −(σ4)−1ν ′nmdiag(WnkS−1n (θ), . . . ,WnkS−1n (θ))νnm,
∂2`(η)
∂θk∂θl
= −m× tr{WnkS−1n (θ)WnlS−1n (θ)}
−(σ2)−1ν ′nmS ′
−1
nm(ξ)diag(W
′
nlWnk, . . . ,W
′
nlWnk)S
−1
nm(ξ)νnm,
∂2`(η)
∂α∂σ2
= −(σ4)−1ν ′nmFnmS−1nm(ξ)νnm,
∂2`(η)
∂α∂α
= −(σ2)−1ν ′nmS
′−1
nm (ξ)diag(In, . . . , In, 0)S
−1
nm(ξ)νnm,
∂2`(η)
∂α∂θk
= 0.
By(A.1)− (A.5), we have
(nm)−1{∂
2`(η̃nm)
∂β∂β′
− ∂
2`(η0)
∂β∂β′
}
= (nm)−1{−(σ̃2nm)−1X ′nmS ′nm(ξ)Snm(ξ)Xnm + (σ20)−1X ′nmS ′0nmS0nmXnm}
= (nm)−1X ′ntS
′
0nmS0nmXnm(
1
σ20
− 1
σ̃2nm
)
+(nmσ̃2nm)
−1{X ′nmS ′0nmS0nmXnm −X ′nmS ′nm(ξ̃nm)Snm(ξ̃nm)Xnm}
= op(1)
(nm)−1{∂
2`(η̃nm)
∂β∂σ2
− ∂
2`(η0)
∂β∂σ2
}
= (nm)−1X ′nmS
′
0nmν0nm(
1
σ04
− 1
σ̃4nm
) + (nmσ̃4nm)
−1X ′nmEnmS
−1
0nmν0nm
−(σ̃4nm)−1X ′nmS ′nm(ξ̃nm)Snm(ξ̃nm)Xnm(β0 − β̃nm)
= op(1)
where
Enm =

E1nm E
2
nm
E2nm
. . . . . .
. . . . . . E2nm
E2nm E
1
nm

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E1nm = S
′
0nS0n − S ′n(θ̃nm)Sn(θ̃nm)
E2nm = α
q∑
k=1
(θ0k − θ̃nk)Wnk
(nm)−1{∂
2`(η̃nm)
∂β∂θk
− ∂
2`(η0)
∂β∂θk
}
= (nm)−1{−(σ̃2nm)−1X ′nm{Jnm(ξ̃nm) + J ′nm(ξ̃nm)}S−1nm(ξ̃nm)νnm(ξ̃nm)
+(σ0
2)−1X ′nm(J0nm + J
′
0nm)S
−1
0nmν0nm}
= (nm)−1{−(σ̃2nm)−1X ′nm{Jnm(ξ̃nm) + J ′nm(ξ̃nm)}(Ynm −Xnmβ0)
+(σ0
2)−1X ′nm(J0nm + J
′
0nm)(Ynm −Xnmβ0)
−(σ̃2nm)−1X ′nm{Jnm(ξ̃nm) + J ′nm(ξ̃nm)}Xnm(β0 − β̃nm)}
= op(1)
where
Jnm = diag(W
′
nkSn(θ), · · · ,W ′nkSn(θ))
(nm)−1{∂
2`(η̃nm)
∂β∂α
− ∂
2`(η0)
∂β∂α
}
= (nm)−1{−(σ̃2nm)−1X ′nm{Bnm(ξ̃nm) +B′nm(ξ̃nm)}(Ynm −Xnmβ̃nm)
+(σ0
2)−1X ′nm(B0nm +B
′
0nm)(Ynm −Xnmβ0)}
= (nm)−1{−(σ̃2nm)−1X ′nm{Bnm(ξ̃nm) +B′nm(ξ̃nm)}(Ynm −Xnmβ0)
+(σ0
2)−1X ′nm(B0nm +B
′
0nm)(Ynm −Xnmβ0)
−(σ̃2nm)−1X ′nm{Bnm(ξ̃nm) +B′nm(ξ̃nm)}Xnm(β0 − β̃nm)}
= op(1)
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(nm)−1{∂
2`(η̃nm)
∂θk∂θl
− ∂
2`(η0)
∂θk∂θl
}
= (nm)−1[−m× tr{WnkS̃−1n (θ)WnlS̃−1n (θ)}+m× tr{WnkS−10nWnlS−10n }]
−(nm)−1ν ′0nmS ′0nm
−1
diag(W ′nlWnk, · · · ,W ′nlWnk)S−10nmν0nm(
1
σ20
− 1
σ̃2nm
)
−(nm)−1{(σ̃2nm)−1(β0 − β̃nm)′X ′nmdiag(W ′nlWnk, · · · ,W ′nlWnk)Xnm(β0 − β̃nm)
−2(σ̃2nm)−1(β0 − β̃nm)′X ′nmdiag(W ′nlWnk, · · · ,W ′nl)S−10nmν0nm}
= op(1)
(nm)−1{∂
2`(η̃nm)
∂θk∂σ2
− ∂
2`(η0)
∂θk∂σ2
}
= (nm)−1{((σ40)−1 − (σ̃4nm)−1)ν ′0nmdiag(WnkS−10n , · · · ,WnkS−10n )ν0nm}
−(nm)−1(σ̃4nm)−1(β′0 − β̃nm)′X ′nmdiag(S̃ ′nWnk, · · · , S̃ ′nWnk)Xnm(β′0 − β̃nm)
−(nm)−1(σ̃4nm)−1(β′0 − β̃nm)′X ′nmdiag(S̃ ′nWnkS−10n , · · · , S̃ ′nmWnkS−10n )ν0nm
−(nm)−1(σ̃4nm)−1ν ′0nmdiag(S
′−1
0n S̃
′
nWnk, · · · , S
′−1
0n D̃
′
nWnk)Xnm(β
′
0 − β̃nm)
−(nm)−1(σ̃4nm)−1ν ′0nmdiag(S
′−1
0n (S̃n − S0n)WnkS−10n , · · · ,
D
′−1
0n (S̃n − S0n)WnkS−10n )ν0nm
= op(1)
(nm)−1{∂
2`(η̃nm)
∂σ2∂σ2
− ∂
2`(η0)
∂σ2∂σ2
}
= {(2σ̃4nm)−1 − (2σ40)−1}+ (nm)−1ν ′0nmν0nm(1/σ60 − 1/σ̃6nm)
−(nm)−1ν ′0nmS
′−1
0nm{S ′0nmS0nm − S ′nm( ˜ξnm)Snm( ˜ξnm)}S0nm−1ν0nm
+(Ynm −Xnmβ0)′S ′nm( ˜ξnm)Snm( ˜ξnm)Xnm(β̃nm − β0)
+(β̃nm − β0)′X ′nmS ′nm( ˜ξnm)Snm( ˜ξnm)(Ynm −Xnmβ0)
−(β̃nm − β0)′X ′nmS ′nm( ˜ξnm)Snm( ˜ξnm)Xnm(β̃nm − β0)
= op(1)
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(nm)−1{∂
2`(η̃nm)
∂α∂σ2
− ∂
2`(η0)
∂α∂σ2
}
= (nm)−1{−(σ̃4nm)−1ν ′nm(ξ̃nm)FnmS−1nm(ξ̃nm)νnm + (σ40)−1ν ′0nmFnmS−10nmν0nm}
= (nm)−1{[(σ̃4nm)−1 − (σ40)−1](Ynm −Xnmβ0)′diag(α0In, · · · , α0In, 0)
(Ynm −Xnmβ0)}
+(nm)−1(σ̃4nm)
−1{(Ynm −Xnmβ̃nm)′diag(α̃nmIn, · · · , α̃nmIn, 0)Xnm(β0 − β̃nm)
+(β0 − β̃nm)X ′nmdiag(α̃nmIn, · · · , α̃nmIn, 0)(Ynm −Xnmβ0)
+(Ynm −Xnmβ0)′diag((α̃nm − α0)In, · · · , (α̃nm − α0)In, 0)(Ynm −Xnmβ0)}
= op(1)
(nm)−1{∂
2`(η̃nm)
∂α∂α
− ∂
2`(η0)
∂α∂α
}
= (nm)−1{[(σ20)−1 − (σ̃2nm)−1](Ynm −Xnmβ0)′diag(In, · · · , In, 0)(Ynm −Xnmβ0)}
+(nm)−1(σ̃2nm)
−1{(Ynm −Xnmβ0)′diag(In, · · · , In, 0)Xnm(β̃nm − β0)
+(β̃nm − β0)′X ′nmdiag(In, · · · , In, 0)(Ynm −Xnmβ0)
−(β̃nm − β0)′X ′nmdiag(In, · · · , In, 0)Xnm(β̃nm − β0)}
= op(1)
since
∂2`(η)
∂α∂θk
= 0
(nm)−1{∂
2`(η̃nm)
∂α∂θk
− ∂
2`(η0)
∂α∂θk
} = op(1)
Therefore
(nm)−1{∂
2`(η̃nm)
∂η∂η′
− ∂
2`(η0)
∂η∂η′
} = op(1)
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Further, under(A.1)− (A.5), we have
(nm)−1{∂
2`(η0)
∂β∂β′
− E∂
2`(η0)
∂β∂β′
} = 0,
(nm)−1{∂
2`(η0)
∂β∂σ2
− E∂
2`(η0)
∂β∂σ2
} = −(nm)−1(σ40)−1X ′nmS ′0nmν ′0nm
= (nm)−1/2 ×Op(1) = op(1),
(nm)−1{∂
2`(η0)
∂β∂θk
− E∂
2`(η0)
∂β∂θk
} = −(nm)−1(σ20)−1X ′nm(J0nm + J ′0nm)S−10nmν0nm
= −(nm)−1/2 ×Op(1) = op(1),
(nm)−1{∂
2`(η0)
∂β∂α
− E∂
2`(η0)
∂β∂α
} = −(nm)−1(σ20)−1X ′nm(B0nm +B′0nm)S−10nmν0nm
= −(nm)−1 ×Op(1) = op(1),
(nm)−1{∂
2`(η0)
∂σ2∂σ2
− E∂
2`(η0)
∂σ2∂σ2
} = −(nm)−1(σ60)−1(ν ′0nmν0nm − nm) = op(1).
(nm)−1{∂
2`(η0)
∂θk∂σ2
− E∂
2`(η0)
∂θk∂σ2
}
= −(nm)−1(σ40)−1{ν ′0nmdiag(WnkS−10n , · · · ,WnkS−10n )ν0nm
−(σ02)×m× tr(WnkS−10n )}
= op(1)
(nm)−1{∂
2`(η0)
∂θk∂θl
− E∂
2`(η0)
∂θk∂θl
}
= −(nm)−1(σ20)−1{ν ′0nmS
′−1
0nmdiag(W
′
nlWnk, · · · ,W ′nlWnk)S−10nmν0nm
−σ20 × tr{S
′−1
0nmdiag(W
′
nlWnk, · · · ,W ′nlWnk)S−10nm}}
= (nm)−1 ×Op(nm/hn)
= op(1)
(nm)−1{∂
2`(η0)
∂α∂σ2
− E∂
2`(η0)
∂α∂σ2
}
= −(nm)−1(σ40)−1{ν ′0nmFnmS−10nmν0nm − σ20 × tr{FnmS−10nm}}
= op(1)
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(nm)−1{∂
2`(η0)
∂α∂α
− E∂
2`(η0)
∂α∂α
}
= −(nm)−1(σ20)−1{ν ′0nmS ′0nm
−1
diag(In, · · · , In, 0)S−10nmν0nm
−σ20 × tr{S ′0nm
−1
diag(In, · · · , In, 0)S−10nm}}
= op(1)
(nm)−1{∂
2`(η0)
∂α∂θk
− E∂
2`(η0)
∂α∂θk
} = 0
Furthermore, the first-order derivatives of `(η) at η0 are linear or quadratic forms of
ν0nm since
∂`(η0)
∂β
= (σ20)
−1X ′nmS
′
0nmν0nm,
∂`(η0)
∂σ2
= (2σ40)
−1(ν ′0nmν0nm − nmσ20)
∂`(η0)
∂θk
= −tr(Gk) + (σ20)−1ν ′0nmGkν0nm,
∂`(η0)
∂α
= (σ20)
−1ν0nmFnmS
−1
0nmν0nm
where Gk = diag(Im ⊗WnkS−1n (θ0)) ,for k = 1, . . . , q.
By (A.5), we have
(nm)−1/2
∂`(η0)
∂β
D→ N(0, lim
nm→∞
(nm)−1(σ20)
−1X ′nmS
′
0nmS0nmXnm).
By a classic central limit theorem,
(nm)−1/2
∂`(η0)
∂σ2
D→ N(0, (2σ40)−1)
For asymptotic normality of (nm)−1/2 ∂`(η0)
∂θk
, (A.2) and (A.4) ensure that Gk is uni-
formly bounded in matrix norm || · ||1 and || · ||∞ and the positive definiteness of
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Σ−1η0 ensures that (nm)
−1V ar(∂`(η0)
∂θk
) = (nm)−1tr(G2k +G
′
kGk) is bounded away from
0. By a central limit theorem for linear-quadratic forms (Theorem 1, Kelejian and
Prucha, 2001), we have
(nm)−1/2
∂`(η0)
∂θk
D→ N(0, lim
nm→∞
(nm)−1tr(G2k +G
′
kGk))
for k = 1, · · · , q. Similarly, we can get the asymptotic normality of (nm)−1/2∂`(η0)
∂α
(nm)−1/2
∂`(η0)
∂α
D→ N(0, lim
nm→∞
(nm)−1tr(H2nm +H
′
nmHnm))
By Cramer-Wold Theorem and the fact that
∂`(η0)
∂β
is asymptotically independent
of
∂`(η0)
∂α
,
∂`(η0)
∂σ2
and
∂`(η0)
∂θk
, for k = 1, · · · , q, we have
(nm)−1/2
∂`(η0)
∂η
D→ N(0,Σ−1η0 )
where Σ−1η0 = limnm→∞E
(
−(nm)−1 ∂
2`(η0)
∂η∂η′
)
and
E
(
−(nm)−1∂
2`(η0)
∂β∂β′
)
= (nmσ20)
−1X ′nmS
′
0nmS0nmXnm,
E
(
−(nm)−1∂
2`(η0)
∂β∂ξ′
)
= 0,
E
(
−(nm)−1∂
2`(η0)
∂β∂σ2
)
= 0,
E
(
−(nm)−1∂
2`(η0)
∂θ∂α
)
= 0,
E
(
−(nm)−1∂
2`(η0)
∂θk∂θl
)
= (nm)−1tr(GkGl +G
′
lGk), k, l = 1, . . . , q
E
(
−(nm)−1∂
2`(η0)
∂θk∂σ2
)
= (nmσ20)
−1tr(Gk), k = 1, . . . , q
E
(
−(nm)−1∂
2`(η0)
∂α2
)
= (nm)−1tr(H2nm +H
′
nmHnm),
E
(
−(nm)−1∂
2`(η0)
∂α∂σ2
)
= (nmσ20)
−1tr(Hnm),
E
(
−(nm)−1∂
2`(η0)
∂(σ2)2
)
= (2σ40)
−1.
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Assumptions (A.1)-(A.5) ensure that all the elements in Σ−1η0 exist. Then it follows
that
(nm)1/2(η̂nm − η0) = −
{
(nm)−1
∂2`(η0)
∂η∂η′
+ op(1)
}−1
(nm)−1/2
∂`(η0)
∂η
D→ N(0,Ση0).
and thus the result of this theorem holds.
In this theorem, we assume the existence and positive definiteness of the covariance
matrix Ση0 . Here we discuss a simple example about the validation of the existence
of Ση0 . Suppose we only consider the first-order spatial neighborhood, i.e. q = 1.
Let τ = (θ′, σ2)′. Then
Σ−1η0 = limnm→∞
E
(
−(nm)−1∂
2`(η0)
∂η∂η′
)
= lim
nm→∞

Lnm 0 0
0 E
(
−(nm)−1 ∂
2`(η0)
∂τ∂τ ′
)
0
0 0 (nm)−1{tr(H2nm +H ′nmHnm)}

where Lnm = (nmσ
2
0)
−1X ′nmS
′
0nmS0nmXnm and
E
(
−(nm)−1∂
2`(η0)
∂τ∂τ ′
)
=
 tr(G21 +G′1G1) (σ20)−1tr(G1)
(σ20)
−1tr(G1) nm(2σ
4
0)
−1

Assumption (A.5) guarantees the existence and nonsingularity of limnm→∞(nmσ
2
0)
−1
X ′nmS
′
0nmS0nmXnm. Assumptions (A.2)–(A.4) ensure that limnm→∞(nm)
−1tr(H2nm
+H ′nmHnm) is bounded and bounded away from zero. Also we have∣∣∣∣E (−(nm)−1∂2`(η0)∂τ∂τ ′
)∣∣∣∣ = (2nmσ40)−1 [tr(G21 +G′1G1)− 2(nm)−1tr2(G1)]
= (4nmσ40)
−1tr(GbGb) = (4nmσ40)
−1||Gb||2F > 0,
where Gb = G1 + G
′
1 − 2(nm)−1tr(G1)Inm and || · ||F denote the Frobenius norm.
Hence, the matrix E
(
−(nm)−1 ∂
2`(η0)
∂η∂η′
)
is positive definite in the large-sample case.
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Furthermore, assumption (A.6) guarantees its positive definiteness in the limit (see,
e.g., Lee, 2004).
The case hn →∞
Now, we establish the asymptotic normality of the MLE θ̂nm by showing the asymp-
totic normality of {hn/(nm)}1/2
∂`(ξ0)
∂θ
and the convergence in probability of hn
(nm)−1
∂2`(ξ̃nm)
∂θ∂θ′
, where ξ̃nm = λξ0 + (1 − λ)ξ̂nm for λ ∈ (0, 1) converges to ξ0 in
probability. The asymptotic normality of the MLE α̂nm will be established by show-
ing the asymptotic normality of (nm)−1/2
∂`(ξ0)
∂α
and the convergence in probability
of (nm)−1
∂2`(ξ̃nm)
∂α2
.
For convergence of hn(nm)
−1∂
2`(ξ̃nm)
∂θ∂θ′
, we show that hn(nm)
−1{∂
2`(ξ̃nm)
∂θ∂θ′
− ∂
2`(ξ0)
∂θ∂θ′
}
= op(1) and hn(nm)
−1{∂
2`(ξ0)
∂θ∂θ′
− E∂
2`(ξ0)
∂θ∂θ′
} = op(1), under (A.1)–(A.5). On the
other hand, we have that (nm)−1{∂
2`(ξ̃nm)
∂α2
− ∂
2`(ξ0)
∂α2
} = op(1) and (nm)−1{
∂2`(ξ0)
∂α2
−E∂
2`(ξ0)
∂α2
} = op(1) under (A.1)–(A.5). under(A.1)-(A.5), We note that
∂`(ξ)
∂θ1
= −{2σ̂2nm(ξ)}−1ν ′0nm
∂Bnm(ξ)
∂θ1
ν0nm − tr{(Im ⊗Wn1)S−1nm(ξ)}
= {σ̂2nm(ξ)}−1ν ′0nmTnm,1(ξ)ν0nm − tr{(Im ⊗Wn1)S−1nm(ξ)}
∂`2(ξ)
∂θ1
2 = 2{nmσ̂
4
nm(ξ)}−1{ν ′0nmTnm,1(ξ)ν0nm}2 + {σ̂2nm(ξ)}−1ν ′0nm
∂Tnm,1(ξ)
∂θ1
ν0nm
−tr{S−1nm(ξ)(Im ⊗Wn1)S−1nm(ξ)(Im ⊗Wn1)}
with
Tnm,1(ξ) = S
′−1
nm (ξ)PnmS
−1
nm(ξ),
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Pnm(ξ)
= (Im ⊗Wn1)Mnm(ξ)Snm(ξ)− S′nm(ξ)(Im ⊗Wn1)Xnm
{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nmS′nm(ξ)Snm(ξ)
+S′nm(ξ)Snm(ξ)Xnm{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nm(Im ⊗Wn1)Snm(ξ)Xnm
{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nmS′nm(ξ)Snm(ξ),
Mnm(ξ) = Inm − Snm(ξ)Xnm{X ′nmS′nm(ξ)Snm(ξ)Xnm}−1X ′nmS′nm(ξ).
By(A.1)-(A.5)
hn(nm)
−1ν ′0nmTnm,1(ξ)ν0nm = Op(1)
hn(nm)
−1ν ′0nm
∂Tnm,1(ξ)
∂θ1
ν0nm = hn(Nnm)
−1σ20tr{
∂Tnm,1(ξ)
∂θ1
}+ op(1)
Since Tnm,1 and
∂Tnm,1(ξ)
∂θ1
are uniformly bounded in either matrixnorm ||·||1 or ||·||inf ,
thus, under (A.1) - (A.5),
∂`2(ξ)
∂θ1
2 = 2{nmσ̂
4
nm(ξ)}−1{ν ′0nmTnm,1(ξ)ν0nm}2 + {σ̂2nm(ξ)}−1ν ′0nm
∂Tnm,1(ξ)
∂θ1
ν0nm
−hn(nm)−1tr{(Im ⊗Wn1)S−1nm(ξ)(Im ⊗Wn1)S−1nm(ξ)}
= hn(nm)
−1tr{∂Tnm,1(ξ)
∂θ1
}
−hn(nm)−1tr{(Im ⊗Wn1)S−1nm(ξ)(Im ⊗Wn1)S−1nm(ξ)}+ op(1)
and for ξ̃nm = λξ0 + (1− λ) ˆξnm,
hn(nm)
−1{∂`
2( ˜ξnm)
∂θ1
2 −
∂`2(ξ0)
∂θ1
2 }
= hn(nm)
−1{tr{∂Tnm,1(
˜ξnm)
∂θ1
} − tr{∂Tnm,1(ξ0)
∂θ1
}}
−hn(nm)−1[tr{(Im ⊗Wn1)S−1nm( ˜ξnm)(Im ⊗Wn1)S−1nm( ˜ξnm)}
−tr{(Im ⊗Wn1)S−10nm(Im ⊗Wn1)S−10nm}] + op(1)
= ( ˜ξnm − ξ0)′O(1)− ( ˜ξnm − ξ0)′O(1) + op(1) = op(1)
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By similar argument for θk and θk′ ,k, k
′ = 1, . . . , q, we have
hn(nm)
−1{∂
2`( ˜ξnm)
∂θ∂θ′
− ∂
2`(ξ0)
∂θ∂θ′
} = op(1)
Furthermore,
−hn(nm)−1
∂`2(ξ0)
∂θ1
2 = −hn(nm)
−1tr{∂Tnm,1(ξ0)
∂θ1
}+ hn(nm)−1tr(G21) + op(1)
= −hn(nm)−1{tr(G′1G1) + tr(G21)}+ op(1)
where G1 = (Im
⊗
Wn1)S
−1
0nm.
By similar argument for θk and θk′ , k, k
′ = 1, . . . , q, we have hn(nm)
−1{∂
2`(ξ0)
∂θ∂θ′
−
E
∂2`(ξ0)
∂θ∂θ′
} = op(1). Thus, hn(nm)−1
∂2`( ˜ξnm)
∂θ∂θ′
→ Σ−1θ0 = limnm→∞hn(nm)
−1E
∂2`(ξ0)
∂θ∂θ′
.
To establish the asymptotic normality of {hn/(nm)}1/2 ∂`(ξ0)∂θ , we apply the central
limit theorem for linear-quadratic forms in Appendix A of Lee (2004). Note that
{hn/(nm)}1/2
∂`(ξ0)
∂θ1
= {hn/(nm)}1/2
[
{σ̂2nm(θ0)}−1ν ′0nmTnm,1(ξ0)ν0nm − tr
{
(Im ⊗Wn,1)S−10nm
}]
= {σ̂2nm(θ0)}−1 {hn/(nm)}
1/2 {ν ′0nmG′1ν0nm − σ20tr(G1)}+ op(1),
where
Tnm,1(ξ0) = S
′−1
0nmP0nmS
−1
0nm,
P0nm = (Im ⊗Wn1)M0nmS0nm − S′0nm(Im ⊗Wn1)Xnm
{X ′nmS′0nmS0nmXnm}−1X ′nmS′0nmS0nm
+S′0nmS0nmXnm{X ′nmS′0nmS0nmXnm}−1X ′nm(Im ⊗Wn1)S0nmXnm
{X ′nmS′0nmS0nmXnm}−1X ′nmS′0nmS0nm,
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M0nm = Inm − S0nmXnm{X ′nmS′0nmS0nmXnm}−1X ′nmS′0nm.
(A.2) and (A.4) ensure that G1 is uniformly bounded in matrix norms || · ||1 and
|| · ||∞ and the positive definiteness of Σ−1θ0 ensures that {hn/(nm)}V ar(ν
′
0nG1ν0n) =
{hn/(nm)}σ20tr(G21 +G′1G1) is bounded away from zero. By Lee (2004), we have
{hn/(nm)}1/2
{
ν ′0nmG1ν0nm − σ20tr(G1)
}
D→ N
(
0, lim
n→∞
hn(nm)
−1σ40{tr(G1G′1) + tr(G21)}
)
.
Hence
{hn/(nm)}1/2
∂`(ξ0)
∂θ1
D→ N
(
0, lim
n→∞
hn(nm)
−1 {tr(G1G′1) + tr(G21)})
Then similarly for θk, k = 2, . . . , q, we have
{hn/(nm)}1/2
∂`(ξ0)
∂θk
D→ N
(
0, lim
n→∞
hn(nm)
−1{tr(GkG′k) + tr(G2k)}
)
.
Thus, by the Cramér-Wold theorem,
{hn/(nm)}1/2
∂`(ξ0)
∂θ
D→ N(0,Σ−1θ0 )
where
Σ−1θ0 = limnm→∞
−hn(nm)−1E
{
∂2`(η0)
∂θ∂θ′
}
= lim
nm→∞

hn(nm)
−1tr(G21 +G
′
1G1) . . . hn(nm)
−1tr(G1Gq +G
′
qG1)
...
...
...
hn(nm)
−1tr(GqG1 +G
′
1Gq) . . . hn(nm)
−1tr(G2q +G
′
qGq)

Similarly, we can show that
(nm)−1/2
∂`(ξ0)
∂α
D→ N
(
0, lim
nm→∞
(nm)−1tr{H2nm +H ′nmHnm}
)
hn(nm)
−1∂`
2(ξ0)
∂α∂θ
= op(1).
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Thus it follows that
(nm/hn)
1/2(θ̂n − θ0)
= −
{
hn(nm)
−1∂
2`(ξ0)
∂θ∂θ′
+ op(1)
}−1
{hn/(nm)}1/2
∂`(ξ0)
∂θ
−h−1/2n
{
hn(nm)
−1∂
2`(ξ0)
∂θ∂θ′
+ op(1)
}−1{
hn(nm)
−1∂
2`(ξ0)
∂θ∂α
+ op(1)
}
{
(nm)−1
∂2`(ξ0)
∂α2
+ op(1)
}−1
(nm)−1/2
∂`(ξ0)
∂α
D→ N(0,Σθ0).
and similarly,
(nm)1/2(α̂2nm − α20)
D→ N (0,Σα0)
with Σα0 = limnm→∞ nm {tr(H2nm +H ′nmHnm)}
−1
.
To establish the asymptotic normality of β̂nm(ξnm) and σ̂
2
nm(ξnm), we have, under
(A.1)–(A.5),
(nm)1/2(β̂nm(ξ̂nm)− β0)
= (nm)−1/2
{
(nm)−1X ′nmS
′
nm(ξ̂nm)Snm(ξ̂nm)Xnm
}−1
X ′nmS
′
nm(ξ̂nm)Snm(ξ̂nm)S
−1
0nmν0nm
= (nm)−1/2
(
(nm)−1X ′nmS
′
0nmS0nmXnm
)−1
X ′nmS
′
0nmν0nm + op(1)
D→ N
(
0, lim
n→∞
(
(nm)−1X ′nmS
′
0nmS0nmXnm
)−1)
.
and
(nm)1/2(σ̂2nm(ξ̂nm)− σ20) = (nm)−1/2
(
ν ′0nmν0nm − nmσ20
)
+ op(1)
D→ N(0, 2σ40).
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Appendix C: Proof of Theorem 3
|E(G(Zkx))−G(x)| = |
∫
(G(z)−G(x))dPkx(z)|
≤
∫
|G(z)−G(x)|dPkx(z)
=
∫
{z:maxi=1,...,d |zi−xi|≤δ}
|G(z)−G(x)|dPkx(z)
+
∫
{z:maxi=1,...,d |zi−xi|>δ}
|G(z)−G(x)|dPkx(z).
Since G(·) is continuous in x, for any ε > 0, we can choose δ such that |G(z)−G(x)| <
ε/2 for z with maxi=1,...,d |zi − xi| ≤ δ. Then the first addend above is smaller than
ε/2. And since G(·) is bounded, i.e. smaller than a M for some M > 0, we have
|E(G(Zkx))−G(x)| ≤ ε/2 + 2MP ( max
i=1,...,d
|zi,kixi − xi| > δ).
By multivariate Markov inequality,
|E(G(Zkx))−G(x)| ≤ ε/2 + 2M
∑d
i=1[V (Zi,kixi) + (E(zi,kixi)− xi)2]
δ2
.
which can be arbitrarily small when min{k} → ∞ by the properties of the random
scheme.
Moreover, if G is continuous on the compact set ∆, it is uniformly continuous on
∆. Then for any ε > 0, we can find a δ∗ > 0 such that for two points x and x∗, we
have |G(x∗)−G(x)| < ε if |x∗−x| < δ∗. Thus, Theorem3.6.2 holds for some δ∗ which
is independent of x and then the convergence is uniformly on ∆.
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Appendix D: Proof of Proposition 1
For property (i), we consider the marginal’s of B(x; k,G). We can get the ith marginal
is:
B(xi; k,G) =
∫
G(x1, . . . xi−1, zi, xi+1, . . . , xd)dPki,θ(xi)(zi),
where G(x1, . . . xi−1, zi, xi+1, . . . , xd) is the ith marginal d.f. of G(x1, . . . , xd). Accord-
ing to the proposition 1 of univariate Feller operators (Petrone, 2002), we have that
all marginal B(xi; k,G) are d.f.’s. Thus B(x; k,G) is a d.f.
For property (ii), Let G(x1, . . . , xd) =
∫ x1
−∞ · · ·
∫ xd
−∞ dG(t1, . . . , td), for (x1, . . . , xd) ∈
χo. Since G(·) is a probability distribution function (therefore monotone, nondecreas-
ing, and not constant), by interchanging the role of G and Pki,θ(xi), we get
B(x; k,G) =
∫
· · ·
∫
G(z1, . . . , zd)dPk1,θ(x1)(z1) · · · dPkd,θ(xd)(zd)
=
∫
· · ·
∫ ∫ z1
−∞
· · ·
∫ zd
−∞
dG(t1, . . . , td)dPk1,θ(x1)(z1) · · · dPkd,θ(xd)(zd)
=
∫
· · ·
∫ d∏
i=1
Pki,θ(xi)([zi,∞))dG(z1, . . . , zd).
Therefore
fki(xi, zi) =
∂Pki,θ(xi)([zi,∞))
∂xi
=
dθ
dxi
∫
[zi,∞)
d
dθ
exp{ki(θ(xi)t−M(θ(xi)))}dν(t)
=
ki
σ2(xi)
∫
[zi,∞)
(t− xi)dPki,θ(xi)(t),
where xi = dM(θ)/dθ, σ
2(xi) = d
2M(θ)/dθ2.
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Appendix E: Proof of Proposition 2
If G is absolutely continuous with density g, then by (3.7), we have:
b(x; k,G) =
∫
· · ·
∫
g(z1, . . . , zd)
d∏
i=1
fki(xi, zi)dz1 . . . dzd.
According to the proposition 1 in Petrone (2002), for any xi ∈ χoi where χoi is the
interior of ith argument of χ, fki(xi; ·) is a probability density function. In particular,
if Z∗i,kixi ∼ fki(xi; ·), then E(Z
∗
i,kixi
) → xi and V (Z∗i,kixi) → 0 as ki → ∞. So
{Z∗kx = (Z∗1,k1x1 , . . . , Z
∗
d,kdxd
), k1, . . . , kd = 1, 2, . . . , x = (x1, . . . , xd) ∈ χo} is a d-
dimensional random scheme. Since g(x1, . . . , xd) is bounded in χ
o, then b(x; k,G) is
a d-dimensional Feller operator with d-dimensional random scheme Z∗kx. According
to Theorem3, we get this property proved.
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Appendix F: Proof of Proposition 3
W.L.O.G, we only consider the case that density function is coordinate-wise monotone
increasing. For Feller operators with Poisson random scheme,
B(x; k,G) =
∞∑
j
G(j/k)
d∏
i=1
(kixi)
ji
e−kixi
ji!
b(x; k,G) =
∞∑
j=1
(G(j/k)−G((j − 1)/k))
d∏
i=1
Ga(xi; ji, ki)
=
d∏
i=1
ki
∞∑
j=0
(G(j + 1/k)−G(j/k))
d∏
i=1
P (kixi; ji)
We first consider d = 1 case,
b(x; k,G) =
∞∑
j
(G(j/k)−G((j − 1)/k))Ga(x; j, k)
∂b(x; k,G)
∂x
=
∂
∂x
∞∑
j=1
(G(j/k)−G((j − 1)/k))Ga(x; j, k)
=
∂
∂x
∞∑
j=0
G((j + 1)/k)Ga(x; j + 1, k)− ∂
∂x
∞∑
j=0
G(j/k)Ga(x; j + 1, k)
= k
∞∑
j=0
((G((j + 2)/k)− (G((j + 1)/k))Ga(x; j, k)
−k
∞∑
j=0
((G((j + 1)/k)−G(j/k)Ga(x; j, k)
= k2
∞∑
j=0
∆2G(j/k)P (kx; j)
where ∆ is the forward difference operator and P (kx; j) is the probability density
function of Poisson distribution. More generally, the derivatives of feller operators
with d-dimensional Poisson random scheme is
∂|α|
∂xα11 · · · ∂x
αd
d
B(x; k,G) = {
d∏
i=1
kαii }
∞∑
j1=0
· · ·
∞∑
jd=0
∆αG(j/k)
d∏
i=1
P (kixi; ji) (3.14)
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where α = (α1, . . . , αd) is a multi-index with |α| = (α1, . . . , αd).
Let ei denote the vector with ith coordinate 2 and 0 elsewhere. The density of feller
operator under poisson random scheme is monotonically increasing along the ith co-
ordinate if ∂
|ei|
∂x
e1
1 ···∂x
ed
d
≥ 0. From (3.14), the density is monotonically increasing along
the ith coordinate if ∆eiG(j/k) ≥ 0, which can be ensured by the coordinate-wise
monotonicity of g.
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Appendix G: Proof of Proposition 4
B(x; k,G) =
∫
· · ·
∫
G(z1, · · · , zd)
d∏
i=1
ϕ(zi;xi, σ
2
i /ki)dz1 · · · dzd
b(x; k,G) =
∫
· · ·
∫
g(z1, · · · , zd)
d∏
i=1
ϕ(zi;xi, σ
2
i /ki)dz1 · · · dzd
W.L.O.G, we only consider the case that density function is coordinate-wise monotone
increasing. Similar to the Poisson random case discussed above, first we consider
d = 1 and k = 1 case,
∂
∂x
b(x; k,G) =
∫ ∞
−∞
∂
∂x
g(z) exp{−(z − x)2/σ2}dz (3.15)
= C
∫ ∞
−∞
g(z)(z − x) exp{−(z − x)2/2σ2}dz
u=z−x
= C
∫ ∞
−∞
g(u+ x)u exp{−u2/2σ2}du
= C
∫ ∞
0
(g(u+ x)− g(−u+ x))u exp{−u2/2σ2}du
It’s clearly that if g is monotonically increasing, then (3.15) ≥ 0, i.e., b(x; k,G)
is monotonically increasing. Now let’s consider the general case.
b(x; k,G) =
∫
g(z1, · · · , zd)
d∏
i=1
√
ki√
2πσi
exp{−ki(zi − xi)2/2σ2i }dz1 · · · dzd
∂
∂xi
b(x; k,G) =
∫ ∞
−∞
l(zi; ki, G)
√
ki√
2πσi
exp{−ki(zi − xi)2/2σ2i }dzi
where
l(zi; ki, G)
=
∫
g(z1, · · · , zd)
d∏
j 6=i
√
kj√
2πσj
exp{−kj(zj − xj)2/2σ2j}dz1 · · · dzi−1dzi+1 · · · dzd
77
since g is monotonically increasing along the ith direction, l(zi; ki, G) is a mono-
tone increasing function, apply the conclusion of one-dimensional case and we got
the property proved.
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Appendix H: Proof of Theorem 4
Equip the space Π of probability distribution functions on the convex support χ with
a Borel σ-field Γ generated by the topology of weak convergence. Let Nd be the set
of all positive integer lattice in d-dimension, equipped with its power set P(Nd). Let
Ω = Nd ×Π, and B(Ω) be the corresponding σ-field P(Nd)× Γ, P be the probability
measure on (Ω,B(Ω)). For each k ∈ Nd and G ∈ Π, the multi-dimensional Feller
operator from Ω to Π is,
B(x; k,G) =
∫
· · ·
∫
G(z1, . . . , zd)dPk1,θ(x1)(z1) · · ·Pkd,θ(xd)(zd), (z1, . . . , zn) ∈ χ.
For fixed k and G, B(x; k,G) is a probability distribution function in Π.
We can show that the real function B(x; k, ·) is Π-measurable for every fixed k and
x. For any G ∈ Π, if there exist {Gn} ⊆ Π such that Gn → G almost surely with
respect to the measure ν (the measure on space (Π,Γ)),then
|B(x; k,Gn)−B(x; k,G)|
= |
∫
· · ·
∫
Gn(z1, . . . , zd)dPk1,θ(x1)(z1) · · ·Pkd,θ(xd)(zd)
−
∫
· · ·
∫
G(z1, . . . , zd)dPk1,θ(x1)(z1) · · · dPkd,θ(xd)(zd)|
= |
∫
· · ·
∫
[Gn(z1, . . . , zd)−G(z1, . . . , zd)]dPk1,θ(x1)(z1) · · · dPkd,θ(xd)(zd)| → 0
since {Gn} are all probability distribution functions, i.e., |Gn(z1, . . . , zd)| ≤ 1 (Dom-
inated Convergence Theorem). So B(x; k,G) is continuous (therefore Π-measurable)
in G for fixed k and x. Thus, the mapping B(x; k,G) from (Ω,B, P ) to Π is a random
d.f., with probability law induced by the probability law of (k,G) (Billingsley, 1999).
Furthermore, if the random distribution function H is also a measurable map from
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(Ω,B, P ) to Γ, the distribution of H is a prior on (Π,Γ). In this case, B(x; k,G)
induces a prior πF on (Π,Γ).
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Appendix I: Proof of Theorem 5
(i) In order to show that ΠF has a full topological support on (Π1,Γ1), it suffice to
show that πF (NGn,ε(Q)) > 0 for any n, Gn, Q ∈ Π1 and ε > 0. From Theorem3,
we have
πF ({Q∗ ∈ Π1 : max
g∈Gn
|
∫
gdQ∗ −
∫
gdQ| < ε})
≥ πF ({B(x; k,Q∗) ∈ Π1 : max
g∈Gn
|
∫
gdB(x; k,Q∗)−
∫
gdQ| < ε}).
Now
max
g∈Gn
|
∫
gdB(x; k,Q∗)−
∫
gdQ|
≤ max
g∈Gn
|
∫
gdB(x; k,Q∗)−
∫
gdB(x; k,Q)|
+ max
g∈Gn
|
∫
gdB(x; k,Q)−
∫
gdQ|.
From Theorem3, for any ε > 0, there exists a k∗ such that the second additive
< ε/2 for k ≥ k∗.
For the first additive, let us consider any fixed k ≥ k∗. From the proof of
Proposition1, we know that B(x; k,Q) can be written as
B(x; k,Q) =
∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))dQ(z1, . . . , zd).
According to proof of Theorem 2 in Petrone (2002), Pki,θ(xi)([zi,∞)) is contin-
uous or piecewise continuous at most countably many discontinuity points, for
i = 1, . . . , d. So the product of Pki,θ(xi)([zi,∞)) is also continuous or piecewise
continuous with at most countably many discontinuity points.
Now let {Qn} be a sequence of distribution function in Π that weakly con-
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verge to Q. Then by the generalized Helly-Bray theorem, we have,∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))dQn(z1, . . . , zd)
→
∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))dQ(z1, . . . , zd), n→∞
i.e.
B(x; k,Qn)→ B(x; k,Q), n→∞.
Hence for any ε > 0 and any k, we can find δ0 such that
max
g∈Gn
|
∫
gdB(x; k,Q∗)−
∫
gdB(x; k,Q)| < ε/2
for any Q∗ in the set
Nδ0 = {Q∗ ∈ Π1 : max
g∈Gn
|
∫
gdQ∗ −
∫
gdQ| < δ0}.
Therefore, from the previous result we have
πF ({Q∗ ∈ Π1 : max
g∈Gn
|
∫
gdQ∗ −
∫
gdQ| < ε}) > p(k)p(Nδ0|k) > 0
for k ≥ k∗.
(ii) For simplicity, define d(Q∗, Q) = supω∈∆ |Q∗(ω) − Q(ω)|. Then similar to the
proof of part(i), we have,
πF ({Q∗ ∈ Π2 : d(Q∗, Q) < ε})
= πF ({B(x; k,Q∗), k ∈ Nd, Q∗ ∈ Π2 : d(B(x; k,Q∗), Q) < ε}).
Now d(B(x; k,Q∗), Q) ≤ d(B(x; k,Q∗), B(x; k,Q)) + d(B(x; k,Q), Q). Since
Q is an absolutely continuous probability distribution function, from Theo-
rem3, B(x; k,Q) converges to Q uniformly on the compact set ∆. Thus,
82
d(B(x; k,Q), Q) can be arbitrarily small, e.g. ≤ ε/2 when min{k} is large
enough. For d(B(x; k,Q∗), B(x; k,Q)), we have,
|B(x; k,Q∗)−B(x; k,Q)|
= |
∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))dQ∗(z1, . . . , zd)|
−
∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))dQ(z1, . . . , zd)
= |
∫
· · ·
∫
∆
d∏
i=1
Pki,θ(xi)([zi,∞))[fQ∗(z)− fQ(z)]dz1 · · · dzd|
≤ |
∫
· · ·
∫
∆
[fQ∗(z)− fQ(z)]dz1 · · · dzd|.
Using a similar argument shown in proof of part(i), we have, when k is large
enough, for any ε > 0, we can find δ∗ such that d(B(x; k,Q∗), B(x; k,Q)) < ε/2
for any Q∗ in NfQ,δ∗(Q). Therefore,
πF ({Q∗ ∈ Π2 : d(Q∗, Q) < ε}) > p(k)p(NfQ,δ∗(Q)|k) > 0
.
Copyright c© Xiang Zhang, 2013.
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