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Resumen
Los autovalores y autovectores son elementos muy utilizados en diversos problemas como
ana´lisis de estructuras, reconocimiento de ima´genes, compresio´n de datos, solucio´n de
problemas electrodina´micos, entre otros. Exitsen muchos algoritmos para calcular y tratar con
autovalores y autovectores mediante el uso de computadoras, sin embargo, cuando so´lo se
requiere uno o unos pocos autovalores (los ma´s significativos) y autovectores, se puede optar
por Power Method o la Iteracio´n Lanczos. Por otro lado, factores como la cantidad de
informacio´n a procesar o la precisio´n deseada pueden significar tiempos de ejecucio´n no
aceptables para ciertas aplicaciones, surgiendo la alternativa de realizar implementaciones
paralelas, siendo la arquitectura CUDA una de la mejores opciones actualmente.
En la presente tesis se propone disen˜ar e implementar un algoritmo paralelo para la iteracio´n
Lanczos en arquitectura CUDA, el cual es un me´todo para el ca´lculo del mayor autovalor y
su correspondiente autovector. La propuesta esta´ dividia en tres bloques principales. El primer
bloque realiza la tridiagonalizacio´n parcial de una matriz cuadrada sime´trica. El segundo bloque
calcula la descomposicio´n de Schur de la matriz tridiagonal obteniendo los autovectores y
autovalores de esta. El tercer bloque calcula el mayor autovalor y su correspondiente autovector
de la matriz inicial a partir de lo obtenido en etapas anteriores y determinara´ si es necesario
seguir realizando ca´lculos. Los bloques trabajan iterativamente hasta encontrar resultados que
se ajusten a la precisio´n deseada.
Adema´s de la implementacio´n paralela en CUDA, se realizaron implementaciones en el
entorno de simulacio´n MATLAB y en lenguaje C secuencial, con el propo´sito de comparar
y verificar una correcta y eficiente implementacio´n paralela. Los resultados computacionales
evaluados para una matriz de 4000 × 4000 elementos reflejan un rendimiento de 13,4 y 5,8 al
compararse la implementacio´n en CUDA con MATLAB y C secuencial respectivamente. Estos
rendimientos tienden a crecer mientras mayor sea el taman˜o de la matriz.
La organizacio´n de la tesis es: en el primer capı´tulo se describe la problema´tica del tema.
En el segundo capı´tulo se explica la teorı´a correspondiente a Power Method y Lanczos,
ası´ como los algoritmos necesarios. En el capı´tulo tres se exponen conceptos fundamentales
sobre arquitectura CUDA. El disen˜o del algoritmo paralelo se desarrolla en el capı´tulo cuatro.
Finalmente, en el capı´tulo cinco, se muestran y analizan los resultados computacionales,
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distintos campos de estudio como ingeniería civil, mecánica, petrolera, electrónica, 
estadística, seguridad, etc. pero tienen en común que todos los problemas pueden ser 
solucionados mediante el uso de autovalores y autovectores. 
Los autovalores y autovectores permiten modelar sistemas y verificar su estabilidad además de 
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correspondiente autovector. Además se realizarán implementaciones en el entorno de 
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En la actualidad la cantidad de informacio´n a procesar en una computadora suele ser
bastante grande, como es el caso de videos HD de larga duracio´n, au´n ma´s si tienen fines
cientı´ficos, es por eso que en ocasiones se suelen realizarse aproximaciones para transformar
la informacio´n en una representacio´n compacta. Una de las formas de hacer esto es mediante
Low Rank Approximation [1].
La forma ma´s utilizada para calcular esta aproximacio´n es Singular Value Decomposition
(SVD). Sin embargo, este me´todo es considerado lento, pues tiene un costo computacional de
O(nm2 + n3), donde m × n son las dimensiones de la matriz inicial. Como alternativa, se
puede emplear la iteracio´n Lanczos, la cual entregara´ el mismo resultado que SVD siempre y
cuando la matriz original cumpla ciertos requisitos [2].
La iteracio´n Lanczos es un me´todo utilizado para calcular el mayor autovalor y su
autovector correspondiente en pocas iteraciones con gran precisio´n [3]. Adema´s de
aplicaciones como aproximaciones para procesamiento de sen˜ales o ima´genes, es empleada
para ana´lisis de estructuras [4], electromagnetismo [5], entre otros, debido a la relacio´n que
guardan los autovalores y autovectores con los sistemas de control y ecuaciones lineales.
Sin embargo, cuando se requiera realizar mu´ltiples pruebas, obtener ma´s de un autovalor
y autovector, entre otras opciones, es recomendable desarrollar implementaciones en algu´n
lenguaje de programacio´n en paralelo como OpenMP, Pthreads, MPI [6], SIMD [7], CUDA
[8], etc. con la finalidad de reducir el tiempo de ejecucio´n.
La arquitectura CUDA permitira´ programar Graphic Processing Units (GPU) y ası´ poder
ejecutar co´digos de forma paralela causando que el tiempo de ejecucio´n total sea mucho
menor respecto a una implementacio´n serial [9]. Para esto se tendra´ que disen˜ar un algoritmo
paralelo seleccionando adecuadamente las etapas a paralelizar puesto que algunas no




1.1. Descripcio´n y formulacio´n del problema
El ca´lculo de autovalores y autovectores de una matriz es un problema de algebra lineal
bastante sencillo que puede resolverse utilizando Power Iterations, QR-methods, Krylov
methods [10], entre otros. En ocasiones no se requerira´ calcular todos los autovalores, sino los
n mayores (los ma´s significativos) con sus respectivos autovectores, pudiendo recurrirse a
procedimientos especializados como power method [3] o la iteracio´n Lanczos [3], ahorrando
tiempo al so´lo calcular los autovalores y autovectores deseados.
Power method es una opcio´n que converge lentamente; mientras la iteracio´n Lanczos es
una adaptacio´n de este me´todo para acelerar la convergencia, utilizando adema´s, algoritmos
posteriores a power method, como el algoritmo QR, el cual fue introducido en 1961 [11].
Debido a que power method no es el me´todo ma´s adecuado para el ca´lculo de autovalores
no se ha usado mucho para investigaciones, entre otras para electromagnetismo [5] y filtrado
de ruido [12]. Sin embargo se puede decir que forma parte de otros algoritmos ma´s eficientes
como en la misma iteracio´n Lanczos [10] y es actualmente usado como base de un sistema por
una empresa reconocida a nivel mundial como Google [13].
La iteracio´n Lanczos es uno de los me´todos ma´s utilizados para el ca´lculo de autovalores y
autovectores, realiza´ndose investigaciones en diversos campos basadas en ella, como [14] y
[15] en electromagnetismo computacional, como una parte de la implementacio´n de
Finite-Difference Time-Domain Method, Finite-Element Frecuency-Domain Method y
Finite-Element Time-Domain Method. Tambie´n se han realizado investigaciones orientadas a
navegacio´n robo´tica como [16] donde utilizan Lanczos para implementar filtros que actu´an
sobre el ruido de sensores de posicio´n. Existen muchas otras a´reas de aplicacio´n, por lo que se
debe destacar que es bastante utilizada en reduccio´n de la dimensionalidad de datos y
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compresio´n de datos, por ejemplo en [17], [18] y [19] , lo cual puede involucrar ser parte de
otros problemas matema´ticos como Principal Component Analysis.
Actualmente, la informacio´n a analizar suele ser bastante grande, lo que implica que la
matriz que la representa sera´ tambie´n de dimensiones grandes. Esto representa un problema ya
que Lanczos demorara´ ma´s tiempo en el ca´lculo, disminuyendo la efectividad de las
aplicaciones que se le dan a la iteracio´n o incluso haciendo inservibles algunas
implementaciones de Lanczos para determinadas aplicaciones. Con el fin de evitar eso, se
busca disen˜ar e implementar algoritmos paralelos de Lanczos.
1.2. Objetivo principal
Implementar la iteracio´n Lanczos en arquitectura CUDA de forma computacionalmente
eficiente.
1.3. Objetivos secundarios
Implementar la iteracio´n Lanczos serial en el entorno de simulacio´n MATLAB de forma
computacionalmente eficiente.
Implementar la iteracio´n Lanczos serial en lenguaje C de forma computacionalmente
eficiente.
1.4. Importancia y justificacio´n del estudio
Los autovalores y autovectores son importantes debido a que representan patrones
caracterı´sticos de una matriz que no variara´n frente a posibles transformaciones que puede
sufrir permitiendo al analizarlos determinar soluciones a distintos problemas en los que
participa la matriz. Si se tiene en cuenta que una matriz puede representar cualquier sistema de
control, transformacio´n geome´trica, estructura, imagen, sen˜al, entre otros, se podrı´a analizar
vibraciones en estructuras [4], implementar filtros para sen˜ales [20] [21], analizar sistemas
electromagne´ticos [22], comprimir informacio´n [17], entre otras aplicaciones.
Esta tesis busca implementar una forma de resolver el eigenproblem, uno de los ma´s
grandes campos de estudio en algebra lineal nume´rica [3]. Esto lo hara´ calculando el mayor
autovalor y su respectivo autovector de una matriz inicial dada, mediante la implementacio´n
de la iteracio´n Lanczos de forma computacionalmente eficiente. Se selecciono´ este me´todo
debido a que es el ma´s indicado cuando se requiere calcular so´lo algunos de los autovalores y
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autovectores, siendo generalmente utilizada para problemas que incluyen o esta´n relacionados
a aproximacio´n de matrices, algunos de los cuales se mencionan a continuacio´n:
Low Rank Matrix Approximation [1]: El objetivo en este tipo de problemas es
aproximar una matriz inicial a otra de menor rango, el cual sera´ elegido [23]. Una forma
de hacer esto es mediante Single Value Decomposition (SVD) [3], lo cual
permitira´ encontrar las matrices de valores y vectores singulares y modificar la matriz
de valores singulares para disminuir el rango. SVD dara´ como resultado lo mismo que
la iteracio´n Lanczos siempre y cuando la matriz de ana´lisis sea una matriz normal [2].
Esta aproximacio´n puede ser usada para compresio´n de informacio´n [17], sistemas de
informacio´n, entre otros, adema´s de aplicaciones relacionadas a procesamiento de
ima´genes tales como denoising [24]. Adema´s esta aproximacio´n es usada como una
parte de la solucio´n de otros problemas matema´ticos ya que disminuye el ca´lculo a
realizar y permite un resultado suficientemente exacto.
Principal Component Analysis (PCA): Es una forma de ana´lisis de informacio´n,
generalmente esta´ orientada a buscar patrones en informacio´n y ası´ poder resaltar las
diferencias, las cuales llama componentes principales, o mostrar las semejanzas entre la
informacio´n [25]. Algunos usos que se le suele dar son el reconocimiento de rostros,
video vigilancia, Latent Semantic Indexing [26] y reduccio´n de la dimensionesionalidad
de datos [17]. En la gran mayorı´a de formas de desarrollo de PCA, suele utilizarse
Low-Rank Approximation, por ejemplo en [27].
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Capı´tulo 2
Autovalores: concepto y me´todos de
estimacio´n
2.1. Antecedentes
En la literatura actual, no se han encontrado publicaciones en las cuales se utilicen tarjetas
de video Nvidia de u´ltima generacio´n, las cuales cuentan con nuevo hardware que permite
obtener mejores resultados computacionales que sus predecesoras.
Por otro lado, debido a la necesidad de resolver problemas como los explicados
anteriormente, existen diversas librerı´as (software) que permiten el ca´lculo de autovalores y
autovectores de matrices utilizando la iteracio´n Lanczos. Estas librerı´as se encuentran escritas
principalmente en lenguaje C (SLEPc [28], PRIMME [29], NAG [30], etc); una librerı´a que
utiliza la capacidad de paralelizacio´n de las tarjetas Nvidia basa´ndose en lenguaje CUDA C es
CULA [31].
Lamentablemente, la librerı´a CULA no es OpenSource por lo que en este caso se opto´ por
realizar las verificaciones del rendimiento de la implementacio´n utilizando la implementacio´n
BLAS (Basic Linear Algebra Sub-routines) de Nvidia, la cual permite acercarse al rendimiento
obtenido al utilizar CULA.
2.2. Autovalores y Autovectores
Dada una matriz cuadrada A se considerara´ un autovalor (λ) y autovector (v) de A, a todo
escalar (real o imaginario) y vector (distinto de cero) respectivamente, que cumplan la siguiente
relacio´n:
A× v = λ× v (2.1)
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Considerando que la matriz es de n × n dimensiones, esta tendra´ n autovalores con un
autovector u´nico por cada autovalor (asumiendo que todos los autovalores son distintos). Por
definicio´n, el ca´lculo de autovalores se realiza resolviendo (2.2), donde I es un matriz identidad;
y posteriormente, los autovalores pueden ser calculados vı´a (2.3).
| λ× I −A |= 0 (2.2)
(λ× I −A)× v = 0 (2.3)
2.3. Power Method
Este me´todo calcula el mayor autovalor de una matriz ası´ como su respectivo autovector
[26]. Consiste en una serie de iteraciones basadas en multiplicaciones matriz-vector, las cuales
hara´n converger un vector inicial aleatorio al mayor autovector de la matriz, lo cual a su vez
permitira´ obtener el mayor autovalor.
Algoritmo 1: Power Method
Entradas : A: matriz entrada
q0: vector unitario aleatorio
Salidas : λ: autovalor
q: autovector
1: for k = 1, 2, ... do
2: zk = A× qk−1
3: qk = zk/ ‖ zk ‖
4: λk = [qk]
H ×A× qk
Dado que el conjunto de autovectores es ortogonal, forman una base que permite expresar
q0 como una combinacio´n lineal de ellos:
q0 = a1 × v1 + a2 × v2 + . . .+ an × vn (2.4)
Teniendo en cuenta (2.4), donde a1...n son constantes y v1...n son autovectores de A, se
aprecia que la lı´nea 2 del algoritmo se encarga de calcular (2.5), deducie´ndose que a mayor
valor de k se puede aproximar a una expresio´n en te´rminos de so´lo el mayor autovalor y su





tendra´ un valor mucho menor a 1 pudiendo
despreciarse.
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Ak × q0 = a1 × λk1 × v1 + a2 × λk2 × v2 + . . .+ an × λkn × vn












≈ a1 × λk1 × v1
(2.5)
La lı´nea 3 del algoritmo se encarga de normalizar el vector calculado previamente,
eliminando componentes como la ene´sima potencia del mayor autovalor, que se generan del
paso anterior, obtenie´ndose el autovector como se aprecia en (2.6). La lı´nea 4 deriva del
reordenamiento de la expresio´n 2.1.
zk =
Ak × q0
‖ Ak × q0 ‖ ≈
a1 × λk1 × v1
‖ a1 × λk1 × v1 ‖
≈ a1 × λ
k
1 × v1
a1 × λk1× ‖ v1 ‖
≈ v1‖ v1 ‖ (2.6)
El gran problema de este me´todo es que presenta convergencia lenta. Dado que la operacio´n
principal es la multiplicacio´n matriz-vector, un gran nu´mero de iteraciones hara´ que el costo
computacional del me´todo sea grande, el cual crecera´ mientras mayor sea el taman˜o de la
matriz.
2.4. Iteracio´n Lanczos
Es un me´todo que en su forma cla´sica permite calcular el mayor autovalor y autovector de
una matriz cuadrada sime´trica, sin embargo para otros casos existen variaciones de este me´todo.
La iteracio´n consiste en reducir la matriz inicial mediante transformaciones ortogonales a una
”forma condensada”, en este caso sera´ una forma tridiagonal sime´trica. Esto con el fin de poder
utilizar me´todos especializados para encontrar la solucio´n de la forma tridigonal, es decir, se
calcula los autovalores y autovectores de la matriz tridiagonal, pues estos guardara´n relacio´n
con los de la matriz original. Uno de los me´todos por defecto a usar es la Descomposicio´n
Schur. Por u´ltimo, se transformara´ los resultados de evaluar la matriz tridiagonal a la solucio´n
de la matriz original usando la matriz Lanczos.
La gran ventaja de Lanczos es que entrega informacio´n sobre el mayor autovalor y
autovector mucho antes de terminar la tridigonalizacio´n. Lo anterior indica la correcta forma
de operacio´n de Lanczos: en la primera iteracio´n se tridiagonaliza una parte de la matriz
inicial y se le aplica descomposicio´n Schur, si se lograse obtener el mayor autovalor y
autovector, se detendra´n las iteraciones, caso contrario, se tridiagonalizara´ un poco ma´s y
nuevamente se aplicara´ descomposicio´n de Schur y ası´ sucesivamente hasta encontrar el
mayor autovalor y autovector. Por lo general, suelen necesitarse muy pocas iteraciones.
7
2.4.1. Tridiagonalizacio´n
Consiste en una transformacio´n ortogonal aplicada a la matriz inicial, con el fin de poder
calcular ra´pidamente el mayor autovalor y autovector de la forma tridiagonalizada, los cuales
guardan relacio´n con el par de la matriz inicial. La ecuacio´n representativa es la siguiente:
T = QT ×A×Q (2.7)
Donde A es la matriz inicial, Q es una matriz ortonormal denominada matriz Lanczos y T es la
matriz tridiagonal. Como se aprecia en (2.7), T y A son matrices similares, de esta forma sus
autovalores sera´n iguales, ası´ como existira´ una realcio´n entre sus autovectores:
vA = Q× vT (2.8)
Existen muchas formas de tridiagonalizar una matriz, como el uso de rotaciones de Givens
[32], transformacio´n de Householder [33], entre otros, sin embargo, estos resultarı´an poco u´tiles
en el caso de matrices sparse. Es por eso que se plantea la tridiagonalizacio´n partiendo de:
Q× T = A×Q (2.9)
Asumiendo que Q puede ser representada por vectores columnas:
Q = [q1, q2, q3, ..., qn] (2.10)
y que T presenta la siguiente forma:
T =





. . . . . . . . .
...
. . . . . . βn−1
0 · · · βn−1 αn

Figura 2.1: Matriz Tridiagonal Sime´trica
Se obtendra´ el algoritmo base de la tridiagonalizacio´n [3], en el cual se observa cierta
similitud con PowerMethod, debido a que Lanczos es una adaptacio´n de ese me´todo para
aprovechar los vectores que se van generando en las iteraciones (vectores Lanczos) y lograr
una convergencia ma´s ra´pida y precisa.
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Algoritmo 2: Tridiagonalizacio´n. [3]
Entradas : A: matriz entrada
q1: vector unitario aleatorio
Salidas : α1,2,...: elementos de la diagonal
β1,2,...: elementos de subdiagonal superior e inferior
q1,2,...: vectores Lanczos
Requisitos: r0 = q1, β0 = 1, q0 = 0, k = 0
1: while βk 6= 0 do
2: qk+1 = rk/βk
3: k = k + 1
4: αk = q
T
k ×A× qk
5: rk = (A− αk × I)× qk − βk−1 × qk−1
6: βk = ‖rk‖2
Analiza´ndose (2.9) con la estructura indicada anteriormente se obtiene (2.11), de lo cual se
puede establecer un patro´n cuando k = 1, 2, . . . , n− 1 mostrado en (2.12). El lado derecho de
la expresio´n muestra la lı´nea 5 del algoritmo; mientras que, con el lado izquierdo se establece
la relacio´n rk = βk × qk+1 la cual al reordenarse se convierte en la lı´nea 2.
[Aq1, Aq2, . . . , Aqn] = [α1q1 + β1q2, β1q1 + α2q2 + β2q3, . . . , βn−1qn−1 + αnqn] (2.11)
βk × qk+1 = A× qk − αk × qk − βk−1 × qk−1 (2.12)
A partir de (2.12) se pueden deducir deducir las dema´s lı´neas del algoritmo, aprovechando las
propiedades de ortogonalidad de los vectores q. Considerando que rk = βk × qk+1, se tiene
que ‖ rk ‖2= βk (lı´nea 6). Al multiplicar (2.12) por qTk se obtiene la lı´nea 4 del algoritmo:






La descomposicio´n Schur indica que toda matriz cuadrada T puede ser representada de la
siguiente forma:
T = Z ×D × ZT (2.14)
Donde D es una matriz triangular superior (ver figura 2.2) y Z es una matriz ortonormal. La
principal caracterı´stica de esta descomposicio´n es que los componentes de la diagonal deD son
9
autovalores de T . Adema´s, si T fuese una matriz normal,D serı´a una matriz diagonal, ası´ como
Z contendrı´a los autovectores de T [34]. Por u´ltimo, si T es una matriz positiva-definida o una
matriz normal, la descomposicio´n Schur de esta, serı´a equivalente a su Descomposicio´n en
Valores Singulares (SVD)[2].

λ1 e12 e13 · · · e1n
0 λ2 e23 · · · e2n










λ1 0 0 · · · 0
0 λ2 0 · · · 0






0 0 0 · · · λn

(b)
Figura 2.2: Resultdo de la descomposicio´n Schur donde: (a) Matriz E esta´ndar , (b) Matriz E
cuando A es una matriz normal.
2.5.1. QR implı´cito con Wilkinson Shift
El algoritmo 3 permite obtener una aproximacio´n de la descomposicio´n de Schur de
matrices sime´tricas, esta variacio´n se enfoca en matrices tridiagonales. Consiste en 3 bloques:
El primer bloque (entre la lı´neas 2 y 8) calcula y aplica el Wilkinson shift (s), el cual
permite lograr una convergencia ma´s ra´pida.
El segundo bloque (desde la lı´nea 9 hasta la 26), se encarga de calcular la descomposicio´n
QR implı´cita, operando solo sobre la regı´on que au´n es tridiagonal. Esta es realizada
mediante rotaciones de Givens [32] aplicadas sime´tricamente a la matriz tridiagonal, con
el objetivo de minimizar los elementos de las subdiagonales en cada iteracio´n. Entre
las lineas 10 y 13, se calcula la matriz de rotacio´n. Entre las lı´neas 14 y 25 se aplica
la rotacio´n sime´trica, mediante unas cuantas operaciones escalares debido a que para el
caso de matrices tridiagonales so´lo se ven afectados pocos elementos de la matriz; por
el contrario, en un matriz densa se verı´an afectados todos los elementos de dos filas y
dos columnas de la matriz a transformar por iteracio´n. Adema´s se calculan los elementos
que permitira´n calcular la siguiente matriz de rotacio´n (x e y) de la siguiente iteracio´n.
Finalmente, en la lı´nea 26, se actualiza la matriz de transformacio´n acumulada (Z).
Por u´ltimo, el tercer bloque (lı´neas 27 y 28) discrimina los componentes de la tridiagonal
(α y β) teniendo en cuenta una tolerancia con el objetivo de no seguir operando sobre las
regiones que ya han sido diagonalizadas.
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Algoritmo 3: QR implı´cito con Wilkinson Shift. [3]
Entradas : α: elementos de la diagonal
β: elementos de las subdiagonales
Salidas : α: Diagonal de Autovalores
Z: Matriz de Transformacio´n de Schur
Requisitos: m = Num. de elementos de α
1: while m > 1 do
2: d = (αm−1 − αm)/2
3: if d = 0 then
4: s = αm− | βm−1 |
5: else
6: s = αm − β2m−1/(d+ sign(d)×
√
d2 + β2m−1)
7: x = α1 − s
8: y = β1
9: for k = 1 to m− 1 do
10: if m > 2 then
11: [c, s] = givens(x, y)
12: else










14: w = c× x− s× y
15: d = αk − αk+1
16: z = (2× c× βk + d× s)× s
17: αk = αk − z
18: αk+1 = αk+1 + z
19: βk = d× c× s+ (c2 − s2)× βk
20: x = βk
21: if k > 1 then
22: βk−1 = w
23: if k < m− 1 then
24: y = −s× βk+2
25: βk+1 = c× βk+1




27: if | βm−1 |< × (| αm−1 | + | αm |) then
28: m = m− 1
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2.6. Condicio´n de Parada de la Iteracio´n Lanczos
Ya que se obtinene el mayor autovalor y autovector de la matriz inicial mucho antes de
terminar la tridiagonalizacio´n, se requerira´ una forma de evaluar si los resultados de la iteracio´n
de turno son lo sufientemente precisos. Mediante el ca´lculo del error relativo de la expresio´n en
(2.1) se podra´ determinar si se necesita o no seguir iterando. Cabe resaltar, que para calcular el
error es necesario calcular previamente el mayor autovalor y autovector corresponiente de los
resultados obtenidos en la iteracio´n de turno, como se aprecia en Algoritmo 4.
Por semjanza, A y T tienen igual autovalores, contenidos en D; mientras que sus
autovalores guardan la relacio´n descrita en (2.8). Debido a esto, en la lı´nea 1 del algoritmo
calcula el mayor autovalor de A y el ı´ndice del orden en el que se encuentra. En la lı´nea 2 se
calcula el autovector correspondiente al autovalor seleccionado anteriormente. Finalmente, en
la u´ltima lı´nea se calcula el error relativo, verificando si son valores adecuados.
Algoritmo 4: Ca´lculo de Error.
Entradas : A: Matriz entrada
Q: Matriz Lanczos
D: Diagonal de Schur
Z: Matriz de Transformacio´n Schur
Salidas : err: Error de la Iteracio´n Actual
eigV a: Mayor Autovalor
eigV e: Autovector correspondiente a eigV a
1: [eigV a, indice] = max(D)
2: eigV e = Q× Z(:,indice)
3: err =
‖A× eigV e− eigV a× eigV e‖
‖eigV a× eigV e‖
2.7. Variaciones de Lanczos
Existen variaciones del me´todo tradicional de Lanczos, los cuales son utilizados para
ajustarse a diversos tipos de problemas o para brindar alguna mejora como solucionar el
problema de perdida de ortogonalidad. Algunas de las variaciones ma´s conocidas son:
Lanczos no-sime´trico [3]: Utilizado para matrices de entrada no sime´tricas. Fue
propuesto por Cornelius Lanczos junto al me´todo tradicional, sin embargo, no es muy
utilizado actualmente debido a mejores me´todos.
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Golub-Kahan-Lanczos [35]: Se diferencia en que utiliza bidiagonalizacio´n en lugar de
tridiagonalizacio´n.Utilizado comunmente para implementar la Descomposicio´n en
Valores Singulares (SVD).
Lanczos en aritme´tica exacta [36]: Utilizado para solucionar algunos problemas de




Desde que se creo´ la computadora se han buscado diversos medios para lograr que sean
mas ra´pidas. La primera idea que se tuvo fue aumentar la frecuencia del procesador [31]; sin
embargo, esto involucraba calentamiento de las tarjetas, mayores dimensiones para
ventiladores, etc. haciendo poco viable esta opcio´n a partir de cierto punto. Es por eso que
surge la idea de agregar ma´s nu´cleos a los procesadores, repartiendo el trabajo entre todos,
ası´ no se necesitarı´a incrementar tanto la frecuencia de trabajo. En la figura 3.1 se aprecia una
comparacio´n de velocidades entre modelos de GPU y CPU a lo largo de los u´ltimos an˜os.
Figura 3.1: Comparacio´n de GFLOPS/s en los u´ltimos an˜os [37].
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3.1. Descripcio´n
CUDA o Compute Unified Device Architecture permite utilizar un GPU (especializado
en ima´genes) como si fuera un procesador ma´s, es decir, serı´a un GPGPU (General Purpose
Graphics Processing Unit). La gran ventaja es que las tarjetas CUDA tienen multiprocesadores
que cuentan con 32, 64 o ma´s nu´cleos dependiendo del modelo, permitiendo procesar datos en
un tiempo muy corto. En la figura 3.2 se observa la diferencia en cantidad de nu´cleos entre un
CPU y un GPU.
Las diferencias entre diversas tarjetas CUDA suelen ser el nu´mero de nu´cleos, streaming
processors, capacidad de memorias, etc. Sin embargo, cada tarjeta posee una capacidad de
computo (compute capability) la cual indica caracterı´sticas que puede soportar el hardware del
GPU, tales como utilizar memoria unificada, operaciones ato´micas a diferente nivel de
memorias, paralelismo dina´mico, entre otros. A la fecha se puede encontrar capacidad de
computo 1.x (micro-arquitectura Tesla), capacidad de computo 2.x (micro-arquitectura
Fermi), capacidad de computo 3.x (micro-arquitectura Kepler) y capacidad de computo 5.x
(micro-arquitectura Maxwell) y se ha anunciado la siguiente generacio´n (micro-arquitectura
Volta) [37].
En cuanto a la forma de operacio´n en esta arquitectura se debe conocer que una sola
instruccio´n es realizada por todos los threads, de los cuales se hablara´ en la siguiente seccio´n,
esto corresponde con lo que Nvidia llama modelo SIMT (Single Instruction Multiple
Threads). Es ası´ que la forma de programacio´n convencional (serial) varı´a, ya que requiere
disen˜ar los algoritmos de forma paralela para que se adapten a la modelo SIMT. Otra ventaja
de CUDA es que brinda las herramientas para programar en lenguaje C entre otros.
Figura 3.2: Comparacio´n entre CPU y GPU [37].
Por u´ltimo cabe sen˜alar que la ejecucio´n de programas se realiza tanto en el CPU (host)
como en el GPU (device), pues hay partes de algoritmos que no son posible paralelizar y la
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invocacio´n de ejecuciones paralelas se realiza desde el CPU [37]. Lo anterior, indica que
informacio´n es pasada desde el CPU al GPU, se procesa y luego retorna del GPU al CPU
hasta que se requiera alguna otra operacio´n paralela.
3.2. Kernel y Jerarquı´a de threads
Es importante conocer la forma en que los threads se agrupan pues es necesario al momento
de invocar un kernel, el cual es simplemente una funcio´n que se ejecuta en el GPU. En la figura
3.3 se observa gra´ficamente las tres unidades de la jerarquı´a.
Grid: Es un conjunto de bloques, cuyo nu´mero se especifica cuando se llama un kernel.
La grilla suele ser de dos dimensiones, sin embargo puede ser de mas teniendo en cuenta
que existan los suficientes threads en el dispositivo. Se referencia a los bloques segu´n el
nu´mero de dimensiones de la grilla.
Block: Es una agrupacio´n de threads. En arquitectura CUDA, al momento de llamar
un kernel se especifica las dimensiones del bloque, es decir la cantidad de hilos que
tendra´; sin embargo, generalmente el lı´mite es 512 o 1024 threads por bloque [4]. Cada
bloque puede tener informacio´n distinta a procesar, pero siempre ejecutara´n el mismo
procedimiento.
Thread: Es la unidad de procesamiento paralelo. En arquitectura CUDA, existen miles
de threads, el nu´mero exacto depende del modelo de la tarjeta nVidia. Se caracterizan por
ejecutar la misma instruccio´n a la vez (modelo SIMT) y agruparse en dos dimensiones.
Warp: Es el conjunto de 32 threads. Los multiprocesadores crean, gestionan, planifican
y ejecutan warps.
3.3. Tipos de Memoria en Device
Un dispositivo CUDA posee diferentes tipos de memoria [37] de las cuales se tienen que
escoger las ma´s convenientes para el trabajo que se busca realizar, pues cada una tiene
diferentes caracterı´sticas. Una adecuada seleccio´n permitira´ realizar implementaciones
computacionalmente eficientes. En la figura 3.4 se muestra la distribucio´n de memorias en el
dispositivo.
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Figura 3.3: Jerarquı´a de Memorias [37].
Memoria Local: Espacio de memoria personal para cada thread. Se encuentra en la
memoria del dispositivo (no en el mismo chip GPU) por lo que no se tiene un ra´pido
acceso a ella.
Memoria Compartida: Espacio de memoria compartido por todos los threads de un
mismo bloque. Debido a que se encuentra en el chip (GPU) el acceso a esta memoria
tendra´ muy baja latencia (aprox. 11 ciclos de reloj para compute capability 3.x y 22
ciclos de reloj para compute capability 1.x/2.x) y gran ancho de banda. La mayor
desventaja es que no se puede almacenar tanta informacio´n como en otras memorias,
por lo que para el uso de esta suele segmentarse la informacio´n a procesar y trabajar por
partes. Es una especie de memoria cache L1 [9] a la cual tienen acceso todos los threads
de un mismo bloque.
Memoria Global: Es la memoria ma´s grande en el dispositivo y a la vez, presenta un
tiempo de acceso mayor a las dema´s (entre 200 − 400 ciclos de reloj para compute
capability 3.x y 400 − 800 ciclos de reloj para compute capability 1.x/2.x). Suele
utilizarse junto a memoria compartida para compensar mutuamente las desventajas de
cada una. Todos los threads tienen acceso a ella.
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Memoria Constante: Es una memoria de so´lo lectura, pues no puede ser modificada
durante la ejecucio´n. Una de sus limitaciones es el taman˜o, que suele estar limitado a
64KB. Al estar ubicada en el dispositivo no se tiene un ra´pido acceso a ella. El usar esta
memoria en lugar de la global puede reducir el ancho de banda de memoria requerido,
esto es debido a que es cacheada en el chip.
Memoria Textura: Es una memoria de so´lo lectura localizada en el dispositivo. Se
considera una memoria especializada pues tiene un patro´n de acceso a datos distinto a la
memoria constante y global, siendo la mejor opcio´n para trabajar con informacio´n 2D.
El motivo por el que se tiene un mejor desempen˜o respeto de la memoria global, es que
al igual que la memoria constante es cacheada en el chip [8]. La latencia de accesos que
presenta es similar a la de memoria compartida.
Figura 3.4: Distribucio´n de Memorias en Device [37].
3.4. Tipos de Memoria en Host
En sus inicios, la forma de almacenar data en el host era equivalente a realizarla como si
se tratase de una implementacio´n puramente serial (memoria paginable). Sin embargo, debido
a la continua evolucio´n de la tecnologı´a CUDA, actualmente es posible almacenar data en el
host de formas distintas, siendo las principales:
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Memoria no-paginable: Conocida tambie´n como Pinned Memory. En algunos
dispositivos, permite realizar copias entre la memoria host y la memoria del dispositivo
a la vez que se ejecuta kernels, para sacar mayor provecho de esto, suelen usarse
transferencia asincronas. Por defecto, la memoria no-paginable es asignada a las
memorias cache´ de host, sin embargo, presenta una opcio´n (Write-Combining Memory)
que permite dejar libre las cache´ y a su vez permite realizar transferencias a trave´s del
bus PCI Express sin interrupciones, pudiendo llegar a ser un 40% ma´s ra´pidas.
Memoria Unificada: Esta memoria permite maximizar la velocidad de acceso a datos
realizando migraciones transparentes hacia el procesador que va a utilizarlos. Esto
involucra que el sistema trataa´ de colocar la data donde pueda ser accesada de forma
ma´s eficiente. A su vez, esto eliminara´ la necesidad de realizar transferencias explı´citas
de datos. En la Figura 3.5 se observa como cambia la perspectiva del desarrollador en
cuanto al almacenamiento de datos al utilizar esta memoria.
Esta memoria migra data automaticamente hacia el procesador que la va a usar. El
sistema tratara´ de colocar la data donde pueda ser accesada de forma ma´s eficiente sin
violar la coherencia. Esto conlleva que no sea necesario realizar transferencias
explı´citas de datos.
Figura 3.5: Interaccio´n entre CPU y GPU con y sin Memoria Unificada [38].
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Capı´tulo 4
Disen˜o del algoritmo propuesto
4.1. Consideraciones de disen˜o
Las matrices a utilizarse para la forma cla´sica de Lanczos deben ser cuadradas sime´tricas.
Esto permitira´ que sean diagonalizables por una matriz unitaria (Descomposicio´n de Schur) y
se obtenga un resultado igual al de SVD. Adema´s, sera´n positivas definidas con el fin de obtener
autovalores positivos reales.
4.2. Diagrama de Flujo
En la figura 4.1 se presenta el diagrama de flujo de la iteracio´n Lanczos. La Matriz de
entrada A entra a un bucle con tres procedimientos principales:
El primer procedimiento tridiagonalizara´ parcialmente la matriz A. Para esto, en cada
iteracio´n (k) este bloque generara´ dos escalares (αk y βk−1), los cuales al agruparse
con los escalares calculados por este mismo procedimiento en iteraciones anteriores,
conformara´n la diagonal y subdiagonales (superior e inferior) de la matriz tridiagonal
sime´trica parcial. Durante este procedimiento tambie´n se calculara´ el siguiente vector
que pasara´ a formar parte de la matriz Lanczos (Q).
El segundo procedimiento calculara´ la descomposicio´n Schur de la matriz tridiagonal
calculada hasta el momento para obtener la matriz diagonalizada (D) y la matriz de
transformaciı´n Schur (Z).
El u´ltimo procedimiento calculara´ el error de la iteracio´n ası´ como los posibles autovalor
(eigV a) y autovector (eigV e). Luego, evalua´ndose el error se decidira´ si es necesario
seguir iterando o si el autovalor y autovector llegaron a converger a los valores adecuados.
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ATriPar (A, Q(:,k−1:k))
CalErr (A, Q(:,1:k), D, Z)
Schur (α1:k, β1:k−1)










TriPar : Tridiagonalizacio´n Parcial
Schur : Descomposicio´n Schur
CalErr: Ca´lculo de Error
Variables
A : Matriz de Entrada
Q : Matriz Lanczos
k : Iteracio´n Actual
α : elementos de diagonal
β : elementos subdiagonales
D : Diagonal de Schur
Z : Matriz de Transformacio´n Schur
err : Error de Iteracio´n actual
tol : Tolerancia de Error
eigVa: Mayor Autovalor de A
eigVe: Autovector correspondiente a eigV a
Figura 4.1: Diagrama de Flujo de la Iteracio´n Lanczos.
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4.3. Identificacio´n de Operaciones a Paralelizar
La iteracio´n Lanczos consta de tres procesos principales: la tridiagonalizacio´n parcial, la
descomposicio´n Schur y el ca´lculo del error.
4.3.1. Ana´lisis de la Tridiagonalizacio´n Parcial
Analizando el Algoritmo 2 se aprecia que es un proceso secuencial pues cada lı´nea depende
de la anterior, haciendo que no se pueda reordenar el algoritmo para paralelizarlo. Sin embargo,
presenta operaciones vectoriales y matriciales las cuales sı´ pueden paralelizarse. Reordenando
ligeramente la lı´nea 5 como rk = A×qk−αk×qk−βk−1×qk−1, se tendra´ que las operaciones
a realizarse por cada iteracio´n son:
1 multiplicacio´n matriz-vector (lı´nea 4). El resultado calculado en la lı´nea 4 puede ser
reutilizado para la lı´nea 5, luego de reordenarla.
2 producto punto (lı´neas 4 y 6). La norma de un vector se puede calcular como la raı´z
cuadrada del producto punto de dos vectores ide´nticos a e´l.
2 resta de vectores (lı´nea 5), luego del reordenamiento de la lı´nea 5.
4.3.2. Ana´lisis de la Descomposicio´n Schur
Analizando el Algoritmo 3 se encuentra que todos los pasos a seguir son operaciones que
involucran solamente a escalares, a excepcio´n de la multiplicacio´n matriz-matriz en la lı´nea 26.
Sin embargo, se debe notar 2 caracterı´sticas de esta operacio´n:
En la iteracio´n Lanczos la cantidad de iteraciones que le toma al mayor autovalor y su
correspondiente autovector para converger suele ser alrededor de 10, el cual serı´a el valor
ma´ximo que tomarı´a N (requisito del algoritmo).
La parte de matriz Z a utilizar tiene dimensiones N × 2 ; mientras que la matriz de
rotacio´n Givens es de 2× 2.
Tomando en cuenta lo anterior se sostiene que no es conveniente paralelizar esta operacio´n
pues las dimensiones de las matrices son demasiado pequen˜as no aprovecha´ndose las
capacidades de un GPU. Por lo tanto, se opta por tener una implementacio´n serial en lenguaje
C para la Descomposicio´n Schur.
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4.3.3. Ana´lisis del Ca´lculo de Error
Analizando el Algoritmo 4 se puede reconocer que so´lo la lı´nea 3 contiene operaciones
que pueden ser paralelizadas reduciendo su tiempo de ejecucio´n respecto a una
implementacio´n serial. Considerando que el nu´mero de iteraciones necesarias para la
convergencia esta representada por k (alrededor de 10), se puede describir lo siguiente:
En la lı´nea 1 no se necesita paralelizar algu´n algoritmo de ordenamiento para calcular el
ma´ximo valor, pues D es un vector de ma´ximo k elementos y con dimensiones pequen˜as
es recomendable una implementacio´n serial.
En la lı´nea 2 se encuentra una multiplicacio´n matriz-vector. Sin embargo, las
dimensiones de la matriz Q (N × k, donde N es la cantidad de filas de A) y las del
vector,hacen que no resulte lo suficientemente beneficioso paralelizarla.
En la lı´nea 3 se encuentran: 1 multiplicacio´n matriz-vector, 1 resta de vectores y 2
producto punto (norma euclidiana). La cantidad de datos es lo suficientemente grande
para obtener mejoras en cuanto a tiempo de ejecucio´n.
4.4. Multiplicacio´n Matriz-Vector
La multiplicaco´n matriz-vector se basa en [39]. En cualquier implementacio´n tı´pica de
multiplicacio´n matriz-vector, como la que se muestra en Listing 4.1, los accesos a memoria
sera´n de la siguiente manera:
Por cada elemento elemento de la matriz A se requerira´ 1 acceso a memoria, es decir
m× n accesos segu´n Listing 4.1.
Por cada elemento elemento del vector x se requerira´ m accesos a memoria, es decir
m× n accesos segu´n Listing 4.1.
Al implementar esta operacio´n en arquitectura CUDA, se buscarı´a que el acceso a datos
reusables (el caso de x) tenga una latencia cercana a la de los registros (coste cero), utiliza´ndose
para ello, memoria compartida. Esto permite acelerar la operacio´n ya que como se menciono´ en
el capı´tulo anterior, la latencia de acceso a memoria global puede ser mayor a 20 veces la
latencia de acceso a memoria compartida.
Sin embargo, au´n si x puede ser almacenado enteramente en memoria compartida. Se debe
considerar que esta tiene una capacidad limitada. Es por eso que se utilizara´ la te´cnica tiling, la
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cual consiste en dividir la data para procesarse en varios bloques a la vez, asegura´ndose que la
cantidad de informacio´n a guardarse en memoria compartida de cada bloque sea la adecuada.
1 // y = Ax
2 // A : matriz de ’m’ x ’n’ elementos, x : vector de ’n’ elementos
3 // y : vector de m elementos
4
5 void mv(float *y, float *A, float *x, int m, int n) {
6 for (int i = 0; i < m; i++) {
7 y[i] = 0;
8 for (int j = 0; j < n; j++)
9 y[i] += A[i * n + j] * x[j];
10 }
11 }
Listing 4.1: Multiplicacio´n Matriz-Vector en lenguaje C
En la figura 4.2 se muestra gra´ficamente la forma de trabajo del me´todo de Fujimoto. El
me´todo consiste en dividir la matriz inicial en bloques que sera´n operados por partes dentro
de un bucle que permite desplazarse horizontalmente en la matriz (y en el vector). Esto es
debido a que si se operasen todos los bloques de forma paralela (sin necesidad del bucle),
por caracterı´sticas de la arquitectura CUDA (los threads solo pueden acceder a la memoria
compartida de su bloque), no se podrı´an reunir los resultados parciales, sin recurrir a alguna
alternativa que ocupe demasiada memoria o conlleve mayor tiempo de ejecucio´n.
Inicialmente se guardara´ en memoria compartida n elementos del vector x (cada memoria
compartida tendra´ la misma informacio´n) los cuales sera´n operados junto a las primeras n
columnas de la matriz A de forma parlalela en N bloques de dimensiones m×n. La operacio´n
que se llevara´ a cabo en cada bloque consiste en multiplicar elemento a elemento cada fila de
las sub-matrices de A en los bloques por el fragmento del vector x en memoria compartida
obtenie´ndose una sub-matriz de resultados parciales por bloque. Las multiplicaciones dentro
de un bloque sera´n realizadas en paralelo dado que en cada bloque habra´ m × n threads. El
proceso descrito anteriormente se repetira´ hasta haber operado con todos los elementos de A y
x, debiendo notarse lo siguiente:
En cada nueva iteracio´n los siguientes n elementos del vector x sera´n guardados en
memoria compartida.
En cada nueva iteracio´n las siguientes n columnas de la matriz A sera´n operadas en los
bloques.
24
La matriz de resultados parciales obtenida en cada iteracio´n sera´ sumada con la matriz
de resultados acumulados, la cual sera´ el resultado del bucle.
Al terminar el bucle se tendra´ una sub-matriz de resultados finales en la memoria
compartida de cada bloque. Se aplicara´n reducciones por filas de forma paralela en cada
bloque, logrando obtener la suma de los elementos de cada fila. El vector resultante sera´ el
resultado final de la operacio´n matriz-vector.
Figura 4.2: Descripcio´n gra´fica del me´todo de Fujimoto para bloques de 4× 4
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4.5. Resta de Vectores
Este tipo de operacio´n no representa gran dificultad en CUDA; sin embargo, cabe esperarse
que se necesite cierto taman˜o de vectores, para que sea recomendable utilizar la operacio´n
paralela, esto se analizara´ en el siguiente capı´tulo. En la figura 4.3 se observa que para este tipo
de operacio´n se requiere dividir los elementos de los vectores a restar entre los bloques de la
grilla. En los bloques, que operara´n en forma paralela, se realizara´ la resta de los sub-vectores
para obtener una parte del vector final. Cada thread de cada bloque calculara´ un elemento del
vector final.
Figura 4.3: Descripcio´n gra´fica de la operacio´n resta de vectores en CUDA
4.6. Producto Punto de Vectores / Norma Euclidiana de un vector
Dado que la norma euclidiana de un vector puede ser calculada como la raı´z cuadrada del
producto punto entre el vector y otro ide´ntico a e´l, ambas operaciones pueden ser tratadas de la
misma forma en CUDA, ya que la raı´z cuadrada es un proceso que debe realizarse en el host.
Por an˜os la mejor forma de implementar producto punto, fue mediante reducciones en
memoria compartida. Sin embargo, a partir de la micro-arquitectura Kepler (compute
capability 3.x), se cuenta con la instruccio´n shuffle y algunas variaciones [37], que permiten
compartir informacio´n directamente entre threads de un mismo warp. Entonces es posible
implementar reducciones basadas en esta instruccio´n, las cuales presentara´n ventajas frente al
anterior me´todo, tales como:
No se utilizara´ memoria compartida, pudiendo utilizarla para otra data.
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So´lo requerira´ una intruccio´n frente a tres que utiliza memoria compartida (escribir,
sincronizar y leer).
Ya que la instruccio´n opera a nivel de warps, no se necesitara´ sincronizar.
Figura 4.4: Operacio´n de reducciones en memoria compartida y reducciones con shuffle.
En la Figura 4.4 se muestra la forma de operacio´n de ambos me´todos. Una vez calculados
los resultados parciales con la instruccio´n shuffle, se puede optar por llevarlos al Host donde
se realizara´ la u´ltima sumatoria o calcularla en Device utilizando funciones ato´micas (para el
caso AtomicAdd) [37]. Si bien este tipo de funciones siempre fue costosa porque involucran una
serializacio´n en device, en Kepler son lo suficientemente ra´pidas para equipararse a la opcio´n
de llevar la data a Host.
Por otro lado, se ha considerado limitar la cantidad de bloques ma´xima y que sea mu´ltiplo
de la cantidad de multiprocesadores, de esta forma se reutilizara´n threads para los ca´lculos.
Para esto se utiliza un bucle que en la primera iteracio´n abarcara´ una cantidad k de elementos
equivalente a la cantidad de threads por bloque multiplicada por el nu´mero de bloques ma´ximo;
en la segunda iteracio´n, abarcara´ los siguientes k elementos, y ası´ sucesivamente, hasta haber





El co´digo de la iteracio´n Lanczos implementado en C (serial y CUDA) y las funciones en
Matlab para la correspondiente comprobacio´n se encuentra en el CD adjuntado al documento.
5.1. Consideraciones de implementacio´n
5.1.1. Caracterı´sticas de los dispositivos utilizados
CPU: Intel i7-2600k @ 3.4 GHz, con 8 MB de cache, 8 GB de RAM.
GPU: Tesla K10.G2 con 3072 nu´cleos CUDA (2 GPUs,2 × 1576 nu´cleos), 4 GB de
Memoria y una ancho de banda de memoria de 320 GB/s. Utiliza CUDA Toolkit/SDK
version 6.0.
5.1.2. Librerı´as utilizadas
Se utilizo´ una librerı´a de desarrollo CUDA [40]. Asimismo, la implementacio´n BLAS
(Basic Linear Algebra Sub-routines) de nVidia, sirvio´ para realizar comparaciones con las
implementaciones.
5.2. Descripcio´n de la implementacio´n
La implementacio´n consta de 3 funciones: la funcio´n tridiagonalizacio´n parcial, la funcio´n
descomposicio´n Schur y la funcio´n ca´lculo de error. En el caso de la primera y la u´ltima, estas
utilizan operaciones que han sido paralelizadas e implementadas en CUDA: multiplicacio´n
matriz-vector, producto punto, resta de vectores.
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5.2.1. Implemenacio´n de Tridiagonalizacio´n Parcial
Esta funcio´n recibe como entradas la matriz inicial, la matriz Lanczos, y los elementos de
la Tridiagonal que ya han sido calculados. Devuelve como salida el siguiente vector Lanczos,
un elemento ma´s para la diagonal y las subdiagonales que conforman la matriz tridiagonal.
Esta funcio´n esta implementada tanto en Matlab como en lenguaje C, con y sin operaciones
paralelas.
5.2.2. Implementacio´n de Descomposicio´n Schur
La funcio´n Descomposicio´n de Schur recibe como entrada los elementos de la tridiagonal
y devuelve a la salida los elementos de la matriz diagonalizada (autovalores de la tridiagonal)
y la matriz de transformacio´n ortonormal utilizada en la descomposicio´n Schur. Esta funcio´n
esta implementada tanto en Matlab como en lenguaje C (serial).
5.2.3. Implementacio´n de Ca´lculo de Error
La funcio´n de calculo de error recibe como entrada la matriz inicial, la matriz Lanczos, los
elementos de la diagonal obtenidos en la Descomposicio´n Schur y la matriz de
Transformacio´n Schur. En la salida se encuentra el mayor autovalor y autovector
correspondiente de la matriz inicial estimados en la iteracio´n actual, los cuales permitira´n
calcular a su vez el error relativo de la iteracio´n actual, que servira´ para detener o continuar la
iteracio´n. Esta funcio´n esta´ implementada tanto en Matlab como en lenguaje C, con y sin
operaciones paralelas.
5.2.4. Implementacio´n de Multiplicacio´n Matriz-Vector Paralelizado
Para esta operacio´n se utilizo´ el me´todo propuesto en [39]. En cuanto a las caracterı´sticas
CUDA, se utilizara´n bloques bidimensionales de 16 × 16 threads y la grilla
sera´ unidimensional compuesta por una cantidad de bloques equivalente a la cantidad de
columnas de la matriz inicial dividido por 16, considera´ndose un bloque ma´s si hay residuo.
Se realizo´ implementaciones para esta operacio´n con 3 tipos de memoria host (Memoria
paginable, memoria no-paginable y memoria unificada) mientras que para memoria device se
considero´ utilizar: so´lo memoria global, memoria global junto a memoria compartida, y
memoria textura (para cargar la matriz inicial en device) junto a memoria global y compartida.
29
5.2.5. Implementacio´n de Producto Punto Paralelizado
Para esta operacio´n se implemento´ dos versiones de reducciones, una que utiliza
reducciones en memoria compartida y otra que utiliza la intruccio´n shuffle. Se utilizo´ bloques
y grilla unidimensionales. Para determinar que configuracio´n de grilla le conviene ma´s se
realizaron pruebas donde la cantidad de threads a usar, y el nu´mero ma´ximo de bloques son
variados, teniendose 49 combinaciones:
threadIdx.x = [16, 32, 64, 128, 256, 512, 1024]
MaxBlocks = [32, 64, 128, 256, 512, 1024, 2048]
Comparando los diversos resultados se determino´ que se obtienen los mejores resultados con
128 threads y 64 bloques ma´ximo para la implementacio´n con reducciones en memoria
compartida y 128 threads y 128 bloques ma´ximo para la implementacio´n con la instruccio´n
shuffle.
5.2.6. Implementacio´n de Resta de Vectores Paralelizado
Para esta implementacio´n se usaron bloques y grillas unidimensionales y con el propo´sito
de determinar que configuracio´n de grilla le conviene ma´s se realizaron pruebas donde la
cantidad de threads varı´a:
threadIdx.x = [16, 32, 64, 128, 256, 512, 1024]
Comparando los diversos resultados se determino´ que se obtienen los mejores resultados con
128 threads.
5.3. Resultados computacionales
Para obtener una cantidad de ticks (ciclos de reloj) fiables, se ejecuto´ 100 veces y se
calculo´ la media para cada una de las operaciones descritas a continuacio´n, por cada tipo de
implementacio´n y cada taman˜o de matriz o vector a analizar.
5.3.1. Resultados de Multiplicacio´n Matriz-Vector
Luego de evaluarse que los distintos kernels y funcio´n serial calculen la multiplicacio´n
matriz-vector con un error relativo menor a 10−6 respecto a la implementacio´n en Matlab, se
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procedio´ a evaluar la cantidad de ciclos de reloj que toma la ejecucio´n de cada una de las
implementaciones.
En las siguientes tablas se tiene los ticks registrados para esta operacio´n implementada con
diversos tipos de memorias host y device, asi como una implementacio´n serial. Se aprecia que
las implementaciones con menor cantidad de ticks son aquellas que utilizan memoria unificada.
Tabla 5.1: Ticks (×108) de multiplicacio´n matriz-vector en C esta´ndar (serial).
Serial
Taman˜os de Matriz Sime´trica
256 512 1024 2048 4096 6144 8192 12288
0.001 0.005 0.019 0.086 0.346 0.782 1.390 3.148
Tabla 5.2: Ticks (×108) de multiplicacio´n matriz-vector con Memoria Host Paginable.
Memoria Taman˜os de Matriz Sime´trica
Paginable 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.011 0.036 0.137 0.432 1.396 3.036 4.888 12.534
Mem. Shared 0.004 0.011 0.035 0.191 0.756 1.698 3.009 6.771
Mem. Textura 0.004 0.013 0.043 0.221 0.859 1.918 3.418 7.639
Cublas 0.013 0.027 0.051 0.203 0.768 1.706 3.003 6.745
Tabla 5.3: Ticks (×108) de multiplicacio´n matriz-vector con Memoria Host No Paginable.
Memoria Taman˜os de Matriz Sime´trica
No Paginable 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.009 0.032 0.126 0.335 1.018 2.183 3.369 9.122
Mem. Shared 0.002 0.007 0.024 0.093 0.370 0.837 1.477 3.341
Mem. Textura 0.003 0.009 0.028 0.096 0.368 0.821 1.455 3.263
Cublas 0.011 0.019 0.036 0.097 0.371 0.831 1.466 3.285
Tabla 5.4: Ticks (×108) de multiplicacio´n matriz-vector con Memoria Unificada.
Memoria Taman˜os de Matriz Sime´trica
Unificada 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.007 0.026 0.105 0.250 0.672 1.418 2.010 6.048
Mem. Shared 0.0006 0.001 0.003 0.008 0.029 0.070 0.116 0.279
Mem. Textura 0.002 0.005 0.014 0.041 0.152 0.354 0.585 1.441
Cublas 0.016 0.017 0.018 0.022 0.042 0.069 0.108 0.226
En la figura 5.1 se muestra la comparacio´n entre las implementaciones utilizando distintas
memorias device, C esta´ndar (serial) y utilizando la librerı´a CUBLAS, todas ellas utilizando
memoria unificada para el traslado de datos. Se observa que si bien utilizar la librerı´a CUBLAS
es la opcio´n ma´s ra´pida, una de las implementaciones (con memoria compartida) es casi tan
buena como ella, a su vez, estas dos son mucho mejor que la implementacio´n serial.
Un detalle a sen˜alar es que las dimensiones ma´ximas de la matriz que puede ser utilizada
es aprox. 22000 × 22000, esto se debe a que considerando que se trabaja con datos tipo float,
se estarı´a ocupando aproximadamente 1.8 GB (so´lo con la matriz) de los 2 GB disponibles del
dispositivo. Si se deseara trabajar con matrices ma´s grandes, se debera dividir la operacio´n en
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bloques, p.e. si la matriz inicial fuese de dimensiones 44000 × 44000, se deberı´an realizar 4
multiplicaciones matriz-vector con submatrices de 22000× 22000.
Multiplicacion Matriz-Vector




















Figura 5.1: Comparacio´n entre implementaciones de multiplicacio´n matriz-vector.
5.3.2. Resultados de Resta de Vectores
Se verifico´ que las implementaciones paralela y serial presenten un error relativo menor a
10−6 respecto a la implementacio´n en Matlab. En la figura 5.2 se compara implementaciones
serial, usando memoria unificada en CUDA y finalmente con CUBLAS. Para este caso se
calcula la resta de tres vectores expresada en la lı´nea 5 del Algoritmo 2.
×105






























Figura 5.2: Comparacio´n entre implementaciones de resta de vectores.
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En la evaluacio´n realizada se determina que no es rentable paralelizar la operacio´n para
vectores que no tengan aproximadamente ma´s de 4 × 104 elementos. Adema´s, evalua´ndose
hasta vectores de un taman˜o de 8388608 se aprecia que CUBLAS no es la mejor opcio´ paralela.
5.3.3. Resultados de Producto de Vectores
Se verifico´ que las implementaciones paralelas y serial presenten un error relativo menor a
10−6 respecto a la implementacio´n en Matlab. En la figura 5.3 se muestra una comparacio´n
entre los me´todos de reduccio´n utilizados, observa´ndose que la implementacio´n con la
instruccio´n shuffle es ligeramente mejor.
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Figura 5.3: Comparacio´n entre reducciones con memoria compartida y la instruccio´n shuffle.
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Figura 5.4: Comparacio´n entre operaciones producto punto.
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La figura 5.4 muestra una comparacio´n entre utilizar CUBLAS, una implementacio´n serial
y la implementacio´n en CUDA con reducciones con la instruccio´n shuffle. Se aprecia que para
que sea rentable paralelizar la operacio´n producto punto, se requiere que los vectores a utilizarse
deben tener aprox 0,75× 105 elementos. Adema´s no es recomendable utilizar CUBLAS.
5.3.4. Resultados de la Iteracio´n Lanczos
El autovalor y autovector calculados con cualquiera de las implementaciones permite
resolver (2.1) con un error relativo de 10−6 respecto a Matlab. En las las tablas 5.7, 5.8 y 5.9
se muestra la cantidad de ticks al utilizar los 3 tipos de memoria host y diversos tipos de
memorias device para la multiplicacio´n matriz-vector. Se aprecia que los mejores resultados
pertenecen a la implementacio´n que utiliza memoria unificada debido a la forma eficiente en
la que el sistema migra data entre host y device, resaltando las implementaciones que utilizan
memoria compartida y la librerı´a CUBLAS como las que tienen menor tiempo computacional.
Considerando la mejor implementacio´n realizada (memoria unificada y memoria
compartida), en la figura 5.5 se compara los tiempos de ejecucio´n de esta implementacio´n, la
versio´n serial en C esta´ndar, Matlab y utilizando CUBLAS (con memoria unificada). Para esta
u´ltima so´lo se considera la multiplicacio´n matriz-vector de CUBLAS, pues se ha probado
anteriormente que las operaciones resta de vectores y producto punto de CUBLAS son muy
costosas computacionalmente para los taman˜os de vectores a evaluarse.
Tabla 5.5: Ticks (×108) de Iteracio´n Lanczos en Matlab.
Matlab
Taman˜os de Matriz Sime´trica
256 512 1024 2048 4096 6144 8192 12288
0.022 0.034 0.200 1.001 3.892 8.652 15.511 36.582
Tabla 5.6: Ticks (×108) de Iteracio´n Lanczos en C esta´ndar (serial).
Serial
Taman˜os de Matriz Sime´trica
256 512 1024 2048 4096 6144 8192 12288
0.011 0.034 0.133 0.609 1.725 5.475 6.909 21.946
Tabla 5.7: Ticks (×108) de Iteracio´n Lanczos con Memoria Host Paginable.
Memoria Taman˜os de Matriz Sime´trica
Paginable 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.060 0.200 0.770 1.939 4.099 8.734 21.005 36.774
Mem. Shared 0.009 0.020 0.056 0.247 0.947 1.996 3.474 7.910
Mem. Textura 0.011 0.023 0.063 0.266 1.051 2.121 3.989 8.413
Cublas 0.027 0.083 0.117 0.243 1.046 1.966 4.045 7.626
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Tabla 5.8: Ticks (×108) de Iteracio´n Lanczos con Memoria Host No Paginable.
Memoria Taman˜os de Matriz Sime´trica
No Paginable 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.111 0.297 0.960 2.245 4.332 8.761 12.597 35.726
Mem. Shared 0.060 0.120 0.249 0.555 1.079 2.021 3.125 6.211
Mem. Textura 0.061 0.117 0.243 0.558 1.031 1.880 2.957 5.720
Cublas 0.068 0.179 0.308 0.554 1.365 1.971 3.044 5.906
Tabla 5.9: Ticks (×108) de Iteracio´n Lanczos con Memoria Unificada.
Memoria Taman˜os de Matriz Sime´trica
Unificada 256 512 1024 2048 4096 6144 8192 12288
Mem. Global 0.075 0.212 0.765 2.313 6.779 8.743 13.152 41.828
Mem. Shared 0.025 0.040 0.051 0.106 0.298 0.451 0.706 1.580
Mem. Textura 0.027 0.036 0.073 0.130 0.305 0.646 1.054 2.375
Cublas 0.138 0.145 0.162 0.207 0.278 0.443 0.668 1.320
Iteracio´n Lanczos






























Figura 5.5: Comparacio´n entre implementaciones de la iteracio´n Lanczos.
En la figura 5.6 se muestra las curvas de rendimiento entre la mejor implementacio´n en
CUDA (usando memoria unificada y memoria compartida) y Matlab y C esta´ndar. Las curvas
de rendimiento, crecen hasta estabilizarse aparentemente en 25 y 15 alrededor de un taman˜o de
matriz de 12288× 12288. Por otro lado, en la figura 5.7 se tiene el rendimiento entre la mejor
implementacio´n en CUDA y la implementacio´n utilizando la librerı´a CUBLAS. Se aprecia
que la implementacio´n en CUDA es casi tan buena como la que usa la librerı´a CUBLAS al
haber un rendimiento cercano a 1. El rendimiento mayor a 1 al inicio de la curva se debe a
que el costo de funciones de CUBLAS para taman˜os pequen˜os (en este caso menores a 4000×
4000 elementos) de matrices o vectores siempre es alto incluso respecto a una implementacio´n
paralela simple. Cabe sen˜alar que la cantidad de iteraciones necesarias para que el autovalor y
autovector converjan a los valores deseados varı´a entre 4 a 6.
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Rendimiento - Iteracio´n Lanczos - Paralelo vs Serial
















Rendimiento CUDA implementado y Matlab
Rendimiento CUDA implementado y C esta´ndar
Figura 5.6: Rendimiento entre implementacio´n paralela y seriales de la iteracio´n Lanczos.
Rendimiento - Iteracio´n Lanczos - Paralelo vs Paralelo

















Rendimiento CUDA implementado y CUBLAS
Figura 5.7: Rendimiento entre implementaciones paralelas de la iteracio´n Lanczos.
Analizando todos los ticks y/o tiempos de ejecucio´n mostrados se tiene que se ha logrado
implementar versiones de la iteracio´n Lanczos utilizando el u´ltimo tipo de memoria
optimizada de las tarjetas Nvidia (memoria unificada) resultando mucho ma´s ventajosas en
cuanto tiempo de ejecucio´n frente a tipos anteriores. En la figura 5.8 se ha tomando como
referencia las implementaciones que utilizan memoria compartida, ya que se obtuvieron los
mejores resultados en los tres casos de memoria Host presentados (mem. paginable, no
paginable y unificada). Se aprecia que el rendimiento que se obtiene usando memoria
unificada frente a memoria paginable es incremental siendo aproximadamente 3 para tamn˜os
de matriz de 4000 × 4000 hasta aproximadamente 5 para matrices de 12000 × 12000
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elementos, esto debido a que ambas . Mientras que el rendimiento usando memoria unificada
frente a memoria no paginable es mayor a 3. Adema´s se observa que se la implementacion con
memoria no paginable es mejor que la implementacio´n con memoria paginable para matrices
de 6000× 6000 elementos.
Rendimiento (Memorias Host) - Iteracio´n Lanczos - Paralelo vs Paralelo

















Rendimiento Unificada y Paginable
Rendimiento Unificada y No Paginable
Figura 5.8: Rendimiento entre implementaciones paralelas de la iteracio´n Lanczos.
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Conclusiones
Es posible implementar la iteracio´n Lanczos en la arquitectura CUDA de forma
computacionalmente eficiente basa´ndose en una adecuada paralelizacio´n de la
multiplicacio´n matriz-vector; ya que esta operacio´n es la que cuenta con la mayor carga
computacional; operaciones adicionales como suma de vectores y producto punto no
influyen significativamente. Esto debido a que para taman˜os de matrices mayores a
1024 × 1024, el tiempo de ejecucio´n de multiplicacio´n matriz-vector es 36 y 18 veces
mayor que los de suma y producto punto de vectores respectivamente. Esta diferencia se
incrementara´ dra´sticamente con mayores taman˜os de matriz y vectores.
Al evaluarse la mejor implementacio´n paralela realizada de la iteracio´n Lanczos, la cual
usa memoria unificada y memoria compartida, respecto a la implementacio´n en Matlab
y C esta´ndar (secuencial) se obtienen curvas de rendimiento crecientes que llegan a ser
de 25 y 15 veces ma´s ra´pido respectivamente para matrices de 12288× 12288. Adema´s,
la implementacio´n paralela es casi tan buena como la implementacio´n que utiliza la
librerı´a CUBLAS (para la multiplicacio´n matriz-vector) para matrices de ma´s de
4000 × 4000 elementos, dado que presenta un rendimiento ligeramente menor a 1 al
compararlas; pero es claramente superior para matrices de menos elementos. Por u´ltimo
una implementacio´n paralela con memoria unificada para este problema es mı´nimo 3
veces ma´s ra´pida que cualquiera de las implementaciones paralelas con cualquier otro
tipo de memoria host.
En cuanto a la multiplicacio´n matriz-vector, el taman˜o de la matriz sera´ un factor a tomar
en cuenta debido a que la tarjeta Nvidia tiene una cantidad de memoria limitada. La
tarjeta CUDA utilizada posee 2GB de memoria global, con lo cual se puede evaluar
matrices de hasta 22000× 22000 elementos.
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Recomendaciones
La mayorı´a de problemas matema´ticos en los que se requiere solucionar el
eigenproblem se modelan con matrices no sime´tricas. Para estos casos existen
variaciones de la iteracio´n Lanczos [3]. Como trabajo futuro se recomienda
implementar alguna de las variaciones en CUDA para lograr resolver el problema de
manera general.
Si se utiliza Lanczos junto a deflacciones [3], se tendrı´a un me´todo adecuado para
calcular los primeros k autovalores y autovectores. Sin embargo, esto ocasiona pe´rdida
de ortogonalidad en los vectores Lanczos. Para ello se recomienda utilizar me´todos de
reortogonalizacio´n como en [36].
Tambie´n se recomienda realizar una implementacio´n combinando MPI y CUDA [41] ya
que esto permitirı´a distribuir una operacio´n entre mu´ltples GPU obtenie´ndose un menor
tiempo de ejecucio´n. Asimismo la cantidad de data a procesar puede ser mayor ya que se
dividirı´a entre las memorias de los GPU.
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