Timely detection of unusual and/or unexpected events in natural and man-made systems has deep scientific and practical relevance. We show that the recently proposed conceptually simple and easily calculable measure of permutation entropy can be effectively used to detect qualitative and quantitative dynamical changes. We illustrate our results on two model systems as well as on clinically characterized brain wave (EEG) data from epileptic patients. PACS number(s): 05.45.Tp; 02.50.Fz
Introduction
Detection of dynamical changes in complex systems is one of the most important problems in physical, medical, engineering, and economic sciences. Indeed, in meteorology, quantitative description of time and location of weather changes is crucial for accurate weather forecasting; in physiology and medicine, accurate detection of transitions from a normal to an abnormal state may improve diagnosis and treatment; in communications networks, robust and timely detection of anomalies, either due to hardware or software failure, or due to hacking, is crucial to maintain the network's integrity and functionality. Other important applications include earthquake prediction and detection of anomalous events leading to power outages in power grids or financial crashes.
During the last two decades, a number of interesting methods have been proposed to detect dynamical changes. They include, among others, recurrence plots [1] and recurrence quantification analysis [2, 3] , recurrence time statistics based approaches [4, 5] , space-time separation plots [6] and their associated probability distributions [7] , metadynamical recurrence plot [8] , statistical tests using discretized invariant distributions in the reconstructed phase space [9, 10] , cross-correlation sum analysis [11] , and nonlinear cross prediction analysis [12] . Most of these methods are based on quantifying certain aspects of the nearest neighbors in phase space, and, as a result, are computationally expensive. Recently, Bandt and Pompe introduced the interesting concept of permutation entropy (PE), as a complexity measure for time series analysis [13] . The PE is conceptually simple and computationally very fast. These two features motivate us to explore whether this concept can be effectively used to detect dynamical changes in complex time series. As illustrated on two model systems, namely a transient logistic map and transient Lorenz system, and a number of clinically characterized EEG (brain wave) data, we show that the PE can indeed be effectively used to detect bifurcation-like transitions in model systems as well as epileptic seizures from EEG data.
We note that although the PE is expected to be closely related to the Kolmogorov and topologi-2 cal entropy [13] , in certain dynamical systems they may not be equivalent [14] . Thus in general, PE based methods for detecting transitions may yield different results than methods based on Kolmogorov entropy [15] [16] [17] or Lyapunov exponents. Our preliminary studies on seizure detection indicate that the PE based method is upto 100 times faster than a Lyapunov exponent based method [18] , due to the fact that neighborhood searching is not needed. We postpone a systematic comparison among these different methods for a future study, and focus here on presenting and applying the PE based method for event detection.
The reminder of the paper is organized as follows. In Sec. 2, we review the concept of PE and present our algorithm for detecting dynamical changes in time series. In Sec. 3 we apply the PE to detect state transitions in the two model systems mentioned above. In Sec. 4, we report epileptic seizure detection from EEG data. Sec. 5 contains the concluding remarks.
Permutation entropy: definition and algorithm for detecting dynamical changes
As is well known, a dynamical system can be suitably represented and analyzed by using a symbolic sequence. Recently, permutation was introduced by Bandt and Pompe [13] as a convenient means of mapping a continuous time series onto a symbolic sequence. To illustrate the idea, let us first embed a scalar time series x¡ i¢
to a m-dimensional space [19] : 
can be sorted in an increasing order:
1¢ L¢ , we order the quantities x according to the values of their corresponding j's, namely if j i1
This way, the vector X i is mapped onto
, which is one of the m! permutations of m
m¢ . It is clear that each point in the m-dimensional embedding space, indexed by i, can be mapped to one of the m! permutations. When each such permutation is considered as a symbol, then the reconstructed trajectory in the m-dimensional space is represented by a symbol sequence. The number of distinct symbols can be at most m!. Let the probability distribution for the distinct symbols be P 1
Then the PE for the time series x¡ i¢
is defined [13] as the Shannon entropy for the K distinct symbols 
Thus H p gives a measure of the departure of the time series under study from a complete random one: the smaller the value of H p , the more regular the time series is. It is clear that if m is too small, such as 1 or 2, the scheme will not work, since there are only very few distinct states.
In principle, large m is fine, as long as the length of a stationary time series under study can be made proportional to m!. However, since the purpose of the study is to detect changes in signals, too large a value of m, such as 12 or 15, is inappropriate. In their paper [13] , Bandt and Pompe
We often found that m ¥ 3 and 4 may still be too small, and a value of m ¥ 5, 6, or 7 seems to be the most suitable.
Our algorithm for the detection of dynamical changes in a time series can be described as follows: Partition a long time series into (overlapping or non-overlapping) blocks of data sets of short length w, and compute H p for each data subset. We expect that the variation of H p as a function of time or certain time-varying parameter can accurately indicate interesting dynamical changes in a time series. This is indeed so, as shall be shown by the examples in the following two sections.
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Before proceeding, we comment on the selection of the window size w. 
Detecting dynamical changes in model systems
Our first example is the transient logistic map:
Following Trulla et al. Now let us check how well the PE can detect dynamical changes from the x i time series. Fig. 1(b) Fig. 1(c) . This can be clearly seen by comparing the Figs. 1(ac) around r ¢ 3 56.
Next let us examine a continuous time system described by the following transient Lorenz equations [3] :
The system is solved using a fourth-order Runge-Kutta method with a time step ∆t Before we leave this section, we comment that the PE can do more than detecting bifurcationlike transitions. This is clearly indicated in Figs. 1 and 2 that the PE can vary considerably in chaotic windows. As we shall further show below, PE can vary a lot between epileptic seizures.
Epileptic seizure detection from EEG signals
Epilepsy is one of the most common disorders of the brain. Although epilepsy can be treated effectively in many instances, severe side effects have frequently resulted from constant medication.
Even worse, patients may become drug-resistant not long after being treated. To make medication more effective, timely detection of seizure is very important. In the past several decades, considerable efforts have been made to detect/predict seizure through analysis of continuous EEG measurements. Representative nonlinear methods proposed include approaches based on correlation dimension [20] , entropy [15] [16] [17] , short time largest Lyapunov exponent [21, 22] , nonlinear detection [23] , and phase-space dissimilarity measures [10] .
We analyzed EEG signals recorded intracranially with approved clinical equipment by the Shands hospital at the University of Florida. Such EEG signals are also called depth EEG, in contrast to scalp EEG. Depth EEG signals are less contaminated by noise or motion artifacts. Typically, a measurement is made with 28 electrodes (see Fig. 3 ). the data has a pre-set, unadjustable maximal amplitude, which is around 5300 µV. This causes clipping of the signals when the signal amplitude is higher than this threshold. This is often the case during seizure episodes, especially for certain electrodes. This is evident in Fig. 4 around minute 327 (which corresponds to the second seizure in Fig. 5(c-e) ). This feature somewhat complicates seizure detection, since certain features of seizure signatures are not captured by the measuring equipment.
We studied multiple channel EEG signals of three patients. Each signal is more than five hours long. The time instance that a seizure occurred is indicated by red dashed vertical lines in
Figs. 5(a-e). The variations of H p vs. time are shown as solid black curves in Figs. 5(a-e) . We notice that slightly after the seizure, the PE has a sharp drop, followed by a gradual increase. This
indicates that the dynamics of the brain first becomes more regular right after the seizure, then its irregularity increases as it approaches the normal state. We also note that the sharp drop in the PE is often proceeded with an abrupt increase in the magnitude either slightly before the seizure (see Fig. 5 (a), the first seizure), or slightly after the seizure (see Fig. 5 (a), second seizure, and We make two final comments: (i) Here we have focused on seizure detection. Other methods, such as that based on the Lyapunov exponents [21, 22] , have been primarily used for seizure prediction. We have found that the shape of the variation of the PE with time is very similar to that of the Lyapunov exponent with time. This means that the PE can also be used for seizure prediction.
(ii) Much of the driving force behind the research on seizure detection/prediction is the perspective on clinical real-time on-line monitoring of seizures. Hence, computational efficiency of a method is one of the most important aspects that one has to consider seriously. It is this very consideration that distinguishes the PE approach from others. Indeed, we have found that a single channel 6-hour duration EEG signal, with sampling time of 200 Hz, can be processed in less than a minute. Hence 8 processing 30 channel EEG data only takes less than half an hour. This means a simple PC is more than sufficient for on-line processing of multiple channel EEG signals.
Concluding remarks
In this paper, we have explored the possibility of using the PE to detect dynamical changes in 
