Abstract-This paper outlines an efficient approach to evaluate the performance of bit interleaved coded modulation (BICM) systems. Most of the approaches suggested so far evaluate the probability of individual pairwise error events and obtain an union bound to the bit error probability. This gives very tight bounds on performance for SNR's above cutoff rate for BPSK modulation. However, for higher order modulation systems, the number of bit errors in a symbol slot depend on the exact two modulated symbols involved in an error event and the linearity of the code cannot be extended to include the modulator. The performance is usually approximated by a few dominant error events which is applicable to AWGN channels. Some approaches consider infinite depth interleaving to obtain a simplified linear model. In this paper, we study the evaluation and convergence of union bounds for fading channels with finite code block sizes. We develop a general approach which assumes an ideal model for the modulator and enables us to extend the linearity of the considered codes to simplify the computation. This enables us to analyze the performance of concatenated codes with an interleaver of finite length. The approach also gives greater insight into the influence of modulator parameters and block length of the code on the diversity achieved in bit interleaved coded modulation systems. The application of our analytical model is demonstrated with examples and simulations.
I. INTRODUCTION AND MOTIVATION
Obtaining higher order diversity in a fading channel is significant in the design of coded modulation systems. Trellis coded modulation (TCM) obtains better performance on AWGN channels. However, it has been shown that Bit-Interleaved Coded Modulation (BICM) performs better than TCM on fading channels by achieving full code diversity for higher order modulation systems [5] . However, the model employed assumes infinite depth interleaving and independent realizations of the channel on each symbol, which effectively makes the modulator bit channels memoryless. In addition, by assuming a random labeling map for the bits, a symmetric bit channel model is obtained to simplify the analysis. Numerical results based on this approach can be found in [6] for convolutional codes. Though this model is adequate to obtain capacity related measures for asymptotically large block lengths, it is desirable to compute the performance measures for finite block lengths. As we show later in our analysis the effective order of diversity for smaller block lengths is less than the asymptotic full diversity possible. Often the reduction in diversity is significant for block sizes of interest of some applications. On the other hand, concatenated codes employ a finite interleaver and our approach can be employed in the analysis of such codes. The performance of serial concatenated codes with BPSK over an AWGN channel was evaluated in [4] . The approach was extended to independent fading channels [10] . We study the performance analysis for higher order modulation and obtain useful approximations in the computation of the bounds with the ideal modulator assumption. One approach to obtain better bounds for fading channels is to reduce the complexity involved in the computation of pairwise error event probability (PEP) [3] , [8] by employing tight bounds, thus enabling us to compute more terms in the union bound. Another approach is to reduce the number of terms that have to be computed to yield a good approximation. We propose a model for the modulator which enables us to simplify the description of error events, thus reducing the total number of terms to be computed to obtain a good approximation to the actual union bound. In addition, it allows us to extend the linearity of the code to include the modulator and to obtain a input-output transfer function to relate bit errors to the errors on subchannels. Further, we evaluate the parameters for the model which lets us obtain useful bounds to the actual performance obtained from simulations. The rest of the paper is organized as follows. In section II, the system model is described followed by the definition of an ideal modulator. In Section III, performance bounds are derived for a general coded system and the approach is illustrated for concatenated codes. In Section IV, modulator parameters for the ideal model are derived for comparison with simulations. Numerical results are presented in section V followed by conclusions in section VI.
II. MODEL DESCRIPTION
In this section, we motivate and present the Ideal modulator assumption. The system diagram considered in the analysis is shown in Fig. 1 . Each symbol is transmitted on a parallel gaussian subchannel. N coded bits correspond to M = N/B subchannels. The following relation can be obtained for the received vector assuming there is no inter-subchannel interference.
where H k is the complex channel gain on the subchannel and n k is the circularly symmetric complex additive white gaussian noise with two-sided spectral density N o /2.
A. Error event Simplification
The number of terms to be computed in the union bound can be reduced by simplifying the error event description. Instead of defining an error event by the pair ( c α , c β ), we define it by the vector b = (b 1 , b 2 , . . . , b s ), where s denotes the number of subchannels with errors, and b i is the number of bit errors (hamming distance) on each subchannel as shown in Fig. 2 . Then union bound can be rewritten as
where S( b) is the set of symbol codeword pairs resulting in bit error vector b. Since the effective input weight corresponding to b can be computed noting that the output weight h = b i , we look closely at the term in the brackets. It can be rewritten as
Our approach is to find constants δ l (i), δ h (i),i = 1, 2, . . . , B 
where |S( b)| is the cardinality of S( b). The lower and upper bounds to the union bound can then be obtained. We define them as the lower union bound (LUB) and higher union bound (HUB) respectively. With the above simplification, we just need to compute one term corresponding to b instead of
is the number of signal pairs in the constellation with hamming distance b i . The reduction in complexity is significant at higher values of 's'. Moreover, we obtain a analytical model for the modulator defined below which is linear and enables us to characterize a distinct error event by the distribution of bit errors on subchannels.
B. Ideal Modulator Assumption (IMA)
The Euclidean distance between any two symbols c m and c n in the signal constellation given by |c m − c n | is assumed to be an increasing one to one function of bit errors that result by decoding c m as c n . Define δ(i) = Euclidean distance corresponding to i bit errors (5) A practical modulator usually exhibits a different behavior in that the soft distance and the number of bit errors depend on the index pair m, n. However, a practical modulator is designed to approximate this ideal behavior 1 . A BPSK modulator trivially satisfies this relation. As shown in Fig. 3(a) , an ideal configuration can be obtained for a 4 QAM modulator. Whereas, as seen from Fig 
III. PERFORMANCE ANALYSIS
In this section, we use IMA to simplify the PEP expression. The union bound for the probability of error of a coded system as in Fig. 1 can be rewritten as follows
where ρ 1 is a random realization of the bit interleaver, w(x i → x j ) is the number of input bit errors when input information word x i is decoded as x j , R c is the rate of the overall code, z(x i ) is the output codeword corresponding to x i , c(z(x i ), ρ 1 ) is the modulated vector corresponding to x i and realization ρ 1 . We can obtain the following series of simplifications with the proposed model.
where 0 x and 0 z are the all-zero input and output codewords respectively. So, (6) can be rewritten as follows assuming that an all zero codeword is transmitted.
] is the probability of error for a given hamming weight h averaged over the realizations of the interleaver and A w,h is the input-output weight enumerating function of the code. We have assumed that the interleavers are uniformly random which implies that all realizations are equally likely [2] , [4] . Note that IMA extends the linearity of the code even if we consider a particular interleaver. The uniform interleaver assumption allows us to further simplify the error event description as we show below.
A. Error event on subchannels
Each permutation of a error codeword with hamming weight h obtained by a realization of the bit interleaver results in a particular distribution of bit errors on each subchannel. We group such permutations into groups which have the same value of PEP i.e, by b = (b 1 , b 2 , . . . , b M ) as outlined in previous section and
Let s denote the number of subchannels with errors, i.e, the number of non-zero b i . The ideal modulator assumption justifies the description in terms of number of bit errors on each subchannel instead of the exact pair of symbols in the constellation that result in the error on a subchannel. A given value of h corresponds to the values of s from h/B to h. Define t = {t 1 , t 2 , . . . , t B } to be the bit pattern vector, where t i is the number of i bit errors in an error event, i.e, the number of j in the error event in Fig. 2 such that b j = i. With a uniform bit interleaver, the location of errored subcarriers does not effect the error probability as they all have same probability of being mapped to a sequence with weight h. An error event description can be reduced to t and all errored subchannels can be assumed to occupy the beginning s slots as in Fig. 2 . Its probability can then be computed by averaging over the permutations. Let A m h,s, t denote the number of events that result in h errors being distributed on s subchannels to obtain the bit pattern t.
It can be computed as follows,
The probability of error expression can then be written as
where T (h, s) represents the set of possible bit error patterns t for given values of h and s, C(i, j) is the number of ways of choosing j out of i total entities and P ( t) is the probability corresponding to a given pattern t. We illustrate the approach by evaluating the performance bounds for serial concatenated codes.
B. Serial Concatenated Codes
We consider the system shown in Fig.1 with bit interleaver of size N , and a code obtained by serially concatenating two convolutional codes with a bit interleaver of length N between outer and inner codes. Let A w,h,j represent the multiplicity of codewords of the equivalent block code to a truncated convolutional code, with input weight w, output weight h and number of concatenated error events j [4] . The input-output multiplicity can be bounded as,
where n M is the maximum number of error events (starting and ending in state zero) of the convolutional code with total information weight w and codeword weight h in a block of length N L . The multiplicity of codewords for the equivalent concatenated block code (where superscripts i and o stand for inner and outer codes ) can be obtained as [2] , [4] ,
where w is the input weight, l is the weight of the outer codeword, h is the weight of the inner codeword, d f is the minimum distance of the code, R c = k/p is the code rate and N (= NR i c ) is the size of the bit interleaver between inner and outer codes. The probability of bit error can be written as 
2 w min = 2, assuming a recursive inner code.
This can be used to obtain an asymptotic bound to the bit error probability for large N . Note that for a given value of h the total exponent of N is maximized for s = h, i.e, in the limit of large N , error events corresponding to single bit errors on subchannels dominate. A good approximation to the performance can be obtained by considering only such events.
IV. EVALUATION OF MODULATOR PARAMETERS
To compare the numerical results with simulations, we obtain a suitable metric for δ(i) as a function of the modulator parameters. We consider two candidates.
A. Average Euclidean Distance
where N s (i) is the number of symbol pairs {c m , c n } with hamming distance d h (c m , c n ) = i, (i.e, number of corresponding bit errors) and I is the indicator function. Because of the convexity of the erf c function, the probability of error obtained with this metric will serve as a lower bound to the actual union bound obtained by averaging over probability of error events for each sequence of symbol pairs. This follows from the following relation which can be easily proved by convexity arguments.
Since union bound itself is an upper bound, we identify the bound obtained with this metric as the lower union bound (LUB). To obtain a tighter lower bound, we introduce the following metric,
It can also be easily shown that the bound computed with this metric will be a lower bound to the actual union bound at high SNR's for 0 < p ≤ 1. Further, the bound is tighter as the value of p decreases to zero 3 . Define,
Such a limit exists (δ p (i) is bounded and decreasing as p → 0), and the bound obtained with this metric will be the tightest possible lower bound with the δ p (i) metric.
3 δp 1 (i) < δp 2 (i), p 1 < p 2 and erf c is a decreasing function. 
B. Minimum Euclidean Distance
The performance bound obtained with this assumption serves as an upper bound to the actual union bound. Hence we identify it as higher union bound (HUB). The performance converges to this bound asymptotically. However, this bound can be expected to be loose at lower SNR's. by HUB and LUB. However, for simulation of serial concatenated codes ( Fig. 5(a) ), a square row-column interleaver is employed and the simulated results do not converge to the random interleaver bounds. But, as shown we obtained the asymptotic bound for the square interleaver considering the most significant term which converges to the simulations. The normalized probability is plotted at high SNR's to obtain asymptotic behavior and verify analytical conclusions. For large block lengths, the error weight is concentrated diagonally on the normalized error probability curves plotted in Fig. 5(b) .
As noted in the analysis, the union bound terms with all single bit errors s = h dominate the error response at intermediate SNR's. Intuitively this can be explained noting that for error events with s < h min , the corresponding bit errors which are packed together have a greater chance of being spread out and hence do not result in input bit errors. This explains the higher order of diversity obtained in bit-interleaved coded modulated systems (BICM) as opposed to trellis-coded modulated (TCM) systems at asymptotically large block lengths. However, for smaller number of coded subchannels as shown in Figs. 4(b) , the effective order of diversity is reduced for bit-interleaved systems. When higher order modulation is employed, a correspondingly higher block size should be chosen to obtain full code diversity.
VI. CONCLUSIONS
We have obtained an appropriate model for the modulator which enables us to evaluate lower and upper bounds to the union bounds of higher order modulation systems with a linear model and a reduction in computation. It also allows us to obtain a better analytical perspective of BICM by enabling us to define a concatenated transfer function to include the code and the modulator. Higher order modulations like 64 QAM and relatively smaller coding block sizes are increasingly common in today's communication systems. The number of subchannels allotted to a user is also variable in wireless systems employing OFDM or MIMO channels. For example, the OFDM IEEE 802.11a and HYPERLAN2 proposals [7] , [9] outline a transmission system in which an OFDM symbol contains 64 subcarriers with adaptive modulation. The effective diversity may be reduced to h min /B at such smaller code block sizes as shown in our results with 100 subchannels. Questions like how large the block length should be for a given modulator and a code, to obtain a target diversity, can be answered by the evaluation of the proposed bounds. Thus, it is a very useful tool for analysis of adaptive schemes for these systems. When exact evaluation of union bound is desired, the proposed model can be used to study the convergence of the union bound to obtain insight into the valid approximations that can be made.
