This paper presents a new algorithm for computing the transfer function from state equations for linear system. This algorithm employs an approximation method, which uses Krylov subspace techniques for linear system. We have focused on the Lanczos-based using the properties of Schur complemnts. This approach reduces the computation of transfer function from state equation for linear system. Mathematics Subject Classification: 37C30, 65F10, 65F25, 68W25
Introductions
Transfer function is a mathematical representation, of the relation between the input and output of a linear time-invariant system. Mathematically the transfer function is a function of complex variables. It is used in the analysis of systems, typically within the fields of signal processing, communication theory and control theory. In system analysis, it is often required to convert from a frequency domain analysis to its time domain analysis or vice versa. The frequency domain analysis usually involves poles and zeros of transfer functions and the time domain analysis usually involves the state equations. Computing the state equation of a linear time invariant system from a transfer function is quite straightforward, however the reverse task is not simple. Special attention has to be paid to this task for the computation may be severe for high order systems with ill-conditioned matrice. Consider the following state equations: ẋ(t) = Ax(t) + Bu(t) y(t) = Cx(t) (1.1) where A ∈ IR n×n , B ∈ IR n×q and C ∈ IR n×p . The transfer function H : I C → I C p×q is defined as
If q = 1 and p = 1, it is called the single input single output system (SISO); if q > 1 and p > 1, it is called multi-input multi-output system (MIMO); if q = 1 and p > 1, it is called single input multi-output system (SIMO); if q > 1 and p = 1, it is called multi-input single output system (MISO). We will restrict our study of the particular case SIMO, it generalises the particular case SISO. We try to approximate the transfer function by a Krylov subspace projections, this approach is used to reduce the order of state space [1, 2, 5, 7] . Krylov subspace projection methods are increasingly popular in model reduction owing to their numerical efficiency for very large systems, such as those arising from structure dynamics, control systems, circuit simulations, computational electromagnetics and microelectromechanical systems [1, 5, 7] . In our case we approximate the transfer function without reducing the order of state space. We proceed as follows. After briefly reviewing the Krylov space, the transfer functions of a linear system and Schur complements, we introduce the concept of a Krylov subspace projections and we give the new algorithm for computing transfer function from state equation for linear system. In section 4 we present some numerical examples.
Schur complements and Sylvester's identity
First let us recall the definition of the Schur complements [3, 4, 6] and give some of its properties. [3, 4, 6] ) Let M be a matrix partitioned into four blocks 
Definition 1 (See
we can similarly define the Schur complements as follows
where |.| is a determinant. Now we will give some properties of the Schur complements.
Proposition 2.1 [3] Let us assume that the submatrix D is nonsingular, then
Let M be the matrix defined by (2.1) and K the matrix partitioned as follows:
The quotient property of Schur complements was established in [3] . If the matrices A and M are nonsingular, then we have
Proposition 2.2 (Matrix Sylvester identity )
(K/M) = ((K/A)/(M/A)) = E F H A /A − F G A B /A (M/A) −1 H A L C /A (2.5)
Krylov subspace and Lanczos biorthogonalization procedure
A Krylov subspace [8, 9] is a subspace spanned by a sequence of vectors generated by a given matrix and a vector as follows. Given a matrix A and a starting vector v 0 , the Krylov subspace K n (A, v) is spanned by a sequence of n column vectors:
This is sometimes called the right Krylov subspace. When the matrix A is nonsymmetric, there is a left Krylov subspace generated by A T and a starting vector w 0 defined by, 
It is well-known that the Lanczos process [9] is an elegant way to generate the desired basis vectors. Given a matrix A, a right starting vector v 0 and a left starting vector w 0 , the Lanczos process generates the desired basis vectors v i and w i , known as the Lanczos vectors. Moreover, these Lanczos vectors are constructed to be biorthogonal i.e. w
the algorithm that achieves this is the following:
Enddo .
The Lanczos vectors can be generated by two three-term recurrences. These recurrences can be stated compactly in matrix form as follows, 
Approximation of transfer function
One kind method which is mostly used in model order reduction is the Krylov subspace based projection method. This kind of method [1, 2, 5, 7] is based on the idea of performing variable change: x = Vx,x ∈ IR m , V and W is the biorthogonal basis that maps the n-dimensional state-space into a mdimensional state-space and satisfies W T V = I. In our case we assume that the iterations go to step n (i.e m = n), and (1.1) is the SISO or the MISO system (i.e q = 1, p ≥ 1).
Together with system (1.1) we consider its projection of the form 
The transfer function of linear system (4.1) is defined as follows: 
Using the Sylvester identity , the vector H m (s) can be computed recursively as follows
where 
Now we use some properties of the Schur complements and the linear algebra to simplify the calculation of the relation (4.3).
The relation (2.3) allows us to write:
Using the property (2.4) we have:
we use the property (2.4) and the properties of the determinant we obtain:
and consequently, H m (s) can be written as follows:
and consequently, we get
Then η m can be computed as follows :
and consequently, we obtain
We see that g m is also a Schur complement, using the same Sylvester identity, we get: 
Using the properties of Schur complements we deduce 
where
, According to the results obtained for the transfer function approximation, we deduce a very effective performance of our algorithm.
Conclusion
The object of this paper is to give and to study the new algorithm for computing transfer function from state equation for linear system. This algorithm uses the projections in the Krylov subspaces, it calculates the transfer function recursively, then we gave a new algorithm for computing transfer function for (SIMO) system. The (SISO) system is a particular case of the (SIMO). We use the Lanczos vector process to give the algorithm of the (SIMO) system. It remains to generalize the algorithm to give the (MIMO) system.
