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RESUME
La synthèse d'images par ordinateur est appliquée aux
maquettes de terrain numériques dans le but de les visua¬
liser, avec un accent particulier sur le rendu tridimen¬
sionnel et le réalisme de la représentation. La technique
de visualisation télévision est choisie. Les maquettes de
terrain sont des objets de synthèse ambivalents, dont la
simplicité vient de la structure et la complexité du grand
nombre de données la constituant. Des méthodes de synthèse
adaptées à ces conditions et reposant sur l'illumination
artificielle du terrain, sur l'ombre propre et l'ombre
portée sont présentées.
Une première partie est consacrée aux images orthographiques
du relief, où les conditions optimales de représentation et
d'interpolation sont analysées en particulier. Un algorithme
de synthèse de carte d'ombre propre et portée est présenté,
qui est caractérisé par un traitement séquentiel des données
et s'applique ainsi à des maquettes indéfiniment grandes.
Une deuxième partie traite la synthèse de vues perspectives.
Après une analyse détaillée des différentes étapes de la
synthèse d'une part, et l'étude d'une structure de maquette
adaptée d'autre part, un algorithme de synthèse perspective
particulièrement adapté aux terrains est proposé puis implé-
menté.
La synthèse perspective débouche finalement, dans une troi¬
sième partie, sur une analyse de techniques connues et de
deux techniques nouvelles pour améliorer le rendu et le
réalisme de la représentation.
Tous les points traités sont appuyés par un grand nombre
d'exemples pratiques d'images synthétisées à partir de deux
maquettes de terrains existants, présentant une quantité
d'information de 1,2 Mbit et 23 Mbit respectivement.
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ZUSAMMENFASSUNG
Die Arbeit behandelt die Môglichkeit, mit dem Computer von
einem numerisch beschriebenen Objekt Bilder zu generieren,
welche fiir die Raster-scan Technik geeignet sind. Als Objekte
fur die Synthèse werden digitale Gelandemodelle verwendet,
welche sich einerseits durch die Einfachheit ihrer Struktur
und anderseits durch eine, durch die grosse Datenmenge
bedingte Komplexitat kennzeichnen. Beleuchtung und Schattie-
rung werden derart eingesetzt, dass môglichst plastisch wir-
kende und realistische Darstellungen entstehen.
Im ersten Teil wird die Synthèse von orthographischen Gelande-
bildern im Hinblick auf eine optimale Darstellung des Reliefs
analysiert. Insbesondere wird die Interpolation von so
erzeugten Schattenkarten behandelt. Dièse Analyse fûhrt zu
einem Algorithmus fiir die Synthèse von Schattenkarten mit
Eigen- und Schlagschatten, welcher auf einer sequentiellen
Behandlung der Gelândedaten beruht und somit die Berechnung
eines beliebig grossen Gelandemodells ermôglicht.
Im zweiten Teil werden die perspektivischen Ansichten behan¬
delt. Nach einer genauen Analyse der verschiedenen Synthese-
schritte wird auch hier ein Algorithmus vorgeschlagen, der
die Gelândedaten sequentiell bearbeitet. Eine hierarchische
Datenstruktur wird vorgeschlagen, welche die Synthèse
wesentlich beschleunigt.
Im dritten Teil werden die verschiedenen Darstellungsmôglich-
keiten perspektivischer Gelândebilder verglichen und opti-
miert. Zwei neue Methoden werden vorgestellt, welche eine
spezielle Texturmodulation verwenden, um den Realismus der
Darstellung zu verbessern.
Die Realisierung der vorgeschlagenen Algorithmen wird jeweils
besprochen und praktische Beispiele von Bildern gezeigt. Als
Datenquelle dienen zwei verschiedene Modelle von wirklichen
Gelânden, welche eine Informationsmenge von 1,2 Mbit bzw.
23 Mbit aufweisen.
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ABSTRACT
Shaded pictures of digital reliefs are synthesized by compu¬
ter. They show sufficient realism and three-dimensional
rendering to simulate reality. The raster-scan technique is
used hère. As an environment for the synthesis, a digital
relief has two main characteristics: a simplicity of struc¬
ture and a complexity that results from the large amount of
data. Picture génération methods based on terrain illumina¬
tion and shading including cast shadows are presented that
fit best for the aim presented.
A first part deals with the orthographie view of the relief.
The synthesis is analysed for best rendering. Particular
attention is given to the interpolation of shaded relief
pictures. Finally a shading algorithm is presented which also
considers cast shadows. Using it, relief data are handled
sequentially so that a relief of indefinite size can be
processed.
In a second part, the synthesis of perspective views is
analysed step by step leading to a method that also processes
the relief data sequentially. A hierarchical data structure
is then proposed which improves the Computing efficiency of
the synthesis.
In a third part, the différent methods for generating a
perspective view are compared with respect to the quality of
rendering. Two new techniques are shown which use a spécial
texture modulation in order to improve the realism of the
picture.
The réalisation of the différent algorithms is also discussed
and many pictures are shown. They are synthesized from two
models of existing terrains having a quantity of information
of 1,2 Mbit and 23 Mbit respectively.
Leer - Vide - Empty
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1. INTRODUCTION
Ce chapitre traite de la définition du problème posé et
cerne les limites du domaine considéré dans ce travail.
1.1 But
C'est la synthèse d'images simulant la vue d'un terrain.
C'est la connaissance des méthodes et des possibilités
théoriques et pratiques de la synthèse d'images appliquée
aux surfaces courbes en général et aux terrains en parti¬
culier. Les images simulant un terrain, qu'il soit réel ou
entièrement synthétique, doivent le représenter avec un
maximum de réalisme. Le rendu plastique du corps tridimen¬
sionnel représenté est spécialement recherché.
Le but est aussi de fournir un bon nombre d'exemples pra¬
tiques d'images simulant un terrain réel. A cet effet on
fera usage de maquettes numériques décrivant des terrains
existants.
Le but de ce travail est motivé par la curiosité de voir
les techniques de traitement de l'image confrontées avec
l'avènement de grandes bases de données. Pour décrire cette
confrontation il faut considérer deux choses. D'une part,
que l'image est un moyen inégalé pour transmettre une grande
quantité d'information à l'homme. D'autre part, que les
méthodes de traitement de l'image sont à l'âge adulte et que
le matériel correspondant se développe rapidement. Dans ce
contexte, l'image sera utilisée de plus en plus à la péri¬
phérie des bases de données pour en visualiser l'un ou
l'autre aspect.
Plus modestement, le but énoncé est motivé par le problème
commun à beaucoup de disciplines, où la base des données
contient ou consiste en une maquette de terrain qu'il faut
visualiser.
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1.2 Délimitations
La synthèse d'images par ordinateur est née il y a une
dizaine d'années et a considérablement évolué jusqu'à au¬
jourd'hui. On connait des applications dans des domaines
aussi variés que l'animation, l'architecture, les arts, la
représentation de données, le dessin assisté, la carto¬
graphie et le génie médical [18][38lL393.
La synthèse d'images par ordinateur est étroitement liée à
la technologie des moyens de visualisation d'images. La
représentation d'objets en fil de fer est liée au display à
balayage x-y et n'est pas considérée ici. Seul le deuxième
type de représentation, caractérisé par un display à balayage
télévisionet une image aux teintes demi-ton, est traitée
ici [34].
L'originalité du travail présent réside dans l'application
de la synthèse à des terrains ou autres surfaces semblables.
Peu de travail de recherche a été effectué jusqu'à présent
dans cette application particulière. Cependant dès 1965 Yoeli
[52] en a entrevu la possibilité. Des essais pratiques sont
effectués en 1973 par Brassel tl2] et une carte d'ombre syn¬
thétique de Montrose [6] est publiée en 1975. Les moyens mo¬
dernes de calcul et de production d'images offrent maintenant
de nouvelles possibilités qui sont examinées dans ce travail.
L'application à un terrain présente deux caractéristiques
majeures. La première fait que les objets appartiennent à
l'ensemble des surfaces définies par une relation univoque
f(x,y). Cette définition inclut deux conceptions de l'objet:
l'objet constitué par une surface et l'objet délimité par une
surface. Elle inclut en outre les objets constitués de surfa¬
ces multiples pour autant qu'elles soient chacunes univoques.
Cette première caractéristique restreint donc les objets à
considérer et simplifie ainsi le problème de synthèse.
La deuxième caractéristique en est une contrainte. Elle est
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liée à la complexité généralement très grande des maquettes
de terrain, où la complexité résulte du grand nombre de
facettes constituant un objet. On considère comme étant de
niveau de complexité très élevé, un objet dont le nombre to¬
tal de facettes est de l'ordre de 120'000 [47].
Il faut considérer aussi les limitations de temps de calcul
et de capacité de mémoire lors d'une réalisation pratique.
Aussi ce travail est-il orienté vers le choix de méthodes
simples et faciles à réaliser. Cependant, entre des applica¬
tions de synthèse en temps réel et des applications basées
sur la qualité uniquement, il y a tout un spectre de pos¬
sibilités présentant des contraintes différentes et qu'il
convient d'analyser.
1.3 Maquettes de terrain numériques
Une maquette de terrain numérique est l'ensemble des données
modelant la forme géométrique d'un terrain. Elle existe géné¬
ralement sous la forme explicite des altitudes a, du terrain
discrétisé aux noeuds k d'une grille plane qu'il a pour base.
La lecture, visuelle ou par scanner, de la carte et l'inter¬
prétation, par autographe ou corrélateur interposé, de
couples de photos stéréoscopiques sont les possibilités
pratiques pour discrétiser et digitaliser un terrain. Les
premières maquettes proviennent de la lecture visuelle de la
carte [6][37][54]. Le développement constant et l'usage crois¬
sant des autres méthodes laisse prévoir une disponibilité
croissante de maquettes détaillées et de bonne qualité.
Le choix de la grille de discrétisation est important pour
la synthèse d'images. Deux conceptions s'opposent. La grille
irrégulière d'une part, qui s'adapte aux besoins locaux du
terrain et suit ainsi les crêtes, les talweg, etc. Cette
caractéristique lui confère l'avantage de présenter une densi¬
té d'information adaptative. La grille régulière d'autre
part, qui n'a pas cet avantage-là, mais deux autres avan¬
tages qui la rendent supérieure dans la plupart des applica-
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tions: 1) la réduction du volume des données mémorisées due
à la forme implicite de la grille et 2) la simplicité et ra¬
pidité d'accès aux données d'un noeud quelconque de la grille.
Toutes les maquettes considérées seront donc à grille régu¬
lière et, pour plus de simplicité, à maille carrée. Une ma¬
quette de terrain numérique est ainsi définie par les alti¬
tudes a.. aux noeuds (i,j), par le nombre de noeuds de la
grille i *j et par la dimension A£«A£ d'une maille de la
max Jmax c
grille (fig.1.1).
Voici les maquettes utilisées dans ce travail.
Maquette géométrique
Cette maquette consiste en une surface définie analytique-
ment et représente des formes géométriques simples (fig.1.2).
Maquette Rimini
Cette maquette à la maille de 250m couvre toute la Suisse
(fig.1.3). Il s'agit en fait de la réorganisation en un
tableau unique des données de la maquette Rimini originale
[37] organisée par blocs correspondant aux cartes nationales
1:25'000.
La correspondance entre la grille (i,j) et les coordonnées
des cartes nationales (X ,Y ) est donnée par:
en en
c
X = 62 + 0,25*(j - 1) [km]
(1.1)
Y = 480 + 0,25* (i - 1) [km]
en
Voici quelques caractéristiques importantes:
- les données proviennent de la lecture visuelle des cartes
nationales 1:25'000 ou 1:50'000;
- la région des Alpes ainsi que les régions frontières
proviennent des cartes 1:50'000 et ont été relevées selon
une grille aux mailles de 500m puis interpolées linéaire¬
ment à 250m;
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Fig.1.2 Maquette géométrique.
La surface est définie analy-
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Fig.1.3 Maquette Rimini: maquette aux mailles de 250 m
couvrant toute la Suisse
de la carte nationale.
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Fig.1.4 Maquette Grindelwald: maquette aux mailles de 50 m
couvrant la région de Grindelwald
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cn en
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- l'altitude est quantifiée à 1 m et l'erreur moyenne est
évaluée à 8 m en plaine et à 25 m en montagne;
- la quantité d'information de la maquette est 23 Mbit.
Maquette Grindelwald
Cette maquette à la maille de 50 m couvre en gros la carte
1:25*000 de Grindelwald (carte nationale no. 1229) (fig.1.4).
Il s'agit en fait de la réorganisation en un tableau unique
des données de la maquette Grindelwald originale [54 ] orga¬
nisée en blocs de 1 km2.
La correspondance entre la grille (i,j) et les coordonnées
des cartes nationales (X ,Y ) est donnée par:
en en
X^ = 158,05 + 0,05- (j - 1 ) [km]
Cn
(1.2)
Y = 638 + 0,05* (i - 1 ) [km]
cn L J
Voici quelques caractéristiques importantes:
- les données altimétriques proviennent de la lecture visu¬
elle de la carte 1:25'000 de Grindelwald. Ont été relevés
d'abord les points selon une grille aux mailles de 100 m
puis, environ 1000 points spéciaux (points cotés, de tri¬
angulation, points sur les arêtes);
- la base de données de 50 m est obtenue par un procédé
d'interpolation complète consistant en une interpolation
quadratique des données à 100 m combinée à une interpola¬
tion tenant compte des points spéciaux);
- l'altitude est quantifiée à 1 m et l'erreur évaluée est
inférieure à 3 m dans 85% des cas;
- la quantité d'information de la maquette est 1,2 Mbit.
1.4 Moyens de synthèse et de visualisation d'images
Le calculateur utilisé est un miniordinateur HP-21MX avec
32k mots (16 bit) de mémoire, sous le contrôle du système
opérationnel RTE-2. Les appareils périphériques spécialement
utilisés pour la synthèse d'images sont un scanner photogra¬
phique à haute résolution (9 lignes/mm), un plotter électro-
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statique et surtout une mémoire d'image comme moyen d'entrée
et de sortie vidéo.
A l'exception de la figure 2.14 qui provient du scanner,
toutes les images de ce travail sont des photographies d'ima¬
ges visualisées sur écran de télévision. Une telle image
présente au maximum 256*256 pel à 256 niveaux. Elle est ra¬
fraîchie par la mémoire d'image d'une capacité de 64k octets
à travers 4 tabelles de transfert programmables, soit une par
canal couleur et une pour un canal noir/blanc. Chaque tabelle
effectue une transformation, programmable à souhait, entre
les 256 niveaux du code en mémoire et les 256 niveaux du
signal vidéo [31].
La luminance émise par le phosphore de l'écran peut s'expri¬
mer par différentes grandeurs qu'il convient de définir.
Plutôt que l'intensité lumineuse qui est le flux lumineux par
unité d'angle solide émis dans une direction donnée, j'uti¬
lise la luminance L qui est l'intensité lumineuse rapportée
à l'unité de surface émettrice. J'utiliserai le mot luminance
aussi pour les images photographiques, sans préciser qu'il
s'agit dans ce cas de luminance de réflexion. L'image physi¬
que est ainsi une fonction de luminance bidimensionnelle
Lv(x,y)•
Les non-linéarités du système de reproduction vidéo et photo¬
graphique sont compensées par une fonction de transfert adé¬
quate dans chaque tabelle de transfert. Le code de l'image en
mémoire est ainsi proportionnel à la luminance de l'image
visualisée. J'utiliserai donc dorénavant la seule luminance
L, normée à 1, pour désigner ces deux grandeurs.
La luminosité l est la grandeur qui mesure l'intensité de
la lumière perçue par le système visuel. Elle est, selon
la loi de Weber-Fechner [22], proportionnelle au logarithme
de la luminance. Pour les grandeurs £ et L de la luminosité
respectivement de la luminance,chacune normées à 1, cette
- 20 -
loi s'écrit:
_
log(g'L)
* ~
log3
U ;
où 3 = L /L . est le contraste maximum de l'image. Il
max mm
3
vaut environ 50 pour l'image de télévision.
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2. SYNTHESE D'IMAGES ORTHOGRAPHIQUES
Ce chapitre étudie les méthodes pour visualiser une maquette
de terrain sous la forme d'une carte orthographique (désor¬
mais: carte). Leur implémentation a lieu avec des maquettes
dérivées des maquettes Rimini(R) et Grindelwald(G) et défi¬
nies dans l'annexe A.l.
2.1 Carte d'altitude
Soit une méthode de visualisation directe définie par une
luminance fonction de l'altitude L(a). Cette méthode est
illustrée par la figure 2.1 qui reproduit les altitudes sur
l'échelle, psychophysiologiquement homogène, de la lumino¬
sité l. Considérant la loi de Weber-Flechner (1.3) et la
proportionalité souhaitée entre l et a, la fonction L(a)
s'écrit:
Lfaï -
-,o{a-1),log3
•
-1
L(a)
- 10
B {21)
avec: a = a/a
max
On constate que cette représentation manque de tout rendu
tridimensionnel et qu'elle est en outre incapable de repro¬
duire le domaine des altitudes avec la pleine résolution.
Quelles sont les améliorations possibles avec les techniques
de manipulation de gamma et de fausses couleurs [1]? La
manipulation de gamma consiste à choisir une courbe L(a)
appropriée. Sa possibilité réside dans l'amélioration de la
représentation d'un domaine d'altitude bien particulier et
est illustrée par la figure 2.2, où l'image reproduit le
domaine d'altitude compris entre 400 m et 1000 m.
La technique des fausses couleurs consiste à utiliser tout
l'espace des couleurs pour représenter une information. Un
point de l'espace des couleurs pouvant être défini par la
luminance L et les deux coordonnées de chrominance x et y
- 22 -
Fig.2.1 Carte d'altitude du Lac des Quatre Cantons(R).
Grille de 250 m. La luminosité est proportionnelle
à l'altitude entre 300 et 3000 m.
Fig.2.2 Carte d'altitude du Lac des Quatre Cantons(R).
Grille de 250 m. La luminosité est proportionnelle
à l'altitude entre 400 et 1000 m.
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0: a = o
1: # = 1
1 a o
2.3 Courbes de luminance et de chrominance pour la
représentation en fausses couleurs de l'image ci-
dessous, a est l'altitude ncrmée à 1.
2.4 Carte d'altitude du Lac des Quatre Cantons(R) en
fausses couleurs. Grille de 250 m.
- 24 -
[44], la représentation directe aura la forme:
L = L(a) x = x (a) y = y (a) (2.2)
Soient les courbes de la figure 2.3, choisies selon une
stratégie qui utilise la luminance pour maintenir la conti¬
nuité dans la vision globale de l'image et la chrominance
pour augmenter la résolution de l'échelle de luminance. Le
résultat de l'application de ces fonctions à une maquette
de terrain est illustrée par la figure 2.4 qui confirme, par
comparaison avec la figure 2.2, la possibilité des fausses
couleurs de reproduire un domaine d'amplitude avec une réso¬
lution accrue.
Ces exemples illustrent donc le champ d'action de la
manipulation de gamma et de la technique des fausses couleurs
ainsi que l'effet de leur application à la représentation de
l'altitude. On voit que ces techniques agissent essentiel¬
lement au niveau de la représentation d'une tranche d'alti¬
tude avec plus ou moins de résolution et qu'elles le font
avec succès. Elles sont par contre incapables d'améliorer le
rendu tridimensionnel de la représentation qui doit donc être
recherché par d'autres moyens.
2.2 Ombrage
On appelle ombrage la transformation qui imite les con¬
ditions naturelles d'une surface illuminée par une source de
lumière. Soit donc la situation d'une surface illuminée et
observée à la verticale, dont on désire connaître l'image
(fig.2.5). La luminance de la surface observée est déter¬
minée essentiellement par les deux phénomènes que sont la
réflexion et l'ombre. Pour séparer les problèmes, je vais
inclure ces deux phénomènes dans les deux notions d'ombre
propre et d'ombre portée selon la nature locale ou globale
des phénomènes.
2.2.1 Ombre propre
C'est l'obscurité provoquée par la réflexion variable de la
- 25 -
a<90
ni nu i i i il il
terrain
OMBRE PROPRE
OMBRE PORTEE
g.2.5 Définition de l'ombre propre et de l'ombre portée
d'un terrain éclairé
Nx = Est
g.2.6 Modelé de la réflexion de la lumière en un point de
la surface.
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lumière sur une surface. Je vais maintenant modeler la
réflexion de la lumière en un point de cette surface et en
analyser l'aptitude à transformer un terrain en un relief
plastique.
Modèle de réflexion
Des nombreuses études sur la réflexion de la lumière [6][35]
[36] je retiens les modèles de Phong [43] et de Blinn [8]
sans considérer les subtilités du modèle de Torrance et
Sparrow [49]. Ces deux modèles considèrent la lumière réflé¬
chie comme la somme d'une composante ambiante, d'une compo¬
sante diffuse et d'une composante spéculaire.
Soit la figure 2.6 représentant un élément de surface unitaire
éclairé par une source lumineuse dans la direction 1 et vu
par un observateur situé dans la direction e_. Tous les vec¬
teurs .l/e,n,h et £. sont unitaires. La luminance L perçue
vaut:
L = p + p»d + p «s (2.3)
*a cd *s
où: p = proportion de réflexion ambiante
a
p, = proportion de réflexion diffuse
p = proportion de réflexion spéculaire
d = quantité de réflexion diffuse
s = quantité de réflexion spéculaire
La réflexion diffuse est définie par la loi de Lambert qui
admet une réflexion de la lumière incidente égale dans toutes
les directions. La lumière incidente d'un élément de surface
varie cependant directement avec sa section efficace par
rapport à la direction d'illumination _1. La section efficace
d'une surface unitaire avec une normale n par rapport à _1
est égale au produit scalaire n«l. des vecteurs unitaires. La
quantité de réflexion diffuse vaut donc:
d = max( n»l , 0 ) (2.4)
formule qui tient compte du fait que la réflexion est nulle
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quand le produit scalaire est négatif, soit quand la surface
est illuminée par l'arriére.
La réflexion spéculaire se caractérise par un surplus de
lumière dans la direction de réflexion r symétrique à la
direction d'incidence par rapport à la normale n. Déduite
d'un modèle où la surface réfléchissante est constituée de
nombreux petits miroirs, elle vaut:
s = (cosa)C (2.5)
Elle est maximale pour la direction r et décroît lorsque la
direction d'observation e s'éloigne de r. Le facteur c,
généralement compris entre 2 et 80, contrôle cette décrois¬
sance.
On trouve deux définitions différentes pour a. Pour Phong,
c'est l'angle entre e et r. Dans ce cas la réflexion spécu¬
laire se calcule comme suit:
s = (e_*r)
o , nx n
(Phong) (2.6)
avec: r = 2» (n*_l) «n
-
1
^
Pour Blinn, l'angle a est l'angle entre n et un nouveau
vecteur h, à mi-chemin de 1. et de e_:
s = (n*h)
1 + e (Blinn) (2.7)
avec: h =
"
ll+e|
Pour un effet qualitativement semblable, ces deux défini¬
tions ne soutiennent pas moins une conception différente.
La définition de Phong voit un r fixe et une diminution de
la réflexion spéculaire au fur et à mesure que e s'éloigne
de r. La définition de Blinn par contre voit un vecteur h
fixe et une réflexion spéculaire diminuant lorsque n
s'éloigne de h.
Cette différence de conception est doublée d'une différence
pratique lors de la synthèse d'une image. Les vecteurs 1. et
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e sont constants et seule varie la normale n d'un point à
l'autre de la surface. Dans ces conditions la formule de
Blinn a un vecteur h constant et est donc bien plus écono¬
mique à calculer.
Quatre méthodes pour calculer la normale
Le vecteur unitaire n normal à la surface continue a(x,y)
vaut:
n*(x v) = ( - 6a(x'y) - 6a<x'y>
n*
1 )
(2.8)
n =
n
Le vecteur unitaire n normal au terrain discret a,. avec une
maille Ai vaut:
n*
- Aa
XI]
- Aa
. .
yin
hi )
(2.9)
n =
n'
où Aa est la différence d'altitude d'une maille à l'autre
en direction x ou y. Sa valeur diffère suivant l'hypothèse
choisie. Considérant l'équivalence de notation:
ai-1,j+l ai,j+1 ai+1,j+1
a.
. .
i-1 ,D ifj i+i , j
i-1,D-l ifD-1 i+1,D-1
a4 a3 a2
a6 a7 a8
voici ces hypothèses:
a) cas le plus simple: normale au plan défini par 3 points:
o 1 Aa = a-a.
x 1 0
Aa = a„-a„
y 3 0
(2.10)
b) normale au plan défini par les vecteurs moyens u' et v';
normale aux vecteurs diagonaux non coplanaires u" et v":
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o—-s--©
Aax = 2(al"a0+a2-a3)
Aay
= ^VV^'V
(2.11)
c) normale aux vecteurs non coplanaires u' et v1 traversant
deux mailles; normale à la surface d'interpolation spline
de degré 2 au moins:
.....
i
i
! U
o—-
I
I
I
L 6
-X>
Aax= i(ara5)
Aay
= I(a3'a7)
(2.12)
... j
d) normale aux vecteurs moyens traversant deux mailles:
._ q
Aax = ÏÏ(a2-a6} +i(al~a5) + i(a8_a4î
Aay
= ÏÏ(a4_a8) + i(a3~a7) + ÏÏ(a2-a6}
(2.13)
of o o
La normale ainsi déterminée vaut pour la facette 0123 dans
les cas a) et b) et pour le noeud 0 dans les cas c) et d). Il
est important de pouvoir faire cette différence, car certaines
techniques d'ombrage utilisent l'ombre définie au noeud alors
que d'autres techniques utilisent une ombre définie pour
toute la surface (§4.1).
Cartes d'ombre propre
La synthèse de la carte d'ombre propre d'un terrain est
liée au choix d'un certain nombre de paramètres qui sont:
les conditions d'illumination, les caractéristiques réflé¬
chissantes de la surface, les hypothèses sur la surface en
un point du terrain qui dictent la méthode à choisir pour
calculer la normale. Voici une analyse de ces paramètres
dans le but d'une synthèse produisant un effet plastique
optimal.
Les conditions d'illumination sont déterminées par la direc¬
tion de la source lumineuse _1 et par la proportion de lu¬
mière ambiante p . Les figures 2.7.a,b et c montrent cette
influence que je résume ainsi: une illumination latérale
pas trop rasante contribue positivement et la lumière
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Fig.2.7 Carte d'ombre propre du Lac des Quatre Cantons(R).
Grille de 250 m. Influence du rendu tridimension¬
nel des conditions d'illumination et du type de
réflexion:
a) juin 12 h; réflexion diffuse 100%
b) mars 15 h; réflexion ambiante 40% et diffuse 60%
c) mars 15 h; réflexion diffuse 100%
d) mars 9 h; réflexion diffuse 60% et spéculaire
40% (c=20)
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a) mars 15 h; réflexion diffuse 100%
b) mars 15 h; réflexion diffuse 60% et spéculaire
40% (c=20)
Fig.2.8 Carte d'ombre propre de la maquette géométrique
avec et sans réflexion spéculaire
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ambiante négativement au rendu tridimensionnel.
Concernant la direction d'illumination, il faut relever
que celle-ci peut être choisie de manière tout-à-fait libre.
Cependant, puisqu'il s'agit de simuler des terrains
existants, je choisirai souvent des conditions d'illumina¬
tion naturelles dans les exemples. Les directions de 1
correspondantes sont reportées en annexe (A.2).
Les qualités réfléchissantes de la surface sont matéria¬
lisées par les proportions diffuse p, et spéculaire p ainsi
que par l'exposant spéculaire c. Les figures 2.7.C et d,
2.8.a et b, permettent de comparer l'aspect de surfaces
diffuses et métallisées (réflection diffuse et spéculaire
combinées). On constate d'abord que l'effet tridimensionnel
est parfaitement rendu avec la réflexion diffuse seule. On
constate ensuite les effets suivants: la réflexion spécu¬
laire accroît le réalisme de la représentation; elle est
cependant liée à deux inconvénients qui sont, d'une part
et de manière générale, la réduction du domaine de luminance
attribué normalement à la réflexion diffuse seule et,
d'autre part et spécialement pour les surfaces présentant
peu de continuité, l'apparition de discontinuités dans les
reflets. Ces exemples démontrent finalement que l'usage de
la réflexion spéculaire est réservé aux surfaces présentant
une grande continuité comme la maquette géométrique (fig.2.8)
ou le terrain largement interpolé (fig.2.19.b). Dans le cas
général d'une maquette de terrain, où elle a plutôt tendance
à diminuer le rendu de l'ombrage diffus, la réflexion spécu¬
laire est à éviter.
La manière de calculer la normale à la surface du terrain
a une influence non négligeable sur l'aspect de l'image
finale. Le choix de la méthode appropriée dépend dans une
large mesure de la qualité de la maquette utilisée et du
but poursuivi. La figure 2.9 illustre ceci par une compa¬
raison des quatre méthodes précitées appliquées à la ma¬
quette Mittelleggi(G). La méthode a) accentue toute une série
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Fig.2.9 Carte d'ombre propre de Mittelleggi(G). Grille de
50 m. Agrandissement de 2 par répétition. L'illumi¬
nation est du NW, _1= (-1,1,1). Influence du calcul
de la normale qui se base, dans chaque cas sur:
a) 3 points sur une maille
b) 4 points sur une maille
c) 4 points sur 4 mailles
d) 8 points sur 4 mailles
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de points qui se révèlent être les points spéciaux de la
maquette, ajoutés lors de la phase d'interpolation; la mé¬
thode d) les supprime et b) et c) sont des compromis entre¬
deux. On choisira donc une méthode ou l'autre selon que le
but est de visualiser ces détails, pour les localiser ou les
modifier par exemple, ou que le but est de visualiser le
relief avec un effet plastique optimal.
Cet exemple débouche aussi sur une question: ces points
sont-ils des artefacts ou le terrain est-il vraiment ainsi?
Avant de répondre, il faut considérer deux faits. D'une
part, la méthode d'interpolation utilisée pour générer la
maquette a comme critère de minimaliser l'écart entre la
maquette et le terrain, ce qui est conforme au but recherché
[54]. D'autre part, la représentation de cette maquette fait
apparaître des effets que l'oeil interprète avec peine. Il
faut donc répondre affirmativement aux deux parties de la
question et considérer que la synthèse d'images a des critè¬
res d'interpolation spécifiques. Ce sujet est traité au para¬
graphe 2.3.
Les exemples présentés ci-dessus démontrent finalement que
l'ombre propre, basée sur la seule réflexion diffuse,
est parfaitement en mesure de rendre l'effet tridimensionnel
du relief.
2.2.2 Ombre portée
C'est l'obscurité portée par un objet interceptant la lumière.
Il s'agit, dans ce paragraphe, d'établir une méthode de
calcul de l'ombre portée spécialement adaptée au cas du
terrain, de manière à compléter la carte d'ombre propre.
Choix et principe de calcul
Les algorithmes d'ombre portée connus considèrent des objets
quelconques, mais ne s'appliquent pratiquement qu'à des
maquettes simples de 100 à 400 facettes environ [4][19][51].
Pour traiter une maquette complexe, il faut donc simplifier
le problème en le restreignant. Je développe maintenant une
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méthode spécialisée pour le cas de la carte orthographique
d'un terrain illuminé par des rayons parallèles.
Le principe de cette méthode consiste à déplacer un plan à
travers le terrain de sorte qu'il s'éloigne toujours de la
source de lumière (fig.2.10). A un moment donné, ce plan,
appelé plan d'ombre, contient l'ombre portée de tout le
terrain déjà balaye sous la forme d'un profil d'ombre o(t).
L'intersection du plan avec le terrain définit un second
profil, appelé profil d'altitude a(t), qu'il faut comparer
et combiner avec le profil d'ombre. Le terrain est à l'om¬
bre si:
o(t) > a(t) (2.14)
Le nouveau profil d'ombre o*(t) vaut:
o*(t) = max(o(t) ,a(t)) (2.15)
Quelle que soit la direction d'illumination, il est toujours
possible de choisir un plan d'ombre vertical qui est aussi
parallèle à la grille. Cette possibilité confère à cette
méthode tout son avantage, qui est de traiter les données
séquentiellement avec, comme conséquence pratique, la facul¬
té de traiter des maquettes presque illimitées.
A maquette égale, la qualité de cette méthode est en relation
directe avec la résolution de discrétisation de l'ombre.
Cette résolution est bidimensionnelle: discrétisation de
l'ombre en profils d'une part, discrétisation des profils
en échantillons d'ombre d'autre part. La qualité de l'ombre
calculée est donc d'autant meilleure que cette résolution
est élevée. Un second point qui influence la qualité est la
méthode utilisée pour interpoler et le profil d'ombre, et le
profil d'altitude. Je retiens, en conclusion, que la qualité
est donc directement liée à l'effort de calcul et qu'elle
présente l'avantage d'être modulable à souhait.
Il faut signaler un autre point important concernant la
qualité et la discrétisation. A chaque fois qu'un profil est
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discrétise, une erreur est commise. Or, au moment de comparer
le profil d'altitude avec celui d'ombre, les deux bases ne
coïncident généralement pas et il faut donc transposer un
profil dans la base de l'autre. Les deux possibilités ne
sont pas identiques. Pour parer à une discrétisation récur-
sive et par contre susceptible de dégénérescence du profil
d'ombre, il faut que celui-ci soit toujours exprimé dans la
même base et que chaque profil d'altitude lui soit adapté
pour la comparaison. En d'autres termes, il est préférable
de maintenir le plan d'ombre fixe et d'y projeter un à un
les profils d'altitude plutôt que de projeter successivement
le profil d'ombre.
Algorithme
Le calcul de l'ombre portée comprend deux phases qui sont à
répéter pour chaque profil du terrain. La première phase
(fig.2.11) consiste à projeter le profil j parallèlement au
vecteur de l'illumination l.= (lxlylz) sur le plan d'ombre et
est décrite par la transformation suivante:
(x1 z') = (x 1 )
1 0
lx/ly -lz/ly
0 1
tx 0
(2.16)
La seconde phase (fig.2.12) consiste à comparer, dans le
plan d'ombre, le profil d'altitude ainsi projeté a'(x')
avec le profil d'ombre o'(x') calculé lors de la passe pré¬
cédente. Chaque profil ayant sa base de discrétisation pro¬
pre, il faut interpoler les profils pour les comparer. J'uti¬
lise ici les formules de l'interpolation linéaire. Soient
les bases de l'altitude et de l'ombre indexées respectivement
par i et k. L'index i marque la place originelle d'un point
dans la maquette et permet d'y retourner l'ombre propre.
L'index k marque l'abscisse de l'échantillon d'ombre immé¬
diatement inférieur à x!. Cela étant, la condition d'ombre
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Fig.2.10 Principe du calcul de l'ombre portée: la surface
est balayée par un plan d'ombre.
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Fig.2.11 Projection d'un profil d'altitude a. du système
(x,y,z) dans le plan d'ombre du système (x',y',z')
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Fig.2.12 Plan (x',z'). Comparaison des altitudes a! dans la
base i avec les ombres o' dans la base k
k
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propre, établie en x!, s'écrit
1
il y a une ombre
, „ ,2
. .
a! < o!
propre en î si: î î
X-.
_
~X
,
X
,
. .
k+1 i , i
avec: oj = o,'• —, ~r + °i.
(2.17)
JC X,
,
-
""X-* JCt* I X,
.
_
X.
k+1 k k+1 k
Finalement, le profil d'ombre actualisé, établi en x
'
,
a
la forme:
o
'
= max ( o ' , a.1 )
k k k
x ! - x' x' -x !
.
i i
! k
, ,
k î-l
avec: a' = a! • —; ; + a!«
k î-l x!-x'
(2.18)
i i-1 i i-1
et doit être mémorisé pour être utilisé par la passe suivante,
Le résultat final est une image binaire représentant la
carte de l'ombre propre. Cette carte a ses applications
propres [15]. Pour la représentation du relief cependant,
elle n'a de sens que combinée à la carte d'ombre propre.
2.2.3 Carte d'ombre
La carte d'ombre a la luminance de l'ombre propre L atténuée
par l'ombre portée:
f e«L :
l L :
avec ombre portée (04e<l)
L' = {
r \ i
(2.19)
sans ombre portée
Les cartes d'ombre des figures 2.13 et 2.14 illustrent la
technique de 1'ombre propre et de 1'ombre portée combinées.
C'est l'ombre propre qui est surtout responsable de l'effet
plastique de l'image. L'ombre portée contribue cependant
sensiblement à en améliorer la qualité, notamment en trois
points: 1) elle crée une relation géométrique entre objets
qui permet de les situer mieux dans l'espace: relation
entre cône et demi-sphère dans la figure 2.13, relation
entre maquette et niveau de la mer dans la figure 2.14;
2) elle satisfait le besoin de réalisme de l'oeil qui, à
priori, en attend la présence dans une scène éclairée;
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Fig.2.13 Carte d'ombre (propre et portée) de la maquette
géométrique. Illumination de mars, 15h, réflexion
diffuse 60% et spéculaire 40% (c=50); coefficient
d'ombre portée e = 0,5
Fig.2.14 Carte d'ombre (propre et portée) de la maquette
Rimini dans son ensemble. Illumination du SE,
1. = (1,-1,1); réflexion diffuse 100%; coefficient
d'ombre portée e - 0
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3) elle supprime finalement l'ambiguïté intrinsèque de la
carte d'ombre seule qui, selon le sens de l'éclairage admis
par l'observateur, représente soit le relief positif, soit
le relief négatif.
2.3 Interpolation
Pourquoi interpoler? Dès que les points de l'image dépassent
en nombre les noeuds de la maquette, il faut gagner les nou¬
veaux points par interpolation.
Où interpoler? L'ombrage transformant l'objet en image, on
a le choix d'effectuer l'interpolation avant ou après la
transformation, soit dans l'espace de 1'objet ou dans celui
de 1'image. Suivant qu'on l'effectue ici ou là, l'interpola¬
tion aura un effet différent sur la qualité de l'image, car
l'ombrage est une transformation non-linéaire. Cet aspect
est traité au paragraphe 2.3.3.
Comment interpoler? Du point de vue de la théorie de l'infor¬
mation, la maquette ne peut reproduire le terrain original
que si le critère de Nyquist a été respecté lors de l'échan¬
tillonnage. Cela n'est généralement pas le cas et est loin
de l'être pour les maquettes Rimini et Grindelwald. A défaut
de règle générale, il faut alors émettre une hypothèse
d'interpolation et la vérifier dans des cas pratiques. Je
distingue deux manières différentes de procéder. On peut
comparer la maquette interpolée avec le terrain réel et
ainsi trouver une méthode d'interpolation adéquate. C'est
en général l'approche lors du relevé d'une maquette. L'autre
manière, qui est celle traitée ici, est orientée vers la
visualisation. Elle consiste à faire passer, par les échan¬
tillons de la maquette, une surface d'aspect plastique qui
les lie au mieux.
2.3.1 Méthode d'interpolation
L'interpolation linéaire des profils ou bilinéaire des faces
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est la manière la plus directe et la plus simple de procéder
selon le but énoncé. Elle n'est cependant guère satisfaisante
comme le montre l'exemple de la figure 2.17.b. L'image donne
l'impression d'une surface hérissée de petites déformations
pointues et ne donne aucune vision de la forme d'ensemble.
Les discontinuités de la luminance de l'image ne sont pas
conformes à la réalité où, pour une surface courbe, le pas¬
sage de l'ombre à la lumière se fait de manière continue.
Cette figure est aussi l'occasion d'illustrer la nature
différentielle de l'ombrage se manifestant par ces discon¬
tinuités. En effet la luminance, selon sa définition, varie
essentiellement avec la normale à la surface et par consé¬
quent avec ses dérivées spaciales qui, pour l'interpolation
linéaire, sont discontinues aux noeuds.
La suppression de ces discontinuités passe par une méthode
d'interpolation d'ordre supérieur. La fonction d'interpola¬
tion spline est choisie parce qu'elle est, parmi toutes les
fonctions d'interpolation passant par les valeurs, la plus
fondue [23] [29]. Elle a donc les meilleures chances de rem¬
plir les conditions de continuité nécessaires.
2.3.2 Interpolation par B-spline
Les fonctions B-spline [3][5][26] présentent surtout les
avantages suivants: 1) des fonctions passant par les valeurs
données, elles présentent le tracé le plus fondu car la norme
des m-1 dérivées d'un spline de degré m entre les noeuds est
minimale; 2) elles ne couvrent qu'un nombre limité de noeuds,
c'est-à-dire leur support est local; 3)on peut choisir le
degré m d'un spline dont toutes les dérivées de degré
m-1, ... ,1 sont alors partout continues.
L'interpolation à deux dimensions du tableau de dimension N*N
des valeurs g.. avec une fonction spline séparable s'écrit:
N N
§(x,y) = 2>T 2EI c .-S. (x) • S (y) (2.20)
i=1 j=1
±J 1 J
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Au tableau G des valeurs g.. correspond donc un tableau C
de mêmes dimensions, comprenant les coefficients multipli¬
cateurs de la fonction spline séparable S.(x)*S.(y).
Aux noeuds, la fonction d'interpolation passe par les échan¬
tillons g. . :
g(xi,yj)
= g (2.21)
d'où découle la relation entre les valeurs G et les coef¬
ficients C. L'équation 2.20 réécrite sous forme matricielle:
G = E • C •E (2.22)
où E est la matrice d'interpolation faite des amplitudes des
fonctions splines aux noeuds.
Le calcul de nouvelles valeurs interpolées se fera donc en
deux pas. Il faut premièrement calculer les coefficients C
à partir du tableau des valeurs G, en le multipliant à gauche
et à droite par la matrice d'interpolation inversée E :
C = E_1 • G • E_1 (2.23)
Le deuxième pas consiste à calculer les valeurs interpolées
selon la formule 2.20 en partant des coefficients C. Prati¬
quement, l'interpolation se calcule maille par maille et a
la forme suivante. Soit la maille (k,l) de dimension A£*A£.
Les coordonnées d'un point de la maille sont:
x = x, + Ç-A£ (0^Ç<1)
k (2.24)
Y = y-, + n*AJi (0éti<i )
et la surface d'interpolation s'écrit:
N N
§kl(Ç'n> =21X1 c± •Si(xk+Ç-A£) • S (Y;l+ttA£)
i=1 j=l
-1
(2.25)
Je vais maintenant traiter ces deux pas plus en détail,
mais dans le cas du spline cubique (m=3) uniquement, les
cas de degré différent étant semblables. C'est l'occasion
sinon
V
k=i-2pours4(Ç)
(2.28)
oi.K1
k=i-1pour=<s,(Ç)S(x.+Ç*AA)=(x)S.
k=ipour(Ç)s
k=i+lpour(Ç)s,
forme:ladonca(2.24)mailleparexpriméesplinefonctionLa
(2.27)
41
0
4
1
1
4
1
41
14
6
=*
alors:vautquid'interpolation
matricelaformentvaleursCes1/6.4/6,1/6,pectivement
res¬estnoeudsauxcubiquesplinefonctionladevaleurLa
sinon
m
(2.26)
x>xpour[m' =u(x-x„,)avec:
(x-xi+2)3-u(x-xi+2)]+
)
1
)3»u(x-x,(x-x.4»-))3«u(x-x.(x-x.6*+
^(x-x^^ufx-x^)"(x-Xi-2)3'u(x-Xi-2)6^ÂP*[=S±(x)
i+2
Xxi+1xi-1
x
i-2
S±(xîA
[29]:suivanteformelaaetelle-mêmeparrectangulaire
fonctionladeconvolutiontripleladerésulteElle
cubiqueB-splinefonctionLa
simplification.demoyen
unsuggérerdeetl'interpolationdecoûtslesd'évaluer
-43-
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avec: S](Ç) = £•(-Ç3 + 3-Ç2 - 3-Ç + 1)
s2U)
s3(Ç)
l.(3.Ç3 _ g.ç2 + 4)
7- (-3-Ç3 + 3-Ç2 + 3'Ç + 1)
b
6 -
qui permet d'écrire la surface d'interpolation pour une
maille:
gkl(ç,n) = s(ç) -çkl • sT(n) (2.30)
avec: ^kl
Ck-1 ,1-1 Ck-1 ,1
'k,l-1
'k+2,1-1
'k,l
Ck-1,1+1 °k-l,1+2
'k,l+l
'k+2,1+2
et: -s(Ç) = (s1 (Ç) s2(Ç) s3(Ç) s^))
Cette relation définit la surface d'interpolation de la
maille (k,l) en fonction des 16 coefficients des noeuds les
plus voisins.
Discrétiser la fonction d'interpolation revient à dresser
le tableau des valeurs g pour des valeurs de £ et n discrè¬
tes. Soit une discrétisation uniforme en K pas. K est appelé
le facteur linéaire d'interpolation et doit être entier.
Alors le tableau G,
,
de ces valeurs, de dimension K«K,
—kl
s'écrit:
G.
n
= ST «C, • S (2.31)
avec
/ T T 1
: S = (l(0) sLé)
T,1 -K
) )
Inversion de la matrice d'interpolation E
Il existe une forme analytique pour inverser la matrice d'in¬
terpolation cubique 13 de dimension N*N, à condition de modi¬
fier légèrement E. Soit donc une approximation de E définie
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par la matrice circulante E
4 10 0
14 10- 0 0
1
0 14 1 0 0
E =
—c
1
—
— •
6
0 0 14 • 0 0
0 0 0 0 • 4 1
0 0 0- 1 4
(2.32)
dont l'inverse vaut [25]:
E~
6
v
y
13
pour N pair: y . . = (-1)
i+j
(2.33)
l = |modN(i-j) - -
r£ ; v
=
4-r^ -2-^
2 2
N,
(2.34)
rQ=l ri=2
N
rk=4'rk-l"rk-2 (k=2,..,2)
m
pour N impair: y. . = (-1) «r ; v = 4.rN_r2.rN_3
l = entier |mod (i-j) - -r
m = entier| |i-j \ - — |
(2.35)
rQ=l r]=5 rk=4*rk-rrk-2 (k-2,..ff)
Un exemple pour N=8:
E"1
—c
_6
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7 -26
-2 7
1 -2
-2 1
7 -2
26 7
(2.36)
97 -26 7-2 1-2
-26 97 -26 7 -2 1
7 -26 97 -26 7 -2
-2 7 -26 97 -26 7
1 -2 7 -26 97 -26
-2 1-2 7 -26 97
7-2 1-2 7 -26 97 -26
-26 7-2 1-2 7 -26 97
montre que cette matrice est aussi circulante, symétrique
et à dominance diagonale.
Cette manière de faire présente deux inconvénients. Le fait
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de rendre la matrice E circulante revient à considérer le
tableau des valeurs G comme un tableau périodique, ce qu'il
n'est pas. Une discontinuité est ainsi interpolée qui se
manifeste pratiquement par des artefacts aux bords de l'ima¬
ge. Une manière de remédier à ces effets consiste à choisir
une matrice G plus grande et à inclure ainsi au calcul des
valeurs périphériques du tableau à interpoler.
Le deuxième inconvénient apparaît pour des matrices G très
grandes, typiquement N>50. Le calcul des coefficients C
selon 2.23, nécessitant 2N3 multiplications, c'est-à-dire
2N multiplications par coefficient, devient alors trop long.
Une diminution des coûts de calcul est possible en tolérant
une certaine erreur sur les coefficients. En annulant les
éléments de E de valeur inférieure à une valeur arbitrai-
—c
rement petite <5, j'obtiens une matrice avec une bande diago¬
nale d'éléments non-nuls de largeur L. L'erreur sur les
coefficients est inférieure à 0,1% pour L^15.
Voici un exemple pour illustrer l'effet combiné de ces deux
mesures (N=3, L=5): (2.37)
C11"C13
C31"'C33
_1
16
1-2 7-2 10 0
0 1-2 7-2 1 0
0 0 1-2 7-2 1
'11'
'71'
'17
'77
10 0
-2 10
7-2 1
-2 7-2
1-2 7
0 1-2
0 0 1
Autrement dit,C est obtenu par une convolution bidimension-
nelle et séparable de G. Les coûts de calcul sont de
L*(2+(L-l)/N) multiplications par coefficient, c'est-à-dire
^2L quand N^L.
2.3.3 Interpolation dans d'objet et interpolation
dans l'image
L'interpolation dans l'objet est la méthode naturelle dans
le sens que c'est celle qui serait utilisée dans le cas d'une
grille de maquette plus fine. On en attend un bon résultat
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visuel. L'interpolation dans l'image, quant à elle, parce
qu'elle a lieu après l'ombrage, a l'avantage de réduire les
coûts de calcul d'ombre, car il s'applique, dans ce cas, à
un nombre restreint de points. J'examine maintenant ce com¬
promis coûts/qualité.
Coûts de calcul
Soit, comme unité de coûts de calcul, l'opération princi¬
pale (OP) que je définis comme les coûts pour effectuer une
multiplication ou une division. Les coûts de calcul de
1'ombrage dépendent dans une grande mesure de la loi d'ombra¬
ge utilisée. Pour le cas le plus simple de la réflexion
diffuse seule, ces coûts peuvent être réduits à 10 OP par
point transformé [30]. Les coûts de l'ombrage rapportés à
un point de l'image finale sont donc:
f 10 : pour l'interpolation dans l'objet
<J> = S 10 T. -4- T4-- A i.- (2.38)
o 1 =? : pour l'interpolation dans l'image
où K est le facteur linéaire d'interpolation.
Les coûts de calcul de 1'interpolation spline de degré m
sont ceux du calcul de coefficients (2.37) qui sont 2L par
coefficient, ajoutés aux coûts de calcul de l'interpolation
proprement dite (2.31) qui sont 4+42/K pour un spline de
degré 3 et m+1+(m+l) /K par point interpolé pour un spline
de degré m. Le cas spécial de l'interpolation linéaire (m=1)
ne nécessitant pas le calcul des coefficients, les coûts
totaux d'interpolation rapportés à un point de l'image
finale valent:
f 4
I 2 + - pour m=l
*i -\ % + ,+m + il^f po^,
Une comparaison des coûts pour interpoler et ombrer une
image est donnée dans la figure 2.15 qui représente ces
coûts en fonction du facteur linéaire d'agrandissement K.
Notons que pour K^4 les coûts d'ombrage dominent nettement
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8
6 ^
4
2 ^
o
%{image)
i i i i i
8 10 12 14 162 4 6
Fig.2.15 Coûts de calcul pour interpoler
<j) une maquette de terrain
K
et pour ombrer
Q
Inote]
6
o = Q (objet)
O = Q (image)
très bien
5 -j- bien
4 -[suffisant
i
\,
insuffisant O
i
i
2 -[-mauvais
très mauvais
m= 0
a)
0) K
10P]
16 -
12 -
8 -
4
0 -
o = (J) (objet)
0= 0( image)
Fig.2.'16 Qualité Q et coûts de calcul $ totaux pour inter¬
poler et ombrer une carte d'ombre:
a) Qualité subjective basée sur le rendu des
figures 2.17 et 2.18
b) Coûts totaux par point de I1 image finale (K=10)
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les coûts d'interpolation, quand l'interpolation a lieu dans
l'objet, alors que ce rapport est inversé, quand l'interpola¬
tion est dans l'image.
Il s'agit finalement de considérer les coûts totaux:
$ = cf>. + $ (2.40)
Yi ro
désignés par $objet et $image suivant l'espace dans lequel
l'interpolation a lieu. Ils sont représentés pour K=10 par
la figure 2.16.b qui va servir de référence pour une compa¬
raison avec la qualité.
Qualité des images
Il s'agit de comparer la qualité des images d'ombre obtenues
par interpolation. L'interpolation est dans l'objet ou dans
l'image, sa fonction est de degré variable.
La discussion de cette qualité est dominée par les caracté¬
ristiques de la perception visuelle d'une part et par la
nature de la transformation que représente l'ombrage d'autre
part. J'ai déjà dit que le réalisme exigeait une fonction-
image continue (§2.3.1). L'effet des bandes de Mach [17]
exige cependant que souvent, cette continuité soit étendue
aussi aux dérivées de cette fonction. On s'attend donc à
une amélioration de la qualité quand le degré de la fonction
d'interpolation augmente. Quant à la nature différentielle
de l'ombrage, elle diminue, lors de la transformation, le
degré de continuité de la fonction-objet. On peut ainsi
s'attendre, au niveau de l'image, à trouver les mêmes ni¬
veaux de continuité avec une fonction-objet de degré m et
une fonction-image de degré m-1 .
Les tests d'interpolation se font sur la maquette Metten-
berg(R) dérivée de la maquette Rimini. Sa maille est de
500 m et correspond à la maille d'origine de Rimini dans
cette région alpine. Une interpolation avec le facteur
d'interpolation K=10 est appliquée à un tableau de 32*32
valeurs (15,5*15,5 km) pour obtenir un nouveau tableau de
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Cartes d'ombre propre de Mettenberg(R). Grille de
500 m interpolée à 50 m (K=10). Interpolation dans
l'image avec des fonctions de degré 0 à 3. Illumi¬
nation de mars, 15 h; réflexion diffuse 100%.
a) interpolation par répétition (m=0)
b) interpolation bilinéaire (m=l)
c) interpolation spline quadratique (m=2)
d) interpolation spline cubique (m=3)
y
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Fig.2.18 Cartes d'ombre propre de Mettenberg(R). Grille de
500 m interpolée à 50 m (K=10). Interpolation dans
l'objet avec des fonctions de degré 0 à 3. Illumi¬
nation de mars, 15h; réflexion diffuse 100%.
a) interpolation par répétition (m=0)
b) interpolation bilinéaire (m=l)
c) interpolation spline quadratique (m=2)
d) interpolation spline cubique (m=3)
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226*226 valeurs (11,25*11,25 km). Cette manière de faire
permet de calculer la matrice des coefficients spline en
tenant compte des valeurs aux limites (N-22, L-5). Les résul¬
tats sont illustrés par la figure 2.17 pour l'interpolation
dans l'image et par la figure 2.18 pour l'interpolation dans
l'objet. Pour chacune des deux séries, la qualité du rendu
de l'image a été reportée sur une échelle subjective de 6
notes (fig.2.16.a). Elle va croissant avec le degré de
l'interpolation. Le pas décisif vers la continuité de l'image
a lieu quand on passe à m=l pour l'interpolation dans l'image
respectivement à m=2 pour l'interpolation dans l'objet, ce
qui confirme la théorie précitée. En dessous de cette limite,
la qualité est insuffisante, et en-dessus, la qualité est
presque égale, si ce n'est une légère amélioration due à la
suppression des bandes de Mach quand on passe au degré
supérieur.
Une autre comparaison de ces deux méthodes d'interpolation
montre que seule l'interpolation dans l'objet permet une
éventuelle représentation avec un ombrage spéculaire (fig.
2.19) •
Compromis coûts/qualité
A comparer les 8 possibilités de la figure 2.16, j'élimine
les images de qualité insuffisante (10,00,01). Il reste
deux cas de très bonne qualité (02,03) et trois cas de qua¬
lité suffisante (11,12,13) qu'il faut porter en relation
avec les coûts. Plutôt qu'une seule solution optimale, il
ressort deux cas favorables de cette confrontation: Il bat
12 et 13 par des coûts nettements réduits sans perdre
beaucoup de qualité; 02 et 03 sont plus proches, mais, parce
que c'est la solution de qualité, 03 l'emporte.
Il existe, en conclusion, deux moyens favorables (Il et 03)
pour gagner une carte d'ombre par interpolation. La première
méthode est économique, donne une image de qualité suffisante
et consiste à interpoler dans l'espace de l'image par inter-
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a) ombrage specuiaire puis interpolation cubique
dans l'image (m=3)
b) interpolation cubique dans l'objet (m=3) puis
ombrage specuiaire
Fig.2.19 Cartes d'ombre propre de Mettenberg(R). Grille de
500 m interpolées à 50 m (K=10). Rendu de la
réflexion specuiaire d'une surface interpolée.
Illumination de mars, 15h; réflexion diffuse 50%
et specuiaire 50% (c=30)
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polation bilinéaire. La deuxième méthode donne des images
de très bonne qualité mais est chargée de coûts plus impor¬
tants: elle consiste à interpoler l'objet avec une fonction
spline de degré 2 au moins et de degré 3 de préférence.
Le rapport des coûts des deux différentes méthodes est:
„ .
Wt'""''
. 7f + 8K + L (2.41)
$ $. (m=l) K2 + 2K + 5
image
ft t ^ T j
et se situe entre 5 et 7 pour des cas pratiques.
2.3.4 Appréciation des résultats d'interpolation
Le rendu plastique de la surface couvrant le terrain a été
le fil conducteur dans l'analyse et le choix de la méthode
d'interpolation. Cette dernière étant trouvée, il faut
encore s'assurer que le relief perçu corresponde bien aux
données de la maquette et non à des artefacts embellisseurs
de synthèse. Je compare à cet effet les images obtenues par
interpolation avec une nouvelle carte d'ombre (fig.2.20)
obtenue à partir de la maquette Grindelwald discrétisée elle,
à haute résolution. L'image interpolée de meilleure qualité
(fig.2.l8.d) ne contient pas un seul élément qui ne soit
aussi visible dans la carte d'ombre à haute résolution.
Cette constatation prouve que l'interpolation spline est
adéquate. Elle en confirme aussi la performance.
2.3.5 Interpolation mesurée à l'écart moyen
L'interpolation optimale selon le critère visuel vient
d'être trouvée. Il me semble intéressant de comparer ces
résultats avec l'interpolation de l'objet mesurée à l'écart
moyen. J'utilise à cet effet la même maquette Mettenberg
(A£=100 m) qui est d'abord décimée (A£=500 m) puis inter¬
polée (A£=100 m). Les altitudes interpolées sont alors
comparées aux altitudes originales et l'écart moyen a est
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Fig.2.20 Carte d'ombre propre de Mettenberg(G). Grille de
50 m. Illumination de mars, 15h; réflexion diffuse
100%
calculé. Il est a = 102 m, 55 m, 50 m et 50 m pour les inter¬
polations spline de degré m = 0, 1, 2 et 3 respectivement. Le
pas décisif de l'amélioration est donc
entre m=,0 et m=1 avec
le jugement à l'écart moyen alors qu'il est entre m=1 et m=2
avec le jugement visuel. Ceci montre encore une fois la
nature différente de ces deux critères.
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3. SYNTHESE D'IMAGES PERSPECTIVES
Alors que le chapitre précédent traitait des images ortho¬
graphiques, ce chapitre s'occupe du cas plus général des
images perspectives d'un terrain, appréciées pour leurs deux
qualités essentielles: 1) elles peuvent représenter une
vue dans une direction quelconque et à partir d'un point
quelconque; 2) elles présentent un bon rendu de la profon¬
deur, suggérée par un point de fuite. Les questions traitées
sont celles pour lesquelles l'application à une maquette de
terrain conduit à une situation particulière.
3.1 Principes de synthèse perspective
La synthèse d'images perspectives comprend trois volets.
Le premier volet englobe les transformations géométriques
qui font passer les points de la maquette dans l'image. Le
deuxième volet représente le centre de gravité de la syn¬
thèse et consiste en une série d'opérations sur la surface
du terrain, notamment la formation des facettes, leur trans¬
formation dans l'espace perspectif, l'élimination des
surfaces cachées et le remplissage des facettes finalement
portées sur l'image. Le troisième volet considère la question
d'une structure de données adaptée particulièrement à l'opé¬
ration de synthèse.
3.1.1 Transformations géométriques
Elles mènent de l'espace de l'objet à celui de l'image en
passant par l'espace de l'oeil et l'espace perspectif [23]
[41]. Elles sont présentées ici sous une forme modifiée
introduisant des paramètres de transformations adaptés à
un terrain. En effet, la position de l'oeil est définie dans
l'espace de l'objet et les angles de vision sont choisis
comme les angles de vol d'un avion.
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Transformation objet-oeil
Soit une maquette orientée (x =Est, y = Nord) dans l'espace
de l'objet (fig.3.1). La transformation de l'espace de l'ob¬
jet p vers l'espace de l'oeil p comporte une translation
et une rotation et s'écrit, en utilisant les coordonnées
homogènes :
(x y z l) = (x y z 1 ) • T
e Je e 9" g 9" ge
(3.1)
La matrice de transformation 4*4 T est déterminée par les
—ge
^
paramètres suivants:
E ,E ,E
x y z
T ,T ,T
x y z
a
B
Y
échelle de chaque axe de l'objet
position de l'oeil dans l'objet
cap
angle de montée
angle de gauchissement
et s'écrit:
T = Tm • T • T • T
—ge —T —a —$ —Y
(3.2)
avec:
T =
Tfi =
0
0
T
x
0
E
0
T
0
0
E
10 0 0
0 cosB sin3 0
0 -sinB cosB 0
0 0 0 1
T
—a
ÏY =
cosa 0
-sina 0
0 1
0 0
sina 0
cosa 0
0 0
0 1
cosy siny 0 0
-siny cosy 0 0
0 0 10
0 0 0 1
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Transformation perspective
Elle mène de l'espace de l'oeil p à l'espace perspectif p
et est linéaire sous sa forme homogène:
(x y z w) = (x y z 1 ) • T
p p p p eee —ep
(3.3)
Elle est définie et normée par les paramètres suivants
(fig.3.2 et 3.3):
S
F
angle d'ouverture
grandeur de la demi-fenêtre dans p
_e
profondeur de champ dans p
Dans ces conditions la matrice de transformation T s'écrit:
-ep
T
-ep
1 0 0 0
0 1 0 0
0 0
s,. <}>
F+tg2 tgf
0 0 0 s
(3.4)
Le passage aux coordonnées conventionnelles de l'espace
perspectif (X Y Z ) constitue la partie non-linéaire de lav v
P P P
v
transformation. Il se fait en divisant chaque composante
par w (w 7^0) :
p p
=
2
P WD
Y -*E
P wD
Z =
p w
fE
(3.5)
La transformation perspective est identique à la transfor¬
mation photographique [53]. Une de ses qualités essentielles
réside dans le fait qu'elle transforme des droites dans des
droites. Ceci est extrêmement avantageux pour l'algorithme
des surfaces cachées qui utilise la profondeur perspective
Z pour décider de la visibilité d'un point, car la profon¬
deur perspective Z d'une droite se calcule ainsi avec une
équation linéaire.
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Fig.3.1 Conditions de vue fixant l'espace de l'oeil p
£e
dans l'espace de l'objet p
D-v F v
Fig.3.2 Pyramide de visibilité dans l'espace de l'oeil p
AY:
-I
+1
-I
Fig.3.3 Pyramide de visibilité dans l'espace perspectif p
et celui de l'image p.
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Pyramide de visibilité
Il s'agit de limiter la visibilité à un volume de l'objet
appelé la pyramide de visibilité, qui est la portion de la
pyramide de vision partant de l'oeil située entre la face
avant (z =0) et la face arrière (z =F) (fig.3.2 et 3.3). Les
conditions de visibilité d'un point, exprimées en coordonnées
homogènes, s'écrivent alors:
-w Z. x 4 w
p
-
p p
-w i_ y t. w (3.6)
p
-
Jp
-
p
0 4 z é= w
P P
Quantification de la profondeur perspective Z
Soit un codage linéaire de Z avec un code de n bit. Ce code
P
définit dans l'espace de l'oeil, un pas de quantification
Az variable:
e
1 dze
En utilisant la transformation 3.3 et D=S/tg^ pour la dis¬
tance entre l'oeil et la face avant de la pyramide de visi¬
bilité, ce pas s'écrit:
Az ^I_.l32±zel quand F »D (3.8)
e „n D ^
Pour un objet dont la profondeur z varie entre 0 et F, la
quantification passe donc de D/2n pour la partie rapprochée,
ce qui est une quantification fine, à F2/(2n«D) pour la
partie éloignée, ce qui peut être une quantification très
grossière. Il faut veiller, par un choix judicieux des plans
de découpage avant et arrière, à limiter ce pas de quanti¬
fication.
Ainsi pour une quantification de Z avec n=16 bit, je peux
représenter un terrain depuis une distance de D=20 m et sur
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une profondeur de F=10'000 m avec un pas de quantification
de Az (F)=76 m pour les points les plus éloignés.
Projection dans l'image
L'image est obtenue par la projection de l'espace perspec¬
tif sur le plan Z =0. Les coordonnées de l'image sont
(fig.3.3):
X. = I«X Y. = I'Y (3.9)
1 p 1 p
3.1.2 Transformation des facettes
La surface du terrain est ombrée et divisée en facettes
polygonales, pas nécessairement planes, auxquelles sont
rattachées une ou plusieurs valeurs d'ombre. Les sommets
de chaque polygone sont transformés dans l'espace perspectif
et comparés à la pyramide de visibilité. Les polygones exté¬
rieurs sont éliminés, les polygones à cheval sur la pyramide
sont tronqués de leur partie extérieure dans l'opération de
découpage. Les polygones restants subissent alors le test
des facettes arrières qui élimine les facettes présentant
leur face cachée. Il subsiste finalement, dans l'espace
perspectif, les facettes potentiellement visibles mais qui
peuvent encore se cacher l'une l'autre. Ce problème est
résolu au moyen de la profondeur perspective Z , alors que
les coordonnées X. et Y. permettent de remplir la facette
dans l'image avec les valeurs d'ombre qui lui sont attachées.
Voici ces opérations plus en détail.
Découpage de polygones
Le découpage proprement dit est précédé d'un tri rapide
s'appliquant d'abord aux polygones puis, le cas échéant,
aux arêtes des polygones [10][46]. Le tri rapide partage
ces éléments (polygones ou arêtes), selon la position rela¬
tive de leurs sommets par rapport aux 6 plans de la pyramide
de visibilité, en trois classes: 1) les éléments intérieurs
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qui sont retenus; 2) les éléments extérieurs qui sont
rejetés; 3) les éléments mixtes qu'il faut alors découper.
Le découpage consiste alors à trouver l'intersection d'un
élément mixte avec un des plans de la pyramide de visibi¬
lité et à le découper ainsi en deux nouveaux éléments
qu'il faut retrier. L'opération se termine quand tous les
éléments sont classés intérieurs ou extérieurs.
Elimination des facettes arrières
Selon qu'une surface est la délimitation d'un objet ou un
objet en soit, elle possède un, respectivement deux côtés
visibles. La surface d'un terrain n'en a qu'un. Il est donc
possible d'éliminer les facettes présentant leur face arrière
à l'observateur. Il faut alors comparer la direction de la
normale à la facette avec la direction vers l'observateur.
Le plus simple est d'effectuer le calcul dans l'espace
perspectif où les rayons vers l'observateur sont parallèles
et où il suffit donc de tester le sens de la composante Z
de la normale. Soient u et v deux vecteurs de la facette
-P ~P
en coordonnées perpectives tels que le vecteur normal
n = u x v soit dirigé vers l'extérieur de l'objet (le sys-
—p —p —p
^ J J
tème perspectif est gauche!) la facette est invisible si:
U «V - U *V > 0 (3.1o)
x y y x
Ce test est valable pour une facette plane. Une facette poly¬
gonale non plane n'est invisible que si le test est satis¬
faisant pour tous ses sommets.
Problème des surfaces cachées
Maintes solutions ont été proposées, principalement entre
1963 et 1974 [23]. L'étude comparative de Sutherland [47]
portant sur l'efficacité des différents algorithmes conduit
aux constatations qui suivent.
La solution du problème peut avoir lieu soit dans l'espace
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de l'objet, soit dans l'espace perspectif. La solution dans
l'espace de l'objet est typique des premiers algorithmes
proposés et n'est en général plus utilisée aujourd'hui. En
effet, la solution dans l'espace perspectif offre comme
avantages décisifs: 1) une précision de calcul fixée par la
résolution de l'image; 2) une comparaison des objets faci¬
litée, puisqu'elle se fait par simple projection parallèle
et non centrale comme dans le cas précédent.
La deuxième constatation concerne la stratégie utilisée
pour comparer les facettes. Il y a, d'une part, la méthode
de la force brute qui consiste à traiter les facettes systé¬
matiquement l'une après l'autre et à détecter les surfaces
cachées point par point, au moment de remplir l'image. Les
profondeurs perspectives Z du nouveau et de l'ancien point
sont comparées; le nouveau point remplace l'ancien si la nou¬
velle valeur de Z est inférieure à l'ancienne. Pour implé-
P
menter cette méthode, il faut disposer d'une grande mémoire
consistant en une mémoire d'image doublée d'une mémoire de
la profondeur Z .
Il y a d'autre part, toute une série d'algorithmes basés sur
le tri des facettes suivant leur position sur les axes de
l'espace perspectif. La méthode la plus répandue est le tri
suivant Y suivi de tris dans le plan X Z , qui a l'avantage
P P P
de fournir une solution complète pour chaque ligne de télé¬
vision.
L'étude comparative de Sutherland montre finalement la supé¬
riorité des méthodes de tri sur la méthode de la force brute
pour des maquettes de complexité petite et moyenne. Pour des
maquettes de grande complexité, les rangs s'inversent cepen¬
dant et la méthode de la force brute offre une efficacité
supérieure. Ce bon rendement est évidemment lié à la dispo¬
nibilité de la mémoire requise. Dans ce cas, la méthode de
la force brute est aussi appelée méthode de la mémoire Z .
p
L'utilisation de cette méthode est donc justifiée puisqu'elle
est la plus efficace pour traiter une maquette de terrain de
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grande complexité. Elle a de plus l'avantage d'être très
simple. En effet, les facettes sont envoyées séquentielle¬
ment dans une cascade de transformations aboutissant dans
les mémoires Z et de l'image. Toutes les interactions entre
P
les facettes se font à travers ces mémoires. Ceci confère à
la méthode de la mémoire Z la faculté de traiter des ma-
P
quettes indéfiniment grandes. Un dernier avantage réside
dans le fait que cette méthode fournit gratuitement, en plus
de l'image proprement dite, un tableau complet de la profon¬
deur de la scène. Cette information supplémentaire peut
être utilisée pour un traitement ultérieur de l'image (§4.4
et 4.5)
Le problème de la disponibilité de ces mémoires n'est certes
pas à négliger. Peu d'ordinateurs disposent actuellement
d'un accès rapide et aléatoire à un minimum de 131k mots
supplémentaires (256*256*2). Leur évolution va cependant
dans ce sens. La mémoire d'image, d'une profondeur de 8 bit
ou plus, peut être celle servant au rafraîchissement t.v.
Il faut tripler cette mémoire pour implémenter aussi la
mémoire Z
,
d'une profondeur de 16 bit au moins (§4.3). Des
mémoires de cette capacité et ainsi organisées existent [2].
Des pas sont actuellement entrepris pour accéder rapidemment
à une telle mémoire d'image par l'intermédiaire d'un calcu¬
lateur spécialisé recevant des ordres à caractère graphique
[33]. L'algorithme des surfaces cachées de la mémoire Z
P
pourrait être implémenté avantageusement dans une telle
structure.
Le remplissage des facettes
Soit une facette polygonale définie par la liste ordrée
de ses sommets en coordonnées de l'image (X.Y.). Il faut
remplir cette facette avec une luminance donnée. L'algo¬
rithme de remplissage de Watkins [41,p.537] s'applique à des
polygones plans. Voici une modification de cet algorithme
pour traiter des facettes non planes comme on les trouve
dans les maquettes de terrain (fig.3.4).
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Fig.3.4 Remplissage d'un polygone dans l'image
0 : ligne de remplissage
1 ... 6 : sommets
A...F : arêtes
a,b : segments
Q maqu ette
O O O blocs I
/M
o o o o blocs II
facettes
f)
Fig.3.5 Remplissage de poly¬
gones non plans:
cas pathologiques
Fig.3.6 Maquette hiérar¬
chique
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Le remplissage se fait ligne par ligne, dans le sens de Y.
croissant. Au début toutes les arêtes sont en liste d'atten¬
te. Une arête devient active quand son sommet inférieur est
dépassé par la ligne de remplissage; elle sort de la liste
quand son sommet supérieur est dépassé. Le remplissage se
termine quand la liste est vide.
Horizontalement, le remplissage a lieu sur les segments
limités chacun par une arête gauche et une droite. D'une
ligne à l'autre, les calculs sont très rapides car les limi¬
tes gauches et droites des segments s'obtiennent de manière
incrémentale. A chaque changement dans la liste d'attente,
il faut, de plus, redéfinir la liste des segments par un
tri des arêtes.
Sous cette forme l'algorithme provoque des trous quand les
arêtes des facettes non planes se coupent (fig.3.5.a et b).
Ceci suggère la modification à apporter. Il faut renouveler
la liste des segments dans deux cas supplémentaires:
1) quand un segment inverse ses extrémités gauche et droite
(cas de la figure 3.5.a) et 2) quand deux segments se chevau¬
chent (cas de la figure.3.5.b). Ainsi modifié, cet algo¬
rithme convient parfaitement aux facettes non planes d'une
maquette de terrain (fig.3.5.d et e).
En complément, la figure 3.5.c et f illustre un cas où l'al¬
gorithme normal donne une solution juste et l'algorithme
modifié produit une erreur. Ce cas ne se présente pas dans
les maquettes de terrain.
3.1.3 Maquette hiérarchique
Grâce à la structure régulière de sa grille, la maquette de
terrain peut être réorganisée systématiquement en une nou¬
velle structure hiérarchique basée sur sa géométrie [16]. La
maquette est d'abord divisée en blocs selon une grille à
grosses mailles. Puis chaque bloc est divisé à nouveau selon
une maille plus fine et ainsi de suite jusqu'à la maille la
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plus fine de la maquette (fig.3.6). Une telle organisation
permet de profiter de la cohérence de la maquette. Elle a
les avantages suivants: 1)accélération de la synthèse par
l'introduction d'un test d'invisibilité au niveau des blocs;
2) suppression de détails inutiles; 3) possibilité de modu¬
ler le niveau de détail d'une scène; 4) possibilité d'adap¬
ter la qualité de l'image à des coûts de calcul fixes.
Voici les deux premiers points plus en détail.
Test d'invisibilité d'un bloc
Ce test d'invisibilité s'applique aux blocs en descendant
progressivement dans la pyramide hiérarchique. Quand un bloc
est reconnu invisible, toute la branche qui lui fait suite
est ainsi invisible et ne doit donc plus être considérée.
On définit à cet effet, pour chaque bloc, un volume simple
qui englobe la portion de terrain qui lui correspond. J'uti¬
lise le cas simple et avantageux du parallélépipède rectan¬
gle construit sur la base du bloc et défini par les 6 coor¬
données x
., ,x „,y n ,y „,z , ,z „. Ces valeurs sont calculées
gl g2 gl Jg2 gl g2
à l'avance et font partie de la description du bloc.
Le test d'invisibilité d'un bloc a lieu au moment de la
synthèse et est très rapide. Il consiste à transformer les
8 sommets du parallélépipède dans l'espace perspectif où
ils sont comparés avec les plans de la pyramide de visibi¬
lité. Un bloc est invisible si tous ses sommets sont écartés
par au moins un des plans.
Le test d'invisibilité combiné avec une maquette hiérar¬
chique permet ainsi d'éliminer très rapidement les parties
non significatives de la maquette ; ainsi pour une vue plon¬
geante sur le terrain où les blocs non significatifs tout
autour de la pyramide de vision sont éliminés.
Le cas de la vue horizontale dans un terrain est plus criti¬
que. Il faut considérer que le nombre de facettes potentiel¬
lement visibles croît très rapidement quand on augmente la
profondeur F de la pyramide de visibilité. Voici une solution
à ce problème.
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Suppression de détails
L'idée consiste à remplacer toutes les facettes d'un bloc
par une facette généralisée, quand celles-ci deviennent trop
petites dans l'image. Soit une facette de dimension typique
A£•A£. Sa dimension dans l'image est définie par la transfor¬
mation perspective 3.3 et 3.9. Elle est inférieure à e»I»e»I
quand sa profondeur dans l'espace de l'oeil est plus grande
que la valeur critique:
Ze(£) =~tV D (3-11}
Cette valeur peut donc être utilisée comme limite pour pas¬
ser à la facette généralisée de l'échelon hiérarchique supé¬
rieur.
La facette généralisée peut être le polygone reliant les 4
altitudes aux angles du bloc. Cette méthode convient parfai¬
tement pour assembler des facettes généralisées entre elles,
mais produit des discontinuités à la liaison d'une facette
généralisée et des facettes plus petites. Cet effet ne peut
être évité que si la facette généralisée tient compte de
son voisinage et adopte, le cas échéant, une ligne polygo¬
nale qui suit la ligne d'interface des facettes voisines
plus petites.
Cette mesure nécessitant des liaisons entre les blocs et
les facettes géométriquement voisins, son implémentation
passe par une modification de la structure des données de
la maquette. La structure hiérarchique pure doit être
abandonnée pour une structure au graphe plus complexe.
Désirant me concentrer sur une structure simple, je n'ai
pas envisagé cette possibilité plus à fond. Je propose
deux autres possibilités. La première est plutôt un sub¬
stitut et cpnsiste à faire usage de la perspective aérienne
pour supprimer les détails au loin (§4.4). La deuxième
possibilité est une vraie alternative et consiste à faire
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fusionner les facettes provenant de grilles différentes, non
pas dans l'objet comme c'est le cas ci-dessus, mais dans
l'image (§4.5)
3.2 Implémentation
Les principes de synthèse énoncés ont été implémentés sur
le miniordinateur précité (§1.4). Ce système a une capacité
de mémoire relativement restreinte, forçant ainsi une réali¬
sation faite de compromis qui diminuent l'efficacité poten¬
tielle de l'algorithme. Il a par contre un accès direct à
une mémoire d'image visualisée sur écran de t.v. et offre
donc à l'utilisateur les avantages du travail interactif.
Les grandes mémoires à accès aléatoires sont réalisées comme
suit. La mémoire d'image logique d'une part, est confondue
avec la mémoire d'image physique externe au calculateur et
servant au rafraîchissement t.v. Celle-ci offre l'accès
aléatoire désiré à chaque point de l'image.
La mémoire de profondeur Z d'autre part, ne peut être que
simulée. Elle est située physiquement sur le disque et son
accès est lent et lié à un transfert par séries de données.
Un accès aléatoire logique est réalisé par l'intermédiaire
d'une mémoire tampon intermédiaire contenant une fraction
de la scène des profondeurs. L'accès à la mémoire Z est unv
P
accès de lecture et d'écriture de sorte qu'un transfert phy¬
sique aller-retour entre le disque et la mémoire tampon doit
avoir lieu dès qu'une nouvelle fraction de la scène veut
être accédée. Les fractions sont choisies carrées, de maniè¬
re à exploiter la cohérence bidimensionnelle des facettes
d'une scène pour réduire le nombre de transferts. La mémoire
Z est ainsi divisée en 7*7 fractions à 36*36 points chacune.
P
La synthèse se fait en deux phases principales qui sont aussi
implémentées par deux programmes distincts (fig.3.7). La
première phase est une phase de préparation et de construc¬
tion d'une maquette ombrée et hiérarchique. D'abord vient
l'ombrage (a) qui complète la maquette en attribuant une
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luminance soit à chaque facette, soit à chacun de leurs
sommets. Puis vient la structuration (b), implémentée pour
permettre la construction d'une maquette à deux niveaux
hiérarchiques avec un maximum de 400 blocs à 19*19 facettes,
soit un total de 144*400 facettes. Le choix de mettre
l'ombrage en tête se justifie par la plupart des applica¬
tions où les conditions d'illumination ne varient que len¬
tement, n'imposant ainsi pas de contraintes quant à l'effi¬
cience de cette première phase.
La deuxième phase est à répéter, en principe, pour tout
changement des conditions de vue et doit être rapide.
D'abord vient le test d'invisibilité des blocs (c). Puis
vient une étape de tri (d) qui classe les blocs restants
suivant leur profondeur croissante. Cette mesure a pour
effet de favoriser les blocs du premier plan qui sont alors
représentés les premiers dans l'image. Elle accélère la
partie initiale de la synthèse de l'image, ce qui se révè¬
le avantageux pour le travail interactif et pour la syn¬
thèse à temps de calcul limité. Lors de la synthèse de
séquences d'images animées, où les conditions de vue ne
changent que très peu d'une image à l'autre, les étapes
de test et de tri de blocs (c et d) peuvent alors être
répétées à une cadence plus lente.
Puis vient la synthèse de l'image proprement dite. Cette
partie est implémentée pour traiter à la fois un bloc de
20*20 points au maximum. Tous ces points sont transformés
(e et f) dans l'espace perspectif en coordonnées homogènes,
où ils sont comparés à la pyramide de visibilité. Les poly¬
gones sont alors formés et traités séquentiellement. Il y a
pour chaque polygone, l'étape de tri rapide et de découpage
(g) suivi de la transformation en coordonnées perspectives à
3 dimensions permettant 1'élimination des facettes arrières
(h). Il y a évidemment interruption de calcul et passage au
polygone suivant dès que l'invisibilité d'une facette est
reconnue. Vient finalement l'étape (i) du remplissage du
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PHASE 1
a)
b)
PHASE 2
c)
d)
e)
f)
g)
h)
i)
Si maquette de terrain
ombrage
maquette ombrée
structuration
? maquette ombrée ethiérarchique
test d'invisibilité
des blocs
tri des blocs
o
maquette épurée des
blocs invisibles
transformation
objet-oeil
9
bloc dans l'espace de
l'oeil
transformation
perspective
1
polygones dans l'espace
perspectif (4 dimensions)
découpage
Ô
polygone à l'intérieur de
la pyramide de visibilité
(3 dimensions)
élimination des
facettes arrières
1
facette potentiellement
visible
remplissâge des
facettes et
élimination des
surfaces cachées
point de 1'image
image
L
scène des
profondeurs
Z
Fig.3.7 Organigramme de la synthèse perspective
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polygone et de l'élimination des surfaces cachées, implémen-
té suivant le principe énoncé, avec une mémoire d'image
externe et une mémoire Z simulée. Cette étape comprend en
outre une mesure supplémentaire pour diminuer les transferts
liés à l'usage de la mémoire Z . Ainsi s'ajoute un découpage
des polygones suivant les fractions définies pour la mémoire
Z
, ce qui empêche un accès multiple à la même fraction pen¬
dant le remplissage d'une seule facette.
Performances
Les performances varient énormément avec tous les paramètres
de synthèse. Voici cependant une comparaison de quatre cas
types. Ont été synthétisées les images perspectives des
figures 3.8, 3.9, 3.10.a et b appelées respectivement Alpes
bernoises (AB), Rigi (RI), Wetterhorn 50 m (W50) et Wetter-
horn 250 m (W250). Tous les paramètres de synthèse sont
portés dans l'annexe A.3 et la statistique des facettes est
reportée dans la figure 3.11. Ces cas se différencient
grandement par la durée de synthèse et par la complexité,
mesurée au nombre de facettes, des maquettes et des scènes.
Ainsi la complexité de la maquette de AB est grande (288k)
nombre total de facettes (• 103) temps de
fig. maquette : scène: calcul
a) b) c) [mn]
AB 3.8 288,8 49,0 39,4 26,3 40
RI 3.9 50,6 32,1 27,5 21,7 30
W50 3.10.a 50,6 10,5 8,02 4,65 11
W250 3.10.b 2,02 0,81 0,321 0,186 3,5
Fig.3.11 Comparaison de la complexité de la maquette, de la
complexité de la scène et de l'effort de calcul.
La complexité de la scène est mesurée à 3 niveaux
de calcul, soit après l'élimination a) des blocs
invisibles, b) des facettes invisibles et c) des
facettes arrières.
Fig.3.8 Vue perspective sur les Alpes Bernoises synthétisée
à partir de la maquette Thun(R). Illumination de
janvier, 14h. L'observateur est au-dessus de Thun,
à 6000 m d'altitude et regarde au SE (<J)=60 ). Scène
de grande complexité
Fig.3.9 Vue perspective sur le Rigi synthétisée à partir de
la maquette Lac des Quatre Cantons(R). Illumination
d'avril, 8h. L'observateur est sur le Rotstock d'Uri
à 3200 m d'altitude et regarde au N (cj>=60 ). Scène
de grande complexité
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a) maquette à la maille de 50 m;
scène de complexité moyenne
b) maquette à la maille de 250 m;
scène de petite complexité
0 Vue perspective sur le Wetterhorn synthétisée à
partir de la maquette Mettenberg. Illumination de
mars, 13h. L'observateur est au-dessus de Grindel-
wald, à 1900 m d'altitude et regarde à l'E (<J> = 20°)
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celle de RI et W50 moyenne (50k) et celle de W250 petite
(2k). Le nombre de facettes se réduit alors quand on passe
au niveau de la scène et il est évident que cette réduction
est dominée par le choix des conditions de vue. Au niveau de
la scène, la complexité est répartie autrement. Ainsi AB et
RI sont de grande complexité (39 et 27k), W50 de complexité
moyenne (8k) et W250 de petite complexité(0,3k). La compa¬
raison de ces valeurs avec les temps de calcul illustre le
fait que c'est la complexité de la scène et non celle de la
maquette qui est déterminante pour la durée de synthèse.
Elle confirme aussi l'efficacité de la structure de données
hiérarchique qui permet une élimination rapide des facettes
non significatives.
Ces résultats montrent finalement la capacité de cet algo¬
rithme de synthèse de traiter des scènes et des maquettes de
grande complexité sur un système de calcul relativement
modeste. De plus, les temps de calcul peuvent encore être
sensiblement diminués si la mémoire Z est implémentée avec
une mémoire à accès rapide, de sorte que sur cette base, un
système simple peut être conçu, qui permette la synthèse
interactive — avec un temps de réponse de quelques secondes —
pour des maquettes grossières. Une synthèse en temps réel
ne peut être réalisée aujourd'hui que grâce à des systèmes
extrêmement sophistiqués [48].
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4. VISUALISATION OPTIMALE DE TERRAINS
Ce chapitre traite quelques aspects choisis de la synthèse
perspective appliquée aux maquettes de terrain. Les aspects
analysés débouchent sur une visualisation de terrains opti¬
malisée par une technique d'ombrage adaptée, la suppression
d'erreurs de quantification et l'utilisation à posteriori de
l'information de profondeur de la scène pour augmenter le
rendu et le réalisme de la représentation.
4.1 Comparaison des techniques de visualisation
des facettes
Il y a plusieurs manières de former les facettes à partir
des mailles de la grille. Je peux traiter des facettes
planes en divisant la maille en deux ou plusieurs facettes
triangulaires. Je peux aussi traiter la maille directement
comme une facette non plane. La facette plane a l'avantage
de rester plane dans l'espace perspectif ce qui permet, lors
du remplissage de la facette, de déterminer la profondeur
perspective Z d'un point d'un segment par l'interpolation
linéaire des Z de ses extrémités. Pour une surface non
P
plane, cette interpolation doit être non-linéaire et il
vaut mieux l'éviter parce que trop longue à calculer.
Que se passe-t-il si j'utilise malgré tout une interpolation
linéaire pour les facettes non planes? La forme de la
facette est définie au moment du remplissage et sera donc
différente pour des projections différentes. Des discon¬
tinuités peuvent aussi se présenter pour les cas de la
figure 3.5. Ces effets n'ont heureusement pas de conséquence
désavantageuse pour des maquettes de terrain en général
(fig.4.1.d). Ils pourraient se manifester tout au plus dans
le cas où l'intersection du terrain avec un autre objet
devrait être calculée.
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Trois méthodes d'ombrer les facettes sont considérées:
1) ombrage uniforme des facettes; 2) ombrage selon Gouraud
[24] et 3) ombrage selon Phong [43].
La méthode d'ombrage uniforme est la plus simple. L'ombrage
est inclu dans la maquette sous forme d'une valeur de lumi¬
nance par facette qui est utilisée telle quelle pour remplir
la facette.
La méthode de Gouraud réalise une continuité de luminance
d'une facette à l'autre par l'interpolation des luminances
dans l'image. L'ombrage est inclu dans la maquette sous
forme d'une valeur de luminance L par noeud de la grille.
Leur interpolation a lieu lors du remplissage en doublant
1'interpolateur Z d'un interpolateur L.
La méthode de Phong est la plus complexe mais aussi, en
principe, la meilleure puisqu'elle est basée sur la conti¬
nuité du vecteur normal à la surface n. Cette continuité est
en général suffisante pour permettre une réflexion spécu-
laire. Sa réalisation nécessite de compléter la maquette des
deux composantes variables Aa et Aa de la normale en chaque
noeud (§2.9). Le remplissage a lieu cette fois-ci en ajou¬
tant à 1'interpolateur Z un interpolateur Aa et un inter¬
polateur Aa . L'ombre doit finalement être calculée en
chaque point de l'image.
La figure 4.1 offre une comparaison visuelle d'une même vue
perspective synthétisée selon les techniques suivantes:
a) Division d'une maille en deux facettes planes selon une
diagonale NW-SE; luminance uniforme.
b) Division d'une maille en deux facettes planes selon une
diagonale NE-SW; luminance uniforme.
c) Division d'une maille en 4 facettes planes réunies au
centre interpolé de la maille; luminance uniforme.
d) Facette non-plane; luminance uniforme.
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a) 2 facettes, n=0 b) 2 facettes, n=0
c) 4 facettes, n=0 d) 1 facette, n=0
Fig.4.1 Vue perspective sur le Schreckhorn synthétisée à
partir de la maquette Mettenberg(R) à la maille de
250 m. Illumination de juin, 16h. L'observateur est
au-dessus du Lauteraarhorn à 4500 m d'altitude et
regarde au NW (<J> = 45 ) . Voir le texte pour les
différentes techniques de visualisation utilisées
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e) 1 facette, n=l f) 1 facette, n=0,6
g) 1 facette, n=l, réf1.spéculaire
Fig.4.1 suite
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e) Facette non-plane; luminance interpolée selon Gouraud.
f) Facette non-plane; luminance combinée d'une part L. inter¬
polée selon Gouraud et d'une part uniforme L :
L - n«L. + (1-n)-L (4.1)
où n est le coefficient de fondu.
g) Facette non-plane; luminance calculée selon la méthode
de Phong et en tenant compte d'une réflexion diffuse et
spéculaire (p =0,6 p =0,4 c=20).
Des méthodes à facettes planes a) b) et c), cette dernière
est sans doute la meilleure, les deux autres méthodes provo¬
quant des distorsions d'orientation et de contraste liées à
la présence d'une diagonale privilégiée (structures plutôt
verticales dans a) et plutôt obliques dans b); contraste
moindre dans a) que dans b) ).
A comparer c) et d) je relève d'abord que la méthode des
facettes non-planes ne présente, comme prévu, pas d'arte¬
facts. Je relève ensuite un avantage de qualité pour c)
respectivement de temps de calcul pour d) dû à un nombre
de facettes quatre fois plus grand dans c) que dans d).
Aussi ces deux méthodes sont-elles jugées équivalentes.
La méthode e) présente par rapport aux méthodes précé¬
dentes l'avantage, déterminant pour la synthèse de terrain,
de différencier fortement les transitions entre facettes
voisines des transitions entre facettes se recouvrant. Cette
propriété confère à l'image un rendu de très bonne qualité.
La méthode f) offre la possibilité d'un compromis, contrôlé
par n, entre ce rendu et la visibilité de la grille. Une
certaine visibilité de la structure de la grille peut en
effet être souhaitée, car elle contribue à accentuer la
vision perspective d'une part et d'autre part, elle sert
à donner une échelle à la représentation du terrain.
La méthode g) est la seule qui pratiquement permette le
calcul de la réflexion spéculaire. Celle-ci présente
cependant peu ou pas d'avantage. Aux objections formulées
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à l1encontre de son emploi pour les cartes d'ombre (§2.2.1)
s'ajoute le fait que les vues perspectives de terrain ne
présentent que rarement les conditions pour la présence de
réflexions speculaires. En effet, pour des conditions de vue
caractérisées par un angle de montée 3 petit et un terrain
limité en pente, celles-ci n'apparaissent pratiquement que
pour de la lumière à contre-jour. Ceci est par ailleurs une
vue plutôt désavantageuse pour le rendu de l'ensemble du
terrain. Sinon pour des applications particulières où une
réflexion spéculaire est jugée indispensable, cette méthode
n'est donc pas recommendable.
En conclusion, la méthode f) est considérée comme particuliè¬
rement adaptée à la synthèse perspective de terrains.
4.2 Visualisation d'information liée au terrain
Il existe chez les utilisateurs de bases de données qui sont
liées à un terrain, un grand besoin de représenter des
informations avec le terrain comme support. La synthèse
d'images offre une nouvelle possibilité pour visualiser
simultannément le terrain a.. et une information supplémen-
taire désignée par la grandeur b.. et située géométriquement
en a... La méthode consiste à utiliser de manière indépen-
dante la luminance et la chrominance pour représenter le
terrain respectivement b... L'information b.. module ainsi
la chrominance des facettes qui, comme la luminance, peut
être soit uniforme soit interpolée. Pour une grandeur logi¬
que, la présence ou non d'une forêt par exemple, le remplis¬
sage doit être uniforme, alors qu'il peut être uniforme ou
interpolé quand l'information est le prix du terrain, pour
citer un autre exemple.
L'information b.. est quelconque. Elle définit par exemple
la couverture du sol, la qualité du sous-sol, la densité
d'habitants, la facilité d'accès,etc.
La figure 4.2 est un exemple spécial où l'information repré¬
sentée est l'altitude elle-même (b..=a..). L'image est codée
ij in
avec 5 bit pour la luminance et 3 bit pour la chrominance,
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Fig.4.2 Vue perspective sur le Wetterhorn synthétisée à
partir de la maquette Mettenberg(G) à la maille de
50 m. Illumination de mars 13h. L'observateur est
au-dessus du Faulhorn à 3000 m d'altitude et regar¬
de au SE (<J>=45°) .
On voit au premier plan, le Faulhorn, et à l'arrière
plan, de gauche à droite, la Grande Scheidegg, le
Wetterhorn, le Schreckhorn et le Lauteraarhorn, puis
l'arête de Mittelleggi.
Visualisation de l'altitude par la couleur. L'équi-
distance des courbes de niveau est de 250 m.
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l'échelle des chrominances définissant des courbes de niveau
équidistantes de 250 m. Cette image illustre deux choses:
d'une part, une nouvelle possibilité de visualiser, en vue
perspective, une information liée au terrain; d'autre part,
quand, comme ici, l'information est l'altitude elle-même,
une amélioration possible de la représentation du terrain,
grâce à la référence à l'altitude introduite par cette
méthode.
4.3 Effets de quantification de la mémoire Z
Soient deux facettes se recouvrant en un point de l'image et
soient Z
.
et Z leur profondeur perspective en ce point.
La détermination de la surface visible devient impossible
quand Z et Z tombent dans le même pas de quantifica¬
tion (§3.1.1), ce qui conduit à des erreurs dans l'image.
Pour des images de terrains, la profondeur critique z à
partir de laquelle des erreurs de superposition peuvent
apparaître systématiquement dans l'image peut être définie
comme celle dont le pas de quantification Az est égal à
la maille M. De (3.8) je tire:
z = /A£«D«2n - D (4.2)
ec
Les effets visuels provoqués par une quantification insuf¬
fisante de la profondeur perspective sont illustrés par la
figure 4.3 représentant une scène de la maquette Mettenberg
(A£= 250 m), vue depuis une distance de D= 20 m et sur une
profondeur de F= 14 km. Les images a) b) et c) sont obtenues
avec une mémoire Z limitée respectivement à n= 16, 12 et 8
bit, ce qui définit une profondeur critique respectivement
de zeC= 18'080, 4'500 et l'HO m. L'image a) sans erreur
confirme la faisabilité de la synthèse de terrain avec une
mémoire Z de 16 bit. Les images b) et c) illustrent l'effet
P
visuel des erreurs de quantification. La présence prévue
d'un front d'erreurs qui se déplace de l'arrière vers l'avant
au fur et à mesure de la réduction de résolution justifie
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a) n= 16 bit, z = 18,0 km
ec
b) n= 12 bit, z = 4,5 km
ec
c) n= 8 bit, z = 1,1 km
ec
Fig.4.3 Vue perspective sur la Grande Scheidegg synthétisée
à partir de la maquette Mettenberg(R) à la maille
de 250 m. L'observateur est à 3000 m d'altitude et
regarde au SW en direction de l'Eiger. Effets de
quantification de la mémoire Z
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par ailleurs l'utilité de la profondeur critique z pour
situer le domaine des erreurs.
4.4 Effets de profondeur
Il y a d'abord les effets de profondeur physiologiques [42].
L'accommodation,la convergence et la disparité binoculaire
sont les effets qui nécessitent la représentation stéréo-
scopique. La parallaxe de mouvement est monoculaire et néces¬
site la production de séquences d'images animées. Les paires
stéréoscopiques et les séquences d'images s'obtiennent par
répétition de la synthèse pour des conditions de vue chan¬
geantes. Leur implémentation est brièvement décrite.
Il y a ensuite les effets de profondeur psychologiques [7].
La grandeur rétinienne d'objets familiers, la perspective
linéaire, la superposition et l'ombre sont les effets déjà
réalisés avec l'algorithme de synthèse. La perspective
aérienne et le gradient de texture sont deux effets qu'il
convient encore d'analyser.
Paires d'images stéréoscopiques
Deux images sont à synthétiser pour une même scène. Les deux
points de vue sont aux extrémités d'un segment de base, de
longueur P,, perpendiculaire à la direction d'observation.
Les deux directions d'observation effectives convergent sous
un angle 0. Trois conditions dictent le choix des paramètres
P.. et 6: 1) les conditions de présentation de l'image (gran¬
deur de l'écran, distance d'observation, distance entre les
yeux); 2) le désir d'une relation linéaire entre l'effet de
profondeur et la distance [42,p.76-77]; 3) la convergence
des yeux lors de la visualisation, qui doit varier dans un
domaine limité pour rester confortable.
Des paires stéréoscopiques de vues de terrain implémentées
suivant ces règles ont un bon effet tridimensionnel qui est
particulièrement marqué avec les techniques de visualisation
des facettes préservant la visibilité de la grille. Ces vues
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gardent cependant un aspect artificiel, vu que l'effet
stéréo est marqué pour un terrain miniature, mais disparaît
complètement pour un terrain grandeur réelle.
Séquences d'images
Un système de prise de vues automatique a été implémenté et
plusieurs séquences filmées ont été réalisées image par
image. Ainsi une séquence de vol simulé dans un terrain est
obtenu par le déplacement successif du point de vue dans la
direction d'observation. La double exposition d'une même
image ne porte en général pas préjudice à la qualité du mou¬
vement, de sorte qu'il faut synthétiser 12 images/s quand la
cadence est de 24 images/s. Avec la synthèse implémentée et
pour une scène simple, il faut donc compter avec 12*3 mn de
synthèse par seconde de projection.
Les séquences synthétisées confirment, ici aussi, un effet
tridimensionnel très prononcé et favorisé par la visibilité
de la grille. Est aussi testée, à cette occasion, la techni¬
que de remplissage des facettes non-planes, qui ne montre
définitivement pas d'artefact d'origine dynamique.
Perspective aérienne
La dispersion de la lumière par les particules de l'air
entraîne une diminution de contraste des objets éloignés. Au
cours de la synthèse, 1'éloignement est déterminé par la
profondeur linéaire z et par la profondeur perspective Z
qui, des deux, est la seule connue pour chaque point de
l'image. La perspective aérienne transforme donc la lumi¬
nance L d'un point de l'image en une nouvelle luminance
aérienne L selon une transformation à définir L (L,Z ).
a a p
Il convient de relever que les grandeurs L et Z pour chaque
point de l'image sont disponibles à la fin de la synthèse
dans les mémoires Z et de l'image. La perspective aérienne
peut donc être implémentée très facilement. Cette transfor-
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a) L = 0,7 z = 40 km z*=20km
oo
'
e°° e
4»
b) = 0,9 15 km z* = 5 km
e
4 Vue sur le Rigi de la figure 3.9 modifiée par la
perspective aérienne. L = luminance à l'infini,
e°
typique
profondeur limite, z*(X*=0,5)= profondeur
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mation peut, de plus, être répétée pour des fonctions
L (L,Z ) variables, ce qui offre la possibilité de visu-
a p
aliser très rapidement la même vue avec des fonctions diffé¬
rentes. Des variations dynamiques en temps réel peuvent être
implémentées, s'il est fait usage de la technique des
tabelles de transfert variables [45].
Soit, sans justification physique, la perspective aérienne
définie par:
L = (1-À)-L + X-L (4.3)
a °°
avec:
A = { min(l,Z /Z ) }K (4.4)
p p°°
Avec Z croissant, la luminance La passe de L à la luminance
à l'infini L . L'exposant k permet de moduler la transition
et Z marque la limite de visibilité en profondeur.
L'exposant k n'étant guère tangible, il se calcule de préfé¬
rence à partir d'un point typique de la fonction À(Z*) = À*.
P
Ainsi:
k =
^£^
(4.5)
logZ* - logZpoo
Considérant de plus la liaison avec la profondeur linéaire:
z
* ze (F»D) (4.6)
p z +D
r
e
je peux définir la perspective aérienne par les deux gran¬
deurs caractéristiques que sont la profondeur typique z* et
la profondeur limite z
c
e°°
La figure 4.4 démontre l'effet visuel de la perspective
aérienne appliquée à la vue sur le Rigi, illustrée dans sa
forme originale par la figure 3.9. On y trouve les trois
caractéristiques de la perspective aérienne: 1) l'effet de
profondeur, 2) un réalisme accentué et 3) la possibilité de
couper un terrain sans transition abrupte.
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Gradient de texture
Le gradient de texture provient du changement apparent de la
structure de surface d'un objet. Cette structure est en
général tridimensionnelle et difficile à modeler. Une appro¬
che bidimensionnelle considère l'objet recouvert d'une
tapisserie peinte [11][21]. Une autre approche produit une
texture pseudo-tridimensionnelle en utilisant la tapisserie
pour perturber le vecteur normal à la surface n et moduler
ainsi l'ombre [9]. Ces deux techniques sont cependant com¬
plexes car elles nécessitent la retransformation de tous les
points de l'image dans l'objet pour y lire la tapisserie.
J'expose ici une technique très simple qui génère la texture
non pas dans l'objet comme les méthodes précitées, mais dans
l'image, et qui fait usage exclusivement de l'image et de la
scène des profondeurs Z disponibles à la fin de la synthèse.
A ce niveau de calcul, la provenance des facettes est incon¬
nue. Seuls L et Z sont connus pour chaque point de l'image.
De plus, considérant la scène des profondeurs comme une
nouvelle maquette, l'orientation de la surface de ce nouveau
relief Z (X ,Y ) peut être obtenue en calculant le vecteur
P P P
normal n à cette surface. Une texture dans l'image peut
ainsi être générée à partir de L,Z et n .
Soit t la fonction de texture, limitée au domaine [-1,1] et
qui module la luminance L de l'image. La luminance L de
l'image avec texture vaut:
L = AL + (1-2'AL)«L + AL't (4.7)
AL étant l'amplitude de crête de la texture.
Le choix de la texture t est dicté par le désir d'accentuer
l'effet de profondeur et le réalisme de l'image. Soit une
première texture ti provenant d'un générateur aléatoire
binaire:
probabilité = 0,5
r, = 4 (4.8)
{.:
1 ' "
probabilité = 0,5
- 90 -
et présentant un effet de contraste diminuant avec Z . Avec
p
la fonction (4.4), la texture ti s'écrit:
t! = rx- (1-MZ )) (4.9)
La figure 4.5 illustre l'effet visuel de cette texture de
contraste appliquée à la vue sur le Schreckhorn (fig.4.1).
Une deuxième texture t2 doit montrer l'effet de profondeur
produit par un effet de taille de la texture. Il faut donc
disposer d'un générateur aléatoire paramétrique dont un des
paramètres module la taille de la texture. Un tel générateur
a été trouvé sous la forme d'un processus markovien bidimen-
sionnel et binaire générant r2 au point (m,n) selon ses voi¬
sins précédents r2 au point (m-1 ,n) et r2 au point (m,n-1),
compte tenu des probabilités conditionnelles:
( p( 1 | 1, 1) = p(-l |-1,-1) = p
p(r2|r2,r2'): |p( }] ]f_]} = pM|_lf 1} = p^
(4.10)
La texture ainsi produite a l'avantage d'être symétrique
(p(1)=p(-1)) et d'être modulable point par point. Les proba¬
bilités p et p modulent indépendamment la taille respec¬
tivement l'orientation de la texture (fig.4.6).
La texture avec effet de taille t2 peut donc être réalisée
avec le générateur r2en variant la probabilité p avec Z ;
par exemple, en utilisant à nouveau la fonction A(Z ) de la
formule 4.4:
f D = 1-À (Z )
t2 = r2 avec: | J = ^
?
(4.11)
La figure 4.7 illustre l'effet visuel de cette texture de
taille.
Ces deux résultats démontrent finalement que des améliora¬
tions sensibles de l'effet de profondeur, mais aussi du
réalisme, sont possibles avec cette technique très simple
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X
^%
.4.5 Vue sur le Schreckhorn de la figure 4.1 avec une
texture a effet de contraste.
z = 15 kmAL= 0,1 (X*=0,5)= 1,5 km
.4.6 Caractéristique du générateur de texture aléatoire
paramétrique r2{p ,p,}. La taille et l'orientation
de la texture sont modulées indépendemment par
P et p,
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des textures dans l'image. Ces textures découlant aussi des
seules informations L et Z , les possibilités, déjà mention-
P
nées pour la perspective aérienne, de générer des textures
variables ou même dynamiques sont aussi valables pour cette
technique.
Les principes énoncés laissent par ailleurs prévoir d'autres
améliorations sur le même principe, notamment en créant:
1) une texture avec un effet d'orientation basé sur la
variation de la probabilité p. en fonction de l'orientation
de la surface des profondeurs définie par n , ou 2) une
texture qui combine judicieusement ces différents effets.
4.5 Transition entre maquettes par fusion
L'utilisation de la structure hiérarchique pour générali¬
ser des facettes apparemment trop petites se heurte aux
problèmes de continuité entre des facettes différemment
grandes (§3.1.3). L'idée présentée ici consiste à effectuer
cette transition dans l'espace de l'image et à utiliser la
profondeur perspective Z pour en assurer la continuité.
Soit une scène dont on synthétise d'abord le premier plan à
partir d'une maquette à maille fine, puis, dans une deuxième
image, le second plan à partir d'une maquette à maille
grossière. Les domaines en profondeur, soit [0,Z ,] pour le
pi
premier plan et [Z 2'11 pour le second plan, doivent se
recouvrir suffisamment pour que la superposition des deux
images se fasse sans trou. Une nouvelle image est obtenue
par la fusion point par point des luminances Lx respecti¬
vement L2 des deux images:
Li pour Z < Z _
P P2
(l-O'Lj + T'L, pour Z _<Z <Z . (4.12)z c
p2 p pi
L2 sinon
Z -Z
„
p p2
avec: t =
^ _*
pi p2
Cette technique de fusion est testée en utilisant les deux
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t^1
im
Fig.4.7 Vue sur le Schreckhorn de la figure 4.1 avec une
texture à effet de taille:
AL= 0,05 z*U*=0,5) = 4 km z
= °°
e e°°
^^
lfc*
Fig.4.8 Vue sur le Schreckhorn de la fig.4.1.
Illumination
de mars 13h. Fusion dans l'image des maquettes aux
mailles de 50 respectivement 250 m entre z = 2000 me2
et z = 3000 m de profondeur.
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maquettes Mettenberg. Le premier plan a une profondeur de
z = [0,3000m], commence à une distance de D= 500 m de
l'observateur et vient de la maquette à la maille de 50 m.
Le deuxième plan a une profondeur de z = [ 2000m,°°] et
vient de la maquette à la maille de 250 m. La fusion est
faite suivant les valeurs Z
.
et Z
. correspondantes. La
pi p2
figure 4.8 illustre le résultat qu'il faut comparer avec la
figure 4.1. Le premier plan est maintenant de bonne résolu¬
tion et la transition vers la maquette à basse résolution
est fondue. Cette technique de fusion se révèle ainsi
parfaitement adaptée à assurer la transition entre des
maquettes aux mailles inégales et permet ainsi l'usage d'une
maquette hiérarchique simple tout en profitant de la possi¬
bilité de supprimer les détails inutiles de l'image.
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5. CONCLUSION
Les images présentées montrent l'aptitude de la synthèse
par ordinateur, à visualiser des objets. Le rendu de la repré¬
sentation est infiniment meilleur que la visualisation directe
des données.
Le rendu et le réalisme des images synthétiques de maquettes
de terrain s'est révélé être variable. Le rendu tridimension¬
nel provient surtout de la réflexion diffuse, l'ombre portée
ajoutant une part de réalisme souvent utile. La réflexion
spéculaire ajoute un brin de réalisme mais souvent au détri¬
ment du rendu. Le rendu de terrains est particulièrement bien
marqué par les vues perspectives et est encore sensiblement
accru par l'animation, mais cette fois-ci à des coûts élevés.
La stéréoscopie a peu de signification pour des maquettes de
terrain. Quant à la perspective aérienne et à la texture,
elles agissent surtout au niveau du réalisme. La nouvelle
méthode de génération de texture tire avantage de la disponi¬
bilité de la scène des profondeurs à la fin de la synthèse.
Elle est simple et révèle une bonne aptitude à améliorer le
réalisme des images de terrain.
La visualisation impose des conditions spécifiques à l'inter¬
polation d'un terrain. Elle nécessite une continuité de la
surface suffisante. Il y a deux méthodes favorables pour
interpoler l'image d'un objet. La solution économique consis¬
te à interpoler l'image linéairement. La solution de qualité
consiste à interpoler l'objet avec une fonction d'interpola¬
tion d'ordre supérieur, par exemple la fonction spline cubi¬
que. Ces résultats se révèlent être la conséquence directe
de la nature différentielle de l'ombrage.
Le traitement de grandes maquettes à rendu nécessaire le
développement de méthodes de calcul adéquates. Ainsi le calcul
de cartes d'ombre à pu être effectué séquentiellement, grâce
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à l'algorithme de l'ombre portée développé sur le principe
de la propagation d'un plan d'ombre.
La synthèse perspective de grandes maquettes est facilitée
par deux mesures. Ainsi le choix de la méthode de la mémoire
Z permet-il aussi un traitement séquentiel de la maquette
entière. L'accroissement exagéré des coûts de calcul liés à
cette méthode,et qui explosent litéralement pour des vues
à direction horizontale, est limité par la deuxième mesure.
Celle-ci propose l'usage d'une maquette hiérarchique pour
éliminer, à un niveau supérieur, des régions entières, non-
significatives pour la scène.
L'utilisation d'une maquette hiérarchique pour supprimer
les détails superflus de la représentation se heurte à des
problèmes de continuité dans les transitions entre facettes.
La solution, nouvellement envisagée, d'effectuer cette con¬
tinuité par la fusion dans l'image se révèle tout-à-fait
faisable avec des maquettes de terrain.
L'implémentation de l'algorithme de la mémoire Z peut être
réalisé de manière efficace avec les mémoires aujourd'hui
disponibles. Une quantification de Z avec 16 bit est suffi¬
sante pour des maquettes de terrain. Dans ces conditions,
la synthèse peut être interactive déjà sur un système de
calcul modeste.
L'utilisation supplémentaire de la chrominance dans les vues
perspectives est une méthode originale pour visualiser des
informations liées à un terrain.
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