In this paper we solve the variance-optimal hedging problem in stochastic volatility models based on time-changed Lévy processes, i.e. in the setup of Carr et al. (2003) . The solution is derived using results for general affine models in the companion paper Kallsen & Pauwels (2008).
Introduction
Stochastic volatility (SV) models with and without jumps as e.g. in [13, 2, 4] have been introduced to account for stylized facts of stock return data such as heavy tails, volatility clustering, and negative correlation between returns and changes in volatility. These models typically lead to incomplete markets where perfect hedges do not exist for most contingent claims. In case of jumps they typically remain incomplete even if finitely many derivative assets are added. In this paper we compute the variance-optimal hedge for European-style options in time-changed Lévy models where the discounted stock follows a martingale. The hedging strategy and the hedging error are expressed in terms of integral representations that allow for straightforward numerical evaluation. Their derivation relies heavily on results for general affine stochastic volatility models in the companion paper [19] .
Concrete numerical results for variance-optimal hedging have also been derived in [12, 7, 14, 5, 15, 18, 1] . The first reference uses PDE methods for specific continuous stochastic volatility models. [7] considers a SV model involving jumps. A partial integro-differential equation is solved using finite differences in order to obtain the value process of the option and the optimal hedge. The hedging error is computed by Monte-Carlo simulation. This approach is applied to exotic contingent claims and it allows for options as hedging instruments. References [14, 5, 1] consider only processes with stationary, independent increments without stochastic volatility but their integral transform approach provides the basis of the current study. Our goal here is to produce simple formulas for the optimal hedging strategy and the hedging error which can be evaluated without implementing involved numerical schemes or computer-intensive Monte-Carlo simulations. The approach does not apply to more difficult problems as in [7] , at least at this stage. But it is fast and accurate in the standard hedging problems where it can be applied. Moreover, we provide rigorous proofs under assumptions that can be directly verified in terms of model parameters. For a partial extension of our methodology to the non-martingale case we refer the reader to [20] . However, the latter is more restrictive concerning the dependence between changes in stock price and volatility. Moreover, it argues on an informal mathematical level. For a discussion of discrete variance-optimal hedging in stochastic volatility models cf. also [18] .
As a by-product we obtain option pricing formulas in the models under consideration. These are mostly known from the literature, cf. [13, 22, 4, 25] , at least for call and put options. However, verifyable conditions on the parameters warranting that the pricing formulas do indeed hold are typically not stated. They are provided here together with rigorous proofs.
The paper is organized as follows. The subsequent short section introduces the general setup. In Section 3 we consider stochastic volatility models involving Lévy-driven OrnsteinUhlenbeck processes. Activity processes of square-root or Cox-Ingersoll-Ross type are discussed in Section 4. The results are illustrated numerically and compared in Section 5. The final section contains proofs.
Unexplained notation is used as in [16] and [19] . In particular, we use the dot notation for stochastic integrals, i.e. ϑ • S t := t 0 ϑ s dS s .
Variance-optimal hedging of European claims
We consider a European-style contingent claim with discounted payoff H = f (S T ) at time T ∈ R + . By S we denote the discounted price process of the underlying which is specified further in the following two sections. In order to derive concrete results, we suppose that the payoff function f : (0, ∞) → R can be written in integral form
with some finite complex measure Π on a strip S f := {ζ ∈ C : R ≤ Re(ζ) ≤ R}, where R , R ∈ R. The measure Π is supposed to be symmetric in the sense that Π(A) = Π(A) for A ∈ B(C) and A := {z ∈ C : z ∈ A}. For most concrete payoffs this rather abstract formulation reduces to
i.e. the measure Π is concentrated on a line R + iR and has a Lebesgue density ζ → −i (ζ). E.g. we have
for R > 1 in the case of a European call f (s) = (s − K) + . The same function yields the payoff of a put f (s) = (K − s)
+ if we choose instead R < 0. The kernels or integral representations (2.1) for many more payoffs can be found in [14] .
The goal of variance-optimal hedging is to minimize the expected squared hedging error
over all initial endowments v ∈ R and all admissible trading strategies ϑ, i.e. all ϑ ∈ Θ := ϑ predictable process :
The hedging error
of the variance-optimal initial capital v * and strategy ϑ * is called mimimal hedging error. The aim of this paper is to determine these objects in Lévy-based stochastic volatility models.
From general theory it is known that v * = E[H], i.e. the variance-optimal initial capital coincides with the value of the claim if the underlying probability measure is the market's pricing measure, cf. e.g. [11, 26] . Therefore option pricing formulas are recovered as a by-product. If the initial endowment v is fixed rather than part of the optimization, the optimizer ϑ * of (2.2) stays the same in the present martingale case. The expected squared hedging error, however, increases by (v − v * ) 2 .
3 Ornstein-Uhlenbeck-type activity process
In this section we solve the hedging problem in the integrated Ornstein-Uhlenbeck (OU) time change model proposed in [4] . In order to allow for a more flexible dependence structure between changes in asset prices and volatility we consider the slightly extended version introduced in [17] . The discounted asset price process in the integrated OU time change model is given by S = S 0 exp(Z), where the return process Z is specified as
Here κ > 0, η ≥ 0, and δ are constant parameters. X, X, z denote three independent Lévy processes. In order to obtain a positive activity process Y we suppose that y 0 > 0 and z is increasing. More specifically, we assume that z equals the sum of its positive jumps. Integration by parts yields that
expressions are defined as
where
For ease of notation we dropped the arguments of some functions in the formulae above.
Remark 3.5 The integrals in the previous theorem are to be understood in the sense that
The integrals in (3.1, 3.2) and the triple integrals in (3.6) cannot be avoided and must be evaluated numerically. This is done in Section 5 for a concrete model. However, the integrals in (3.5) and (3.8) can be expressed analytically for the subordinators z that are considered in the literature. Proposition 3.6 (Gamma-OU process) Suppose that Assumption 3.2(1a) holds. Moreover, let η = 0 and
i.e. y is a Gamma-OU process in the sense of [2, 25] . Then Assumption 3.2(1b) holds for sufficiently small ε > 0. The integral in (3.5) is of the form
The mapping t → logϕ(t, u 1 , u 2 ) denotes the distinguished logarithm of
in the sense of [24, Lemma 7.6], i.e. logϕ is the unique continuous function
can be written as
PROOF. Since ψ z can be extended to an analytic function on {v ∈ C : Re(v) < b}, we obtain Assumption 3.2(1b) for sufficiently small ε. (3.9) is shown by differentiation of its right-hand side. (3.10) follows by differentiation from (3.9).
A similar result holds for another family of subordinators. 
for some a, b > 0 such that
i.e. y is an inverse Gaussian OU process in the sense of [2, 25] . Then the integral in (3.5) is of the form
where k 1 , k 2 are defined as in Proposition 3.6,
and
The derivative D 2 Ψ 0 needed in Thereom 3.4 can be written as
PROOF. ψ z can be analytically extended to {ζ ∈ C : Re(ζ) < 1 2 b 2 }. This yields Assumption 3.2(1b) for sufficiently small ε. Condition (3.11) warrants that b 2 − 2q(t, u 1 , u 2 ) = 0 for Re(u 1 ) < 2M 1 , which implies that the square roots are well defined. Differentiation of the right-hand side yields (3.12) . In the proof of Theorem 3.3 it is shown that (u 1 , u 2 ) → Ψ 0 (t, u 1 , u 2 ) is analytic. Differentiation yields the expression for k 1 (u 1 , u 2 ) = 0.
The formula for k 1 (u 1 , u 2 ) = 0 is obtained by considering the limit of the first expression for k 1 (u 1 , u 2 ) → 0.
In addition to the subordinator z, the Lévy processes X, X must be specified in order apply the results in practice. We discuss here the two examples.
Example 3.8 (NIG-Gamma-OU model) We consider the general model of this section with the subordinator z from Proposition 3.6, δ = 0, X = 0 and a normal inverse Gaussian Lévy process X, i.e. with
for some parameters α > 0, β ∈ (−α, α), µ ∈ R. Suppose that R = R in Section 2. In order for all conditions in Assumption 3.2 to be satisfied, we require
, (3.14)
Example 3.9 (BNS model) If we choose Brownian motion instead of the NIG Lévy process for X, we end up with the model from Remark 3.1. More specifically, let δ = 0,
X = 0 and z as in Proposition 3.6. Again we suppose that R = R in Section 2. In order for all conditions in Assumption 3.2 to be satisfied, we require (3.14).
4 Square-root type activity process
In the so-called Heston [13] model the activity process is chosen as a square-root process, which is also known as Cox-Ingersoll-Ross process in interest rate theory. Together with a time-changed Lévy process as in the previous section, we end up with another class of stochastic volatility models from [4] . In this setup the discounted stock price S = S 0 exp(Z) is of the form
Here κ, η, σ > 0, λ ∈ R are constants and W a standard Wiener process. X denotes a Lévy process which is independent of W . As in the previous section we write ψ X for the Lévy exponent of X.
Remark 4.1 If we choose X t = B t + µt as Brownian motion with drift, we recover the dynamics of the Heston model up to a rescaling of the activity process y. More specifically, (Z, y) coincides in law with the solution to
2)
where W, W denote independent standard Wiener processes, cf. e.g. [17, Section 4.2] .
In order to solve the hedging problem from Section 2 in this setup, we need some regularity conditions.
We assume that 1. for some ε > 0 we have that (a) ψ X : iR → C has an analytic extension to the strip {u ∈ C : (2R ∧ 0) − ε < Re(u) < (2R ∨ 2) + ε}, which we denote again by ψ X ,
Assumption 3 means that the discounted price process S is a martingale. The last one excludes the degenerate case that S is constant. The remaining conditions warrant that all expressions in Theorems 4.3, 4.4 are defined and that they really correspond to the optimal hedge. We can now state the main results of this section. 
logϕ denotes the distinguished logarithm of t → ϕ(t, u 1 , u 2 ), i.e.
A similar representation yields the hedging eror.
Theorem 4.4 Using the assumption and notation above the minimal hedging error is given by
For ease of notation we have dropped the arguments of b, ξ 1 , ξ 2 in formula (4.12). As in Theorem 3.4 the integrals relative to Π are to be understood in the sense of Cauchy principal values (cf. Remark 3.5).
Similarly to the previous section we obtain explicit results up to single integrals in (4.5, 4.6) and triple integrals in (4.11). A numerical example is provided in Section 5. The integral in 4.8 is just an alternative representation of the distinguished logarithm of ϕ, which coincides with the main branch up to a multiple of 2πi.
In the following examples we consider particular Lévy processes X.
Example 4.5 (NIG-CIR model) Let X above denote a normal inverse Gaussian Lévy process with Lévy exponent
for some parameters α > 0, β ∈ (−α, α), µ ∈ R. Moreover, let λ = 0 and δ = 0. Suppose that R = R in Section 2. In order for all conditions in Assumption 4.2 to be satisfied, we require
Example 4.6 (Heston model)
We obtain the dynamics of the Heston model in Remark 4.1 if X is Brownian motion with drift or, more precisely,
Again we suppose that R = R in Section 2. A slight extension of the above results allows to incorporate a popular class of stochastic volatility models.
Remark 4.7 (Bates model)
The setup in this section can be modified to include the Bates [3] model of the form
where W, W denote independent standard Wiener processes, L a Lévy process independent of W, W , and κ, η, σ, λ, µ constants as in Remark 4.1. To this end, we just have to allow for an arbitrary Lévy process L in (4.1) instead of the −δt-term, i.e. we consider
with some Brownian motion with drift X as in Remark 4.1, more specifically with characteristic exponent ψ
. We assume that 1(a) in Assumption 4.2 holds for the Lévy exponent ψ L of L as well. Moreover, δ = λκη in Assumption 4.2(3) must be replaced by ψ L (1) = −λκη.
Under these conditions Theorems 4.3, 4.4 hold with the following modifications:
• Equation (4.6) must be replaced by (6.6),
• Equation (4.9) must be replaced by
• unless L is deterministic, Equation (4.12) must be replaced by the more involved expression in (6.8) with
The proofs remain practically unchanged. 
Numerical illustration
In this section we illustrate the results of the previous sections in a numerical study. In order to make strategies and hedging errors comparable, we use the same data set for parameter estimation in the different models, namely daily German stock index (DAX) data from June 14, 1988 [21] .
In each case a European call with strike 100 and maturity T = 0.25 years is hedged by trading in the underlying. The initial activity y 0 in the stochastic volatility models is chosen to equal its expectation, i.e. y 0 = 4.16 in the stochastic volatility models. The numerical results for the models with jumps are calculated from the formulas in the previous two sections setting R = 1.1 in (2.1). The geometric Brownian motion case could be derived from Theorems 3.3, 3.4 as well but of course it is easier to use the Black-Scholes formulas. The variance-optimal initial capital and hedge obviously equal the Black-Scholes price and delta of the option, respectively. Moreover, market completeness implies that the minimal hedging error is 0 for geometric Brownian motion.
The results are shown in Figures 1-3 . The first one represents the variance-optimal initial capital as a function of the stock price at time t = 0. One observes that it hardly differs among the four models. The same holds for the optimal hedging strategy at time t = 0, which is shown as a function of the stock price in Figure 2 . This suggests that the variance-optimal hedge is quite robust against model misspecification as long as plain vanilla options are considered. Of course, the situation changes dramatically for the hedging error, which vanishes in the Black-Scholes case. Its variance J 0 is represented in Figure 3 for the NIG-Gamma-OU, the NIG-CIR and the NIG-Lévy model, respectively. The at-themoney hedging error in the NIG-Gamma-OU case equals approximately the hedging error in the Black-Scholes model with weekly rebalancing, cf. [18] .
Proofs
This section is devoted to the proofs of Theorems 3.3, 3.4 and 4.3, 4.4. They rely on results for general affine stochastic volatility models in [19] , which we summarize here for the convenience of the reader. For details and unexplained notation we refer to [19] . In particular, h : R 2 → R 2 denotes a truncation function on R 2 , which is needed for the specification of Lévy-Khintchine triplets and semimartingale characteristics. Its components are denoted by h 1 , h 2 . A more detailed account of some proofs can be found in [23] .
Assumption 6.1 As before, the discounted price process of a univariate stock is denoted by S = S 0 exp(Z). Moreover we consider a positive activity process y leading to randomly changing volatility. We make the following assumptions.
1. The characteristics (B y,Z , C y,Z , ν y,Z ) of the R + × R-valued semimartingale (y, Z) are supposed to be of the form
for all G ∈ B 2 and t ∈ [0, T ], where (β (j) , γ (j) , ϕ (j) ), j = 0, 1, are Lévy-Khintchine triplets on R 2 which are admissible in the sense of [9, Definition 2.6] or [17, Definition 3.1]. More precisely, we require that
is a symmetric, non-negative matrix in R 2×2 , and the measure
In view of results from [9] this implies that the conditional characteristic function of (y, Z) is of exponentially affine form
for any s, t ≥ 0 with s + t ≤ T , any u ∈ C − × iR and some functions Ψ 0 , Ψ 1 :
where C − := {ζ ∈ C : Re(ζ) ≤ 0}. These functions Ψ 0 , Ψ 1 are obtained as solutions to
with Lévy exponents ψ 0 :
2. For some ε > 0, the mappings (u 1 , u 2 ) → Ψ 0 (t, u 1 , u 2 ), Ψ 1 (t, u 1 , u 2 ) are assumed to have an analytic extension on
and V e ε (a) := − ∞, (M 0 ∨ 0) + ε × (2R ∧ 0) − ε, (2R ∨ a) + ε for a ∈ R + . These extensions are again denoted Ψ 0 resp. Ψ 1 .
The mappings
4. V e ε (2) ⊂ U 0 ∩ U 1 . This is satisfied if the mappings iR → C, u → ψ j (u) for j = 0, 1 have analytic extensions to V e ε (2), in which case representation (6.4) holds for this extension. 6) where the process V (ζ) is determined by
7)
The minimal hedging error is given by
The integrals over S f have to be understood in the sense of the Cauchy principal value (cf. Remark 3.5). The integrands J k : [0, T ] × S f 2 → C, k = 1, 2, 3 in these expressions are defined as
log(s)+ξ 1 s,ζ 1 +ζ 2 y 0 ds , (6.8)
with κ 0 , κ 1 from (6.7). For ease of notation we dropped the arguments of these functions in the formulae above. The mappings
PROOF. [19, Theorems 4.1, 4.2]
We also need the following simple lemma, which is used repeatedly in this section.
Lemma 6.3 Suppose that ψ : iR → C denotes a Lévy exponent, i.e.
for some β ∈ R, γ ≥ 0, some measure ϕ on R \ {0} satisfying (1 ∧ x 2 )ϕ(dx) < ∞, and some truncation function h on R. If ψ has an analytic extension ψ to S a,b := (a, b)+iR ⊂ C for some a < 0 < b, we have Re( ψ(ζ)) ≤ ψ(Re(ζ)), ζ ∈ S a,b and (a, b) → R, ζ → ψ(ζ) is a convex function. Moreover, ψ has such an analytic extension if |x|>1 e ζx ϕ(dx) < ∞ (6.9)
for any ζ ∈ (a, b).
PROOF. We have E[e ζL 1 ] = e ψ(ζ) , ζ ∈ iR for some Lévy process L. If ψ has an analytic extension ψ to S a,b , the equality E[e . By e g(ζ) = m L 1 (ζ) = e ψ(ζ) we have ψ(ζ) − g(ζ) ∈ 2πiZ for ζ ∈ iR. Since both ψ and g are continuous, ψ − g is constant on iR. This yields the assertion. Obviously (u 1 , u 2 ) → Ψ 1 (t, u 1 , u 2 ) has an analytic extension, again denoted Ψ 1 , to U 1 . Moreover, (t, u 1 , u 2 ) → Ψ 1 (t, u 1 , u 2 ) is continuous on [0, T ] × U 1 . Convexity of ψ X implies that M 0 < M 1 for M 0 from (6.5). Together, we obtain Assumption 6.1(2, 4). Assumption 6.1(5) follows from Assumption 3.2(2, 3).
The mapping (u 1 , u 2 ) → q(t, u 1 , u 2 ) from (3.4) is analytic on U 1 . Using Lemma 6.3 we conclude that q([0, T ] × U q ) ⊂ {ζ ∈ C : Re(ζ) < M 1 + M 2 + ε} for U q := {u ∈ C 2 : Re(u 1 ) < M 1 + ε, (2R ∧ 0) − ε < Re(u 2 ) < (2R ∨ 2) + ε}.
By [8, (9.3.2) ] the mapping (u 1 , u 2 ) → g(t, u 1 , u 2 ) := ψ z (q(t, u 1 , u 2 )) is analytic on U q for any fixed t ∈ [0, T ]. Note that (t, u 1 , u 2 ) → g(t, u 1 , u 2 ) := ψ z (q(t, u 1 , u 2 )), (t, u 1 , u 2 ) → D 2 g(t, u 1 , u 2 ) = (ψ z ) (q(t, u 1 , u 2 ))e −κt , is analytic on U q for any t ∈ [0, T ]. Consequently, (u 1 , u 2 ) → Ψ 0 (t, u 1 , u 2 ) from (3.5) is analytic on U q for any t ∈ [0, T ]. Standard arguments show that its derivative relative to u 1 is given by (3.8) . The continuity of ψ X , g, q, ψ z implies that Ψ 0 is continuous on [0, T ] × U q . This yields Assumption 6.1 (3) .
