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摘　要 :高斯混合模型( GMM) 已广泛地应用于文本无关的说话人识别系统 ,该方法具有简单高效的特点。但如果 GMM
模型的高斯混合分量的数目比较多时 ,整个模型运算的复杂度会比较大。针对这个问题 ,提出将聚类算法和传统的高斯
混合建模结合起来从而优化高斯混合模型 ,能够有效地提高说话人识别的速度。实验结果验证了这种算法的高效性。
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Abstract :Gaussian mixture model ( GMM) has been widely used for text - independent speaker recognition. This method has simple and
efficient character. However ,if it has a large number of Gaussians in GMM , it leads to a large complexity of computation. To solve this
problem ,proposes a new method which combines classical GMM with clustering algorithm to optimize the GMM for reducing the com2
plexity of computation. Experimental results demonstrated that our approach was quite efficient to reduce the complexity of computation.








话人识别的各种算法中 ,高斯混合模型 ( GMM) [2 ]性能
较好 ,方法简单 ,是目前最好的说话人识别算法之一。
1 　说话人识别系统
高斯混合模型 ( GMM) 具有简单高效的特点 ,可以
很好地描述说话人在不同环境和生理条件下的声音特
征 ,已广泛地应用于文本无关的说话人识别系统。在
GMM 里 ,从说话人语音 (以下简称话语) 抽取出来的
特征矢量 x t 对应的似然率可以用 K 个高斯分量表示 :
p ( x t | λ) = ∑
K
k = 1
ckN ( x t ,μk , ∑k) (1)





ck = 1 (2)
N ( x t ,μk , ∑k) 为高斯混合密度函数 :
N ( x t ,μk , ∑k) =
1
(2π) D/ 2| ∑k|
1/ 2 exp [ -
1
2
( x t -
μk) ∑
- 1
t ( x t - μk) ] (3)
根据 Eq. (1) 和 Eq. (3) ,话语 X = { x t ,1 ≤t ≤T}
的似然率可计算如下 :
L ( X| λ) = 7
T
t = 1





























其中 ,μk = [μkl ]
D





均值和方差参数 , D 是特征矢量的维数。说话人辨认
系统[2 ] ,设 S 个说话人 ,对应的 GMM 模型分别为λ1 ,
λ2 , ⋯,λS ,目标则是对一个观测话语序列 X = { x t ,1 ≤
t ≤T} ,找到使之有最大后验概率的模型所对应的说
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= arg max P
1 ≤k ≤S
(λk| X) = arg max
1 ≤k ≤S
P( X| λk) P(λk)
P( X)
(5)
假定 P(λk) = 1/ S ,即每个说话人出现为等概率 ,


















做出接受或拒绝的判定。假设 H0 表示输入话语 X 是
来自目标说话人 , H1 表示来自冒充者 ,一个对数似然
比分数定义如下[2 ] :
S ( X) = log{ p ( H0) / p ( H1) } (8)
为了做出确认决策 ,对数似然比分数 S ( X) 的值
将与预设阈值η进行比较 :
3 S ( X) > η: H0 是真的 ,说话人被接受 ;




( FRR) 或遗漏率 ( miss probability) ,而冒充者的错误率
叫错误接受率 ( FAR) 或错误报警率 (false alarm proba2
bility) [3 ] 。两种类型的错误可以通过阈值η来调整。
在实际操作过程中 ,更通常的是采用等错率 ( EER) ,也
就是 FAR 跟 FRR 相等的值 ,来评价说话人确认的性
能。
为了计算似然分数 ,Eq. (8) 以进一步表示为 :
S ( X) = log p ( H0) - log p ( H1) (9)
其中 ,第一项是目标说话人的平均对数似然率 ,需
要用话语的帧长 T 来归一化 :
log p ( H0) =
1
T
log L ( X | λv) (10)
该项的值可能被许多因素如噪声、话筒等所影响。
因此 ,第二项 log p ( H1) 的作用是使跟说话人无关的





log p ( H1) = max
θ≠v
[log p ( X | λθ) ] (11)
对说话人θ的对数似然率也必须用话语的帧长来
归一化 :
log p ( X | λθ) =
1
T
log L ( X | λθ) (12)





然后再用 EM 算法进行训练直至收敛 , 使得整个
GMM 的混合数减少 ,在保证识别率不明显降低情况
下 ,有效地提高了识别速度。文中是采用将两个相近
高斯分量合并成一个 ,然后再用 EM 算法重新训练直
至收敛 ,以此往复 ,最终优化整个 GMM 模型。方法如
下 :
设一个观测话语序列 X = { x t ,1 ≤ t ≤ T} 。
1 . 设置初始混合数 K = k0 ;
2 . 根据 Eq. (1) 和 Eq. (3) 利用 K - Means 算法
初始化 GMM 参数λ;
3 . 运用 EM 算法训练直至收敛 ;
4 . 在 GMM 模型中寻找距离相近的两个高斯分
量 ,若它们的距离小于预设的距离阈值α,将它们合并
成一个新的高斯分量 ,并且将混合数 K 减少 1。
两个高斯分量距离计算公式采用 kullback -
leibler[4 ] 距离计算方法 :
如果两个高斯分量分别为 :
N i{ ci ,μi , v i} , N j{ cj ,μj , v j}



















设两个高斯分量的参数分别为 :{ ci ,μi , v i} 和{ cj ,
μj , v j} ,合并后新的高斯分量的参数为 : { cl ,μl , v l} ,
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则 :
p1 = ci | ( ci + cj) (14)
p2 = cj | ( ci + cj) (15)
cl = ci + cj (16)
μl = p1 3μi + p2 3μj (17)
v l = ( p1 3 (μi 3μTi + v i) + p2 3 (μj 3μTj + v j) )
- μl 3μTl (18)
5 . 返回步骤 3 ,直至整个 GMM 模型中没有两个高
斯分量的距离小于预设的距离阈值α即可。
3 　实验结果
实验采用 TIMIT 数据库[5 ]进行说话人辨认和说
话人确认实验。TIMIT 数据库共包含 630 个说话人 ,
它包含两个目录 TRAIN 目录和 TEST 目录 ,每个目录
下又分别包含 8 个文件夹从 DR1 到 DR8。每个说话
人 10 个句子 ,每个句子大约有 3 秒时间。进行说话人
识别实验对语音数据 ,以帧长 25 毫秒、帧移 10 毫秒对
语音分帧 ,提取 12 维 MFCC 特征和 12 维一阶差分
MFCC 特征。
3. 1 　说话人辨认实验
从 TIMIT 数据库的 TEST 目录中取 168 个人 , 每
个说话人模型有 5 个训练句子 (2SA + 3SI) ,5 个测试
句子 (5SX) ,用滤波器 H( z) = 1 - 0 . 97 z - 1 对语音预
处理 ,以帧长 25 毫秒、帧移 10 毫秒对语音分帧 ,提取
12 维 MFCC特征和12 维一阶差分 MFCC特征 ,模型的
混合数目取32个。在聚类优化 GMM过程中 ,距离阈值
α取不同的值 ,对识别率和所有的 GMMS 高斯计算次
数影响很大 ,实验结果如图 3、图 4 所示。
图 3 　α取不同值的识别率
从图 3、图 4 中可以看到 ,当α取值从 63 增大到
66. 5 ,识别率就从 97. 95 %降低到 92. 34 % ,高斯计算
次数也相应地从 4826 减少到 3603。而且可以看到 ,
当α增大到一定值时 ,识别率会急速降低。这主要是
因为α取值太大会把不大相近的高斯分量也会聚类在









非优化 GMM 系统 97. 33 % 5376
聚类优化 GMM 系统 96. 51 % 4452
　　从表 1 可以看出 ,聚类优化 GMM 方法相对传统
的 GMM 方法 ,识别率降低 0. 82 % ,而速度却提高了
17. 19 % ,有效地提高说话人辨认识别速度。
3. 2 　说话人确认实验
实验数据为 TIMIT 数据库中分别选取 TRAIN 目
录和 TEST 目录中的 DR4 文件夹中的人 ,合起来总共
100 人 ,每个人选取 5 句语音 (2SA 和 3SI) 作为训练数
据 ,另外 5 句语音 (5SX) 作为测试数据 ,MFCC 维数为
24 维 , GMM 的混合度为 32。模型训练分别采用传统




非优化 GMM 系统 1. 36 % 3200
聚类优化 GMM 系统 1. 91 % 2815
　　从表 2 可以看出 ,聚类优化 GMM 方法相对传统




GMM 方法 ,在说话人辨认中识别率降低 0. 82 % ,而速
度却提高了 17. 19 % ,在说话人确认中 EER 降低 0.
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d ( H( I1) , H( Q1) ) 　d ( H( I1) , H( Q2) ) 　d ( H( I1) , H( Q3) )
d ( H( I2) , H( Q1) ) 　d ( H( I2) , H( Q2) ) 　d ( H( I2) , H( Q3) )
d ( H( I3) , H( Q1) ) 　d ( H( I3) , H( Q2) ) 　d ( H( I3) , H( Q3) )




B ( I i) = min{ D[ i ][ j ] | j = 1 ,2 ,3}




D ( Q , I) = max( ∑
3
i = 1
B ( I i) , ∑
3
i = 1












对象 ,设定阈值 0. 33 ,使用新方法与平均面积直方图
进行实验对比。结果如表 1、表 2 所示。
表 1 　平均面积直方图实验结果
模糊实例 日出 (100) 瀑布 (100) 花草 (100) 山脉 (100)
日出图 71 7 5 17
瀑布图 6 66 4 13
花草图 3 9 81 5
山脉图 16 5 8 76
检全率 0. 71 0. 66 0. 81 0. 76
检准率 0. 71 0. 74 0. 83 0. 72
表 2 　图像分割主要面积直方图实验结果
结果 日出 (100) 瀑布 (100) 花草 (100) 山脉 (100)
日出图 90 5 5 9
瀑布图 3 88 2 9
花草图 3 3 85 6
山脉图 9 4 5 91
检全率 0. 9 0. 88 0. 85 0. 91
检准率 0. 82 0. 87 0. 83 0. 83
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