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Cap´ıtol 1
Introduccio´
1.1 Motivacio´
El proce´s d’expressio´ de gens e´s conegut des de 1963. Pero` no va ser fins el
1977 que es va desenvolupar un procediment pra`ctic de mesura, encara que
nome´s permetia mesurar un gen. Finalment, el 1989 es van desenvolupar
me`todes basats en la tecnologia de construccio´ de microchips, que permeten
fixar milions de cadenes de DNA sobre una placa.
En les u´ltimes dos de`cades els chips d’expressio´ ge`nica han passat a ser
l’eina principal per l’ana`lisi d’expressio´ de gens simulta`niament.
L’expressio´ ge`nica e´s el proce´s pel qual tots els organismes transformen
la informacio´ codificada en els a`cids nucleics en les prote¨ınes necessa`ries per
el seu desenvolupament i funcionament.
Un gen e´s la unitat f´ısica i funcional de la here`ncia que es transmet de
generacio´ en generacio´. Tambe´ es pot definir com un fragment de DNA que
codifica una o diverses prote¨ınes per tal de sintetitzar-les.
El DNA, a`cid desoxiribonucleic, (Figura 1.1), e´s una mole`cula que s’or-
ganitza en una doble cadena d’elements anomenats nucleo`tids Els nucleo`tids
so´n bases nitrogenades i en el DNA so´n l’adenina (A), la timina (T), la guani-
na (G) i la citosina (C). Les bases de les dues cadenes estan disposades de
forma que quan en una cadena hi ha una A en l’altre (complementa`ria) hi
ha una T i quan una te´ una C, l’altre te´ una G. Aquestes bases s’uneixen per
ponts d’hidrogen formant una doble he`lix.
5
6 1. Introduccio´
Figura 1.1: Estructura del DNA
El DNA conte´ tota la informacio´ de l’estructura i funcionament d’un
organisme. A cada ce`l·lula, nome´s alguns dels gens s’expressen. Aixo` e´s el
que determina la difere`ncia en les funcions espec´ıfiques de cada ce`l·lula a les
diferents parts del cos.
1.1.1 Dogma central de la Biologia Molecular
El dogma central de la biologia molecular (Figura 1.2) estableix que la
informacio´ codificada en el DNA es transforma en prote¨ınes a traves del RNA.
L’RNA e´s una mole`cula formada per una sola cadena de nucleo`tids similar
al DNA pero` on la T es substitu¨ıda per un Uracil (U). Les fases del dogma
central de la biologia molecular so´n:
1. Fase 1: Replicacio´:
El DNA es replica en un proce´s complex en el que` intervenen molts en-
zims catalitzadors.Aixo` permetra` transmetre la informacio´ heredita`ria.
2. Fase 2: Transcripcio´:
El fragment de DNA que codifica la prote¨ına (gen) e´s copiat en ca-
denes curtes d’RNA (RNA missatger o mRNA) que contenen la infor-
macio´ codificant. D’aquesta manera, es produeix una cadena d’RNA
que conte´ exons i introns. Els exons so´n sequ¨e`ncies codificants dels
gens i els introns so´n sequ¨e`ncies no codificants pero` necessa`ries pel bon
funcionament del gen i per l’augment de la variabilitat gene`tica.
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3. Fase 3: Splicing:
Els introns so´n eliminats i queden nome´s els exons.
4. Fase 4: Traduccio´:
Es sintetitzen les prote¨ınes unint aminoa`cids en el mateix ordre en
que` estan codificats en l’RNA. Cada tres nucleo`tids (triplets o codons)
codifiquen un aminoa`cid. La sequ¨e`ncia d’aminoa`cids de la prote¨ına
resultant correspon a la sequ¨e`ncia codificada pel DNA del gen.
Figura 1.2: Dogma Central de la Biologia Molecular
Quan es volen localitzar nous gens examinant el genoma es fan servir els
ORF (Open reading frame). Un ORF e´s una sequ¨e`ncia de nucleo`tids que
potencialment pot codificar una prote¨ına ja que esta` compresa entre una
sequ¨e`ncia d’inici (codo´ d’inici) i una sequ¨e`ncia de terminacio´ (codo´ d’atura-
da o codo´ de stop) i te´ una llargada considerable. L’existe`ncia d’un ORF,
especialment quan es tracta d’una sequ¨e`ncia llarga, e´s un bon indicador de la
prese`ncia d’un gen als voltants d’aquesta sequ¨e`ncia. La sequ¨e`ncia me´s llarga
sense cap codo´ d’aturada normalment determina l’ORF corresponent al gen
estudiat.
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1.1.2 Chips o arrays d’expressio´
Per estudiar l’expressio´ de gens es mesura la quantitat de co`pies d’RNA
que produeix un gen. El chip de DNA e´s una eina que ens diu la quantitat
d’RNA que cada gen esta` fabricant. La quantitat de mol·le`cules d’RNA que
un gen transcriu ens do´na una aproximacio´ del nivell d’expressio´ del gen.
Els chips d’expressio´ fan servir el concepte d’hibridacio´ per identificar
quines sequ¨e`ncies d’RNA estan presents en una mostra i per mesurar la seva
expressio´. La hibridacio´ e´s el proce´s pel qual es combinen dues cadenes
d’a`cids nucleics antiparal·leles i amb bases complementa`ries en una u´nica
mol·le`cula de doble cadena que pren estructura de doble he`lix.
Ba`sicament, el proce´s per crear i analitzar chips d’expressio´ e´s el segu¨ent:
1. Es fixa una cadena curta de DNA espec´ıfica per a un gen, anomenada
sonda o probe, a la superf´ıcie del chip.
2. L’RNA s’a¨ılla d’una mostra biolo`gica (teixit, sang, ...)
3. Es fan milers de co`pies de l’RNA extret i s’etiqueta, normalment, mit-
janc¸ant fluoresce`ncia o radioactivitat.
4. L’RNA etiquetat s’incuba amb les probes espec´ıfiques per fer que s’hib-
ridin de la manera cla`ssica.
5. Despre´s de la incubacio´, les mostres no hibridades es netegen i es fa
una mesura del senyal eme`s amb un scanner.
Probablement, els chips d’expressio´ me´s coneguts so´n els microarrays [10].
Aquests chips consisteixen en una superf´ıcie so`lida, normalment de vidre,
pla`stic o silicona, en la que` s’uneixen una se`rie de fragments de DNA (probes)
i que mitjanc¸ant un etiquetatge fluorescent, es fan servir per trobar l’expres-
sio´ de tots els gens del genoma d’un organisme. Hi ha dos tipus ba`sics de
microarrays:
• Microarrays de dos colors: Els microarrays de dos colors, tambe´
anomenats microarrays de cDNA, parteixen de dues mostres d’intere`s
que so´n etiquetades mitjanc¸ant dos colors diferents, normalment verd
(G) i vermell (R) i so´n hibridades en un u´nic chip. Les dues mostres
competeixen per unir-se a les probes de manera que l’objectiu e´s com-
parar, a partir d’un u´nic chip, l’expressio´ dels gens de les dues mostres
mitjanc¸ant, normalment, el seu quocient d’intensitat al ser llegit amb
un scanner.
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A me´s, aquestes probes es creen a part i s’imprimeixen meca`nicament a
la superf´ıcie. El terme cDNA es fa servir perque` la probe es copia com-
plementa`riament a partir de la sequ¨e`ncia original i cada una representa
un gen.
A la Figura 1.3 podem veure el proce´s de creacio´ d’aquest tipus de chip:
Figura 1.3: Microarray de cDNA
• Microarrays d’Affymetrix: Els microarrays d’Affymetrix, tambe´
anomenats microarrays d’oligonucleo`tids, parteixen d’una sola mostra
per cada chip. Aixo` requereix me´s superficies per a cada experiment
i no fa servir hibridacio´ competitiva. Tot i aix´ı, la tecnologia e´s me´s
avanc¸ada i el disseny de l’experiment e´s me´s simple.
A me´s, les probes es creen directament sobre la superf´ıcie. El terme
oligonucleo`tid fa refere`ncia al fet de que` el proce´s de s´ıntesi nome´s
permet crear fragments petits. Aix´ı, un gen esta` representat per una
quantitat elevada d’oligonucleo`tids (probe set).
A la Figura 1.4 podem veure el proce´s de creacio´ d’aquest tipus de chip:
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Figura 1.4: Microarray d’oligonucleotids
Els inconvenients alhora d’utilitzar la te`cnica dels microarrays so´n el seu
gran cost econo`mic, la complexitat de les te`cniques de generacio´ del chip i
dels me`todes d’ana`lisi de les dades.
Un altre tipus de chips d’expressio´ que es fan servir so´n els macroarrays,
[1] els predecessors dels microarrays, que so´n me´s barats i me´s fa`cils de fer
servir que els microarrays. Els macroarrays estan fets d’una membrana de
nylon reutilitzable i realitzen l’etiquetatge mitjanc¸ant radioactivitat. El de-
savantatge principal d’aquest tipus d’array e´s que no poden contenir tants
gens com els microarrays o altres tipus de chips. La seva densitat de probes
normalment va de 200 a 10.000 gens comparat amb els 40.000 que pot arribar
a tenir un microarray. A me´s, funcionen de manera semblant als microarrays
d’Affymetrix partint d’una sola mostra per a cada chip.
1.1.3 L’organisme Saccharomyces cerevisiae
Per poder implementar les tecnologies de chips d’expressio´ l’organisme
que me´s s’ha fet servir ha estat el llevat (Saccharomyces cerevisiae) ja que
es coneix la sequ¨e`ncia completa del seu genoma. Aquest organisme te´ uns
6200 gens i per aixo` no e´s necessa`ria una densitat de probes alta i es poden
fer servir els arrays de membrana (macroarrays) enlloc dels microarrays.
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1.1.4 Ana`lisi de dades d’expressio´ gene`tica
Els estudis d’expressio´ gene`tica tenen moltes aplicacions d’intere`s
biolo`gic:
• Comparacio´ de grups de gens.
• Descobriment de grups amb igual perfil (clusters).
• Prediccio´ de grups de gens.
• Time Course: perfils d’expressio´ al llarg del temps.
• Pathway Analysis-(Systems Biology): reconstruccio´ de xarxes metabo`liques
a partir de dades d’expressio´.
• Whole Genome, CGH, Alternative Splicing: estudis amb dades de difer-
ents tipus (integracio´).
• Altres aplicacions.
Aquest projecte es centra en el descobriment de grups de gens amb igual
perfil d’expressio´ de l’organisme del llevat en diferents instants de temps
(Time Course Analysis) i amb re`pliques. L’expressio´ dels gens s’ha obtingut
amb la te`cnica dels macroarrays.
1.1.5 Ana`lisi de dades de time course
Quan les diferents condicions estan representades per diferents punts de
temps e´s important no nome´s entendre perque` un gen s’expressa o no, sino´
tambe´ quines relacions entre els gens estan basades en els canvis de temps.
Quan el nombre de instants de temps es troba entre 3 i 6 es parla de short
time series i amb me´s de 6 instants de temps es parla de long time series.
Tambe´ es pot fer la classificacio´ de les dades de time course en funcio´ de si les
dades so´n longitudinals o independents (cross-sectional data). En les se`ries
longitudinals els individus so´n mostrejats en instants de temps diferents,
en canvi, en les se`ries independents les mostres so´n d’individus diferents i
independents. En aquests u´ltims experiments la mitjana de les re`pliques a
cada instant de temps s’analitzara` tenint en compte aquesta independe`ncia
d’individus diferents.
En el nostre cas, tenim 12 instants de temps i 8 individus diferents, per
aixo` parlarem de long time series de dades independents.
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Normalment, el nombre de instants de temps en les dades de micro -
arrays e´s molt petit per aixo` no es poden aplicar te`cniques d’ana`lisi de se`ries
temporals com l’autorregressio´ (AR), les mitjanes mo`bils (MA) o l’ana`lisi
de Fourier. Per solucionar aquest problema normalment s’usen te`cniques de
clustering.
1.1.6 Me`todes de Clustering
Les te`cniques de clustering permeten fer grups de gens amb un comporta-
ment similar i la visualitzacio´ d’aquests perfils pot revelar patrons biolo`gics
significatius.
Tots els me`todes de clustering estan basats en dista`ncies entre elements
del grup i es poden classificar en aquests dos grans grups:
• Clusters jera`rquics: els grups estan units en una estructura jera`rquica
basada en la dista`ncia entre ells.
• Me`todes de particionament o clusters no jera`rquics: en els que
s’intenta trobar una divisio´ o`ptima de les dades a partir d’un nom-
bre prefixat de clusters. En aquest tipus de clustering estan inclosos
els me`todes me´s t´ıpics com so´n el k-means o el Self-Organizing Map
(SOM), ...
Les te`cniques de clustering solen ser descriptives i les conclusions no poden
avaluar-se en termes de significacio´ estad´ıstica. Les limitacions principals dels
me`todes habituals de clustering so´n:
• Necessiten informacio´ pre`via de les dades.
• Els instants de temps diferents es tracten com a successos desordenats
en condicions diferents.
• Les re`pliques moltes vegades no s’incorporen.
• La informacio´ visual moltes vegades e´s poc informativa.
Per aquest motiu, en aquest projecte s’ha decidit aplicar un nou algorisme
anomenat DIB-C (Difference-based clustering) proposat per Jihoon Kim i
Ju Han Kimper [5] per identificar grups de gens que comparteixen un patro´
temporal. Aquest algorisme pertany als me`todes de particionament i per
aixo` s’haura` de calcular pre`viament un nombre o`ptim de clusters.
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El DIB-C es basa en trobar els grups de gens mitjanc¸ant el ca`lcul d’uns
estad´ıstics basats en la primera i segona difere`ncia entre punts de temps ad-
jacents i, com anirem veient, aquest me`tode no genera cap de les limitacions
que tenen la resta de me`todes de clustering.
El resultat de l’algorisme e´s una sequ¨e`ncia de s´ımbols que indiquen el
canvi entre instants de temps. Cada gen e´s assignat a un grup on els seus
membres comparteixen el mateix patro´.
1.1.7 Ana`lisi d’enriquiment
Despre´s d’aplicar els me`todes de clustering a les dades, ens interessara`
saber perque` els gens d’un mateix cluster es comporten de manera semblant
al llarg del temps. Els gens que mostren un patro´ similar a l’experiment fan
suposar que tambe´ comparteixen mecanismes biolo`gics que poden ser la clau
per descobrir de quins processos moleculars formen part.
Actualment, un dels enfocaments de la biologia de sistemes me´s usat per
aconseguir aquest propo`sit e´s l’ana`lisi d’enriquiment ( Enrichment Analysis
(EA)) que intenta revelar la significacio´ biolo`gica que hi ha dins de cada grup
de gens.
1.1.8 Software
Per a la realitzacio´ del projecte s’ha fet servir el programa R. R conte´
moltes llibreries o paquets dissenyats per l’ana`lisi de microarrays. En con-
cret es fara` servir el software Bioconductor aplicat en R. La flexibilitat de
programar amb R i amb tots els seus paquets fa que tant l’ana`lisi com la
generacio´ dels informes es faci de manera automa`tica.
El projecte Bioconductor [8] va comenc¸ar el 2001 com a software obert
per a l’ana`lisi de dades geno`miques. Des de llavors ha anat creixent fins a
obtenir centenars de paquets.[2][9]
La pote`ncia del projecte Bioconductor e´s molt gran ja que els usuaris po-
den contribuir amb els seus programes i el sistema comprova pre`viament que
aquests funcionen. D’altra banda, cada te`cnica disponible te´ el seu paquet
essent possible que hi hagi te`cniques que tinguin me´s d’un, cosa que dificulta
a vegades la seva utilitzacio´.
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1.2 Objectius
L’objectiu principal del projecte e´s, a partir de les dades d’expressio´
ge`nica obtingudes de l’organisme del llevat mitjanc¸ant la te`cnica dels macroar-
rays, trobar grups de gens que es comporten de manera similar. Per fer aixo`,
un cop netejades les dades, s’ha implementat l’algorisme DIB-C basat en les
primeres i segones difere`ncies entre un instant de temps i el segu¨ent. Cate-
goritzant aquestes difere`ncies s’obte´ un patro´ per a cada gen que ens permet
crear els clusters.
Un cop obtinguts els grups de gens i per ajudar a l’investigador a in-
terpretar els resultats, s’aplicara` un ana`lisi d’enriquiment. Aquest ana`lisi
servira` per definir quines funcions tenen els gens dels clusters en els proces-
sos moleculars que es donen dins la ce`l·lula, ate`s que se suposa que els gens
d’un mateix cluster tindran un paper semblant.
1.3 Organitzacio´ de la Memo`ria
La memo`ria s’organitza de la segu¨ent manera:
En el capitol 2 es fa una breu explicacio´ de les dades obtingudes per
l’investigador aix´ı com de totes les variables que les acompanyen.
En el capitol 3 es descriu el preprocessat utilitzat pel control de qualitat
que consta de dues parts: el filtratge per eliminar dades amb poca qualitat
i outliers i la normalitzacio´ per eliminar la variabilitat causada pel proce´s
d’obtencio´ d’aquestes.
En el capitol 4 s’implementa l’algorisme anomenat DIB-C per trobar els
clusters que contindran els gens amb igual patro´.
En el capitol 5 es calcula el nombre o`ptim de clusters a trave´s d’un es-
tad´ıstic que anomenem Z-score i que es basa en el concepte d’entropia.
En el capitol 6 s’explica l’ana`lisi d’enriquiment que ens permetra` trobar la
funcionalitat biolo`gica dels grups de gens trobats gra`cies a l’algoritme DIB-
C i que donara` la informacio´ necessaria al bio`leg per poder interpretar els
resultats.
En el capitol 7 es mostren els resultats obtinguts tan de l’aplicacio´ de
l’algorisme DIB-C com de l’ana`lisi d’enriquiment.
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En el capitol 8 s’exposen les conclusions i es plantegen futurs procediments
per amplificar l’ana`lisi de les dades del llevat.
La Figura 1.5 mostra les fases per realitzar un projecte amb la te`cnica
dels microarrays
Figura 1.5: Fases en un projecte de microarrays

Cap´ıtol 2
Dades
Les dades facilitades per l’investigador corresponen a dades d’expressio´
de 6144 gens de l’organisme del llevat obtingudes mitjanc¸ant la te`cnica dels
macroarrays.
A cada un d’aquests gens se’ls ha aplicat estre`s te`rmic a l’inici de l’ex-
periment i s’ha mesurat la seva expressio´ en 12 instants de temps diferents
(t0, t3, t6, t9, t12, t15, t18, t21, t25, t30, t45 i t60).
L’estre`s te`rmic (heat shock) consisteix en aplicar a una ce`l·lula una tem-
peratura superior a la temperatura normal de l’organisme al qual pertany.
D’aquesta manera s’aconsegueix que els gens s’expressin per tal de fer que la
ce`l·lula no mori.
Per tal de reduir la incertesa, augmentar la precisio´ i obtenir una pote`ncia
de test suficient, l’experiment s’ha realitzat 8 cops obtenint 8 re`pliques per
cada gen. Aquestes re`pliques s’han obtingut de organismes independents i
s’han codificat de la segu¨ent manera: A, B, C, D, E i F, G i H.
Per tal de poder comparar el nivell d’intensitat a una escala me´s petita i
per tal de fer que les dades siguin me´s sime`triques i s’aproximin me´s a una
normal, s’ha aplicat la transformacio´ me´s usual: el logaritme en base dos.
L’esquema de les dades es mostra a la Figura 2.1
A me´s a me´s de la lectura d’expressio´, per a cada gen tenim la segu¨ent
informacio´:
• Position: posicio´ del gen a la membrana del macroarray.
• Length: llargada de la sequ¨e`ncia del gen.
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• ORF-name: (Open Reading Frame) nom del codo´ inicial de la sequ¨e`ncia
que codifica la prote¨ına.
• status: si e´s un gen o un control
• Gene name: nom del gen
• Molecular function: funcio´ molecular del gen que pot ser desconeguda
• Biological Process: proce´s biolo`gic en el que` actua el gen que pot ser
desconegut.
Aquesta informacio´ addicional ens servira` tant per la realitzacio´ del pro-
jecte com per a la interpretacio´ me´s acurada dels resultats.
Figura 2.1: Esquema de les dades
Cap´ıtol 3
Preprocessat
3.1 Control de qualitat
Els experiments d’arrays produeixen un conjunt d’imatges que so´n llegides
per un scanner que mesura la intensitat del senyal que despre´s es transformara`
en un valor nume`ric.
Al analitzar la qualitat de les lectures el que es prete´n e´s reduir la vari-
abilitat te`cnica produ¨ıda pel proce´s de realitzacio´ de l’array. Hi ha diverses
causes de variabilitat te`cnica, algunes d’elles poden ser:
• Manca d’eficie`ncia en el proce´s de marcatge i en la deteccio´ de la
radiacio´.
• Mal funcionament de l’scanner.
• Error d’etiquetatge.
• Difere`ncies en la quantitat de RNA inicial.
• Problemes de manipulacio´.
• Altres.
El preprocessat de les dades normalment consta de dues fases: el filtratge i
la normalitzacio´.
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3.2 Filtratge
En la lectura dels macroarrays, hi ha moltes proves associades a gens que
no estan diferencialment expressats i que per tant obtenen una lectura falsa
positiva que pot comportar un augment del biaix en les dades o una lectura
que e´s nome´s soroll i que ens aporta molt poca informacio´. El filtratge de les
dades consisteix en eliminar aquestes lectures que no so´n bones.
Tot i aixo`, no hi ha un me`tode ni un moment concret per realitzar el
filtratge de les dades i moltes vegades simplement es mantenen tots els gens
en l’ana`lisi.
De la informacio´ obtinguda del centre d’obtencio´ de dades, s’ha considerat
que una lectura inferior a 0.1 es podria considerar com a nul·la. Ate`s que un
mateix gen e´s analitzat al llarg de 12 instants de temps, el fet d’excloure’l
per un valor inferior a 0.1 s’ha considerat massa restrictiu i s’ha considerat
convenient mantenir el gen amb un minim de 9 instants superiors a 0.1,
sempre i quan aixo` s’assol´ıs en el 50% de les re`pliques, e´s a dir 4. Tot i aixo`,
s’han substitu¨ıt la resta de lectures no filtrades iguals o inferiors a 0.1 per
NA’s per tal que no es tinguin en compte quan es calculen les mitjanes pero`
que ens aportin informacio´ quan apliquem l’algorisme.
A aquesta conclusio´ s’ha arribat emp´ıricament despre´s de parlar amb
l’investigador i realitzar una seguit de proves.
Aix´ı, a partir dels 6144 gens, finalment, s’han mantingut 5833 gens.
3.3 Normalitzacio´
El proce´s de normalitzacio´ consisteix en eliminar la variabilitat te`cnica.
Per tal d’aconseguir-ho, s’ha assumit que la majoria de gens no canvien de
forma diferencial al llarg del temps i que el nombre de gens que augmenten
o disminueixen l’expressio´ e´s similar a la mitjana dels 8 experiments per a
cada gen i instant de temps.
Ate`s que en la literatura nome´s existeixen me`todes de normalitzacio´
basats en informacio´ que no ten´ıem [16], hem decidit adaptar un dels me`todes
me´s utilitzats per normalitzar microarrays.
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Com vam explicar a la introduccio´, hi ha un tipus de microarray anomenat
de dos colors amb el que es compara l’expressio´ dels gens de dues mostres
codificades una de vermell (R) i una de verd (G) dins de un u´nic array. Una
primera possibilitat per detectar anomalies seria realitzant un gra`fic de R
versus G per veure si els punts queden al voltant de la diagonal, si no, voldra`
dir que hi ha variabilitat te`cnica i s’haura` de solucionar.
Tot i aix´ı, el que normalment es fa servir per detectar aquesta variabilitat,
e´s una transformacio´ d’aquest me`tode que consisteix en construir un gra`fic
MA que equival a una rotacio´ de 45o en sentit antihorari del gra`fic anterior
i que es calcula a partir dels segu¨ents valors:
M = log2
R
G
= log2R− log2G (3.1)
A = log2
√
RG =
1
2
× (log2R + log2G) (3.2)
on M e´s el logaritme de la rao´ d’un respecte l’altre i A e´s la mitjana del
logaritme i ve a ser una mesura de l’intensitat total.
En el nostre cas, al no tenir dos colors d’intensitat, s’ha suposat que R e´s
el valor de l’expressio´ per a un gen, en un instant de temps i en un experiment
determinat i G e´s el valor de la mitjana dels 8 experiments per cada gen i
per cada instant de temps.
Una vegada realitzada aquesta transformacio´, i abans de normalitzar, es
pot realitzar un gra`fic MA per visualitzar la rao´ d’intensitat. Els gra`fics MA
col·loquen la M a l’eix de les y’s i la A al de les x’s. Si les dades so´n prou
bones veurem que els punts es distribueixen a la l´ınia horitzontal del 0, e´s a
dir, s’espera que la rao´ sigui 1 (log(1) = 0). A l’Annex A es poden veure tant
els gra`fics MA com els boxplots abans de normalitzar per a cada instant de
temps i re`plica. Es pot observar com, en general, els boxplots tenen molta
dispersio´ tant dins de cada re`plica com entre cada una de elles i el nu´vol de
punts que es forma als MA plots es troba per sota de 0 i en molts casos te´
forma corbada, per tant caldra` normalitzar les dades.
Per normalitzar les dades s’ha aplicat una correccio´ basada en el ca`lcul
de la regressio´ suavitzada mitjanc¸ant el me`tode Lowess (locally weighted
scatterplot smooth; Yang et al 2002 [17]). Aquest me`tode consisteix en
ajustar una regressio´ local ponderada i calcular un factor de correccio´ per
cada punt, donant me´s pes als punts d’intensitats me´s similars. Aix´ı, si els
punts amb menys intensitat es desvien me´s del 0 que els de me´s intensitat
seran me´s modificats.
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La regressio´ Lowess consisteix en calcular per a cada valor x0, un valor
c(x0) a partir dels segu¨ents passos:
1. S’identifiquen els k ve¨ıns me´s propers de x0 que anomenem ve¨ınatge
N(x0)
2. Es calcula la distancia a x0 del punt me´s llunya` que esta` dins del
ve¨ınatge N(x0) i es representa per ∆(x0).
3. Per a cada punt xi del ve¨ınatge N(x0) es calculen els pesos wi fent
servir la funcio´ de pes tri-cu´bica definida per:
W (t, x0) =
[
1−
( |t− x0|
∆(x0)
)3]3
sempre que |t− x0| < (x0)
4. Es defineix el suavitzador c(x0) com a valor ajustat en x0 de la regressio´
ponderada de y versus x en el ve¨ınatge N(x0), fent servir els pesos
definits al pas tres.
Una vegada calculat el valor de la regressio´ ponderada pels valors d’A (c(A)),
es corregeix el gra`fic MA a partir de:
Mnorm = M − c(A)
on c(A) e´s la funcio´ depenent de la intensitat.
Finalment, a partir del gra`fic MA transformat, e´s immediat tornar a
obtenir els valors de les intensitats ja en escala normalitzada. A l’Annex
B es mostren els gra`fics MA i els Boxplots per les dades normalitzades. Si
observem aquests gra`fics, veiem una gran millora amb relacio´ als gra`fics de
l’Annex A ja que ara els boxplots tenen molta menys dispersio´ i so´n molt me´s
semblants entre re`pliques i els MA plots estan centrats a 0 i s’ha eliminat la
corbatura.
Cap´ıtol 4
Algorisme DIB-C
Una vegada realitzat el preprocessat i la normalitzacio´ de les dades
d’expressio´ ge`nica corresponents a l’organisme del llevat, s’ha implementat el
segu¨ent algorisme per tal de trobar grups de gens amb igual comportament
en diferents instants de temps.
4.1 Dades
Les dades obtingudes fins ara corresponen a m=8 re`pliques de n=5833
gens en p=12 instants de temps que estan representades en la segu¨ent matriu
d’expressio´:
Y = {ygjk} ∀ g = 1, ..., n; j = 1, ..., p; k = 1, ...,m (4.1)
4.2 Estad´ıstic t moderat
Els experiments amb microarrays solen tenir poques re`pliques que, al
donar pocs graus de llibertat, dificulten l’estimacio´ de la varia`ncia per cada
gen espec´ıfic.
L’estad´ıstic t moderat es basa en l’enfocament bayesia` i combina la in-
formacio´ de tot l’array i de cada gen individualment per obtenir millors esti-
macions de l’error.[12][6][4]
Els problemes principals que ens podem trobar si fe´ssim servir l’estad´ıstic
t cla`ssic so´n:
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• L’estimacio´ de la varia`ncia basada en pocs graus de llibertat pot ser
poc fiable.
• Pot ser particularment problema`tic si el model proposat no e´s prou bo.
• Les varia`ncies subestimades ens porten a falsos positius i les sobrees-
timades ens fan perdre pote`ncia per detectar gens diferencialment ex-
pressats.
Suposem que tenim, en m arrays, una variable resposta normalitzada per
un u´nic gen que denotem com Y T = (y1, y2, ..., ym). Suposem que E(Y ) =
Xα on X e´s la matriu de disseny i α e´s el vector de coeficients. Tambe´
suposem que V ar(Y ) = Wσ2 on W e´s una matriu de pesos definida positiva.
Els contrastos que ens interessa fer sobre els coeficients estan definits com
β = CTα. Suposem que la hipo`tesis pels contrastos individuals e´s βj = 0.
L’ajust del model lineal a la resposta permet obtenir les estimacions dels
coeficients αˆ, l’estimador s2 de σ2 i les matrius de covariances estimades
V ar(αˆ) = V s2 on V e´s una matriu definida positiva no depenent de s2. L’es-
timacio´ dels contrasts e´s β = CT αˆ amb una matriu de covariances estimada
V ar(βˆ) = CTV Cs2.
L’estad´ıstic t cla`ssic es calcularia de la segu¨ent manera: tj =
βˆ
(s
√
vj)
on vj
e´s l’element j-e`ssim de la diagonal de CTV C.
Per desenvolupar l’estad´ıstic t moderat s’han de fer assumpcions pre`vies
sobre la distribucio´ de σ2 i βj:
1
σ2
∼ 1
d0s20
χ2d0 i βj | σ2, βj 6= 0 ∼ N(0, v0jσ2)
Definim s˜2 com a mitjana posterior de σ2 donat s2. L’estad´ıstic t moderat
e´s:
t˜j =
βˆ
(s˜
√
vj)
(4.2)
Per al ca`lcul d’aquest estad´ıstic s’ha fet servir la funcio´ ebayes del paquet
limma d’R que ens do´na un estimador global de la varia`ncia (s20) basat en
la varia`ncia de tots els gens (s2g), e´s a dir, enlloc d’obtenir una estimacio´ per
a la varia`ncia de cada gen, s’obte´ una mitjana estimada de la varia`ncia de
cada gen (s2g) i de la global (s
2
0).
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4.3 Algorisme
L’algorisme DIB-C representa cada gen amb un patro´ que identifica les
zones de creixement i decreixement de la corba. S’implementa a partir de les
dades d’expressio´ Y i consta dels passos segu¨ents:
1. Ana`lisi de la difere`ncia de primer ordre L’ana`lisi de la difere`ncia
de primer ordre s’obte´ calculant un estad´ıstic t moderat per a cada
parell de temps j i j + 1
La fo´rmula per calcular aquest estad´ıstic e´s:
Y (1) = {y(1)gj }n×(p−1) on y(1)gj =
βgj
s˜g
√
vgj
(4.3)
∀ g = 1, ..., n; j = 1, ..., p− 1
y
(1)
gj e´s l’estad´ıstic t moderat entre els temps j i j + 1;
βgj e´s la mitjana de la difere`ncia entre els temps j i j+ 1 (Y¯gj − Y¯gj+1);
s˜g e´s la mitjana de la desviacio´ esta`ndard per a cada gen g a posteriori;
vgj e´s la varia`ncia conjunta del gen g als temps j i j + 1 (per la
difere`ncia).
Ara ja s’han tingut en compte els gens que tenen valors NA’s per
obtenir la informacio´ conjunta necessa`ria per calcular l’estad´ıstic t mod-
erat. Aquests gens amb valors NA’s no ens permeten categoritzar la
difere`ncia de primer ordre en el pas segu¨ent, aix´ı que els filtrem. A
partir d’ara tindrem n = 5257 gens.
2. Matriu F de patro´ simbo`lic A partir de les difere`ncies de primer
ordre es construeix la segu¨ent matriu F de patrons categoritzant la
matriu 4.3 en tres s´ımbols segons si la difere`ncia de primer ordre d’un
instant de temps al segu¨ent e´s creixent (I), decreixent (D) o no signi-
ficativa (N). La significacio´ s’obte´ comparant les difere`ncies amb valors
de l’estad´ıstic t d’Student.
F = {fgj}n×(p−1) ∀ g = 1, ..., n; j = 1, ..., p− 1
fgj =

I si y
(1)
gj > T (1− α12 ; dfgj)
D si y
(1)
gj < −T (1− α12 ; dfgj)
N altrament
(4.4)
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on T correspon a la distribucio´ t d’Student amb dfgj = do + dg graus
de llibertat; d0 so´n els graus de llibertat obtinguts de la informacio´ a
priori de l’estad´ıstic t moderat i dg so´n els graus de llibertat obtinguts
per cada gen.
3. Ana`lisi de la difere`ncia de segon ordre L’ana`lisi de la difere`ncia
de segon ordre es basa en calcular la difere`ncia de l’estad´ıstic y
(1)
gj , per
a valors consecutius, obtingut en el pas anterior:
Y (2) = {y(2)gj }n×(p−2) on y(2)gj = y(1)g(j+1) − y(1)gj (4.5)
∀ g = 1, ..., n; j = 1, ..., p− 2
4. Matriu S de patro´ simbo`lic A partir de les difere`ncies de segon ordre
es construeix la segu¨ent matriu S de patrons categoritzant la matriu 4.5
en tres s´ımbols segons si la difere`ncia de segon ordre e´s convexa (V),
co`ncava (A) o no significativa (N) d’una difere`ncia de primer ordre a
la segu¨ent.
S = {sgj}n×(p−2) ∀ g = 1, ..., n; j = 1, ..., p− 2
sgj =

V si y
(2)
gj > (1− α22 ) quantil de T ′
A si y
(2)
gj < (
α2
2
) quantil de T ′
N altrament
(4.6)
on la distribucio´ de l’estad´ıstic Y (2) (T ′), ate`s que e´s dif´ıcil trobar la dis-
tribucio´ de la difere`ncia de dos t d’Students, s’ha obtingut mitjanc¸ant
el ca`lcul dels seus quantils a trave´s d’una simulacio´ de Montecarlo. Els
passos so´n els segu¨ents:
• Es creen dues mostres aleato`ries de mida 10.000 d’una distribucio´
t d’Student amb graus de llibertat m− 1 = 7.
• Es guarden els αth quantils de la difere`ncia de les dues mostres.
• Es repeteix aquest procediment 1000 vegades.
• S’escull com a valor cr´ıtic la mediana dels 1000 quantils.
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5. Matriu H de patro´ simbo`lic combinat Amb la creacio´ de la matriu
H s’obte´, per cada a gen, una sequ¨e`ncia de 2p− 3 = 21 lletres que ens
indica a quin cluster correspon.
Hn×(2p−3) = [Fn×(p−1)|Sn×(p−2)]
4.4 Output
El resultat de l’algorisme e´s un llistat de patrons que ens informa a
quin cluster pertany cada gen.

Cap´ıtol 5
Ca`lcul del nombre o`ptim de
clusters
El ca`lcul del nombre o`ptim de clusters s’ha fet a partir del ca`lcul d’un
estad´ıstic que anomenem Z-score.
Per calcular aquest estad´ıstic e´s necessari fer servir la Gene Ontology
(GO), una base de dades amb les caracter´ıstiques dels gens que volem associar
als clusters.
A me´s, s’ha calculat l’estad´ıstic anomenat d’informacio´ mu´tua per a les
dades experimentals, que ens permetra` mesurar la variabilitat de cada cluster
obtingut.
5.1 Matriu d’anotacions de la GO
La Gene Ontology (GO) e´s un projecte de col·laboracio´ que uneix un
conjunt de bases de dades de diferents organismes. La GO esta` estructurada
en dos parts: les ontologies i les anotacions.
Una ontologia proporciona un conjunt de termes de vocabulari que co-
breixen un domini conceptual. Aquests termes han de tenir una definicio´
rigorosa i han d’estar dins una estructura de relacions. Les tres ontologies de
la GO so´n:
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• Funcio´ molecular (MF):descriu les activitats que succeeixen a nivell
molecular sense especificar ni on ni quan ni en quin context succeeixen.
• Proce´s biolo`gic (BP): descriu una se`rie de successos als que s’arriba
a trave´s de un conjunt ordenat de funcions moleculars
• Component cel·lular (CC): descriu parts de la ce`l·lula que poden ser
una estructura anato`mica o un producte de gen.
Cada gen individual pot representar una o me´s funcions moleculars, ser
usat en un o me´s processos biolo`gics i apare`ixer en un o me´s components
cel·lulars
Les anotacions creen un link entre els gens coneguts i els termes de la
GO que defineixen les seves funcions la qual cosa crea una xarxa jera`rquica.
Cada anotacio´ de la GO te´ un u´nic identificador nume`ric i un u´nic nom de
terme. Cada terme e´s assignat a una de les tres ontologies.
Per tal de saber quin e´s el nombre o`ptim de clusters per dades ge`niques
s’ha de fer servir la Gene Ontology (GO),[7] concretament, la Saccharomyces
Genome Database (SGD) que e´s la base de dades de biologia i gene`tica molec-
ular per l’organisme del llevat (Saccharomyces cervisiae).
Per fer servir la GO en R s’ha de baixar el paquet org.Sc.sgd.db que conte´
les anotacions d’ORFs (Open Reading Frame) pel llevat. Aquest paquet conte´
un total de 71.501 anotacions.
Una vegada obtingudes aquestes anotacions, es comparen amb les anota-
cions de les dades originals (5833 gens). Els gens originals que no tenen la
seva corresponent anotacio´ a la GO so´n eliminats i ens quedem amb un total
de 5326 gens. Les anotacions de la GO que no corresponen a cap dels gens
tambe´ s’eliminen quedant 3802 anotacions. Despre´s d’aquest filtratge es crea
la matriu booleana de gens per atributs on 1 ens indica que el gen te´ aquell
atribut de la GO i 0 ens indica que no el te´. Aquesta matriu tambe´ es filtra
traient els gens que tenen algun valor NA. D’aquesta manera, finalment
obtenim una matriu de 5257 files per 3802 columnes.
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5.2 Ca`lcul de la Informacio´ Mu´tua (MI) real
i aleato`ria
Mitjanc¸ant la matriu d’anotacions de la GO es crea una taula de con-
tinge`ncia per a cada cluster que ens permetra` calcular la Informacio´ Mu´tua.
Aquesta taula contindra` dues columnes (una pel 0 i l’altre per 1) i tantes
files com gens hi hagi en el cluster.
La MI e´s un estad´ıstic no parame`tric robust que utilitzarem per identi-
ficar les associacions entre els gens i les seves expressions i que es calcula
mitjanc¸ant el concepte d’entropia. [3][13][11]
L’entropia e´s una mesura d’incertesa al predir el valor futur d’una variable
aleato`ria. La seva fo´rmula per una variable aleato`ria discreta X e´s:
H(X) = −
∑
xX
ρX(x) log2 ρX(x)
I la seva estimacio´ si suposem que ρX(x) = P (X = x) i que Pˆ (X = i) =
ni
n
e´s:
Hˆ(x) = −
|χ|∑
i=1
ni
n
log2
(ni
n
)
on |χ| e´s la cardinalitat de X ; ni e´s el nombre d’observacions amb x = i
i n e´s el nombre total d’observacions.
La MI s’ha utilitzat per quantificar la informacio´ que te´ una variable
aleato`ria (X) sobre una altra variable aleato`ria (Y), e´s a dir, mesura la re-
duccio´ d’incertesa de X coneixent Y. La fo´rmula general per calcular la MI
entre dues variables aleato`ries e´s:
MI(X, Y ) =
∑
xX
∑
yY
ρXY (x, y) log2
(
ρXY (x, y)
ρX(x)ρY (y)
)
= H(X)−H(X|Y )
on ρXY (x, y) e´s la probabilitat conjunta de X i Y ; H(X|Y ) e´s l’entropia
condicionada (H(X|Y ) = H(X, Y ) − H(Y )) on H(X, Y ) e´s l’entropia con-
junta de X i Y
En el nostre cas, per calcular la MI, la variable aleato`ria Y correspondria
a la variable que ens diu si el gen te´ la anotacio´ de la GO i per tant prendria
valor 0 o´ 1 i la variable aleato`ria X correspondria als gens del cluster.
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L’estimacio´ de la MI e´s:
M̂I(X, Y ) =
c∑
i=1
2∑
j=1
nij
n
log2
(nij
n
)
−
c∑
i=1
ni·
n
log2
(ni·
n
)
−
2∑
j=1
n·j
n
log2
(n·j
n
)
(5.1)
on c e´s la mida del cluster ; nij e´s el nombre d’anotacions que te´ (j = 1) o
no te´ (j = 2) cada gen i del cluster ; ni· e´s el nombre total d’anotacions que
tenim per cada gen i del cluster, e´s a dir, 3802 ; n·j e´s el nombre d’anotacions
que tenen (j = 1) o no tenen (j = 2) el total de gens del cluster i n e´s el
nombre total d’observacions.
A partir de l’equacio´ 5.1 i dels clusters obtinguts al aplicar l’algorisme, es
calcula la MIreal. Una vegada obtingut aquest valor i per saber fins a quin
punt e´s elevat i per tant indica que hi ha molta dispersio´, es calcula un valor
MIrand. La MIrand es calcula mitjanc¸ant l’assignacio´ aleato`ria dels gens als
clusters tantes vegades com faci falta fins que la distribucio´ de la MI no vari¨ı.
En aquest cas s’han fet servir 2000 repeticions. Aix´ı s’obte´ una mitjana i una
desviacio´ esta`ndard de la distribucio´.
5.3 Ca`lcul del Z-score
El Z-score es defineix com a la dista`ncia estandaritzada entre la MIreal
obtinguda de l’algorisme de clustering i la MIrand obtinguda d’assignar els
gens als clusters a l’atzar. Quant me´s gran sigui el Z-score millor e´s el resultat
del clustering ja que dista me´s de la distribucio´ aleato`ria d’aquest.
El ca`lcul del Z-score es fa mitjanc¸ant la fo´rmula:
Zscore =
E(MIreal −MIrand)√
V ar(MIrand)
(5.2)
5.4 Escollir el ma`xim Z-score
Per tal d’escollir un bon nombre de clusters s’ha realitzat el ca`lcul del
Z-score per diferents valors dels llindars de l’algorisme (α1 i α2). Els valors
que s’han provat so´n:
• α1 = {0.001, 0.005, 0.01, 0.05}
• α2 = {0.001, 0.005, 0.01, 0.05}
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El gra`fic 5.1 mostra els resultats d’aplicar l’algorisme i realitzar el ca`lcul del
Z-score per les 16 combinacions de valors dels llindars. Es pot observar que
el nombre o`ptim de clusters a trobar e´s de 282 obtenint un Z-score ma`xim
de 1.7708486. Aquest Z-score s’obte´ pels valors de llindar α1 = 0.005 i
α2 = 0.05.
Figura 5.1: Z-scores de les dades

Cap´ıtol 6
Ana`lisis d’enriquiment
Una vegada obtinguts els grups de gens que es comporten de manera
similar al llarg del temps sota estre`s te`rmic, volem trobar la funcionalitat
biolo`gica dels gens dels clusters mitjanc¸ant la GO, que com vam veure al
cap´ıtol 5 e´s una base de dades que ens permet organitzar els gens en diferents
ontologies.
L’ana`lisi d’enriquiment ( Enrichment Analysis (EA))[15][14] consisteix
en trobar l’associacio´ estad´ıstica entre els termes de l’ontologia i els gens
diferencialment expressats i intenta revelar la significacio´ biolo`gica que hi ha
darrera de les dades. La cerca de termes enriquits pot revelar connexions en
els processos biolo`gics que ajuden als bio`legs a construir hipo`tesi.
Per a realitzar l’EA s’ha d’assumir que els termes de la GO so´n indepen-
dents entre si i que els gens han d’estar anotats en me´s de una classificacio´
biolo`gica.
Normalment l’aplicacio´ de l’EA es fa a trave´s de taules de continge`ncia.
En el nostre cas em fet servir la funcio´ de R hyperGTest que es troba al paquet
GOstats i que associa les categories amb les descripcions dels gens mitjanc¸ant
un test hipergeome`tric. Aix´ı s’obtenen uns p-valors que ens indiquen si cada
terme en una ontologia esta` sobre o sota representat entre el conjunt de gens
especificats. El que fa aquesta funcio´ de R e´s el segu¨ent:
Considerem que tenim N gens al chip. D’aquests N gens, M pertanyen a
la categoria A de la GO i N-M no pertanyen a la categoria A. Es seleccionen
K gens del total de N i s’assignen a una classe determinada. x gens dels K
gens seleccionats estaran a la categoria A.
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Les hipo`tesi estad´ıstiques a contrastar seran:
H0:La categoria A de la GO esta` igual representada en el chip que a la
classe de gens diferencialment expressats.
H1:La categoria A de la GO esta` me´s (o menys) representada en el chip
que a la classe de gens diferencialment expressats.
Volem saber quina e´s probabilitat de que hi hagi exactament x gens per-
tanyents a la categoria A. La distribucio´ hipergeome`trica modela la probabil-
itat de que una categoria succeeixi x vegades per atzar de una llista de gens
diferencialment expressats. Aquesta distribucio´ te´ els para`metres (N,M,K)
P (X = x) =
(
M
x
)(
N−M
K−x
)(N
K
)
(6.1)
Llavors, sota la hipo`tesi nul·la, el p-valor de tenir x gens o me´s a la
categoria A es calculara` amb la fo´rmula:
p− value = P (X ≥ x|H0) =
K∑
k=x
(
M
x
)(
N−M
K−x
)(N
K
)
(6.2)
Un p-valor petit voldra` dir que els termes de la GO estan sobre-representats.
Cap´ıtol 7
Resultats
7.1 Resultats de l’algorisme DIB-C
De l’execucio´ de l’algorisme s’han obtingut 282 clusters. Cada un d’aque-
sts clusters conte´ els gens que han obtingut el mateix patro´ al llarg dels 12
instants de temps.
Hi ha 200 clusters que contenen nome´s 1 o´ 2 gens i que l’investigador
no ha volgut que reassignessim a algun cluster semblant ate`s que volia fer
l’ana`lisi per separat.
Hi ha tambe´ un cluster que conte´ el 64.4% dels gens (3384 gens) i que e´s el
que correspon al patro´ nul ((N,N,N,N,N,N,N,N,N,N,N)(N,N,N,N,N,N,N,N,N,N)),
e´s a dir, conte´ els gens que no s’han expressat de forma diferencial al llarg del
temps. Aix´ı veiem que aquest algorisme no nome´s ens particiona les dades
formant grups sino´ que tambe´ ens esta` filtrant els gens que no s’han expressat
significativament en cap instant de temps.
L’algorisme, doncs, fa servir la discretitzacio´ conceptual (creixent, de-
creixent, co`ncau, convex, sense canvi) per definir un patro´. Aixo` fa que cada
cluster sigui interpretable.
A l’annex C es mostren dos gra`fics per a cada cluster.
El primer gra`fic correspon a la mitjana de tots els gens del cluster i de
les 8 re`pliques per a cada instant de temps indicant tambe´ la desviacio´ t´ıpica
per veure quanta dispersio´ hi ha dins del cluster. Aquest gra`fic ens serveix
per mirar el comportament del cluster i per aixo` esta` representat en la seva
escala.
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El segon gra`fic correspon a la mitjana de les 8 re`pliques de cada gen del
cluster per cada instant de temps. A sota del gra`fic esta` indicat el patro´
simbo`lic i el nombre de gens que conte´ el cluster. Aquest gra`fic ens serveix
per fer les comparacions entre clusters i per aixo` esta` en l’escala on el l´ımit
superior el marca el gen de l’array que s’expressa me´s en mitjana i el l´ımit
inferior el que s’expressa menys.
Com es pot observar en aquests gra`fics, hi ha clusters que tenen molta
dispersio´. Aixo` passa perque` hi ha gens que tenen valors d’expressio´molt alts.
Per aixo`, al fer els gra`fics no s’ha inclo`s els gens que passaven d’una mitjana
d’expressio´ de les 8 re`pliques de 10.000 considerant els gens no graficats com
a gens rars. Els clusters 65 i 73 contenen nome´s un gen cada un i e´s un gen
rar, per aixo` aquests dos clusters no estan graficats a l’annex C
Aquests gens rars, un total de 22, s’han graficat a part i es mostren a
l’annex D. Aquest gra`fic correspon a la mitjana de les re`pliques de cada gen
rar per cada instant de temps. A sobre del gra`fic s’indica a quin cluster
pertany el gen i a sota es mostra el seu identificador.
7.2 Resultats de l’ana`lisi d’enriquiment
Per a realitzar l’ana`lisi d’enriquiment amb els clusters obtinguts s’han
eliminat inicialment tots els clusters amb menys de 20 gens ja que l’EA no
tindria validesa. Tambe´ s’ha eliminat el cluster amb patro´ nul que contenia
3384 gens. Aix´ı ens hem quedat amb un total 14 clusters a analitzar.
Per aplicar l’EA a aquests 14 clusters s’ha decidit analitzar nome´s la
ontologia corresponent al proce´s biolo`gic (BP) ja que e´s la que te´ me´s intere`s.
Per cadascun dels 14 clusters s’ha obtingut una taula amb el segu¨ent
contingut:
• Ontology: Indica a quina de les tres ontologies pertany, en el nostre
cas, nome´s BP.
• GOID: Identificador de la GO del proce´s biolo`gic.
• Term: Descripcio´ del proce´s biolo`gic.
• Gene Names: Nom comu´ de tots els gens que estan involucrats en el
proce´s.
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• Size: Nombre total de gens de l’univers que s’espera que tinguin la
anotacio´.
• Count: Nombre total de gens del cluster que tenen l’anotacio´.
• ExpCount: Nombre total de gens del cluster que s’espera que tinguin
la anotacio´.
• OddsRatio: Indica quantes vegades me´s apareix el terme de la GO en
el cluster en comparacio´ amb el total de l’array.
• Pvalue: P-valor associat a l’odds ratio.
• OverUnder: Indica si l’anotacio´ esta` sobre (over) o sota (under) rep-
resentada en el cluster.
Aquestes taules es poden trobar a l’adrec¸a electro`nica:
http://estbioinfo.stat.ub.es/pubs/heatshock/supplementary.html
A me´s, a l’annex E tambe´ es mostren les taules pero` sense les columnes
corresponents a la Ontology, al Gene Name ni a OverUnder.
A l’annex F es troben tots els programes per a la implementacio´ en R del
projecte.

Cap´ıtol 8
Conclusions i procediments
futurs
A partir de dades corresponents a la mesura de l’expressio´ de gens del
llevat sotmesos a estre`s te`rmic en 12 instants de temps i repetint aquest
procediment vuit vegades obtenint 8 re`pliques de l’experiment, s’ha aplicat
l’algorisme DIB-C i s’ha demostrat totes les avantatges que aporta aquesta
nova metodologia de clustering en comparacio´ amb els me`todes ja existents.
Les avantatges principals d’aquest me`tode so´n:
• No necessita informacio´ pre`via de les dades.
• Incorpora la restriccio´ d’ordre entre instants de temps.
• Fa servir un estad´ıstic t moderat que considera una estimacio´ de la
varia`ncia bayesiana emp´ırica calculada a partir de les re`pliques. Tambe´
fa servir la mitjana de les re`pliques.
• Genera uns gra`fics de dos dimensions fa`cilment interpretables a trave´s
de la discretitzacio´.
Aquest procediment e´s bo quan es tenen pocs instants de temps pero` si
el nombre de instants e´s massa alt el temps d’execucio´ de l’algorisme DIB-
C augmenta exponencialment i per aixo` sera` me´s u´til fer servir te`cniques
convencionals d’ana`lisi de se`ries temporals.
Malgrat aixo`, trobar patrons que defineixen grups de gens pot no ser
suficient per els bio`legs i per aixo` s’ha d’analitzar cada cluster per separat
mitjanc¸ant l’ana`lisi d’enriquiment.
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Aix´ı mateix, per poder aplicar l’EA es necessita tenir una mida mı´nima
de cluster, per aixo` aquest ana`lisi nome´s s’ha aplicat a 14 clusters.
De cara a procediments futurs, s’hauria de plantejar a l’investigador si
l’interessaria reassignar els 200 clusters que tenen 1 o´ 2 gens a altres clusters
propers que poden tenir un patro´ semblant.
Potser tambe´ seria interessant fer l’ana`lisi d’enriquiment per a les tres
ontologies de la GO ja que de moment nome´s s’ha analitzat una d’elles, els
processos biolo`gics.
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Ape`ndix A
Gra`fics de les dades originals
A.1 BoxPlots de les dades originals sense nor-
malitzar:
Figura A.1: Boxplot per les 8 re`pliques en l’instant de temps t0
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46 A. Gra`fics de les dades originals
Figura A.2: Boxplot per les 8 re`pliques en l’instant de temps t3
Figura A.3: Boxplot per les 8 re`pliques en l’instant de temps t6
A.1. BoxPlots de les dades originals sense normalitzar: 47
Figura A.4: Boxplot per les 8 re`pliques en l’instant de temps t9
Figura A.5: Boxplot per les 8 re`pliques en l’instant de temps t12
48 A. Gra`fics de les dades originals
Figura A.6: Boxplot per les 8 re`pliques en l’instant de temps t15
Figura A.7: Boxplot per les 8 re`pliques en l’instant de temps t18
A.1. BoxPlots de les dades originals sense normalitzar: 49
Figura A.8: Boxplot per les 8 re`pliques en l’instant de temps t21
Figura A.9: Boxplot per les 8 re`pliques en l’instant de temps t25
50 A. Gra`fics de les dades originals
Figura A.10: Boxplot per les 8 re`pliques en l’instant de temps t30
Figura A.11: Boxplot per les 8 re`pliques en l’instant de temps t45
A.1. BoxPlots de les dades originals sense normalitzar: 51
Figura A.12: Boxplot per les 8 re`pliques en l’instant de temps t60
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A.2 Gra`fics MA de les dades originals sense
normalitzar:
Figura A.13: Gra`fics MA per cada re`plica en l’instant de temps t0
A.2. Gra`fics MA de les dades originals sense normalitzar: 53
Figura A.14: Gra`fics MA per cada re`plica en l’instant de temps t3
54 A. Gra`fics de les dades originals
Figura A.15: Gra`fics MA per cada re`plica en l’instant de temps t6
A.2. Gra`fics MA de les dades originals sense normalitzar: 55
Figura A.16: Gra`fics MA per cada re`plica en l’instant de temps t9
56 A. Gra`fics de les dades originals
Figura A.17: Gra`fics MA per cada re`plica en l’instant de temps t12
A.2. Gra`fics MA de les dades originals sense normalitzar: 57
Figura A.18: Gra`fics MA per cada re`plica en l’instant de temps t15
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Figura A.19: Gra`fics MA per cada re`plica en l’instant de temps t18
A.2. Gra`fics MA de les dades originals sense normalitzar: 59
Figura A.20: Gra`fics MA per cada re`plica en l’instant de temps t21
60 A. Gra`fics de les dades originals
Figura A.21: Gra`fics MA per cada re`plica en l’instant de temps t25
A.2. Gra`fics MA de les dades originals sense normalitzar: 61
Figura A.22: Gra`fics MA per cada re`plica en l’instant de temps t30
62 A. Gra`fics de les dades originals
Figura A.23: Gra`fics MA per cada re`plica en l’instant de temps t45
A.2. Gra`fics MA de les dades originals sense normalitzar: 63
Figura A.24: Gra`fics MA per cada re`plica en l’instant de temps t60

Ape`ndix B
Gra`fics de les dades
normalitzades
B.1 BoxPlots de les dades normalitzades:
Figura B.1: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t0
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66 B. Gra`fics de les dades normalitzades
Figura B.2: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t3
Figura B.3: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t6
B.1. BoxPlots de les dades normalitzades: 67
Figura B.4: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t9
Figura B.5: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t12
68 B. Gra`fics de les dades normalitzades
Figura B.6: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t15
Figura B.7: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t18
B.1. BoxPlots de les dades normalitzades: 69
Figura B.8: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t21
Figura B.9: Boxplot normalitzat per les 8 re`pliques en l’instant de temps t25
70 B. Gra`fics de les dades normalitzades
Figura B.10: Boxplot normalitzat per les 8 re`pliques en l’instant de temps
t30
Figura B.11: Boxplot normalitzat per les 8 re`pliques en l’instant de temps
t45
B.1. BoxPlots de les dades normalitzades: 71
Figura B.12: Boxplot normalitzat per les 8 re`pliques en l’instant de temps
t60
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B.2 Gra`fics MA de les dades normalitzades:
Figura B.13: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t0
B.2. Gra`fics MA de les dades normalitzades: 73
Figura B.14: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t3
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Figura B.15: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t6
B.2. Gra`fics MA de les dades normalitzades: 75
Figura B.16: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t9
76 B. Gra`fics de les dades normalitzades
Figura B.17: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t12
B.2. Gra`fics MA de les dades normalitzades: 77
Figura B.18: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t15
78 B. Gra`fics de les dades normalitzades
Figura B.19: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t18
B.2. Gra`fics MA de les dades normalitzades: 79
Figura B.20: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t21
80 B. Gra`fics de les dades normalitzades
Figura B.21: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t25
B.2. Gra`fics MA de les dades normalitzades: 81
Figura B.22: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t30
82 B. Gra`fics de les dades normalitzades
Figura B.23: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t45
B.2. Gra`fics MA de les dades normalitzades: 83
Figura B.24: Gra`fics MA normalitzats per cada re`plica en l’instant de temps
t60
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Gra`fics dels clusters
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Ape`ndix D
Gra`fics dels gens rars
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160 D. Gra`fics dels gens rars
Ape`ndix E
Taules obtingudes de l’Ana`lisi
d’Enriquiment
161
162 E. Taules obtingudes de l’Ana`lisi d’Enriquiment
Figura E.1: Taula pel cluster 50 que conte´ 345 gens
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Figura E.2: Taula pel cluster 49 que conte´ 173 gens
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Figura E.3: Taula pel cluster 275 que conte´ 148 gens
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Figura E.4: Taula pel cluster 279 que conte´ 112 gens
Figura E.5: Taula pel cluster 277 que conte´ 109 gens
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Figura E.6: Taula pel cluster 276 que conte´ 66 gens
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Figura E.7: Taula pel cluster 231 que conte´ 42 gens
Figura E.8: Taula pel cluster 100 que conte´ 40 gens
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Figura E.9: Taula pel cluster 101 que conte´ 39 gens
Figura E.10: Taula pel cluster 280 que conte´ 35 gens
Figura E.11: Taula pel cluster 210 que conte´ 29 gens
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Figura E.12: Taula pel cluster 46 que conte´ 24 gens
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Figura E.13: Taula pel cluster 233 que conte´ 23 gens
Figura E.14: Taula pel cluster 271 que conte´ 22 gens
Ape`ndix F
Implementacio´
F.1 Fitxer a executar
####################
##LECTURA DE DADES##
####################
workingDir <- "C:\\Users\\project"
setwd(workingDir)
dataDir<-workingDir
#paquets necessa`ries
library(limma)
library(gdata)
library(org.Sc.sgd.db)
library(GOstats)
#dades
annotations <-read.xls("C:\\Users\\project\\annotations1.xls",
as.is=T,perl="C:\\Rtools\\perl\\bin\\perl.exe")
save(annotations,file=file.path(dataDir,"annotations.Rda") )
load(file.path(dataDir,"seriesTot.Rda"))
load(file.path(dataDir,"annotations.Rda"))
#Preprocessat (Filtratge i Normalitzacio´)
source("C:\\Users\\project\\Preprocessat.r")
Preprocessat(seriesTot)
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#dades normalitzades
load(file.path(dataDir,"seriesNorm.Rda"))
#creacio´ de la matriu booleana de la GO
source("C:\\Users\\project\\MatGOgen.r")
MatGOgen()
#dades noves
load(file.path(dataDir,"seriesNorm2.Rda"))
#matriu booleana
load(file.path(dataDir,"MatGOgen.Rda"))
#ORF dels gens que ens quedem
load(file.path(dataDir,"ORFgens2.Rda"))
#Matriu Mitja per les repliques
mitjaRep<-matrix(0,nrow=n1,ncol=p)
aux<-rep(0,m)
for (j in 1:p){
for (g in 1:n1){
for (k in 1:m){
aux[k]<-c(seriesNorm2[[k]][g,j])
}
mitjaRep[g,j]<-mean(aux,na.rm=T)
}
}
save(mitjaRep, file=file.path(dataDir,"mitjaRep.Rda") )
#index de les dades
p<-length(seriesNorm2[[1]][1,]) #-->temps
n1<-length(seriesNorm2[[1]][,1]) #-->gens
m<-length(seriesNorm2) #-->re`plica
####################################
#ALGORISME DIBC i CALCUL DEL ZSCORE#
####################################
source("C:\\Users\\project\\Dibc.r")
source("C:\\Users\\project\\CalculZscore.r")
#valors per els thresholds:
alf1<-c(0.001,0.005,0.01,0.05)
alf2<-c(0.001,0.005,0.01,0.05)
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numpatro<-matrix(0,nrow=4,ncol=4)
Zscores<-matrix(0,nrow=4,ncol=4)
for (i in 1:4){
for (j in 1:4){
numpatro[i,j]<-Dibc(alf1[i],alf2[j])
load(file.path(dataDir,"clusterTotal.Rda"))
Zscores[i,j]<-CalculZscore(numpatro[i,j])
}
}
save(Zscores, file=file.path(dataDir,"Zscores.Rda") )
save(numpatro, file=file.path(dataDir,"numpatro.Rda") )
load(file.path(dataDir,"numpatro.Rda"))
load(file.path(dataDir,"Zscores.Rda"))
#El ma`xim Zscore(1.77) s’obte´ per alf1=0.005 i alf2=0.05
#El nombre optims de patrons e´s 282
png("Zscores.png")
plot(numpatro,Zscores,type="n" ,xlab="Nombre de clusters")
points(numpatro,Zscores,pch=16, col= "darkred")
text(360,1.771,"punt o`ptim", col="darkgrey")
axis(2,at=c(1.7708), col="darkred")
axis(1,at=c(282), col="darkred")
dev.off()
#Un cop escollit el nombre o`ptim de clusters fem els gra`fics dels clusters:
alf1<-0.005
alf2<-0.05
numpat<-Dibc(alf1,alf2)
#vector que ens indica a quin cluster pertany cada gen
load(file.path(dataDir,"clusterTotal.Rda"))
n<-length(clusterTotal)
#vector de patrons
load(file.path(dataDir,"patrons.Rda"))
#dades noves
load(file.path(dataDir,"seriesNorm2.Rda"))
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#matriu booleana
load(file.path(dataDir,"MatGOgen2.Rda"))
#ORF dels gens que ens quedem
load(file.path(dataDir,"ORFgens2.Rda"))
####################
##GRAFICS CLUSTERS##
####################
load(file.path(dataDir,"mitjaRep.Rda"))
source("C:\\Users\\project\\GrafClus.r")
GrafClus()
#####################
#ANALISI ENRIQUIMENT:
#####################
ORFgens2
clusterTotal
TaulaGens<-cbind(ORFgens2,clusterTotal)
save(TaulaGens, file=file.path(dataDir,"TaulaGens.Rda") )
load("TaulaGens.Rda")
GOAnalysis()
F.2 Funcio´ Preprocessat()
Preprocessat<-function(seriesTot){
nom<-c("A", "B", "C", "D", "E", "F", "G", "H")
fileNames<-paste("Serie",nom, sep="")
nfiles<-length(fileNames)
temps<-
c("t0","t3","t6","t9","t12","t15","t18","t21","t25","t30","t45","t60")
n<-nrow(seriesTot[[1]])
########################
#1.-CONTROL DE QUALITAT#
########################
#Definicio de funcions:
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#a) MA i MA gra`fic
M <- function(x){
if((!is.na(x[1]) & !is.na(x[2])) &
(x[1] > 0.1 & x[2] > 0.1))
log2(x[1]/x[2])
else NA
}
A <- function(x){
if ((!is.na(x[1]) & !is.na(x[2])) &
(x[1] > 0.1 & x[2] > 0.1))
log2(sqrt(x[1]*x[2]))
else NA
}
CalculaMiA<-function(x1,x2){
MiA<-matrix(0,nrow=length(x1),ncol=2)
colnames(MiA)<-c("M","A")
Mat<-cbind(x1,x2)
Mval<-apply(Mat,1,M )
Aval<-apply(Mat,1,A )
MiA[,"M"] <- Mval
MiA[,"A"] <- Aval
return(MiA)
}
MAGraf<-function(MAObj,Gtitol,titol, limY =c(-10,10)){
MainTitle<-paste(Gtitol)
plotMA(MAObj, main=titol, ylim=limY)
abline(h=0)
mtext(MainTitle, line=0.5,outer=T)
}
#b)funcio que posa NA si e´s menor que 0.1
Gthan0.1<-function(x){
for (i in 1:nrow(x))
for (j in 1:ncol(x)) if (x[i,j]<=0.1) x[i,j]<-NA
return(x)
}
#c)compta per cada experiment el nombre de lectures de 12 < 0.1
TotLT0.1<-function(x) sum(x<0.1)
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#d)compta quants experiments el nombre de lectures de 12 <0.1 e´s < 9
sel0.1<- function(x) sum(x < 9)
###############
##2.-FILTRATGE#
###############
#Seleccio´ de gens: status="gen" que en cada re`plica tingui ma`xim 50% "0"
numgen<-seq(1,dim(seriesTot[[1]])[1])
seriesTot2<-list()
for (i in 1:8) seriesTot2[[i]]<-cbind(seriesTot[[i]],numgen)
seriesSelected<-list()
LT0.1<-matrix(0, nrow=n, ncol=8)
#conta,per a cada experiment, el nombre de lectures (de 12) < 0.1
for (i in 1:8) LT0.1[,i]<-apply(seriesTot2[[i]],1,TotLT0.1)
#conta a quants experiments el valor anterior e´s < 9
sel0.1<- apply(LT0.1,1,sel0.1)
#Si a me´s de 4 experiments a on el valor e´s < 9 seleccionem el gen
Sel<- annotations$status=="gen" & sel0.1 > 4
for (i in 1:8){
seriesSelected[[i]]<-seriesTot[[i]][Sel,]
names(seriesSelected)[i] <-fileNames[i]
}
save(seriesSelected, file=file.path(dataDir,"seriesSelected.Rda") )
n<-nrow(seriesSelected[[1]])
grups<-factor(rep(1:8,rep(n,8)))
seiesNA<-list()
RefAll<-matrix(0, nrow=n, ncol=12)
vec<-numeric(8)
seriesNA<-lapply(seriesSelected, Gthan0.1)
for (ig in 1:n){
for (it in 1:12){
for (is in 1:8) vec[is]<-seriesNA[[is]][ig,it]
RefAll[ig,it]<-mean(vec,na.rm=T) #mitja de les 8 repliques
}
}
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#########################
##Creacio´ objecte MAList#
#########################
seriesMA<-list()
for (i in 1:12){
MA <- new("MAList")
valM<-NULL
valA<-NULL
Ref<- RefAll[,i]
for (j in 1:8){
S <-seriesSelected[[j]][,i]
MiA<-CalculaMiA(S,Ref)
valM <- cbind(valM,MiA[,"M"])
valA <- cbind(valA,MiA[,"A"])
}
MA$M<-valM
MA$A<-valA
seriesMA[[i]]<-MA
names(seriesMA)[i]<-temps[i]
}
##Gra`fics inicials:
for (i in 1:12){
pdf(paste(temps[i],"MAplot.pdf",sep="-") )
opt<-par(mfrow=c(3,3),pty="m", oma=c(0,0,2,0),mar=c(5,4,2,2), font.main=1)
for (j in 1:length(nom)){
MA <- new("MAList")
MA$M<- seriesMA[[i]]$M[,j]
MA$A<-seriesMA[[i]]$A[,j]
MAGraf(MA,temps[i],nom[j])
}
dev.off()
}
for (i in 1:12) {
pdf(paste(temps[i],"Boxplot.pdf",sep="-") )
SA <-seriesSelected[[1]][,i]
SB <-seriesSelected[[2]][,i]
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SC <-seriesSelected[[3]][,i]
SD <-seriesSelected[[4]][,i]
SE <-seriesSelected[[5]][,i]
SF <-seriesSelected[[6]][,i]
SG <-seriesSelected[[7]][,i]
SH <-seriesSelected[[8]][,i]
dadesBoxplot<-c(SA,SB,SC,SD,SE,SF,SG,SH)
boxplot(log2(dadesBoxplot)~grups,main=temps[i], names=nom)
dev.off()
}
############################
##3.-Normalitzacio´ (Within)#
############################
NormFun<-function(x) normalizeWithinArrays(x, method="loess")
SeriesNormMA<-lapply(seriesMA, NormFun)
##Pas de l’objecte MAlist a la serie original normalitzada##
seriesNorm<-list()
matriu0<-matrix(0,nrow=n,ncol=12)
for (j in 1:8) seriesNorm[[j]]<-matriu0
for (i in 1:12){
MA2<-SeriesNormMA[[i]]
valM2<-MA2$M
valA2<-MA2$A
for (j in 1:8){
x1<-(2^valA2[,j])*sqrt(2^valM2[,j])
seriesNorm[[j]][,i]<-x1
}
}
save(seriesNorm, file=file.path(dataDir,"seriesNorm.Rda") )
#Gra`fics normalitzats
for (i in 1:12){
pdf(paste(temps[i],"MAplotNorm.pdf",sep="-") )
opt<-par(mfrow=c(3,3),pty="m", oma=c(0,0,2,0),mar=c(5,4,2,2), font.main=1)
for (j in 1:length(nom)){
MA <- new("MAList")
MA$M<- SeriesNormMA[[i]]$M[,j]
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MA$A<-SeriesNormMA[[i]]$A[,j]
MAGraf(MA,temps[i],nom[j])
}
dev.off()
}
for (i in 1:12) {
pdf(paste(temps[i],"BoxplotNorm.pdf",sep="-") )
SA <-seriesNorm[[1]][,i]
SB <-seriesNorm[[2]][,i]
SC <-seriesNorm[[3]][,i]
SD <-seriesNorm[[4]][,i]
SE <-seriesNorm[[5]][,i]
SF <-seriesNorm[[6]][,i]
SG <-seriesNorm[[7]][,i]
SH <-seriesNorm[[8]][,i]
dadesBoxplot<-c(SA,SB,SC,SD,SE,SF,SG,SH)
boxplot(log2(dadesBoxplot)~grups,main=temps[i], names=nom)
dev.off()
}
}
F.3 Funcio´ Dibc()
Dibc<-function(alf1,alf2){
############################
#Difere`ncia de primer ordre#
############################
#Serie Diferencia de temps:
seriesDifTemps<-list()
matriu0<-matrix(0, nrow=n1 , ncol=p-1)
for (k in 1:m) seriesDifTemps[[k]]<-matriu0
for (k in 1:m){
for (j in 1:(p-1)){
seriesDifTemps[[k]][,j]<-seriesNorm2[[k]][,j+1]-seriesNorm2[[k]][,j]
}
}
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#Juntem la llista obtenint una matriu de nx88
seriesJuntes<-seriesDifTemps[[1]]
for (k in 2:m){
seriesJuntes<-cbind(seriesJuntes,seriesDifTemps[[k]])
}
#Construccio de la matriu de disseny
X<-matrix(0,nrow=88,ncol=11)
aux<-c(1,rep(0,10))
X[,1]<-rep(aux,8)
for (i in 1:10){
X[,i+1]<-c(rep(0,i),rep(aux,7),aux[1:(11-i)])
}
#Ajust model lineal:
fit1<-lmFit(seriesJuntes,design=X,na.rm=T)
gllres<-fit1$df.residual
#Calcul estadistic t moderat:
y1<-ebayes(fit1)$t
gllprior<-ebayes(fit1)$df.prior
identgen<-seq(1,n1) #vector identificador del tots els gens
rownames(y1)<-identgen
#treiem els gens amb coefs amb NA
aux<-apply(y1,1,sum)
y1<-subset(y1, !is.na(aux))
for (k in 1:m) seriesNorm2[[k]]<-subset(seriesNorm2[[k]],!is.na(aux))
MatGOgen2<-subset(MatGOgen,!is.na(aux))
ORFgens2<-subset(ORFgens2,!is.na(aux))
n<-dim(y1)[1] #-->gens no NA
identgen1<- seq(1:n)
gll<-gllres+gllprior
save(seriesNorm2, file=file.path(dataDir,"seriesNorm2.Rda") )
save(MatGOgen2, file=file.path(dataDir,"MatGOgen2.Rda") )
save(ORFgens2, file=file.path(dataDir,"ORFgens2.Rda") )
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############################
#Matriu F de patro´ simbo`lic#
############################
#Calcul del valor critic:
T<-matrix(0,nrow=n ,ncol=p-1)
T<-qt((1-alf1/2),gll)
#Matriu de patrons:
F<-matrix("N",nrow=n,ncol=(p-1))
for (g in 1:n){
for(j in 1:(p-1)){
if (y1[g,j]>T[g]) F[g,j]="I"
if (y1[g,j]<(-T[g])) F[g,j]="D"
}
}
#Comptatge de quantes lletres D o I tenen els gens
numF<-rep(0,n)
for (g in 1:n){
for (j in 1:(p-1)){
if (F[g,j]!="N") numF[g]<-numF[g]+1
}
}
#Seleccionem els 1ers patrons amb D o I
Fsel<-F[numF>0,]
identgen3<-subset(identgen1,numF>0)#id dels 1ers patrons amb D o I
n3<-length(identgen3)#numero de 1ers patrons amb D o I
#boolea que em diu quins 1ers patrons tenen N, D o I seguides
id2seguits<-matrix(0,nrow=n3,ncol=10)
for (g in 1:n3){
for (i in 1:10){
if ((Fsel[g,i]!= "N") & (Fsel[g,i+1]!= "N") ) id2seguits[g,i]<-1
if ((Fsel[g,i]!= "N") & (Fsel[g,i+1]== "N") ) id2seguits[g,i]<-1
if ((Fsel[g,i]== "N") & (Fsel[g,i+1]!= "N") ) id2seguits[g,i]<-1
}
}
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#Vector de subpatro´ per la primera difere`ncia
F2<-rep(0,n)
for (g in 1:n){
F2[g]<-paste(F[g,],collapse="")
}
###########################
#Difere`ncia de segon ordre#
###########################
n2patro<-sum(id2seguits) #numero gens a calcular el segon patro´
y1b<-subset(y1,numF>0)
y2<-matrix(0,nrow=n3,ncol=p-2)
for (g in 1:n3) {
for(j in 1:(p-2)){
y2[g,j]<-y1b[g,j+1]-y1b[g,j]
}
}
############################
#Matriu S de patro´ simbo`lic#
############################
#Creacio del valor critic:
q1<-rep(0,1000)
q2<-rep(0,1000)
for (i in 1:1000){
mostra1<-rt(10000,7)
mostra2<-rt(10000,7)
mostra<-mostra1-mostra2
q1[i]<-quantile(mostra, probs=(alf2/2))
q2[i]<-quantile(mostra, probs=(1-alf2/2))
}
Q1<-median(q1)
Q2<-median(q2)
#matriu de patro´ S nome´s pels gens amb patro´ F amb me´s de 2 D o I seguides
Saux<-matrix("N",nrow=n3,ncol=p-2)
for (g in 1:n3) {
for(j in 1:(p-2)){
if ((id2seguits[g,j]==1) & (y2[g,j]>Q2)) Saux[g,j]="V" #convex
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if ((id2seguits[g,j]==1) & (y2[g,j]<Q1)) Saux[g,j]="A" #concau
}
}
S<-matrix("N",nrow=n,ncol=p-2)
for (g in 1:n){
for (w in 1:n3){
if (identgen3[w]==identgen1[g]) S[g,]<-Saux[w,]
}
}
#Vector de subpatro´ per la segona difere`ncia
S2<-rep(0,n)
for (g in 1:n){
S2[g]<-paste(S[g,],collapse="")
}
#####################################
#Matriu H de patro´ simbo`lic combinat#
#####################################
H<-cbind(F,"-",S)
identgen<-seq(1,n) #vector identificador dels gens
rownames(H)<-identgen
#Creacio dels patrons com a caracters
H2<-rep(0,n)
for (g in 1:n){
H2[g]<-paste(H[g,],collapse="")
}
#Calcul de les frequencies per cada patro´
taula<-as.data.frame(table(H2))
######################################
##Assignacio´ de cada gen a un cluster#
######################################
patrons<-as.vector(taula$H2)
numpat<-length(patrons) #numero de patrons diferents
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clusterTotal<-rep(0,n)
for (g in 1:n){
for (j in 1:numpat){
if (H2[g]==patrons[j]) clusterTotal[g]<-j
}
}
save(clusterTotal, file=file.path(dataDir,"clusterTotal.Rda") )
save(patrons, file=file.path(dataDir,"patrons.Rda") )
return(numpat)
}
F.4 Funcio´ MatGOgen()
#####################################################
#MATRIU BOOLEANA AMB LES ANOTACIONS DE LA GO I GENS:#
#####################################################
MatGOgen<-function(){
#Obtencio´ de vector amb els ORF:
load(file.path(dataDir,"seriesSelected.Rda"))
load(file.path(dataDir,"annotations.Rda"))
idGen<-seq(1,dim(seriesTot[[1]])[1]) #id per tots els gens
ORFselec<-seriesSelected[[1]][,13]) #ORF dels gens seleccionats
annotations2<-cbind(annotations$ORF.name,idGen) #ORF i id per tots els gens
#Matriu amb ORF i id pels gens seleccionats
n<-length(seriesNorm[[1]][,1])
ORFgens<-matrix(0,nrow=n,ncol=2)
for (i in 1:length(idGen)){
for (j in 1:length(ORFselec)){
if (annotations2[i,2]==ORFselec[j]) ORFgens[j,]<-annotations2[i,]
}
}
#Guardem els ORF’s dels gens
ORFgens2<-ORFgens[,1]
save(ORFgens2, file=file.path(dataDir,"ORFgens.Rda") )
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#Obtencio´ de les GO annotations:
GOTab<-toTable(org.Sc.sgdGO) #Taula amb tota la info de la GO
GOORF<-GOTab$systematic_name #Vector amb els ORF de la GO
numGOORF<-length(GOORF)
#Vector que em diu si el gen es troba a la GO o no:
NomsGOgen<-rep(0,n)
for (i in 1:n){
for (j in 1:numGOORF){
if (ORFgens[i]==GOORF[j]) NomsGOgen[i]<-1
}
}
#Filtrem els gens i els noms de gens que no tenen nom a la GO:
seriesNorm2<-list()
for (i in 1:8) seriesNorm2[[i]]<-subset(seriesNorm[[i]],NomsGOgen==1)
ORFgens1<-subset(ORFgens,NomsGOgen==0) #gens que treurem
idgens<-seq(1,n)
ORFgens2<-cbind(ORFgens[,1],idgens)
ORFgens2<-subset(ORFgens2,NomsGOgen==1) #gens que ens quedem (5326 gens)
save(ORFgens2, file=file.path(dataDir,"ORFgens2.Rda") )
save(seriesNorm2, file=file.path(dataDir,"seriesNorm2.Rda") )
#Guardem els termes de la GO i el nombre de termes diferents:
GOid<-as.data.frame(table(GOTab$go_id))$Var1
numGO<-dim(as.data.frame(table(GOTab$go_id)))[1]
#Matriu de 0 i 1 dels termes de la GO amb els gens
MatGOgen<-matrix(0,nrow=n,ncol=numGO)
colnames(MatGOgen)<-GOid
for (i in 1:n){
for (j in 1:numGO){
aux<-subset(GOTab,GOORF==ORFgens2[i])
aux2<-dim(aux)[1]
for (k in 1:aux2){
if (aux$go_id[k]==colnames(MatGOgen)[j]) MatGOgen[i,j]<-1
}
}
}
save(MatGOgen, file=file.path(dataDir,"MatGOgen.Rda") )
}
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F.5 Funcio´ CalculZscore()
#############################################################
#CALCUL DEL ZSCORE PER ESCOLLIR EL NOMBRE OPTIM DE CLUSTERS:#
#############################################################
CalculZscore<-function(numpat){
##################
#Calcul de MIreal:
##################
MI<-rep(0,numpat)
midaclusters<-rep(0,numpat)
for (k in 1:numpat){
Clus<-subset(mitjaRep,clusterTotal==k)
c<-dim(Clus)[1]
midaclusters[k]<-c
MatGOclus<-subset(MatGOgen2,clusterTotal==k)
TabGOclus<-matrix(0,nrow=c,ncol=2)
ni<-rep(0,c)
nj<-rep(0,2)
for (i in 1:c){
TabGOclus[i,]<-table(MatGOclus[i,])
for (j in 1:2){
ntot<-sum(TabGOclus)
ni[i]<-sum(TabGOclus[i,])
nj[j]<-sum(TabGOclus[,j])
MIclus<-sum((TabGOclus[i,j]/ntot)*log2(TabGOclus[i,j]/ntot))+
sum((ni[i]/ntot)*log2(ni[i]/ntot))+sum((nj[j]/ntot)*
log2(nj[j]/ntot))
}
}
MI[k]<-MIclus
}
MIreal<-mean(MIclus)
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##################
#Calcul de MIrand:
##################
MIrep<-rep(0,2000)
for (l in 1:2000){
clusterRand<-sample(clusterTotal)
MI<-rep(0,numpat)
for (k in 1:numpat){
Clus<-subset(mitjaRep,clusterRand==k)
c<-dim(Clus)[1]
MatGOclus<-subset(MatGOgen2,clusterRand==k)
TabGOclus<-matrix(0,nrow=c,ncol=2)
ni<-rep(0,c)
nj<-rep(0,2)
for (i in 1:c){
TabGOclus[i,]<-table(MatGOclus[i,])
for (j in 1:2){
ntot<-sum(TabGOclus)
ni[i]<-sum(TabGOclus[i,])
nj[j]<-sum(TabGOclus[,j])
MIclus<-sum((TabGOclus[i,j]/ntot)*log2(TabGOclus[i,j]/ntot))+
sum((ni[i]/ntot)*log2(ni[i]/ntot))+sum((nj[j]/ntot)*
log2(nj[j]/ntot))
}
}
MI[k]<-MIclus
}
MIrep[l]<-mean(MIclus)
}
MIrand<-mean(MIrep)
MIrand_sd<-sd(MIrep)
Zscore<-(MIrand-MIreal)/MIrand_sd
return(Zscore)
}
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F.6 Funcio´ GrafClus()
GrafClus<-function(){
#################################################
#Gra`fic de la Mitja i Desviacio´ per cada Cluster#
#################################################
temps<-seq(1,p)
ident<-seq(1,n)
pdf(paste("Clusters.pdf",sep="-") )
opt<-par(mfrow=c(2,2),pty="m", oma=c(0,0,2,0),mar=c(5,4,2,2), font.main=1)
for(q in 1:numpat){
#Filtratge per la creacio´ de cada cluster
Clus<-list()
for(k in 1:m){
Clus[[k]]<-subset(seriesNorm2[[k]],clusterTotal==q)
c<-dim(Clus[[k]])[1]
}
#Mitja i Desviacio´ per cada instant de temps i cluster
mitjaClus<-rep(0,p)
desvClus<-rep(0,p)
aux<-matrix(0,nrow=c,ncol=m)
for (j in 1:p){
for (k in 1:m){
for (g in 1:c){
aux[g,k]<-c(Clus[[k]][g,j])
}
}
mitjaClus[j]<-mean(as.vector(aux),na.rm=T)
desvClus[j]<-sd(as.vector(aux),na.rm=T)
}
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######Grafic Mitja i Desviacio´ per cada Cluster
plot(temps,mitjaClus,type=’b’, xlab=’Temps’, ylab=’Mitjana expressio’
,ylim=c(min(-desvClus+mitjaClus),max(desvClus+mitjaClus)))
arrows(x0=temps, y0=desvClus+mitjaClus,x1=temps,
y1=-desvClus+mitjaClus,code=3, length=0.1)
title(paste(’Mitjana i Desviacio´ pel Cluster’,q, sep=" "))
#Mitja per les repliques tipificades
ClusMeanRep2<-subset(mitjaRep,clusterTotal==q)
##############################################
#Gra`fic de cada Cluster amb tots els gens
#per tal d’identificar els gens rars
##############################################
plot(temps,ClusMeanRep2[1,],type=’p’,xlab="Temps",ylab="Expressio"
,ylim=c(min(mitjaRep,na.rm=T),max(mitjaRep,na.rm=T)))
lines(ClusMeanRep2[1,],col=1)
if (c>1){
for (i in 2:c){
points(ClusMeanRep2[i,],col=i)
lines(ClusMeanRep2[i,],col=i)
}
}
title(paste(’Gens pel Cluster’,q, sep=" "),sub=paste(patrons[q],c,sep=" "))
}
dev.off()
#################################################
#Anem a veure que passa al treure els gens rars
################################################
temps<-seq(1,p)
ident<-seq(1,n)
lim<-10000
gensrars<-0
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#######################################
#Mateix gra`fic traient els gens rars:
#######################################
pdf(paste("Clusters_rars.pdf",sep="-") )
opt<-par(mfrow=c(2,2),pty="m", oma=c(0,0,2,0),mar=c(5,4,2,2), font.main=1)
for(q in 1:numpat){
#Filtratge per la creacio´ de cada cluster
Clus<-list()
for(k in 1:m){
Clus[[k]]<-subset(seriesNorm2[[k]],clusterTotal==q)
c<-dim(Clus[[k]])[1]
}
#identificador dels gens del cluster:
idclus<-subset(ident,clusterTotal==q)
#Mitja i Desviacio´ per cada instant de temps i cluster
mitjaClus<-rep(0,p)
desvClus<-rep(0,p)
aux<-matrix(0,nrow=c,ncol=m)
for (j in 1:p){
for (k in 1:m){
for (g in 1:c){
aux[g,k]<-c(Clus[[k]][g,j])
}
}
mitjaClus[j]<-mean(as.vector(aux),na.rm=T)
desvClus[j]<-sd(as.vector(aux),na.rm=T)
}
#Mitja per les repliques
ClusMeanRep<-matrix(0,nrow=c,ncol=p)
aux2<-rep(0,m)
for (g in 1:c){
for (j in 1:p){
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for (k in 1:m){
aux2[k]<-c(Clus[[k]][g,j])
}
ClusMeanRep[g,j]<-mean(aux2,na.rm=T)
}
}
#################################################
#Gra`fic de cada Cluster amb nome´s els gens rars#
#################################################
ClusMeanRepb<-ifelse(is.na(ClusMeanRep),0,ClusMeanRep)
#variable booleana per trobar els gens rars que superen el valor limit
qwe<-rep(0,c)
for (g in 1:c){
for (j in 1:p){
if (ClusMeanRepb[g,j]>lim) qwe[g]=1
}
}
rars<-subset(idclus,qwe==1) #id dels gens rars
gensrars<-c(gensrars,rars) #anem guardant els id dels gens rars
idclus2<-subset(idclus,qwe==0) #id dels gens no rars
#treiem els gens rars del cluster
ClusMeanRep2<-subset(ClusMeanRep,qwe==0)
rar<-length(rars) #nombre de gens rars
#Grafics dels gens rars:
if (rar!=0) for (i in 1:rar){
plot(temps,mitjaRep[rars[i],],type="b",xlab="Temps", ylab="Expressio´")
title(paste(’Cluster’,q,sep=" "),sub=paste(’Gen rar:’,rars[i],sep=" "))
}
}
dev.off()
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###############################################
#GRA`FICS SENSE ELS GENS RARS
#################################################
#################################################
#Gra`fic de la Mitja i Desviacio´ per cada Cluster#
#################################################
temps<-seq(1,p)
ident<-seq(1,n)
gensrars<-gensrars[-1]
r<-length(gensrars)
pdf(paste("Clusters_sense_rars.pdf",sep="-") )
opt<-par(mfrow=c(2,2),pty="m", oma=c(0,0,2,0),mar=c(5,4,2,2), font.main=1)
for(q in 1:numpat){
#Filtratge per la creacio´ de cada cluster
Clus<-list()
for(k in 1:m){
Clus[[k]]<-subset(seriesNorm2[[k]],clusterTotal==q)
c<-dim(Clus[[k]])[1]
}
idclus<-subset(ident,clusterTotal==q)
#variable booleana per trobar els gens rars del cluster
qwe2<-rep(0,c)
for (g in 1:c){
for (j in 1:r){
if (idclus[g]==gensrars[j]) qwe2[g]<-1
}
}
#traiem els gens rars del cluster
Clus2<-list()
for(k in 1:m){
Clus2[[k]]<-subset(Clus[[k]],qwe2==0)
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c1<-dim(Clus2[[k]])[1]
}
if (dim(Clus2[[1]])[1]>0){
#Mitja i Desviacio´ per cada instant de temps i cluster
mitjaClus<-rep(0,p)
desvClus<-rep(0,p)
aux<-matrix(0,nrow=c,ncol=m)
for (j in 1:p){
for (k in 1:m){
for (g in 1:c1){
aux[g,k]<-c(Clus2[[k]][g,j])
}
}
mitjaClus[j]<-mean(as.vector(aux),na.rm=T)
desvClus[j]<-sd(as.vector(aux),na.rm=T)
}
######Grafic Mitja i Desviacio´ per cada Cluster
plot(temps,mitjaClus,type=’b’, xlab=’Temps’, ylab=’Mitjana expressio’
,ylim=c(min(-desvClus+mitjaClus),max(desvClus+mitjaClus)))
arrows(x0=temps, y0=desvClus+mitjaClus,x1=temps,
y1=-desvClus+mitjaClus,code=3,length=0.1)
title(paste(’Mitjana i Desviacio´ pel Cluster’,q, sep=" "))
#Mitja per les repliques del cluster sense gens rars
ClusMeanRep2<-subset(mitjaRep,clusterTotal==q)
ClusMeanRep3<-subset(ClusMeanRep2,qwe2==0)
##############################################
#Gra`fic tipificat de cada Cluster amb tots els gens
#per tal d’identificar els gens rars
##############################################
plot(temps,ClusMeanRep3[1,],type=’p’,xlab="Temps",ylab="Expressio",ylim=c(0,lim))
lines(ClusMeanRep3[1,],col=1)
if (c1>1){
for (i in 2:c1){
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points(ClusMeanRep3[i,],col=i)
lines(ClusMeanRep3[i,],col=i)
}
}
title(paste(’Gens pel Cluster’,q, sep=" "),
sub=paste(patrons[q],c,sep=" "))
}
#variable booleana per trobar els gens rars que superen el valor limit
qwe<-rep(0,c)
for (g in 1:c){
for (j in 1:p){
if (ClusMeanRep2[g,j]>lim) qwe[g]=1
}
}
rars<-subset(idclus,qwe==1) #id dels gens rars
rar<-length(rars)
if (c<=rar){
plot(temps, type="n")
text(temps[7],temps[7],"Tots els gens so´n rars")
title(paste(’Gens pel Cluster’,q, sep=" "),
sub=paste(patrons[q],c,sep=" "))
}
}
dev.off()
}
F.7 Funcio´ GOAnalysis()
#######################
#ANALISI D’ENRIQUIMENT#
#######################
GOAnalysis<-function(){
TaulaGens<-as.data.frame (TaulaGens)
tot<-table(clusterTotal)
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tableOrd<-sort(tot, decreasing=T)
clusters<-rownames(tableOrd)
TaulaGens$clusterTotal<- as.character(TaulaGens$clusterTotal)
TaulaGens$V1<- as.character(TaulaGens$V1)
#Creacio´ de la llista amb els ids dels gens dels 14 clusters a escollir
gensInCluster <-list()
j<-1
for (i in clusters[2:15]){
gensInCluster[[j]]<-TaulaGens$V1[TaulaGens$clusterTotal==i]
names(gensInCluster)[j]<- i
j<-j+1
}
#Definicio´ dels para`metres de la funcio´
anotPackage<- "org.Sc.sgd.db"
geneUniverse <-TaulaGens$V1
#Funcio´ que fa l’EA
for (i in 1:14){
numCluster<-names(gensInCluster)[i]
for (onto in c("BP")){ # o c("BP", "MF", "CC")
geneIds <- gensInCluster[[i]]
params <- new("GOHyperGParams", geneIds=geneIds,
universeGeneIds= geneUniverse, annotation=anotPackage,
ontology=onto, pvalueCutoff=0.01,
conditional=TRUE, testDirection="over")
hgResult <- hyperGTest(params)
htmlReport(hgResult, file = paste(numCluster,onto,".html", sep="."))
}
}
}
