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COMBINATORIAL MODELS FOR SCHUBERT POLYNOMIALS
SAMI ASSAF
Abstract. Schubert polynomials are a basis for the polynomial ring that represent Schubert classes
for the flag manifold. In this paper, we introduce and develop several new combinatorial models for
Schubert polynomials that relate them to other known bases including key polynomials and funda-
mental slide polynomials. We unify these and existing models by giving simple bijections between
the combinatorial objects indexing each. In particular, we give a simple bijective proof that the
balanced tableaux of Edelman and Greene enumerate reduced expressions and a direct combinato-
rial proof of Kohnert’s algorithm for computing Schubert polynomials. Further, we generalize the
insertion algorithm of Edelman and Greene to give a bijection between reduced expressions and
pairs of tableaux of the same key diagram shape and use this to give a simple formula, directly in
terms of reduced expressions, for the key polynomial expansion of a Schubert polynomial.
1. Introduction
Schubert [Sch79] began asking questions in enumerative geometry, such as how many lines in
space meet four given lines. He answered some of these questions using his principle of conservation
of number to reduce to a situation that was easier to solve. Hilbert [Hil02], in his 15th problem,
called for this principle to be made mathematically rigorous. The resolution to this is the theory of
cohomology rings for manifolds. Varying the manifold in a continuous way leaves the cohomology
class unchanged, and so the cohomology class is precisely what is preserved in the sense of Schubert.
For the flag manifold parameterizing complete flags of subspaces in complex affine n-space, Borel
[Bor53] showed that the cohomology ring is naturally identified with the quotient of the polynomial
ring in n variables by the ideal generated by positive degree elementary symmetric polynomials. The
Schubert cell decomposition studied by Bernsˇte˘ın Gel′fand and Gel′fand [BGG73] and Demazure
[Dem74] gives a geometrically important basis of the cohomology ring which is naturally identified
with a distinguished linear basis indexed by permutations. This allows one to compute intersection
numbers, such as the number of lines incident to four given lines, by carrying out a product in the
cohomology ring and considering the Schubert decomposition of the result.
Schubert polynomials were introduced by Lascoux and Schu¨tzenberger [LS82] as polynomial
representatives of Schubert classes for the cohomology of the flag manifold with nice algebraic and
combinatorial properties. Schubert polynomials were originally defined using divided difference
operators that act on a certain monomial associated to the long permutation according to a reduced
expression for the given permutation. The geometric significance of Schubert polynomials was first
established by Fulton [Ful92] who made connections between the divided difference operators and
modern intersection theory. Knutson and Miller [KM05] found further geometric insights connecting
the combinatorics of Schubert polynomials to the geometry of the flag manifold.
Surprisingly, at least from their definition, Schubert polynomials form an integral basis for the
full polynomial ring, and their structure constants precisely give the Schubert cell decomposition
for the corresponding product of Schubert classes. Therefore they give a way to avoid working
modulo the ideal of symmetric polynomials in order to compute intersection numbers. In order to
realize the advantage that Schubert polynomials present, we seek to find nice combinatorial models
for Schubert polynomials that facilitate computations.
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Billey, Jockusch, and Stanley [BJS93] gave a combinatorial definition for the monomial expan-
sion of Schubert polynomials in terms of compatible sequences for reduced expressions. Assaf and
Searles [AS17] refined this to give a combinatorial model for the expansion in terms of funda-
mental slide polynomials. The significance of the latter is that they have nonnegative structure
constants. Demazure [Dem74] studied characters for certain general linear group modules that
arise when considering generalized Schubert cells of the flag manifold. These characters coincide
with key polynomials studied combinatorially by Lascoux and Schu¨tzenberger [LS90], who proved
that Schubert polynomials expand non-negatively in the key polynomial basis. While geometrically
significant, the structure constants for key polynomials are not nonnegative.
In this paper, we develop the combinatorics of Schubert polynomials in terms of monomials,
fundamental slide polynomials, and key polynomials by presenting graphical representations for
reduced expressions. We use these new models to connect together, via explicit bijections, various
other models for Schubert polynomials that have combinatorial or computational significance.
This paper is structured as follows. In §2 we recall the combinatorial formula for Schubert poly-
nomials of Billey, Jockusch, and Stanley [BJS93]. We re-express this in terms of the fundamental
slide basis of Assaf and Searles [AS17] by developing a notion of weak descent compositions for
reduced expressions. Therefore we have the following expansions,
Sw =
∑
ρ∈R(w)
α ρ−compatible
xα1 · · · xαℓ(w) =
∑
ρ∈R(w)
Fdes(ρ).
We further develop the combinatorics of reduced expressions by realizing a ranked poset structure
with cover relations given by the Coxeter relations for simple transpositions of the symmetric group.
In fact, the structure is that of a join semi-lattice and can be embedded into weak Bruhat order,
and we provide a metric on reduced expressions for a given permutation analogous to the Coxeter
length for permutations. This framework facilitates the bijective proofs that follow.
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§3 reduced diagram §4 balanced tableau §5 insertion-recording tableau §6 Kohnert diagram
Figure 1. Combinatorial models for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
In §3, we give a recipe for creating a reduced diagram from a reduced expression that allows
one to read off the descent composition directly from the numbers of cells per row. We call this
combinatorial model a diagram model because the cells move as opposed to a tableau model in which
the entries within the cells change. In §4, we relabel the cells and push them back up to the Rothe
diagram shape, recovering the balanced tableaux of Edelman and Greene [EG87] later generalized
by Fomin, Greene, Reiner, and Shimozono [FGRS97]. Our simple bijection between certain reduced
diagrams and balanced tableaux also proves that balanced tableaux are in bijection with reduced
expressions. Thus the Schubert polynomial for w has the following nonnegative combinatorial
expansions,
Sw =
∑
D∈RD(w)
xwt(D) =
∑
D∈QRD(w)
Fwt(D) =
∑
R∈SBT(w)
Fdes(R) =
∑
R∈SSBT(w)
xwt(R),
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where RD denotes reduced diagrams, QRD denotes quasi-Yamanouchi reduced diagrams, SBT de-
notes standard balanced tableaux, and SSBT denotes semi-standard balanced tableaux.
In §5, we recall the insertion algorithm of Edelman and Greene [EG87] that takes a reduced
expression and generates a pair of semi-standard Young tableaux of the same shape where the
insertion tableau is increasing and the recording tableau is standard. Edelman and Greene used
this to establish the Schur positivity of Stanley’s symmetric functions [Sta84]. This algorithm gen-
eralizes the insertion algorithm of Schensted [Sch61], based on work of Robinson [Rob38] and later
generalized by Knuth [Knu70], that takes a permutation and generates a pair of standard Young
tableaux of the same shape. We show that Edelman–Greene insertion has a natural generalization,
which we call weak insertion, that takes a reduced expression and generates a pair of tableaux of
the same key diagram shape where the insertion tableau is increasing and the recording tableau
is a standard key tableau, introduced by Assaf [Ass17] to study key polynomials. We show that
weak insertion gives rise to a simple Yamanouchi condition on reduced diagrams that establishes
the following nonnegative combinatorial expansion of the Schubert polynomial for w as
Sw =
∑
D∈YRD(w)
κwt(D).
This expansion avoids the complicated left-nil key computation of Lascoux and Schu¨tzenberger
[LS90] to get the key expansion of a Schubert polynomial.
Finally, in §6, we recall Kohnert’s algorithm [Koh91] for generating a key polynomial based on
pushing down cells of the key diagram. Kohnert asserted that this rule also generates Schubert
polynomials, and while there are claims at proofs of this in the literature due to Winkel [Win99,
Win02], none is widely accepted given the intricate and opaque nature of the arguments. We use
our new simple expansion of a Schubert polynomial in terms of key polynomials to give a simple,
direct, bijective proof of this rule.
2. Reduced expressions
A reduced expression is a sequence ρ = (ik, . . . , i1) such that the permutation sik · · · si1 has k
inversions, where si is the simple transposition that interchanges i and i+ 1. Let R(w) denote the
set of reduced expressions for w. For example, the elements of R(42153) are shown in Figure 2.
(4, 2, 1, 2, 3) (4, 1, 2, 1, 3) (4, 1, 2, 3, 1) (2, 4, 1, 2, 3) (2, 1, 4, 2, 3) (2, 1, 2, 4, 3)
(1, 4, 2, 3, 1) (1, 2, 4, 3, 1) (1, 4, 2, 1, 3) (1, 2, 4, 1, 3) (1, 2, 1, 4, 3)
Figure 2. The set of reduced expressions for 42153.
For ρ ∈ R(w), say that a strong composition α is ρ-compatible if α is weakly increasing with
αj < αj+1 whenever ρj < ρj+1 and αj ≤ ρj.
For example, there are two compatible sequences for (4, 2, 1, 2, 3), namely (1, 1, 1, 2, 4) and
(1, 1, 1, 2, 3), and there is one compatible sequence for (2, 4, 1, 2, 3), namely (1, 1, 1, 2, 2). None
of the other reduced expressions for 42153 has a compatible sequence.
Definition 2.1 ([BJS93]). The Schubert polynomial Sw is given by
(2.1) Sw =
∑
ρ∈R(w)
α ρ−compatible
xα1 · · · xαℓ(w) ,
where the sum is over compatible sequences α for reduced expressions ρ.
For example, we can compute
S42153 = x
3
1x2x4 + x
3
1x2x3 + x
3
1x
2
2.
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Let 1m×w denote the permutation obtained by adding m to all values of w in one-line notation
and pre-pending 1, 2, . . . ,m. Note that the reduced expressions for 1m × w are simply those for
w with each index increased by m. To make the example slightly more interesting, consider 1 ×
42153 = 153264. Then seven reduced expressions contribute a total of 26 monomials to the Schubert
polynomial, giving
S153264 = x
3
1x
2
2 + 2x
3
1x2x3 + x
3
1x2x4 + x
3
1x2x5 + x
3
1x
2
3 + x
3
1x3x4 + x
3
1x3x5 + x
2
1x
3
2 + 2x
2
1x
2
2x3
+x21x
2
2x4 + x
2
1x
2
2x5 + x
2
1x2x
2
3 + x
2
1x2x3x4 + x
2
1x2x3x5 + 2x1x
3
2x3 + x1x
3
2x4
+x1x
3
2x5 + x1x
2
2x
2
3 + x1x
2
2x3x4 + x1x
2
2x3x5 + x
3
2x
2
3 + x
3
2x3x4 + x
3
2x3x5.
We harness the power of the fundamental slide polynomials of Assaf and Searles [AS17] to re-
express Schubert polynomials as the generating function for reduced expressions. Given a weak
composition a, let flat(a) denote the strong composition obtained by removing all zero parts.
Definition 2.2 ([AS17]). For a weak composition a of length n, define the fundamental slide
polynomial Fa = Fa(x1, . . . , xn) by
(2.2) Fa =
∑
b≥a
flat(b) refines flat(a)
xb11 · · · x
bn
n ,
where b ≥ a means b1 + · · · + bk ≥ a1 + · · ·+ ak for all k = 1, . . . , n.
To facilitate virtual objects as defined below, we extend notation and set
(2.3) F∅ = 0.
The run decomposition of a reduced expression ρ partitions ρ into increasing sequences of maximal
length. We denote the run decomposition by (ρ(k)| · · · |ρ(1)). For example, the run decomposition
of (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6), a reduced expression for 41758236, is (56|3457|3|14|236).
Definition 2.3. For a reduced expression ρ with run decomposition (ρ(k)| · · · |ρ(1)), set rk = ρ
(k)
1
and, for i < k, set ri = min(ρ
(i)
1 , ri+1 − 1). Define the weak descent composition of ρ, denoted by
des(ρ), by des(ρ)ri = |ρ
(i)| and all other parts are zero if all ri > 0 and des(ρ) = ∅ otherwise.
(5, 3, 2, 3, 4) (5, 2, 3, 2, 4) (5, 2, 3, 4, 2) (3, 5, 2, 3, 4) (3, 2, 5, 3, 4) (3, 2, 3, 5, 4) (2, 3, 5, 2, 4)
Figure 3. The set of non-virtual reduced expressions for 153264.
We say that ρ is virtual if des(ρ) = ∅. For example, (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6) is virtual
since r1 = 0. Let 0
m × a denote the weak composition obtained by pre-pending m zeros to
a. Then for ρ ∈ R(w) non-virtual, the corresponding reduced expression for R(1m × w) will
have weak descent composition 0m × des(ρ). For example, the weak descent composition for
(6, 7, 4, 5, 6, 8, 4, 2, 5, 3, 4, 7), a reduced expression for 152869347, is (3, 2, 1, 4, 0, 2). Note the re-
versal from the run decomposition to the descent composition.
Theorem 2.4. For w any permutation, we have
(2.4) Sw =
∑
ρ∈R(w)
Fdes(P ),
where the sum may be taken over non-virtual reduced expressions ρ.
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Proof. Map each compatible sequence α to the weak composition a whose ith part is the number of
j such that αj = i. For example, the compatible sequence (1, 1, 1, 2, 4) for the reduced expression
(4, 2, 1, 2, 3) maps to the weak composition (3, 1, 0, 1). The greedy choice of a compatible sequence
takes each αi as large as possible. Under the correspondence, this precisely becomes des(ρ) since
the condition αj < αj+1 whenever ρj < ρj+1 corresponds precisely to taking ri < ri+1 and the
conditions αj ≤ ρj and αj ≤ αj+1 correspond precisely to ri ≤ ρ
(i)
1 . Furthermore, des(ρ) = ∅
precisely when ρ admits no compatible expressions.
Given a compatible sequence for ρ, we may decrement parts provided we maintain αj < αj+1
whenever ρj < ρj+1, and this corresponds precisely to sliding parts of the weak composition left,
possibly breaking them into refined pieces. Every compatible sequence may be obtained from the
greedy one in this way, just as every term in the monomial expansion of the fundamental slide
polynomial arises in the analogous way. 
For example, from Figure 2, the two non-virtual reduced expressions give
S42153 = F(3,1,0,1) + F(3,2,0,0),
a slight savings over the monomial expansion. Bumping this example up, from Figure 3, we have
S153264 = F(0,3,1,0,1) + F(2,2,0,0,1) + F(1,3,0,0,1) + F(0,3,2,0,0) + F(2,2,1,0,0) + F(1,3,1,0,0) + F(2,3,0,0,0),
which is considerably more compact than the 26-term monomial expansion. Furthermore, this
paradigm shift to fundamental slide generating functions facilitates development of many more
combinatorial models for Schubert polynomials, each of which has interesting applications.
Before moving to these models, we present the basic tool for the inductive proofs to follow: the
rigid structure on the set of reduced expressions given by the defining relations for the symmetric
group. The base case will be the super-Yamanouchi elements.
Definition 2.5. A reduced expression ρ with run decomposition (ρ(k)| · · · |ρ(1)) is super-Yamanouchi
if each ρ(i) is an interval and ρ
(k)
1 > · · · > ρ
(1)
1 .
For example, the unique super-Yamanouchi reduced expression for 41758236 decomposes as
(567|45|3456|123); see Figure 4 for its construction.
4175
❦8 236|
(567|
−→ 417
❦5 23|68
|45|
−→ 41
❦7 2356|8
|3456|
−→
❦4 123|5678
|123)
−→ 12345678
Figure 4. Constructing the super-Yamanouchi element of R(41758236).
Proposition 2.6. Given a permutation w, there exists a unique super-Yamanouchi reduced expres-
sion piw. Moreover if ρ is any other reduced expression for w, then we have des(ρ) > des(piw).
Proof. We construct pi = piw as follows. Find the largest index i for which wi > wi+1, and let j > i
be the smallest index such that wi < wj . Then set ρ
(k) = i · · · (j − 1). Repeat, necessarily with an
index h < i, until the permutation is sorted to the identity. Since each step removes one inversion,
this will give a reduced expression for w, and it satisfies the super-Yamanouchi conditions.
Given any other reduced expression ρ, there must be some largest block, say j, where the run
decompositions of pi and ρ diverge. Then des(pi)i = des(ρ)i for i > rj, where rj is with respect to
pi. Then either ρ
(j)
1 < pi
(j)
1 , since the construction for pi takes the latest descent, or |ρ
(j)| < |pi(j)|
since the construction for pi takes every possible descent thereafter. Thus des(piw)rj > des(ρ)rj , or,
equivalently, des(ρ)1 + · · ·+ des(ρ)rj−1 > des(pi)1 + · · · + des(pi)rj−1. Uniqueness now follows. 
Definition 2.7. Given a permutation w and an index 1 ≤ i < inv(w), define si on R(w) by
swapping ρi and ρi+1 whenever |ρi − ρi+1| > 1 and the identity otherwise.
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Definition 2.8. Given a permutation w and an index 1 < i < inv(w), define bi on R(w) by braiding
ρi−1ρiρi+1 to ρiρi±1ρi whenever ρi−1 = ρi+1 = ρi ± 1 and the identity otherwise.
For examples of swaps and braids on reduced expressions, see Figure 5. Note that the left reduced
expression is super-Yamanouchi, and the right is our running example.
567453456123
s7s1s2s3←→ 567435451236
b6←→ 567434541236
b8←→ 567343541236
s6←→ 567345341236
s7s8s9s4←→ 563457314236
Figure 5. Examples of swaps and braids on R(41758236).
Proposition 2.9. The maps si and bi are well-defined involutions on R(w).
Proof. Recall the defining relations on the simple transpositions si that generate the symmetric
group: si corresponds to the commutativity relation sksj = sjsk when |k−j| > 1 and bi corresponds
to the braid relation sj−1sjsj−1 = sjsj−1sj. The maps only act non-trivially when the conditions for
each relation are met, so we have si(ρ), bi(ρ) ∈ R(w), and they are easily seen to be involutions. 
Since the swaps and braids correspond to the defining relations on the simple transpositions
si, any two reduced expressions for w are equal as products in the symmetric group, and so can
be transformed into one another by a sequence of swaps and braids. The following definition
measures how many swaps and braids are needed to get from a given reduced expression to the
super-Yamanouchi one.
Definition 2.10. Given ρ ∈ R(w), define the inversion number of ρ by
(2.5) inv(ρ) = inv(v) −
∑
i
(pii − ρi) ,
where pi ∈ R(w) is super-Yamanouchi and v = v(ρ) is the permutation of ρ constructed as follows:
for i from 1 to inv(w), set k = pii and for j from 1 to inv(w) if ρj is already paired then increment
j to j + 1; else if ρj = k then pair ρj and pii; else if ρj = k − 1 then decrement k to k − 1 and
increment j to j + 1; otherwise increment j to j + 1. Set vi = j whenever pii is paired with ρj .
For example, v(56|3457|3|14|236) = 235189104671112 as illustrated in Figure 6. Therefore
inv(56|3457|3|14|236) = 13− 2 = 11. Observe from Figure 5 that
(56|3457|3|14|236) = s7s8s9s4s6b8b6s7s1s2s3(567|45|3456|123),
which is a sequence of 11 involutions, exactly 2 of which are braids.
: v(ρ)12 11 7 6 4 10 9 8 1 5 3 2
: pi5 6 7 4 5 3 4 5 6 1 2 3
: ρ5 6 3 4 5 7 3 1 4 2 3 6
✟✟
✟✟
✟
✟✟
✟✟
✟
✟✟
✟✟
✟
❍❍
❍❍
❍
❍❍
❍❍
❍
✑
✑
✑
PP
PP
PPP
✡
✡
✡
✡
❍❍
❍❍
❍
Figure 6. Constructing the permutation for (56|3457|3|14|236).
Theorem 2.11. For ρ ∈ R(w), inv(ρ) is a well-defined nonnegative integer. Moreover, there
exists a sequence f = finv(ρ) · · · f1 of swaps and braids, i.e. fj = si or bi, such that f(ρ) is
super-Yamanouchi, and for any sequence g = gm · · · g1 of swaps and braids such that g(ρ) is super-
Yamanouchi, we have m ≥ inv(ρ).
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Proof. We claim that the theorem holds for ρ if and only if it holds for si(ρ). This is vacuously
true if si acts trivially on ρ, so assume the action is nontrivial. If ρ has permutation v, then si(ρ)
will have permutation siv, and, since the letters of ρ and si(ρ) are the same, we have
inv(siρ) = inv(siv)−
∑
j
(pij − (siρ)j) = inv(v)± 1−
∑
j
(pij − ρj) = inv(ρ)± 1,
and, furthermore, inv(siρ) = inv(ρ) + 1 precisely when i is left of i+ 1 in v.
Next we claim that the theorem holds for ρ if and only if it holds for bi(ρ). If bi acts trivially
on ρ, the claim is vacuously true, so assume the action is nontrivial. If ρ has permutation v, then
bi(ρ) will have permutation sisi−1v or si−1siv, the former when ρi±1 = ρi + 1 and the latter when
ρi±1 = ρi − 1. Assuming the former, we have
inv(biρ) = inv(si−1siv)−
∑
j
(pij − (biρ)j) = inv(v) + 2−
(∑
j
(pij − ρj) + 1
)
= inv(ρ) + 1,
and, by the same computation, inv(biρ) = inv(ρ)− 1 in the latter case.
Recall from earlier that any two reduced expressions for w can be transformed into one another
by a sequence of swaps and braids. Let m be the minimum number of braids and swaps needed to
transform ρ into the super-Yamanouchi reduced expression. If m = 0, then ρ is super-Yamanouchi,
in which case the permutation for ρ is the identity and inv(ρ) = 0, so the theorem holds. Assume,
for induction, that the theorem holds for any n < m, and suppose ρ = fm · · · f1pi, where pi is super-
Yamanouchi and fj is si or bi for some i. By induction, the result holds for fm−1 · · · f1pi = fmρ,
and so, by the claims, it holds for ρ as well. 
Corollary 2.12. For w a permutation, the partial order on R(w) given by the transitive closure of
covering relations ρ < siρ if inv(siρ) = inv(ρ) + 1 and ρ < biρ if inv(biρ) = inv(ρ) + 1 makes R(w)
into a ranked partially ordered set where for any σ, τ ∈ R(w), σ and τ have a least upper bound.
Remark 2.13. The inversion number can be generalized to give a metric on reduced expressions for
a permutation. For σ, τ ∈ R(w), define v(σ, τ) to be the permutation constructed as described in
Definition 2.10 with σ in place of pi and τ in place of ρ. Then set
(2.6) inv(σ, τ) = inv(v(σ, τ)) − |
∑
i
(σi − τi)|.
Clearly this reduces to inv(τ) whenever σ is taken to be the super-Yamanouchi reduced expression.
This inversion number denotes the minimum number of relations needed to change σ to τ , and the
offset number |
∑
i(σi − τi)| tracks the number of braid relations used.
3. Reduced diagrams
A diagram is a finite collection of cells in Z×Z+. The weight of a diagram D, denoted by wt(D),
is the weak composition whose ith part is the number of cells in row i of D when all cells have
positive row index and ∅ otherwise. A diagram D is virtual if wt(D) = ∅.
Figure 7. Two diagrams with weight (3, 0, 4, 2, 3).
For example, Figure 7 gives two diagrams with the same weight, where the left one if left-justified.
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Definition 3.1. Given a labeled diagram D with strictly increasing rows, define the alignment of
D to be the diagram obtained as follows. Group cells together: begin with highest (then smallest,
if tied) ungrouped entry, say i, search the next row down for i − 1 in which case you take it and
continue, otherwise search for i in which case you end the group, otherwise continue to the next
row down. Move cells right: maintaining the order within rows, push cells to the right until all
entries in each group lie in the same column, where if two groups have a common value then the
lower instance of the value is further right, and if two groups have no common values then the
group with the larger entries is further right.
For an example of alignment, see Figure 8.
❦5  ❅ ❅ 6
3 ❦4  ❅ ❅ 5 7
❦3
1  ❅ ❅ 4
❦2  ❅ ❅ 3 6
−→
5 6
3 4 5 7
3
1 4
2 3 6
Figure 8. The diagram for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
Proposition 3.2. Aligning a labeled diagram with strictly increasing rows is well-defined.
Proof. We begin by showing that groups are disjoint. Suppose two groups, say ir in row r and js
in row s both wish to add x. Then we must have ir = x+1 = js. Moreover, no row between r and
the row of x nor between s and the row of x can have entry equal to x (lest that x would have been
added to the group(s)) nor x+ 1 (lest the group(s) would have terminated). Therefore row r = s
has two equal entries, a contradiction to the increasing rows assumption. Therefore each entry of
the diagram belongs to a unique group.
We next claim that groups do not cross: if ir < jr are in row r and is < js are in row s, then
we cannot have ir, js in one group and jr, is in another group. Assuming ir < jr are in row r and
the group for ir extends to js in row s < r, the highest instance of ir − 1 below row r must lie
weakly above the highest instance of ir below row r else the group of ir would terminate at row r.
Continuing, the highest instance of ir − k ≤ js below the prior ir group member must lie weakly
above the highest instance of ir − (k − 1) below the prior ir group member. In particular, in row
s, if there is a group member of jr, it must be at least is + 1. Therefore groups do not cross.
Moreover, if the two groups have a common value, this shows that the higher instance belongs to
the left group, and if they have no common value, then the larger values belong to the right group.
Therefore moving groups that share a row is well-defined and consistent.
Next we consider the case when two groups have no common row. If the two groups, say A and
B, have one common value, then clearly the process of moving the lower instance further right is
well-defined. If A and B have two common values, say i and i+ 1 (without loss of generality since
groups are intervals), with (i+ 1)A above (i+ 1)B , then iA must be weakly above (i+ 1)B as well,
else group A would end with i+1, so iA is above (i+1)B which is above iB . Therefore comparing
rows of i or i+ 1 lead to the same choice of which group moves further right. Finally, if A and B
have no common row and no common value, then all entries of A are greater than all entries of B,
so again which group moves further right is well-defined.
Finally, we must show the ordering of groups is transitive, that is, if B should be right of A and
C should be right of B, then we must show that C should indeed be right of A. This follows from
the transitivity of the properties discussed above, namely that A left of B means for any common
row the member of A is left of that for B, for any common value the instance for A is higher than
that for B, and for no common row or common value A has smaller entries than B. 
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The row reading word of a labeled diagram D, denoted by row(D), is the word obtained by
reading the cells of D from left to right, top to bottom. Given a reduced expression ρ, we use
alignment to construct a labeled diagram D(ρ) such that row(D(ρ)) = ρ and wt(D(ρ)) = des(ρ).
Definition 3.3. The diagram of a reduced expression ρ, denoted by D(ρ), is the alignment of the
diagram with the values of ρ(i) placed consecutively from smallest to largest in row ri.
The following definition characterizes which diagrams arise from reduced expressions.
Definition 3.4. A reduced diagram is a positive integer filling of a diagram such that entries are
at least the row index, the row reading word is reduced, and aligning preserves the diagram.
5
3
2 3 4
5
3
2 3
4
5
3
2
3 4
5
3
2 3 4
5
3
2 3 4
5
2 3 4
2
5
2 3
2 4
5
3
2 3 4
5
3
2 3
4
5
3
2
3 4
5
3
2 3 4
5
3
2 3 4
5
2 3 4
2
5
2 3
2 4
3 5
2 3 4
3 5
2 3
4
3 5
2
3 4
3 5
2 3 4
5
3
2 3 4
5
2 3 4
2
5
2 3
2 4
3
2 3 5
4
3
2 5
3 4
3
5
2 3 4
3 5
2 3 4
2 3 5
2 4
Figure 9. The non-virtual reduced diagrams of shape 153264.
The shape of a reduced diagram D, denoted by sh(D), is the permutation given by sh(D) =
sik · · · si1 where row(D) = (i1, . . . , ik). Denote the set of reduced diagrams for a permutation w
by RD(w). For example, there are only 3 non-virtual reduced diagrams for 42153, and, for a more
illustrative example, the 26 non-virtual reduced diagrams for 153264 are given in Figure 9. To
anticipate the main result of this section, notice that∑
D∈RD(153264)
xwt(D) = S153264,
where the sum may be taken over the 26 non-virtual reduced diagrams in Figure 9.
The row reading word gives a map from reduced diagrams of shape w to reduced expressions for
w. To make this map injective, we introduce the following condition on reduced diagrams.
Definition 3.5. A reduced diagram is quasi-Yamanouchi if the leftmost cell of a row has entry
equal to its row index or has a cell immediately above and weakly right of it.
Denote the set of quasi-Yamanouchi reduced diagrams of shape w by QRD(w). For example,
Figure 10 gives the quasi-Yamanouchi reduced diagrams for 42153. Notice that their row reading
words are given by the reduced expressions in Figure 2, respectively.
Lemma 3.6. For ρ ∈ R(w), D(ρ) ∈ QRD(w) and des(ρ) = wt(D(ρ)).
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4
2
1 2 3
4
1 2
1 3
4
1 2 3
1
2 4
1 2 3
2
1 4
2 3
2
1 2 4
3
1 4
2 3
1
1 2 4
3
1
1 4
2
1 3
1 2 4
1 3
1 2
1 4
3
Figure 10. The quasi-Yamanouchi reduced diagrams for 42153.
Proof. The placement of cells into rows ensures des(ρ) = wt(D(ρ)), with rows strictly increasing
by definition. The definition of D(ρ) necessitates that alignment preserves it, and clearly the
row(D(ρ)) = ρ since alignment doesn’t change the order within rows. In particular, D(ρ) is a
reduced diagram. To see the quasi-Yamanouchi condition, note that ri = min(ρ
(i)
1 , ri+1 − 1) and
the left argument ensures an entry of the row equals the row index while the right argument ensures
there is a nonempty row above and, since ρ
(i+1)
ℓ > ρ
(i)
1 , some entry of that row lies weakly right by
the grouping procedure. 
Definition 3.7. The de-standardization of a reduced diagram D, denoted by dst(D), is defined as
follows. If there exists some row for which every cell both contains an entry strictly greater than
the row index and lies strictly right of every cell in the row immediately above, then move the
contents of this row up by one. Repeat until no such row exists.
For example, the reduced diagrams in Figure 11 are precisely those that de-standardize to the
leftmost diagram, which is the unique quasi-Yamanouchi diagram among them.
3 5
2 3 4
3 5
2 3
4
3 5
2
3 4
3 5
2 3 4
3
5
2 3 4
3 5
2 3 4
Figure 11. The non-virtual reduced diagrams with row reading word (3, 5, 2, 3, 4).
Proposition 3.8. The de-standardization map is a well-defined map from RD(w) to QRD(w) that
is the identity of QRD(w). Moreover, for C,D ∈ RD(w), we have row(C) = row(D) if and only if
dst(C) = dst(D), and for any C ∈ QRD(w) we have
(3.1)
∑
D∈RD(w)
dst(D)=C
xwt(D) = Fwt(C).
Proof. The de-standardization map is independent of the order in which rows are moved up, since
moving rows up only adds cells to right of existing cells. The de-standardization procedure is
vacuous precisely when the quasi-Yamanouchi condition is met.
Note that if dst(D) = C, then wt(D) ≥ wt(C) and flat(wt(D)) refines flat(wt(C)) since C is
obtained by a sequence of moves in which all entries in row i − 1 ascend to row i. Conversely, we
claim that given C ∈ QRD(w), for every weak composition b of length n such that b ≥ wt(C) and
flat(b) refines flat(wt(C)), there is a unique D ∈ RD(w) with wt(D) = b such that dst(D) = C.
The theorem then follows from the claim. To construct D from b and C, for j = 1, . . . , n, if
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wt(C)j = bij−1+1 + · · · + bij , then, from east to west, push the first bij−1+1 entries down to row
ij−1 + 1, the next bij−1+2 entries down to row ij−1 + 2, and so on. This pushing maintains the
groups in the alignment process, so the result is a reduced diagram. Existence is now proved and
uniqueness follows from the lack of choice at each step. 
Definition 3.9. A reduced diagram D is super-Yamanouchi if each row is an increasing interval
with leftmost entry equal to its row index.
For example, the unique super-Yamanouchi reduced diagram for 41758236 is shown in Figure 12.
While multiple reduced diagrams can have super-Yamanouchi reading words, the super-Yamanouchi
diagram is the only quasi-Yamanouchi reduced diagram with a super-Yamanouchi reading word.
5 6 7
4 5
3 4 5 6
1 2 3
Figure 12. The super-Yamanouchi reduced diagram for 41758236.
Lemma 3.10. For any w, ρ ∈ R(w) is super-Yamanouchi if and only if D(ρ) is super-Yamanouchi,
and D ∈ QRD(w) is super-Yamanouchi if and only if row(D) is super-Yamanouchi.
Proof. Let ρ ∈ R(w). If ρ is super-Yamanouchi, then by Lemma 3.6, D(ρ) is a (quasi-Yamanouchi)
reduced diagram, and, since ri = ρ
(i)
1 for all i, D(ρ) will have ρ
(i) in increasing order in row ρ
(i)
1 for
all i, therefore it is super-Yamanouchi. Conversely, if D(ρ) is super-Yamanouchi, then descents in
the reading word occur precisely at row breaks, so ρ(i) is the interval given by the entries in row
ρ
(i)
1 . In particular, ρ
(i)
1 forms a decreasing sequence from top to bottom, so ρ is super-Yamanouchi.
Let D ∈ QRD(w). If D is super-Yamanouchi, then, as above, descents in the reading word occur
precisely at row breaks, so row(D)(i) is the interval given by the entries in row row(D)
(i)
1 , ensuring
that row(D) is super-Yamanouchi. Conversely, if row(D) is super-Yamanouchi, then there are no
descents within a row. Furthermore, if nonempty rows r < s have only empty rows between them,
then if row r has leftmost entry equal to r, then there is a descent between the last entry of s and
the first of r since entries of row s are at least s. On the other hand, if the leftmost entry of row
r, say A, lies weakly left of an entry, say B, of row s = r + 1, then we must have A < B by the
analysis of alignment in the proof of Proposition 3.2, so again there is a descent from the last entry
of s to the first of r. In particular, the rows of D give the run decomposition of row(D), and so, in
particular, they form intervals. Take the highest row, say r, for which the leftmost entry is greater
than the row index. Then the quasi-Yamanouchi condition ensures that row r + 1 is nonempty,
and by choice of r, the leftmost entry of row r + 1 is r + 1. Since row(D) is super-Yamanouchi,
row(D)
(r+1)
i = r+ 1 and row(D)
(r)
i < r+ 1, so the leftmost entry of row r must be at most r after
all. In particular, D is super-Yamanouchi. 
If we wish to generate all quasi-Yamanouchi reduced diagrams for w, then we can use the following
analogs of swaps and braids on reduced expressions.
Definition 3.11. Given a permutation w and an index 1 ≤ i < inv(w), define a swap involution
on QRD(w), denoted by si, as follows: numbering cells of D in reverse reading order, if the ith and
i + 1st cells have consecutive entries, then set si(D) = D; otherwise set si(D) to be the result of
pushing the i+1st cell down one row or to the row of the ith cell (whichever is lower), pushing the
1st through i− 1st cells down one row, and then de-standardizing.
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x x x b
a x x x
pi+1
−→ x x x
a b
x x x
pi+1
−→ x x x
b
a
x x x
dst
−→ x x x b
a x x x
x b a x
x x x x x
pi+1
−→ x a
b x
x x x x x
pi+1
−→ x
b a
x
x x x x x
dst
−→ x b a x
x x x x x
Figure 13. Illustration that si is an involution on QRD(w).
Lemma 3.12. The map si is a well-defined involution on QRD with row(si(D)) = si(row(D)).
Proof. Let pi+1 be the map that pushes all cells after the ith down one row and pushes the i+ 1st
cell down to the nearest empty position weakly below the row of the ith cell. Then si = dst ◦ pi+1.
To show that si is well-defined, it suffices to show that pi+1(D) is a reduced diagram; to show that
row(si(D)) = si(row(D)), by Proposition 3.8, dst ◦ pi+1(row(D)) = pi+1(row(D)), so it is enough
to show that row(pi+1(D)) = si(row(D)); and to show that si is an involution, we will show that
dst ◦ pi+1 ◦ dst ◦ pi+1 = dst ◦ pi+1 ◦ pi+1 with the latter being the identity.
Let b be the entry of the i+1st cell in reverse reading order and a the entry immediately after, as
depicted in Figure 13. Consider two cases: (i) b lies strictly above a as in the top row of Figure 13;
or (ii) b lies in the same row as a as depicted in the bottom row of Figure 13. In both cases, there
can be no cells after b and before a in reading order.
For case (i), the quasi-Yamanouchi condition ensures b lies weakly right of a since there are no
cells left of a or right of b. Further, since |b−a| > 1, b cannot be in the column of a since they would
not be grouped consecutively during alignment. Moreover, the analysis of groups in the proof of
Proposition 3.2 ensures that a < b since the group of a is left of the group of b. Therefore pi+1(D)
has the same groups ordered in the same way, so it is a reduced diagram. Moreover, one easily sees
that pi+1(row(D)) = row(si(D)). Finally, one easily sees from Figure 13 that dst ◦pi+1 ◦pi+1 is the
identity no matter which, if any, of the potential x cells is present.
For case (ii), since a and b are in the same row with b left of a, we must have b < a. Since
a 6= b+1, pi+1(D) has the same groups as D, ordered in the same way, so it is a reduced diagram.
Once again, it is evident that pi+1(row(D)) = row(si(D)), and, from Figure 13, that dst◦pi+1 ◦pi+1
is the identity. 
Definition 3.13. Given a permutation w and an index 1 < i < inv(w), define a braid involution
on QRD(w), denoted by bi, as follows: numbering cells of D in reverse reading order, if the i− 1st
and i+1st cells have equal entries that are within one of the ith cell, then set bi(D) to be the result
of moving cells strictly below and weakly right of the i− 1st cell or weakly above and weakly right
of the i + 1st cell to the right one column, pushing the i + 1st cell down to below the i − 1st cell
and decrementing its value, pushing the 1st through i − 2nd cells down one row, realigning, and
then de-standardizing.
Lemma 3.14. The map bi is a well-defined involution on QRD with row(bi(D)) = bi(row(D)).
Proof. Let oi be the map that pushes right all cells that are weakly above and weakly right of
the i + 1st cell or strictly below and weakly right of the i − 1st cell. Let pi be as in the proof
of Lemma 3.12. Then bi = dst ◦ align ◦ pi ◦ oi. To show bi is well-defined, it suffices to show
pi ◦ oi(D) is a reduced diagram; to show that row(bi(D)) = bi(row(D)), by Proposition 3.8, it
is enough to show row(pi ◦ oi(D)) = bi(row(D)); and to show bi is an involution, we will show
dst ◦ align ◦ pi ◦ oi ◦dst ◦ align ◦ pi ◦ oi = dst ◦ align ◦ pi ◦ oi ◦ pi ◦ oi with the latter being the identity.
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x x x
x b
a b x
x x x x
pioi
−→ x x x
x
a b
a x
x x x x
pioi
−→ x x x
x
b
a b x
x x x x
dst align
−→ x x x
x b
a b x
x x x x
x x x
x b a
b x
x x x
pioi
−→ x x x
x a
b a x
x x x
pioi
−→ x x x
x
b a
b x
x x x
dst align
−→ x x x
x b a
b x
x x x
Figure 14. Illustration that bi is an involution on QRD(w).
Let b be the entry of the i+ 1st cell in reverse reading order, a be the entry immediately after,
and b the entry immediately after that, as depicted in Figure 14. Consider two cases: (i) b lies
strictly above a, b as in the top row of Figure 14; or (ii) b, a lies above b as depicted in the bottom
row of Figure 14. In both cases, there can be no cells between b, a, b in reading order.
Consider case (i). The quasi-Yamanouchi condition ensures that the upper b must be weakly
right of a, and so by alignment we must have b > a, and since |a − b| = 1, we must have b above
a in the same column. Similarly, the lower b must be right of a since it is larger, and the quasi-
Yamanouchi condition ensures that it lies in the same row. Furthermore, we claim that no entries
can lie strictly right of the upper b and strictly higher and weakly left of the lower b. Indeed, the
alignment forces the nearest b + 1 above these to be in the column of the upper b, and any other
b + 1 must be below and right of this. A similar argument shows that there can be no entries
below a and the lower b that lie strictly between them. Thus we have the situation depicted in
the top row of Figure 14. Following the maps through the figure, note that the group of a changes
after applying pioi, and if there is a disjoint column left of this, alignment could push a further
left, either swapping it to the other side of the column or aligning it under the column. However,
applying pioi will bring it back after realigning, and the combined result is the identity.
Consider case (ii). Since b and a lie in the same row, we have b = a− 1, and so by alignment we
must have the lower b in the column of a. In this case, the upper b can have grouped cells above
it, but pioi will split the group, and after another iteration of pioi, alignment will recombine them
as described in the previous case. Thus once again, we follow the bottom row of Figure 14 to see
that again the combined result is the identity. 
For examples of swaps and braids on quasi-Yamanouchi reduced diagrams, see Figure 15.
5 6 7
4 5
3 4 5 6
1 2 3
s7s1s2s3←→
5 6 7
4
3 5
4 5
1 2 3 6
b6←→
5 6 7
4
3 4 5
4
1 2 3 6
b8←→
5 6 7
3 4
3 5
4
1 2 3 6
s6←→
5 6 7
3 4 5
3 4
1 2 3 6
s7s8s9s4←→
5 6
3 4 5 7
3
1 4
2 3 6
Figure 15. Examples of swaps and braids on QRD(41758236).
Theorem 3.15. The row reading word is a bijection QRD(w)
∼
→ R(w) that takes weights to weak
descent compositions.
Proof. By Lemma 3.10, the super-Yamanouchi terms correspond under row and D. Lemmas 3.12
and 3.14 show that si and bi on QRD commute with row, and the definition of the involutions on
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diagrams show that they admit the same swap and braid moves as their reading words. Therefore
the result follows from Theorem 2.11. 
Corollary 3.16. The Schubert polynomial Sw is given by
(3.2) Sw =
∑
D∈QRD(w)
Fwt(D) =
∑
D∈RD(w)
xwt(D),
where the sum may be taken over non-virtual reduced diagrams for w.
Theorem 2.11 shows that one can generate all reduced expressions for w by applying a sequence
of swaps and braids to the super-Yamanouchi expression, and by Theorem 3.15 the same applies to
quasi-Yamanouchi reduced diagrams. However, when doing this, often more terms are generated
than are needed in the computation of a Schubert polynomial since many of the expressions and
diagrams may be virtual. If one is contented to use the monomial expansion, then all of the non-
virtual reduced diagrams for a Schubert polynomial may be generated by applying a sequence of
pushes to the super-Yamanouchi diagram.
4. Balanced tableaux
In order to enumerate quasi-Yamanouchi reduced diagrams more easily, we transform this model
for Schubert polynomials into bijective fillings of the Rothe diagram of a permutation by re-labeling
cells consecutively in reverse reading order and then pushing cells back up to the Rothe diagram
shape by reversing swaps and braids.
Definition 4.1. The Rothe diagram of a permutation w, denoted by D(w), is given by
(4.1) D(w) = {(i, wj) | i < j and wi > wj} ⊂ Z
+ × Z+.
For example, see Figure 16. The number of cells in D(w) is simply inv(w). Furthermore, the
Rothe diagram for w is precisely super-Yamanouchi reduced diagram for w with entries deleted.
Figure 16. The Rothe diagram for 41758236.
Definition 4.2. The ascended tableau of a quasi-Yamanouchi reduced diagram D, denoted by
A(D) is obtained by labeling the cells of D with 1, 2, . . . , inv(w), where w is the shape of D, in
reverse reading order and applying any minimal length sequence f = fk · · · f1 of swaps and braids
such that f(D) is super-Yamanouchi.
For example, Figure 17 constructs the ascended tableau for the quasi-Yamanouchi reduced dia-
gram in Figure 8 using the sequence of braids and swaps given in Figure 15.
Edelman and Greene [EG87] introduced balanced labelings of Rothe diagrams in order to enu-
merate reduced expressions. We recall the notion here, but give independent, elementary proofs of
their enumerative results by identifying standard balanced tableaux as precisely those fillings of a
Rothe diagram that arise as ascended tableaux for quasi-Yamanouchi reduced diagrams.
Definition 4.3 ([EG87]). A standard balanced tableau is a bijective filling of a Rothe diagram with
entries from {1, 2, . . . , n} such that for every entry of the diagram, the number of entries to its right
that are greater is equal to the number of entries above it that are smaller.
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12 11
10 9 8 7
6
5 4
3 2 1
s4s9s8s7←→
12 11 7
10 9 8
6 4
5 3 2 1
s6←→
12 11 7
10 9
6 8
4
5 3 2 1
b8←→
12 11 7
6
9 10 8
4
5 3 2 1
b6←→
1211 7
6
9 4
8 10
5 3 2 1
s3s2s1s7←→
1211 7
6 4
9 8 10 1
5 3 2
Figure 17. Constructing the ascended tableau of a reduced diagram for 41758236.
Given a cell x in a tableau, define the arm of x, denoted by arm(x), to be the set of cells to the
right of x and in the same row, and define the leg of x, denoted by leg(x), to be the set of cells to
the above x and in the same column. The balanced condition can be restated as
(4.2) {y ∈ arm(x) | R(y) > R(x)} = {y ∈ leg(x) | R(y) < R(x)}
for all x ∈ R. Denote the set of standard balanced tableaux on D(w) by SBT(w). For example,
the elements of SBT(42153) are shown in Figure 18.
5
4
3 2 1
5
2
3 4 1
5
1
3 4 2
4
5
3 2 1
3
5
4 2 1
2
5
4 3 1
4
1
3 5 2
3
1
4 5 2
4
2
3 5 1
3
2
4 5 1
2
3
4 5 1
Figure 18. The standard balanced tableaux for 42153.
To prove that standard balanced tableaux are in bijection with reduced expressions, observe first
that there is a canonical super-Yamanouchi standard balanced tableau.
Definition 4.4. A standard balanced tableau R is super-Yamanouchi if its reverse row reading
word is the identity.
For example, the unique super-Yamanouchi balanced tableau for 41758236 is shown in Figure 19.
1211 10
9 8
7 6 5 4
3 2 1
Figure 19. The super-Yamanouchi balanced tableau for 41758236.
Next we define analogs of swaps and braids for standard balanced tableaux.
Definition 4.5. Given a permutation w and an index 1 ≤ i < inv(w), let si act on SBT(w) by
exchanging i and i+ 1 if they are not in the same row or column and the identity otherwise.
Definition 4.6. Given a permutation w and an index 1 < i < inv(w), let bi act on SBT(w) by
exchanging i − 1 and i + 1 if one is in the same column and above i and the other is in the same
row and right of i in R and the identity otherwise.
Lemma 4.7. The maps si and bi are well-defined involutions on SBT(w).
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Proof. For R ∈ SBT(w), if i and i+1 are not in the same row or same column, then interchanging
them cannot unbalance the tableau since all other entries compare the same with i and with i+1.
Thus si(R) ∈ SBT(w). If i ± 1 is in the same row as i and i ∓ 1 is in the same column, then
swapping them maintains the balance since, again, every j less than i − 1 or greater than i + 1
compares with same with both, the two cannot be in the same row or same column as one another,
and i has traded the two to maintain its balance. 
For examples of swaps and braids on standard balanced tableaux, see Figure 20.
1211 10
9 8
7 6 5 4
3 2 1
s7s1s2s3←→
1211 10
9 7
8 6 5 1
4 3 2
b6←→
1211 10
9 5
8 6 7 1
4 3 2
b8←→
1211 10
7 5
8 6 9 1
4 3 2
s6←→
1211 10
6 5
8 7 9 1
4 3 2
s7s8s9s4←→
1211 7
6 4
9 8 10 1
5 3 2
Figure 20. Examples of swaps and braids on SBT(41758236).
Parallel to the case of reduced expressions, we introduce a statistic on standard balanced tableaux
that gives the minimum distance from a standard balanced tableau to the super-Yamanouchi one.
Definition 4.8. Given R ∈ SBT(w), define the inversion number of R, denoted by inv(R), by
(4.3) inv(R) = |{(i < j) | i lies in a strictly higher row and different column than j}| .
We call such a pair an inversion of R.
For example, the super-Yamanouchi balanced tableau in Figure 19 has no inversions, and the
standard balanced tableaux in Figure 20 have 0, 4, 5, 6, 7, 11 inversions, respectively.
Theorem 4.9. Let Pw ∈ SBT(w) be the unique super-Yamanouchi tableau. Then for any R ∈
SBT(w), there exists a sequence f = finv(R) · · · f1 of swaps and braids such that f(Pw) = R, and,
for any sequence g = gm · · · g1 of swaps and braids with g(Pw) = R, we have m ≥ inv(R).
Proof. We proceed by induction on inv(R). Clearly inv(Pw) = 0 since it is the unique balanced
filling such that all larger entries occur weakly above smaller entries, and the result holds for this
case. Moreover, if R has some i < j with i above j and in the same column, then the balanced
condition ensures that there is some k > j in the same row as j, and so i < k with i and k not in
the same column. In particular, inv(R) > 0 for R 6= Pw. This establishes the base case.
Let R ∈ SBT(w) with inv(R) > 0. We claim that there is a pair (i, i + 1) with i above i+ 1. If
not, then for any pair (i < j) with i above j (such a pair exists since inv(R) > 0), there exists k
with i < k < j and neither (i < k) nor (k < j) has the smaller strictly above the larger. Thus k is
weakly above i and weakly below j, an impossibility since i is strictly above j. Therefore we may
take i such that i+ 1 lies in a strictly lower row. There are two cases to consider.
If i and i + 1 are not in the same column, then si acts non-trivially on R. Furthermore,
inv(si(R)) = inv(R) − 1 since the pair (i, i + 1) is removed from the set of inversions and all
other pairs remain but with i and i+1 interchanged. By induction, the result holds for si(R), and
so, too, for R.
If i and i + 1 are in the same column for every pair with i above i + 1, then take i maximal
among all such pairs. We claim that i + 2 must lie in the same row and to the right of i + 1. If
not, then i + 2 must lie strictly above i + 1, and, by the choice of i, k + 1 must lie weakly above
k for all k > i + 2. However, this would mean no larger entry was in the row of i+ 1, contracting
the balanced condition since i is in the same column and above it. Therefore i + 2 does lie in the
same row as i+ 1, and so bi+1 acts non-trivially on R by interchanging i and i + 2. Furthermore,
inv(bi+1(R)) = inv(R)−1 since the pair (i, i+2) is removed from the set of inversions and all other
pairs remain but with i and i+ 2 interchanged. By induction, the result holds for bi+1(R), and so
it holds for R as well. 
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Beginning with the super-Yamanouchi elements, we can generate all of R(w) and SBT(w) using
si and bi. Moreover, in doing so, we claim that we create a bijection between these two sets.
Definition 4.10. Given R ∈ SBT(w), define the permutation of R, denoted by v(R), to be the
reverse reading word of R with rows sorted to decreasing.
For example, the permutation of the standard balanced tableau in Figure 21 is 235189104671112.
Compare this with the permutation constructed for the reduced expression (56|3457|3|14|236) in
Figure 6. Notice that while the standard balanced tableau has 11 inversions, its permutation has
13 inversions. The difference between the two is precisely the number of steps needed to sort the
rows of the tableau. The following result shows that this holds in general.
1211 7
6 4
9 8 10 1
5 3 2
row sort
−→
1211 7
6 4
10 9 8 1
5 3 2
reverse
−→ 235189104671112
Figure 21. Constructing the permutation for an element of SBT(41758236)
Proposition 4.11. For R ∈ SBT(w), let v = v(R) be its permutation. Then
(4.4) inv(R) = inv(v) −
∑
r
coinv(rowr(R)),
where the sum is over co-inversions within the rows of R.
Proof. Let înv be defined by the right hand side of (4.4). Let R ∈ SBT(w) and suppose si acts
non-trivially on R. Then i and i+1 lie in different rows and different columns in R, so sort(R) and
sort(siR) differ exactly in that i and i+ 1 have been exchanged, and so v(siR) = siv(R). Further,
since all letters other than i, i + 1 compare the same with i and i + 1, R and siR have the same
number of row (co)inversions. In particular, we have
înv(siR) = înv(siv(R))−
∑
r
coinv(rowr(R)) = înv(R)± 1,
and, moreover, înv(siR) = înv(R) + 1 precisely when i is left of i+ 1 in v.
Next suppose that bi acts non-trivially on R, exchanging i − 1 and i + 1 when i lies directly
below the one and directly left of the other. The permutation exchanging i− 1 and i + 1 is given
by si−1sisi−1 = sisi−1si, but since i − 1 and i + 1 compare differently with i, when the rows are
sorted the one in the row of i will flip to the other side of it. Therefore v(biR) = si−1siv(R) if i+1
is above i− 1, and v(biR) = sisi−1v(R) otherwise, and in the former case we have
înv(biR) = înv(si−1siv(R))−
∑
r
(coinv(rowr(R)) + 1) = înv(R) + 1,
and, by the same computation, înv(biR) = înv(R)− 1 in the latter case.
By Theorem 4.9, inv(R) = 0 if and only if R is super-Yamanouchi, in which case v(R) is the
identity and R has decreasing rows, thus giving înv(R) = 0 as well. Conversely, if we consider vˆ
to be the permutation obtained by following Definition 4.10 without first sorting the rows of R,
then we have inv(vˆ) = inv(v) +
∑
r coinv(rowr(R)). In particular, înv(R) = 0 if and only if v is
the identity, in which case R is super-Yamanouchi. Therefore inv(R) = înv(R) whenever either is
0. By Theorem 4.9, for any R ∈ SBT(w), we may write R = finv(R) · · · f1(P ), where P is super-
Yamanouchi and each fi is a swap or a braid. The result for R now follows from the analysis of
swaps and braids above. 
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Comparing Theorem 2.11 with Theorem 4.9, one can anticipate that there is a bijection between
reduced expressions and standard balanced tableaux that preserves the permutation and inversion
number. Indeed, given the permutation v, one can recover the row entries for the corresponding
balanced tableau, if it exists. The following result shows that there is at most one balanced tableau
with the given row entries.
Proposition 4.12. For R,S ∈ SBT(w), if R and S row sort to the same tableau, then R = S.
Proof. Let T be the sorted tableau. We will show there is at most one ordering on the rows of T
such that T is balanced. Beginning with the top row, we must place entries in decreasing order
from left to right. Assuming all higher rows have been uniquely balanced, begin balancing row r
from left to right. If the available entries for cell x are x1 > · · · > xk, then let ci be the number
of cells above x that are smaller than xi, and let ri = i − 1, which is the number of entries right
of x that will be greater than xi should it be placed into cell x. Note that c1 ≥ · · · ≥ ck and
r1 < · · · < rk. Thus there is at most one index i for which ri = ci, i.e. there is at most one entry
that can be placed into cell x for which the resulting tableau will be balance. 
To prove that we indeed have a bijection, it is easier to describe the bijection between quasi-
Yamanouchi reduced diagrams and standard balanced tableaux.
Definition 4.13. The ascended diagram of a quasi-Yamanouchi reduced diagram D, denoted by
Aˆ(D) is obtained by labeling the cells of D from 1 to n in reverse row reading order and applying any
minimal length sequence f = fk · · · f1 of swaps and braids such that f(dst(D)) is super-Yamanouchi.
For more examples, Figure 22 gives the labeling of the quasi-Yamanouchi reduced diagrams in
Figure 10. These ascend to the standard balanced tableaux in Figure 18, respectively.
5
4
3 2 1
5
4 3
2 1
5
4 3 2
1
5 4
3 2 1
5
4 3
2 1
5
4 3 2
1
5 4
3 2
1
5 4 3
2
1
5 4
3
2 1
5 4 3
2 1
5 4
3 2
1
Figure 22. Descended diagrams for the standard balanced tableaux of shape 42153.
Theorem 4.14. Ascended diagrams give a bijection A : QRD(w)
∼
→ SBT(w). Moreover, composing
with D : R(w)
∼
→ QRD(w), for ρ ∈ R(w), we have v(ρ) = v(AD(ρ)) and inv(ρ) = inv(AD(ρ)).
Proof. By Theorem 3.15, we may identifying quasi-Yamanouchi reduced diagrams with their re-
duced expressions. Therefore we will proceed by induction on inv(D). By Theorem 2.11, inv(D) = 0
if and only ifD is super-Yamanouchi, in which case A(D) is the super-Yamanouchi balanced tableau.
Conversely, if A(D) is super-Yamanouchi, then no cells moved up nor left, else the reverse read-
ing word would no longer be the identity, so the minimal length sequence was the identity. In
particular, D was super-Yamanouchi. Therefore the theorem holds for inv = 0.
From Lemma 3.12, it follows that siD precisely changes the orders of the ith and i + 1st cells.
Moreover, this exchange does not alter where cells land in the ascension process, and so A(siD) =
siA(D). Similarly, from Lemma 3.14, we see that biD either moves the i+1st cell to position i− 1
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or moves the i − 1st cell to position i + 1. Moreover, following the ascension process in this case
shows that A(biD) = biA(D). By Theorems 2.11 and 4.9 and induction on inv, the map A gives the
desired bijection that preserves inv. Moreover, the analysis of swaps and braids on permutations
in Theorem 2.11 and Proposition 4.11 proves that the permutation is also preserved. 
As a consequence, we recover the following result of Edelman and Greene [EG87].
Corollary 4.15. The number of reduced expressions for w is equal to the number of standard
balanced tableaux of shape D(w).
More generally, we may connect balanced tableaux with arbitrary reduced diagrams by general-
izing the definition of the former as follows. Note that this is equivalent to the formulation given
by Fomin, Greene, Reiner, and Shimozono [FGRS97].
Definition 4.16. A semi-standard balanced tableau is a positive integer filling of a Rothe diagram
such that entries do not exceed their row index, columns have distinct values, and, for every entry
of the diagram, the number of weakly larger entries to the right is at least as great as the number
of smaller entries above, and the number of weakly smaller entries above is at least as great as the
number of larger entries to the right.
Denote the set of semi-standard balanced tableaux for w by SSBT(w). For example, Figure 23
gives the elements of SSBT(153264).
5
3
2 2 2
5
3
2 2 1
5
3
2 1 1
5
3
1 1 1
5
2
1 1 1
5
1
2 2 2
5
1
2 2 1
4
3
2 2 2
4
3
2 2 1
4
3
2 1 1
4
3
1 1 1
4
2
1 1 1
4
1
2 2 2
4
1
2 2 1
3
3
2 2 2
3
3
2 2 1
3
3
2 1 1
3
3
1 1 1
3
2
1 1 1
3
1
2 2 2
3
1
2 2 1
2
3
2 2 1
2
3
2 1 1
2
3
1 1 1
2
2
1 1 1
2
1
2 2 1
Figure 23. The semi-standard balanced tableaux of shape 153264.
Define arm and leg statistics on cells of a tableau R by
A(x) = {y ∈ arm(x) | R(y) > R(x)}, L(x) = {y ∈ leg(x) | R(y) < R(x)},(4.5)
a(x) = {y ∈ arm(x) | R(y) ≥ R(x)}, l(x) = {y ∈ leg(x) | R(y) ≤ R(x)}.(4.6)
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The semi-standard balanced condition may be restated as
(4.7) a(x) ≥ L(x) and l(x) ≥ A(x).
In the standard case, a(x) = A(x) and l(x) = L(x) for all x ∈ R, and so (4.7) implies A(x) = L(x)
for all x ∈ R, which is precisely (4.2). In particular, a standard balanced tableau satisfies the
semi-standard condition, except, perhaps, for the constraint on entries not exceeding their row
index.
Definition 4.17. The ascended tableau of a reduced diagram D, denoted by Aˆ(D) is obtained by
labeling the cells of D with their row index, de-standardizing and applying any minimal length
sequence f = fk · · · f1 of swaps and braids such that f(dst(D)) is super-Yamanouchi.
For example, the reduced diagrams in Figure 9 ascend to the semi-standard balanced tableaux
in Figure 23, respectively. The weight of a semi-standard balanced tableau R, denoted by wt(R),
is the weak composition whose ith part is the number of is that occur in R.
Theorem 4.18. Ascended diagrams gives a weight-preserving bijection Aˆ : RD(w)
∼
−→ SSBT(w).
Proof. Ascension on reduced diagrams is well-defined since de-standardization and ascension of
quasi-Yamanouchi reduced diagrams are both well-defined. Comparing ascension for reduced di-
agrams with that for quasi-Yamanouchi reduced diagrams, we see that semi-standard balanced
tableaux map to standard balanced tableaux by standardizing the reading word to a permutation.
Doing so amounts to selecting a weak composition b that dominates and refines the descent com-
position of the standard balanced tableau, so the result follows from expanding fundamental slide
polynomials into monomials. 
We say that a semi-standard balanced tableau is quasi-Yamanouchi if it is the ascended tableau
of a quasi-Yamanouchi reduced diagram. For example, see Figure 24.
5
3
2 2 2
5
1
2 2 2
5
1
2 2 1
3
3
2 2 2
2
3
2 2 1
2
3
2 1 1
2
1
2 2 1
Figure 24. The quasi-Yamanouchi balanced tableaux of shape 153264.
Note that quasi-Yamanouchi balanced tableaux naturally embed into standard balanced tableaux,
but the former includes only images of the non-virtual quasi-Yamanouchi reduced diagrams. There-
fore we have the following precise characterization of Schubert polynomials.
Corollary 4.19. The Schubert polynomial for a permutation w is given by
(4.8) Sw =
∑
R∈QBT(w)
Fwt(R) =
∑
R∈SSBT(w)
xwt(R),
where both sums have only positive terms.
5. Weak insertion
Edelman and Greene defined an insertion algorithm that maps reduced expressions to pairs of
Young tableaux where the left is row and column strict and the right is standard [EG87]. They used
this to prove that the Stanley symmetric functions, introduced by Stanley to enumerate reduced
expressions [Sta84], are Schur positive.
COMBINATORIAL MODELS FOR SCHUBERT POLYNOMIALS 21
Definition 5.1. The Young diagram of a partition λ, denoted by D(λ), is given by
(5.1) D(λ) = {(i, j) | 1 ≤ i ≤ λj} ⊂ Z
+ × Z+.
For example, see Figure 25. A Young tableau is a filling of a Young diagram with positive integers.
A tableau is increasing if it has strictly increasing rows (left to right) and columns (bottom to top).
A tableau is standard if it uses the integers 1, 2, . . . , n each exactly once. A standard Young tableau
is an increasing, standard Young tableau.
Figure 25. The Young diagram for (5, 4, 4, 1).
Definition 5.2 ([EG87]). Let P be a Young tableau, and let x be a positive integer. Let Pi be
the ith lowest row of P . Define the Edelman-Greene insertion of x into P , denoted by P
x
←, as
follows. Set x0 = x and for i ≥ 0, insert xi into Pi+1 as follows: if xi ≥ z for all z ∈ Pi+1, place
xi at the end of Pi+1 and stop; otherwise, let xi+1 denote the smallest element of Pi+1 such that
xi+1 > xi (we say that xi bumps xi+1 in row i+1), replace xi+1 by xi in Pi+1 only if xi+1 6= xi+1
or xi is not already in Pi+1, and continue.
This algorithm generalizes the insertion algorithm of Schensted [Sch61], building on work of
Robinson [Rob38]. Robinson-Schensted insertion becomes a bijective correspondence between per-
mutations and pairs of standard Young tableaux by constructing a second tableau to track the
order in which new cells are added. The pair is typically denoted by (P,Q), where P is called the
insertion tableau, and Q is called the recording tableau.
∅
5,6
←−
5 6
3,4,5,7
←− 5 6
3 4 5 7
3
←−
5
4 6
3 4 5 7
1,4
←−
5
4 6
3 5
1 4 5 7
2,3,6
←−
5 6
4 5
3 4 5 7
1 2 3 6
Figure 26. The Edelman-Greene insertion tableau for the reduced expression
(5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
For example, Figure 26 shows the construction of the Edelman-Greene insertion tableau for
the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6). In [EG87], Edelman and Greene derived many
properties of this generalization, most important of which for our purposes is the following.
Theorem 5.3 ([EG87]). For ρ ∈ R(w), the Edelman-Greene insertion tableau P (ρ) defined by
inserting ρk, . . . , ρ1 into the empty tableau is a well-defined increasing tableau whose row reading
word is a reduced expression for w.
The key diagram of a weak composition a, denoted by D(a), is the diagram with ai cells left-
justified in row i. For example, the left diagram in Figure 7 is the key diagram for (3, 0, 4, 2, 3).
A key tableau is a filling of a key diagram with positive integers, and we adopt the notions of
increasing and standard for key tableaux as well. We generalize Edelman-Greene insertion to an
insertion algorithm on reduced expressions that outputs a tableau of key shape, that is, a tableau
whose cells form a key diagram.
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Definition 5.4. For P an increasing Young tableau, define the lift of P , denoted by lift(P ), to be
the tableau of key shape obtained by raising each entry in the first column of P until it equals its
row index, and, once columns 1 through c− 1 have been lifted, raising entries in column c from top
to bottom, maintaining their relative order, placing each entry in the highest available row such
that there is an entry in column c− 1 that is strictly smaller.
For examples, the Young tableaux in Figure 26 lift to the key tableaux given in Figure 27. Lifting
of an increasing tableau, Young or key, is clearly well-defined since the first column has distinct
entries, and later column entries lift at least as high as their original neighbors to the left.
For P a key tableau, define the drop of P , denoted by drop(P ), to be the Young tableau defined
by letting the entries of P fall in their columns while maintaining their relative order. It is clear
that drop(lift(P )) = P for any P of partition shape.
Definition 5.5. For P a key tableau and x a positive integer, define the weak insertion of x into
P by lift
(
drop(P )
x
←
)
.
5,6
←−
5 6
3,4,5,7
←−
5 6
3 4 5 7
3
←−
5 6
4
3 4 5 7
1,4
←−
5 6
4 5
3 4 5 7
1
2,3,6
←−
5 6
4 5
3 4 5 7
1 2 3 6
Figure 27. The weak insertion tableau for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
For example, Figure 27 shows the construction for the the weak insertion tableau for the reduced
expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6). Conflating notation, we denote the result of weak insertion
by P
x
← whenever the shape of the output is clear from context.
Given any diagram, we can always push the cells left to form a key diagram. We call this the
left justification of the diagram.
Definition 5.6. A reduced diagram D is Yamanouchi if its left justification is increasing and
lift(D) = D.
Denote the set of Yamanouchi reduced diagrams for w by YRD(w). For example, inspecting
Figure 10, the Yamanouchi reduced diagrams for 42153, shown in Figure 28, correspond to the
reduced expressions (4, 2, 1, 2, 3) and (2, 4, 1, 2, 3). Note that Yamanouchi reduced diagrams are
quasi-Yamanouchi and are never virtual.
4
2
1 2 3
2 4
1 2 3
Figure 28. The Yamanouchi reduced diagrams for 42153.
Theorem 5.7. A key tableau is a weak insertion tableau if and only if it is the left justification of
a Yamanouchi reduced diagram.
Proof. Let P be a weak insertion tableau. By Definition 5.5, drop(P ) is an Edelman-Greene
insertion tableau. By Theorem 5.3, drop(P ) has increasing rows and columns and row(drop(P )) is
a reduced expression, say for some permutation w. The lifting algorithm will never lift i in column
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c past an i − 1 to its left, so row(drop(P )) and row(P ) differ by a series of swaps. In particular,
row(P ) must also be a reduced expression for w. Moreover, the run decomposition of row(P )
corresponds precisely to the rows of P . Since the rows are left justified and the first columns are
strictly increasing, the weak descent composition will always take ri = ρ
(i)
1 . Therefore ρ is not
virtual and the quasi-Yamanouchi reduced diagram for ρ is obtained by aligning P .
Conversely, let D be a Yamanouchi reduced diagram for some permutation, say w. Then row(D)
is a reduced expression for w, and it is easy to see that the weak insertion tableau for row(D) will
result in the left justification of D, inserting row by row from the top. 
Now that we have characterized which tableaux can appear as weak insertion tableaux, we borrow
results from [EG87] to determine for which reduced expressions a given insertion tableau can arise.
Definition 5.8. Given ρ ∈ R(w) and 1 < i < inv(w), define di(ρ) by
(5.2) di(ρ) =


bi(ρ) if ρi+1 = ρi−1 = ρi ± 1
si−1(ρ) if ρi−1 > ρi+1 > ρi or ρi−1 < ρi+1 < ρi,
si(ρ) if ρi+1 > ρi−1 > ρi or ρi+1 < ρi−1 < ρi,
ρ otherwise,
where sj denotes a swap and bj denotes a braid. Call di a Coxeter-Knuth relation.
Any two reduced expressions in the same equivalence class under {di} are called Coxeter-Knuth
equivalent. For examples, see Figure 29.
(1, 2, 4, 1, 3)
d3⇐⇒
d4 (1, 2, 1, 4, 3)
d2←→ (2, 1, 2, 4, 3)
d3←→ (2, 1, 4, 2, 3)
d2⇐⇒
d3 (2, 4, 1, 2, 3)
Figure 29. A Coxeter-Knuth equivalence class for R(42153).
Theorem 5.9 ([EG87]). For reduced expressions σ, τ , we have P (σ) = P (τ) if and only if σ and
τ are Coxeter-Knuth equivalent.
The recording tableau for both Robinson-Schensted and Edelman-Greene insertion places succes-
sively increasing entries into the new cell added at each step of the insertion process. For example,
Figure 30 shows the construction of the Edelman-Greene recording tableau for the reduced expres-
sion (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6), parallel to the insertion tableau constructed in Figure 26.
∅
5,6
←−
1 2
3,4,5,7
←− 3 4
1 2 5 6
3
←−
7
3 4
1 2 5 6
1,4
←−
8
7 9
3 4
1 2 5 6
2,3,6
←−
8 10
7 9
3 4 11 12
1 2 5 6
Figure 30. The Edelman-Greene recording tableau for the reduced expression
(5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
We define the analogous concept for weak insertion, though following the pattern for reduced
expressions, we record successively decreasing entries. Recall the key tableaux developed by Assaf
[Ass17] based on the Kohnert tableaux model of Assaf and Searles [AS16].
Definition 5.10 ([Ass17]). A standard key tableau is a bijective filling of a key diagram with
{1, 2, . . . , n} such that rows weakly decrease and if some entry i is above and in the same column
as an entry k with i < k, then there is an entry right of k, say j, and i < j.
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5 4
3 2 1
5 3
4 2 1
5 1
4 3 2
3 1
5 4 2
2 1
5 4 3
(0, 3, 0, 2) (2, 2, 0, 1) (1, 3, 0, 1) ∅ (2, 3, 0, 0)
Figure 31. Standard key tableaux of shape (0, 3, 0, 2) and their weak descent compositions.
We denote the set of standard key tableaux of shape a by SKT(a). For example, see Figure 31.
From [Ass17], there is a simple bijection between standard key tableaux of weak composition
shape a and standard Young tableaux of partition shape sort(a) given by letting the cells fall,
sorting columns, and replacing i with n− i+ 1, where n is the number of cells. Using the inverse
of this bijection, we can now define weak recording tableaux.
Definition 5.11. For a reduced expression ρ, define weak recording tableau for ρ, denoted by Q(ρ),
to be the unique standard key tableaux of the same shape as P (ρ) such that letting the cells fall,
sorting columns, and replacing i with n− i+1 gives the Edelman-Greene recording tableau for ρ.
For example, Figure 32 shows the construction of the weak recording tableau for the reduced
expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6), parallel to the insertion tableau constructed in Figure 27.
5,6
←−
12 11
3,4,5,7
←−
12 11
10 9 8 7
3
←−
12 11
6
10 9 8 7
1,4
←−
12 11
6 4
10 9 8 7
5
2,3,6
←−
12 11
6 4
10 9 8 7
5 3 2 1
Figure 32. The weak recording tableau for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
The run decomposition of a standard key tableau T partitions the decreasing word n · · · 21 by
separating i + 1 and i precisely when i + 1 lies weakly right of i in T . In this case, we call i a
descent of T . For example, the run decompositions for the standard key tableaux in Figure 31 are
(54|321), (5|43|21), (5|432|1), (54|32|1), (543|21), respectively.
Definition 5.12 ([Ass17]). For a standard tableau T , let (τ (k)| . . . |τ (1)) be the run decomposition
of T . Set tk = row(τ
(k)
1 ) and, for i < k, set ti = min(row(τ
(i)
1 ), ti+1 − 1). Define the weak descent
composition of T , denoted by des(T ), by des(T )ti = |τ
(i)| and all other parts are zero if all ti > 0
and des(T ) = ∅ otherwise.
For example, the recording tableau for (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6), constructed in Figure 32, is a
standard key tableau. Though it is virtual, if we bump the example to (6, 7, 4, 5, 6, 8, 4, 2, 5, 3, 4, 7),
the weak descent composition of the standard key tableau becomes (3, 2, 1, 4, 0, 2), which is precisely
the weak descent composition of (6, 7, 4, 5, 6, 8, 4, 2, 5, 3, 4, 7).
To connect insertion back to polynomials, we recall the key polynomial basis. The key polynomi-
als first arose as Demazure characters for the general linear group [Dem74] and were later studied
combinatorially by Lascoux and Schu¨tzenberger [LS90] who proved that Schubert polynomials ex-
pand non-negatively into the key basis. Weak insertion provides a new proof of this result along
with a simple characterization of the coefficients.
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Definition 5.13 ([Ass17]). The key polynomial for a weak composition a is given by
(5.3) κa =
∑
T∈SKT(a)
Fdes(T ),
where the sum may be taken over non-virtual standard key tableaux of shape a.
For example, from Figure 31 we compute,
κ(0,3,0,2) = F(0,3,0,2) + F(2,2,0,1) + F(1,3,0,1) + F(2,3,0,0).
Notice that we have the following key expansion for our running example,
S42153 = κ(3,1,0,1) + κ(3,2,0,0) = κdes(4,2,1,2,3) + κdes(2,4,1,2,3).
Observe from Figure 28 that this expansion precisely corresponds to the Yamanouchi terms. To
prove that this happens in general, we recall from [Ass17] the weak dual equivalence involutions on
standard key tableaux that play an analogous role to Coxeter-Knuth relations on reduced expres-
sions.
Definition 5.14 ([Ass17]). Given T ∈ SKT(a) and 1 < i < |a|, define di(T ) as follows. Let b, c, d
be the cells with entries i− 1, i, i + 1 taken in column reading order. Then
(5.4) di(T ) =


bi(T ) if b, d are in the same row and c is not,
si−1(T ) else if c has entry i+ 1,
si(T ) else if c has entry i− 1,
T otherwise,
where bj cycles j − 1, j, j + 1 so that j shares a row with j ± 1 and sj interchanges j and j + 1.
The involutions di are elementary weak dual equivalence relations, and any two standard key
tableaux in the same equivalence class are called weak dual equivalent. For examples, Figure 33.
5 4
3 2 1
d3⇐⇒
d4
5 3
4 2 1
d2←→
5 1
4 3 2
d4←→
3 1
5 4 2
d2⇐⇒
d3
2 1
5 4 3
Figure 33. The weak dual equivalence class for SKT(0, 3, 0, 2).
Lemma 5.15. For ρ a reduced expression, Q(di(ρ)) = di(Q(ρ))) and des(ρ) = des(Q(ρ)).
Proof. In [Ass17], it is shown that two standard key tableaux are weak dual equivalent if and only
if they have the same shape. Moreover, the elementary involutions commute with the bijection be-
tween standard key tableaux and standard Young tableaux. Finally, the Coxeter-Knuth involutions
give a weak dual equivalence, which implies there is a des-preserving bijection between Coxeter-
Knuth equivalence classes of reduced expressions and weak dual equivalence classes of standard key
tableaux. The result now follows. 
By Lemma 5.15, we may use the Coxeter-Knuth involutions together with the weak dual equiv-
alence involutions to show that Yamanouchi reduced expressions characterize the key expansion of
Schubert polynomials.
Theorem 5.16. The weak insertion algorithm induces a des-preserving bijection
(5.5) R(w)
∼
−→
⋃
ρ∈Y R(w)
SKT(des(ρ)) ,
where the disjoint union is over Yamanouchi reduced expressions for w.
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Proof. By Theorem 5.9, P (σ) = P (τ) if and only if σ and τ are Coxeter-Knuth equivalent, and this
holds for both Edelman-Greene and weak insertion tableaux. If ρ is Yamanouchi, then row(P (ρ)) =
ρ, so each Coxeter-Knuth class has a unique Yamanouchi element. By Lemma 5.15 and the result
that two standard key tableaux are weak dual equivalent if and only if they have the same shape
[Ass17], the set of Q(ρ) such that P (ρ) = P is equal to SKT(a) for some weak composition a.
If ρ is Yamanouchi, then Q(ρ) is the Yamanouchi key tableau whose reverse row reading word is
the identity. Therefore, for ρ is Yamanouchi, the set of Q(σ) such that P (σ) = P (ρ) is equal to
SKT(des(ρ)). This establishes the bijection, and the preservation of weak descent compositions
follows by Lemma 5.15. 
Corollary 5.17. The Schubert polynomial Sw is given by
(5.6) Sw =
∑
D∈YRD(w)
κwt(D),
where the sum is over Yamanouchi reduced diagrams D.
5 6 7
4 5
3 4 5 6
1 2 3
5 6 7
4 5
3 4
1 2 3 5 6
5 6
4 5
3 4 5 7
1 2 3 6
Figure 34. Yamanouchi reduced diagrams for 41758236.
For a final example, from Figure 34 we can compute
S41758236 = κ(3,0,4,2,3) + κ(5,0,2,2,3) + κ(4,0,4,2,2).
Note that the monomial expansion of S41758236 contains 143 terms, the fundamental slide expansion
contains 65 non-virtual terms, and the key expansion contains only 3 terms.
6. Kohnert diagrams
Kohnert [Koh91] defined a class of moves on diagrams that selects a nonempty row and pushes
the rightmost cell of that row down to the first open position below it. We call such a move a
Kohnert move. Given a diagram D, call the diagrams that result from a sequence of Kohnert
moves on D the Kohnert diagrams for D, and denote the set of them by KD(D). For example,
Figure 35 shows the Kohnert diagrams for the Rothe diagram of 153264.
For a weak composition a, denote the Kohnert diagrams for the key diagram of a by KD(a).
Kohnert proved that KD(a) precisely generates a key polynomial.
Theorem 6.1 ([Koh91]). The key polynomial κa is given by
(6.1) κa =
∑
D∈KD(a)
xwt(D),
where KD(a) denotes the set of non-virtual Kohnert diagrams for a.
For a permutation w, denote the Kohnert diagrams for the Rothe diagram of w by KD(w).
Kohnert [Koh91] asserted the corresponding rule for computing the Schubert polynomial for w
from Kohnert diagrams for the Rothe diagram for w. For example, from Figure 35 we have
S153264 =
∑
D∈KD(153264)
xwt(D).
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Figure 35. The Kohnert diagrams for D(153264).
Kohnert attempted proofs of this rule, and Winkel [Win99, Win02] published two proofs, though
neither of their proofs is widely accepted by the community. We present a simple, direct proof
of this rule by giving a bijection between reduced diagrams and Kohnert diagrams. We do this
in levels, beginning with the trivial case of the super-Yamanouchi reduced diagram. We work
down through Yamanouchi reduced diagrams using Corollary 5.17, then quasi-Yamanouchi reduced
diagrams using the weak recording tableaux, then general reduced diagrams via de-standardization.
Definition 6.2. Given a a Yamanouchi reduced expression ρ for a permutation w, the Kohnert
diagram of ρ, denoted by K(ρ), is obtained by aligning P (ρ) with respect to the super-Yamanouchi
reduced expression for w. Call such a diagram a Yamanouchi Kohnert diagram for w.
Denote the set of Yamanouchi Kohnert diagrams for w by YKD(w). For example, Figure 34
shows YKD(41758236).
Proposition 6.3. Every Yamanouchi Kohnert diagram for w is a Kohnert diagram for w.
Proof. Given a Yamanouchi reduced expression ρ for a permutation w, take any sequence of braids
and swaps from the super-Yamanouchi reduced expression for w to ρ. Then we may obtain the
Kohnert diagram of ρ by applying si as usual, and for bi we allow cells to jump without shifting
themselves and other elements of their column to the right. Since the leftmost cell of each column
remains fixed, this is always possible. Moreover, si can be regarded as a sequence of Kohnert moves
and their inverses, where cells after the i+1st and in the same row move down by Kohnert moves,
then the ith cell moves down by a Kohnert move, then de-standardize, which itself is a sequence
of reverse Kohnert moves. When moving down from the super-Yamanouchi reduced expression,
braids will be of the form (a + 1)a(a + 1) goes to a(a + 1)a. Thus a modified braid move pushes
cells after the i + 1st and in the same row move down by Kohnert moves, then the i − 1st cell is
pushed, jumping over the ith cell, by a Kohnert move, then de-standardize by a sequence of reverse
Kohnert moves. Therefore the Kohnert diagram for ρ is indeed a Kohnert diagram for w. 
Definition 6.4. Given a reduced expression ρ for a permutation w, the Kohnert diagram of ρ,
denoted by K(ρ), is obtained as follows: begin with the weak recording tableau for ρ; move cells
right, maintaining their relative row order, until the positions of cells agree with those for the Ya-
manouchi Kohnert diagram corresponding to the weak insertion tableau for ρ; push cells minimally
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down until the reverse row reading word is the identity. Call such a diagram a quasi-Yamanouchi
Kohnert diagram for w.
Denote the set of quasi-Yamanouchi Kohnert diagrams for w by QKD(w). For example, the
Kohnert diagram for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6) is shown in Figure 36.
12 11
6 4
10 9 8 7
5 3 2 1
−→
12 11
6 4
10 9 8 7
5 3 2 1
−→
12 11
10 9 8 7
6
5 4
3 2 1
Figure 36. The Kohnert diagram for the reduced expression (5, 6, 3, 4, 5, 7, 3, 1, 4, 2, 3, 6).
Proposition 6.5. Every quasi-Yamanouchi Kohnert diagram for w is a Kohnert diagram for w.
Proof. The only step to consider is the descended diagram. This can be done systematically by
pushing the smallest labeled box down first, then continuing with the next highest box that needs
to be pushed. Since rows weakly decrease for a key tableau, and since this property is maintained
by this choice of cells to push, each move is a Kohnert move, beginning with the Yamanouchi
Kohnert diagram. The result now follows from Proposition 6.3. 
Given a quasi-Yamanouchi Kohnert diagram D, we may label all cells by their row index and
consider certain Kohnert moves that do not allow cells with different labels in the same row. These
are precisely the diagrams that de-standardize to D. Therefore, by Proposition 3.8, the generating
polynomial of these moves is the fundamental slide polynomial indexed by the weight of D. This
leads to the following definition.
Definition 6.6. Given a reduced diagram D for w, the Kohnert diagram of D, denoted by K(D),
is obtained as follows: let ρ be the reduced expression to which D de-standardizes, and set K(D) to
be the result of applying to K(ρ) the reverse of the de-standardization moves that lift D to D(ρ).
Theorem 6.7. The map K is a wt-preserving bijection RD(w)
∼
→ KD(w).
Proof. By Proposition 6.5 and the earlier observation that de-standardization is a sequence of
reverse Kohnert moves, we have that K(D) ∈ KD(w) for any D ∈ RD(w). Injectivity follows from
the fact that reduced diagrams are distinct, which is implied by Theorem 3.15. For surjectivity,
we note that the subset of Kohnert moves that maintain the Yamanouchi-class is in the image, so
it is enough to show that any Kohnert move that does not maintain the Yamanouchi-class gives a
diagram that lies in another Yamanouchi-class for w. Clearly D(w) belongs to the Yamanouchi-class
of the super-Yamanouchi reduced expression, so we may proceed by induction.
Using the bijection between the Yamanouchi-class for ρ and KD(wt(ρ)), the Kohnert moves that
do not preserve the Yamanouchi-class are precisely those in which a cell lands in a row that, under
the bijection with KD(wt(ρ)), is occupied by another cell. Using the labeling algorithm from [AS16]
together with the bijection between the Yamanouchi-class for ρ and KD(wt(ρ)), we may uniquely
identify each cell of D as originating in a given row of K(ρ) (which coincides with the rows of
D(ρ)). Labeling cells in this way, the Kohnert moves that do not preserve the Yamanouchi-class
are precisely those where a cell labeled i is pushed weakly below a cell labeled j and there are
more js left of the cell than is. This means that part of the cells from row i have been pushed into
the longer row j. Relabeling the offending i and every i to its right as a j, we may apply reverse
Kohnert moves to push cells back into the rows from which they originated. The result will have
the property that left justifying cells, those whose labels changed from i to j cannot raise up to row
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i because that row is strictly shorter. That is, this is a Yamanouchi Kohnert diagram. Therefore
D lies in a Yamanouchi-class. 
Theorems 6.1, 6.7, and Corollary 5.17 establish Kohnert’s rule for Schubert polynomials.
Corollary 6.8 (Kohnert’s rule). The Schubert polynomial for w is given by
(6.2) Sw =
∑
D∈KD(w)
xwt(D),
where the sum may be taken over non-virtual Kohnert diagrams for w.
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