Introduction
World Wide Web revolution has a profound impact in the past decade. Web growth is referred in exponential manner. The current size of web contains 2.18 billion pages as on Thursday, 14 November, 2013 [17] . Millions of web pages are added every day and, on the other hand millions of the web pages are modified or deleted from the web. The information available in web is diverse in nature. Since web is an open medium, there is no one monitoring the content published in web. As a consequence, there is no mechanism to control the quality or appropriateness of the content.
The manipulation of the content and link attributes brings the website to the top position in search engines visibility. This is called as spamdexing. There are two types of spamdexing: content and link. The interpretation of the link attributes of the website such as the incoming links, outgoing links and degree distribution to increase its ranking is known as the link spam. Symantec releases the following key findings in 2013 Internet Security Threat Report:
1. Web-based attacks increased 30% and 42% raised in targeted attacks in 2012.
2. 31% of all targeted attacks aimed at businesses with less than 250 employees.
3. One specific attack infected 500 organizations in a single day and a single threat infected 600,000 Macs in 2012.
4. The number of phishing sites spoofing social networking sites increased 125%.
Web attacks blocked in average per day in 2011 is
190,370 and in 2012 it increases to 247,350.
6. New unique web domains identified in 2010 is 43,000 and in 2011 is 57,000 and it is raised to 74,000.
Radicati Research Group Inc., a research firm based in Palo Alto, California, states that: Spam leads to decreased productivity as well as increase technical expenses in businesses $20.5 billion annually. The average loss per employee annually is approximately $1934 because of spam. 58 billion spam links will be sent every day within the next four years, it will cost businesses $198 billion annually. Current spam cost annually per spam action is $49 and the total cost of spam for businesses will increase to $257 billion per year if spam continues to flourish at its current rate [14] .
Radicati also states that: Web threats continue to become more advanced and prevalent. Websites are becoming bloated with nested objects that most users pay little attention to. Each of these elements on a webpage can be pulled from a different domain, and one webpage can easily have dozens of domains that it pulls from. Furthermore, access to malware is becoming much easier with exploit kits.
Anyone can buy an exploit kit with relative ease that gives the buyer access to tools that can exploit machines via software flaws. These kits are easy to use and do not require any technical know-how. The threats out there have usually been focused on financial gain, but sometimes cyber criminals plays with disruptive content [15] .
Symantec intelligence report released in August 2013 states that: The global spam rate is 65.2 % in August 2013. The top-level domain (TLD) for Poland, .pl, has topped the list of malicious. Sex/Dating spam continues to be the most common category, at 70.4 percent. Weight loss spam comes in second at 12.3 percent [16] . It also releases the top ten sources of Spam as depicted in Fig. 1 . Addressing web spam is an important issue right now as witnessed from the reports. Many studies on web spam are carried out in previous works. This paper is organized as follows: Section 2 discusses the related work in this problem. Section 3 discusses new features used for this work. It also gives the details of the feature inclusion experiment and enumerates the details of the dataset. Section 4 gives a brief about the suite of the classifiers used in this paper. Parameter settings of the classifiers are also briefed. Section 5 elevates the experimental setup of the paper. Section 6 briefs the evaluation metrics and presents the results. Section 7 concludes the paper. [7] . Proposed features are merged with WEBSPAM-UK2006 dataset. Performance is enhanced in considerable manner. Gan and Suel proposed a strategy for spamdexing detection [8] . Jayanthi and Sasikala used genetic algorithm in the implied in decision tree for Web spam classification [9] . Later they utilized the reduced error pruning logic to enhance the decision tree with regression logic for the same problem [10] . They also applied the Artificial Immune Recognition System based classifiers for the web spam problem. They proved that AIRS1 and AIRS2Parallel are two methods which give best results when compared with pioneered literature [11] . Naive bayes classifier is with principal components analysis is proposed by the same authors for the problem [12] . Tian et al. used combinatorial feature fusion method to attain optimized results [13] .
Related Work

New Features
In this work, Search Engine Optimization (SEO) features are proposed for web spamdexing detection. Spamdexing is the form of the black hat SEO. Interpreting the SEO features can help much better in discriminating the web spam. A set of 27 features belonging to SEO task is introduced in this work. Subsequently, a set of 17 computed features are introduced to improve the performance of the WLS classification.
• F1 Authority score of Domain
• F2 Authority score of the webpage 
ProposedClassifiersandits Specifications
Classifier
An algorithm that implements classification, especially in a concrete implementation, is known as a classifier. The term "classifier" sometimes also refers to the mathematical function, implemented by a classification algorithm, which maps input data to a category. Figure 2 depicts the working method of the proposed work. Classifier performance depends greatly on the characteristics of the data to be classified. There is no single classifier that works best on all given problems. Various empirical tests have to be performed to compare classifier performance and to find the characteristics of data that determine classifier performance.
Determining a suitable classifier for a given problem is however still challenging. When considering a new application, the researcher can compare multiple learning algorithms and experimentally determine which one works best on the problem at hand [18] . In this paper, the following classifiers were applied:
• HMM -Bayesian network based classifier
• SVM -Statistical function based classifier
• Decision Table -Rule A -the state transition probability: aij = P(qt+1 = j|qt = i) B-observation probability distribution: bj(k) = P (ot = k|qt = j) i ≤ k ≤ M π -the initial state distribution Full HMM is specified as a triplet: λ = (A,B,π) Covariance type is set to full matrix and Iteration cutoff is 0.01with Number of states:2 and Random Seed set to 1.
Support Vector Machines (SVM)
Support Vector Machines are based on the concept of decision planes that define decision boundaries. A decision plane is one that separates between a set of objects having different class memberships. SVM is a classifier method that performs classification tasks by constructing hyper planes in a multidimensional space that separates cases of different class labels. SVM supports both regression and classification tasks and can handle multiple continuous and categorical variables. Here SVM classify {spam, nonspam} acts as a categorical value for classification. Linear kernel is used with epsilon 0.01, gamma 0.0, loss 0.1, nu 0.5. Probability estimate and normalize set to false and shrinking based on function set to true. 
Decision Table (DT)
Simple rule based classifier. Set the number of folds for cross validation (1 = leave one out) and best-first search is used which searches the space of attribute subsets by greedy hill climbing augmented with a backtracking facility. The direction is forward and search termination is set to 5 iterations.
REPTree (RT)
REPTree stands for Reduced Error Pruning and it use the logic of information gain with variance reduction for building the tree. Missing values are dealt with by splitting the corresponding instances into pieces. The algorithm uses the error pruning for the back fitting. Initial Count -Initial class value count is set to 0.0 and maxDepth -The maximum tree depth is set to -1 for no restriction. The minNum -minimum total weight of the instances in a leaf is 2. The minVarianceProp, minimum proportion of the variance on all the data that needs to be present at a node in order for splitting to be performed in regression trees is set to 0.001. Pruningtrue to perform pruning. numFolds -Determines the amount of data used for pruning. One fold is used for pruning; the rest for growing the rules is 3. seed -The seed used for randomizing the data is 1. spreadInitialCount -Spread initial count across all values instead of using the count per value.
Ensemble Selection
Ensemble Selection combines several classifiers using the meta class logic. Greedy Sort Initialization is set to true for sort initialization greedily stops adding models when performance degrades. HillclimbIterations is the number of hillclimbing iterations for the ensemble selection algorithm and it is set as100. hillclimbMetric is the metric that will be used to optimizer the chosen ensemble and optimize to ROC is used in experiments.
Tree based classifiers are combined to form the ensemble. modelRatio is the ratio of library models that will be randomly chosen to be used for each iteration and set to 0.5. numModelBags is the number of "model bags" used in the ensemble selection algorithm and set to 10. Replacement value is set to true and it checks whether models in the library can be included more than once in an ensemble. Seed is 1 and it is the random number seed to be used. sortInitializationRatio is the ratio of library models to be used for sort initialization and set to 1.0. validationRatio is the ratio of the training data set that will be reserved for validation and assigned as 0.25.
Experimental Setup and Evaluation
This section evaluates the performance of the proposed classifiers in identifying the spamdexing. Specifically the following aspects are analyzed:
• Will SEO features incorporation lead to more accurate classification?
• Which machine learning model suits well for the problem?
Experimental Setup
Experiments are carried out with the classifiers and stipulated datasets. Classification is carried out over 10 fold crossvalidation where the entire data is utilized for training and testing. Decision threshold is the assessment score as follows. In general, the approach adopted in this paper can be steered as follows:
1. Gather spamdexing training set. The training set needs to be representative of the real-world use of the function. Standard WEBSPAM-UK link based dataset is used as baseline in this paper. Thus a set of input objects is gathered and corresponding outputs are also gathered from human experts.
2. Determine the input feature representation of the learned function. The accuracy of the learned function depends strongly on how the input object is represented. Typically, the input object is transformed into a feature vector, which contains a number of features that are descriptive of the object.
3. Determine the structure of the learned function and corresponding learning algorithm.
4. Complete the design. Run the learning algorithm on the gathered training set. Some learning algorithms require the user to determine certain control parameters. These parameters are adjusted by optimizing performance on a subset (called a validation set) of the training set and cross-validation.
5. Evaluate the accuracy of the learned function. After parameter adjustment and learning, the performance of the resulting function should be measured on a test set that is separate from the training set. Present the results.
This paper classifies the spam based on the link features and SEO features which characterize the samples. These features encode samples in very high dimensional feature vectors. The high dimensionality of these feature vectors poses certain challenges for classification. Though only a subset of the generated features may correlate with spamdexing detection, it is not known in advance which features are relevant. Feature selection is applied in order to resolve this [19] . Explanation of feature selection techniques are out of the scope of the paper. So, they are excluded. Five different machine learning techniques were experimented. A standard 10-fold cross validation is used. Dataset is subject to the classifier and results are recorded. Performance study was carried out. Mann-whitney rank sum test is conducted to propose most effective feature. The methods are selected based on evaluation metrics explained in Section 4.3. Performance comparison results and Model analysis are presented. These are documented in subsequent sections. Individual classifiers differ in their details but the protocol adopted is same to all the models considered in this paper.
Hardware and Software Requirements
Experiments are carried out on a machine with 2 dualcore 2.33 GHz Pentium IV processors with 4 GB memory. Methods are implemented using the WEKA data mining toolkit [23] . The main objective of this experiment is to test the efficacy of the proposed features. Mann-Whitney Rank Sum test is applied to determine the best methods among the listed ones.
Evaluation Metrics and Test Results
The evaluation metrics used for the experiment is listed in (Figure 3 ).
Classifier Results
Acronyms used in the Table 3 In order to find the classifier which gives the optimal performance in terms of performance efficiency Mannwhitney Rank sum test is carried out. Results summary of the test is given in the Table 4 . RS represents ranksum and U represents the value of the (RS -(Number of datasets)). FR represents the Final Rank based on the logic "least of U is high in performance".
The final order of Table 5 ensemble selection classifier performs well compared with tree based, rule based classifiers. Statistical function based HMM equally performs well to Ensemble based learners. Comparative analysis shows that SVM performs well followed by Ensemble selection and HMM. Comparison of the accuracy for the classifiers is given in Figure 4 . Performance comparison of the methods on dataset is given in Figure 5 and Figure 6 shows the overall mean accuracy comparison of the classifiers in which SVM and Reptree are almost closer. SVM leads by 1% higher accuracy than the Reptree.
Conclusion
This paper addresses the problem of detecting spamdexing using machine learning techniques over website features. The challenge is to achieve higher efficiency in discrimination of the spam and non-spam. To this end, the contributions of this paper are:
1. Introduced new set of 44 unique features for the spamdexing classification.
2. Utilized machine learning techniques which were not explored to the problem yet.
3. Evident to show that the performance is improved by utilizing new features to the existing one. Link related features play a vital role in spam discrimination. In this paper, only link based features are considered and hence it cannot detect the content based spam. When both features are combined then it could be possible to achieve more accurate results and this will be the future scope of the research. 
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