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EXPANDING CURVES IN T1(Hn) UNDER GEODESIC FLOW AND
EQUIDISTRIBUTION IN HOMOGENEOUS SPACES
LEI YANG ∗
Abstract. Let H = SO(n, 1) and A = {a(t) : t ∈ R} be a maximal R-split Cartan subgroup of H. Let G
be a Lie group containing H and Γ be a lattice of G. Let x = gΓ ∈ G/Γ be a point of G/Γ such that its
H-orbit Hx is dense in G/Γ. Let φ : I = [a, b] → H be an analytic curve, then φ(I)x gives an analytic curve
in G/Γ. In this article, we will prove the following result: if φ(I) satisfies some explicit geometric condition,
then a(t)φ(I)x tends to be equidistributed in G/Γ as t → ∞. It answers the first question asked by Shah in
[11] and generalizes the main result of that paper.
1. Introduction
1.1. Motivation. Let V be a m-dimensional hyperbolic space with finite volume, then V can be written as
H
m/Γ, where Γ < Iso(Hm) ∼= SO(m, 1) is a lattice of SO(m, 1). For 2 ≤ n ≤ m, let
ι : Hn →֒ Hm → Hm/Γ
be a totally geodesic immersion from Hn to V . Suppose the image ι(Hn) is dense in V . Now consider an
analytic curve
φ : I = [a, b]→ T1(Hn),
and its translates under geodesic flow {gt : t > 0}. Unless φ(I) is totally inside the contracting foliation of
{gt : t > 0}, the length of gt(φ(I)) will increase exponentially as t increases. Via the immersion ι, we can
embed gt(φ(I)) into T
1(V ) and thus regard gt(φ(I)) as a curve in T
1(V ). Then it is natural to ask whether
the expanding curves gt(φ(I)) tend to be equidistributed in T
1(V ), as t→ +∞. In 2009, Nimish Shah [11]
answered this question in the following sense:
Theorem 1.1 (see [11]). There is a naturally difined visual map
(1.1) Vis : T1(Hn)→ ∂Hn ∼= Sn−1,
which sends every vector v ∈ T1(Hn) to the ideal boundary ∂Hn through the geodesic ray starting from v. If
Vis(φ(I)) is not contained in a proper subsphere of ∂Hn, then the expanding curves, {gt(φ(I)) : t > 0}, will
tend to be equidistributed in T1(V ) as t → +∞. In other words, for any continuous, compactly supported
function f ∈ Cc(T1(V )),
lim
t→+∞
1
b− a
∫ b
a
f(gt(φ(s)))ds =
∫
T1(V )
f(v)dVol(v).
In [11], the theorem is proved using ergodic theory of homogeneous dynamics. It turns out that the above
theorem is equivalent to the following theorem in homogeneous dynamics:
Theorem 1.2. Let H = SO(n, 1), and G = SO(m, 1), where m ≥ n ≥ 2. Fix an embedding H →֒ G. Let
A = {a(t) : t ∈ R} be a maximal R-split Cartan subgroup of H (it is one-parameter subgroup because R-rank
of H is 1). Let Γ < G be a lattice of G, then G/Γ admits a G-invariant probability measure, denoted by µG.
Fix a point x = gΓ ∈ G/Γ such that its H-orbit Hx is dense in G/Γ. Let φ : I = [a, b]→ H be an analytic
curve such that φ(I) is expanded by a(t) for t > 0. If the image of φ(I) under the visual map
Vis′ : H → ∂Hn
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is not contained in a proper subsphere of ∂Hn ∼= Sn−1, then as t→ +∞, a(t)φ(I)x tends to be equidistributed
in G/Γ, i.e., for any f ∈ Cc(G/Γ),
lim
t→+∞
1
b − a
∫ b
a
f(a(t)φ(s)x)ds =
∫
G/Γ
fdµG.
Remark 1.3. For H = SO(n, 1), the visual map Vis′ : H → ∂Hn is defined as follows. Note that there is
a natural action of H on the unit tangent bundle of n-dimensional hyperbolic space T1(Hn). For a fixed
vector v0 ∈ T1(Hn), we denote by M the stabilizer of v0, it is well known that M ∼= SO(n− 1). Therefore
T1(Hn) ∼= M \H . We can choose v0 such that M ⊂ ZH(A), where ZH(A) denotes the centralizer of A in
H . Under this identity, the action of geodesic flow {gt : t ∈ R} on T1(Hn) is the same as the multiplication
action of A = {a(t) : t ∈ R} on M \ H , i.e., for v = Mh ∈ T1(Hn), gt(v) = a(t)Mh = Ma(t)h. Now let
τ : H → T1(Hn) ∼=M \H denote the canonical projection, then we could define the visual map
Vis′ = Vis ◦ τ : H → ∂Hn.
1.2. Main result. The proof of Theorem 1.2 makes use of Ratner’s theorem concerning the classification
of probability measures invariant under unipotent flows, and the linearization technique. In [11], most of
the argument works if one replaces SO(m, 1) by arbitrary Lie group G containing H = SO(n, 1). But to
prove that if a(t)φ(I)x does not tend to be equidistributed, then Vis′(φ(I)) must be contained in a proper
subsphere of ∂Hn, the argument heavily depends on the group structure of G = SO(m, 1). In [11], it was
conjectured that the same result will still hold if one replaces SO(m, 1) by arbitrary Lie group G containing
H . It was also selected as an unsolved conjecture in Gorodnik’s survey [3] (see [3, Conjecture 19]). The
main purpose of this article is to prove this conjecture. Our main result is the following:
Theorem 1.4. Let H = SO(n, 1) where n ≥ 2, and let A = {a(t) : t ∈ R} be a maximal R-split Cartan
subgroup of H. Let G be a Lie group containing H and let Γ < G be a lattice of G. Then G/Γ admits a
G-invariant probability measure, denoted by µG. Let x = gΓ be a point such that Hx is dense in G/Γ. Let
φ : I = [a, b]→ H be an analytic curve. If Vis′(φ(I)) is not contained in a proper subsphere of ∂Hn ∼= Sn−1,
then a(t)φ(I) tends to be equidistributed as t→∞. In other words, for any f ∈ Cc(G/Γ),
lim
t→∞
1
|b− a|
∫ b
a
f(a(t)φ(s)x)ds =
∫
G/Γ
fdµG.
Remark 1.5. The assumption that Hx is dense in G/Γ does not harm the generality of the theorem. In
fact, since SO(n, 1) is generated by its one parameter unipotent subgroups, by Ratner’s theorem (see [7]),
the closure of Hx in G/Γ is homogeneous, i.e., there exists some closed subgroup F of G containing H such
that F ∩ gΓg−1 is a lattice of F and moreover the closure HgΓ = FgΓ. It implies that HgΓg−1 is dense in
FgΓg−1. Since FgΓg−1 ∼= F/F ∩ gΓg−1, we will have H(F ∩ gΓg−1) is dense in F/F ∩ gΓg−1. Then we can
replace G by F , Γ by F ∩ gΓg−1 and g by e to make the H-orbit dense.
1.3. Related results. The study of limit distribution of evolution of curves on homogeneous spaces under
some diagonal flow was initiated by Nimish Shah in several papers: [11], [9], [10] and [8].
[9] proves that the equidistribution result in [11] also holds for Cn-smooth curves.
[10] studies the action of SL(n+ 1,R) on a homogeneous space G/Γ. Suppose x = gΓ ∈ G/Γ has dense
SL(n+ 1,R)-orbit in G/Γ. Given the diagonal flow
A :=
{
a(t) :=
[
ent
e−tIn
]
: t ∈ R
}
,
and an analytic curve
φ : I = [a, b]→ SL(n+ 1,R),
the equidistribution result for a(t)φ(I)x (as t → +∞) is established assuming some geometric condition on
φ(I).
[8] considers some more general diagonal flow in SL(n+ 1,R) and establishes a similar equidistribution
result.
Both the results of [10] and [8] have interesting applications to Diophantine approximation, see [2], [4],
[10] and [8] for details.
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To generalize the result of [11] to general Lie group G, one has to avoid the original group theoretic
argument, and get the geometric condition (Vis′(φ(I)) is contained in a proper subsphere) only from the
representation of H on a finite dimensional vector space V . This is accomplished in this article based on a
new observation on the representation of SL(2,R). It will be proved in Section 5.
This article is organized as follows:
• In Section 2, we recall some basic facts concerning the structure of H = SO(n, 1) and geodesic flow
on T1(Hn) ∼=M \H , and give a basic reduction of the original problem.
• In Section 3, we follow the argument in [11] to show that the limit measure of the evolutions of
the normalized measure on our original curve under the action of geodesic flow is also a probability
measure on G/Γ and is invariant under some unipotent subgroup.
• In Section 4, we use the linearization technique developed in [11] to show that if the equidistribution
fails, then the curve satisfies a linear algebraic condition concerning a particular representation of
SO(n, 1) on a finite dimensional vector space V .
• In Section 5, we will prove a technical result concerning representations of SL(2,R). It is crucial in
the proof of Theorem 1.4.
• In Section 6, we combine the results we proved in Section 4 and Section 5 to complete the proof of
Theorem 1.4.
Notations 1.6. In this article, we will use the following notations: for ǫ > 0 small, and two quantities A and
B, A
ǫ
≈ B means that |A−B| ≤ ǫ. Fix a right G-invariant metric d(·, ·) on G. For x1, x2 ∈ G/Γ, and ǫ > 0,
x1
ǫ
≈ x2 means x2 = gx1 such that d(g, e) < ǫ.
Acknowledgements. I would like to express my deep gratitude to my advisor, Professor Nimish Shah, for
suggesting this problem to me, and his continuous advise and support during the process of the work. I also
would like to thank Professor Kleinbock for reading my manuscript and giving me many valuable comments
and suggestions to improve the exposition of the article. Thanks are also owed the referee for many useful
suggestions.
2. Preliminaries and basic reduction
2.1. Preliminaries concerning the structure of SO(n, 1). We realize H = SO(n, 1) as the group of n+1
by n+1 matrices with determinant one and preserving the quadratic form Q in (n+1) real variables defined
as follows:
Q(x0, x1, . . . , xn) = 2x0xn − (x
2
1 + · · ·+ x
2
n−1).
It is easy to check that Q is of signature (n, 1). Let
A :=


a(t) :=


et
1
. . .
1
e−t


: t ∈ R


,
then A is a maximal R-split one parameter Cartan subgroup of H . Let A+ := {a(t) : t > 0}. Let
M ∼= SO(n− 1) be defined as in Remark 1.3, then by our discussion there, for v =Mh ∈M \H ∼= T1(Hn),
the orbit of v under geodesic flow {gt : t ∈ R} is the orbit under the action of A, say {Ma(t)h : t ∈ R}.
Define the character
α : A→ R+
by α(a(t)) = et/2, then A+ = {a ∈ A : α(a) > 1}. Let K ∼= SO(n) be a maximal compact subgroup of
H such that M = ZH(A) ∩K, where ZH(A) = MA denotes the centralizer of A in H . Then in the above
realization,
M =

m =

1 k(m)
1

 : k(m) ∈ SO(n− 1)

 .
Here k :M → SO(n− 1) gives an isomorphism between M and SO(n− 1).
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Define:
N− := {h ∈ H : akha−k → e as k → +∞ for any a ∈ A+},
and
N := {h ∈ H : a−khak → e as k → +∞ for any a ∈ A+}.
Then P− := MAN− is a minimal parabolic subgroup of H . It is well known that N is an abelian Lie
subgroup of H . Let n denote the Lie algebra of N , then n ∼= Rn−1. Let u : n ∼= Rn−1 → N denote the
exponential map from n to N , then for x = (x1, x2, . . . , xn−1) ∈ Rn−1 ∼= n,
u(x) =


1 x1 . . . xn−1 ‖x‖2/2
1 x1
. . .
...
1 xn−1
1


.
Similarly, for n− ∼= Rn−1, the Lie algebra of N−, one could define
u− : n− ∼= Rn−1 → N−.
Moreover, for x ∈ Rn−1 \ 0, there exists a subgroup of H , isomorphic to SL(2,R), that contains the one-
parameter unipotent subgroup {u(tx) : t ∈ R} and the diagonal subgroup A. Let us denote this subgroup
by SL(2,x). In SL(2,x), u(rx) corresponds to [
1 r
0 1
]
,
a(t) corresponds to [
et/2 0
0 e−t/2
]
,
and u−(rx/‖x‖2) corresponds to [
1 0
r 1
]
.
Let M act on Rn−1 by the natural action of SO(n− 1) on Rn−1, then it is easily seen that for all z ∈M
and x ∈ Rn−1, u(zx) = zu(x)z−1.
2.2. Basic reduction. We first reduce Theorem 1.4 to the following theorem:
Theorem 2.1. Let ϕ : I = [a, b]→ Rn−1 be an analytic curve which is not contained in any proper subsphere
or proper affine subspace of Rn−1. Let x = gΓ ∈ G/Γ such that Hx is dense in G/Γ. Then a(t)u(ϕ(I))x
tends to be equidistributed in G/Γ as t→ +∞, i.e., for any f ∈ Cc(G/Γ),
lim
t→∞
1
|I|
∫
I
f(a(t)u(ϕ(s))x)ds =
∫
G/Γ
fdµG.
Proof of Theorem 1.4 assuming Theorem 2.1. Let φ : I → H := SO(n, 1) be an analytic curve, then
by the canonical decomposition H = N−ZH(A)N , there exists some ϕ : I → Rn−1 such that φ(s) =
N−(s)K(s)u(ϕ(s)) where N−(s) ∈ N−, and K(s) ∈ ZH(A) = AM . One can easily check that Vis(φ(I)) is
contained in a proper subsphere if and only if ϕ(I) is contained in a proper subsphere or hyperplane. Then
for any f ∈ Cc(G/Γ), the normalized line integral of f on φ(I) can be written as:
1
|I|
∫
I f(gtφ(s)x)ds
= 1|I|
∫
I
f(a(t)N−(s)K(s)u(ϕ(s))x)ds
= 1|I|
∫
I
f(a(t)N−(s)a(−t)K(s)a(t)u(ϕ(s))x)ds.
Since N−(I) ⊂ N− is compact, a(t)N−(I)a(−t) → e as t → +∞. Then for any given ǫ > 0, there exists
some t0, such that for t > t0 large enough, f(a(t)N
−(s)a(−t)K(s)a(t)u(ϕ(s))x)
ǫ
≈ f(K(s)atu(ϕ(s))x) for all
s ∈ I. This means
∫
I f(gtφ(s)x)ds
ǫ|I|
≈
∫
I f(K(s)atu(ϕ(s))x)ds.
By our assumption, ϕ(I) is not contained in any proper subsphere or hyperplane, then the same holds for
any subinterval J ⊂ I, since ϕ is analytic. Then by Theorem 2.1, 1|J|
∫
J f(a(t)u(ϕ(s))x)ds →
∫
G/Γ f(x)dµG
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as t → +∞ for any subinterval J ⊂ I. Since f ∈ Cc(G/Γ), we may divide I into several subintervals
J1, J2, . . . , Jk such that f(K(s0)K
−1(s)x)
ǫ
≈ f(x) for any x ∈ G/Γ and any s0, s in the same subinterval.
Since for each Ji, the normalized line integral of f on Ji tends to
∫
G/Γ f(x)dµG, we have that there exists
some t1 > 0 such that
∫
Ji
f(a(t)u(ϕ(s))x)ds
ǫ|Ji|
≈ |Ji|
∫
G/Γ fdµG for all Ji and t > t1. For fixed Ji and a fixed
point s0 ∈ Ji, let us define
f0(x) := f(K(s0)x) for x ∈ G/Γ.
Then for t > t1, ∫
Ji
f(K(s)a(t)u(ϕ(s))x)ds
ǫ|Ji|
≈
∫
Ji
f(K(s0)a(t)u(ϕ(s))x)ds
=
∫
Ji
f0(a(t)u(ϕ(s))x)ds
ǫ|Ji|
≈ |Ji|
∫
G/Γ
f0dµG
= |Ji|
∫
G/Γ
fdµG.
The last equality holds since µG is G-invariant, and in particular, is invariant under the action of K(s0). By
repeating the above argument for i = 1, 2, . . . , k and summing all these approximations, we have that∫
I
f(K(s)a(t)u(ϕ(s))x)ds
2ǫ|I|
≈ |I|
∫
G/Γ
fdµG,
i.e.,
1
|I|
∫
I
f(K(s)a(t)u(ϕ(s))x)ds
2ǫ
≈
∫
G/Γ
fdµG.
Combined with the fact that f(a(t)φ(s)x)
ǫ
≈ f(K(s)a(t)u(ϕ(s))x) for t > t0, this implies that for t >
max{t0, t1},
1
|I|
∫
I
f(a(t)φ(s)x)ds
3ǫ
≈
∫
G/Γ
fdµG.
This completes the proof of Theorem 1.4 since the above holds for arbitrary ǫ > 0.

The main part of this article is devoted to the proof of Theorem 2.1.
3. Non-divergence and unipotent invariance of limit measures
3.1. Modification of the original curve. Let ϕ : I = [a, b]→ Rn−1 denote an analytic curve. For t > 0,
we define λt to be the normalized Lebesgue measure on the curve a(t)u(ϕ(s))x, i.e., for any continuous
compactly support function f ∈ Cc(G/Γ),
λt(f) :=
1
|I|
∫ b
a
f(a(t)u(ϕ(s))x)ds.
Our goal is to show that as t→ +∞, λt → µG. Our basic tool is Ratner’s theorem (see [6] and [7]). To
apply Ratner’s theorem, we need to find a unipotent subgroup which preserves limit points of {λt : t > 0}.
To do this, we modify the curve u(ϕ(I)) as follows. Fix a vector e1 = (1, 0, . . . , 0) ∈ Rn−1. Since ϕ′(s) 6= 0
for all s ∈ I, there exists an analytic curve z : I →M such that
z(s)u(ϕ′(s))z−1(s) = u(z(s)ϕ′(s)) = u(e1) for all s ∈ I.
Let µt denote the normalized Lebesgue measure on the modified curve {z(s)a(t)u(ϕ(s))x : s ∈ I}, i.e., for
f ∈ Cc(G/Γ),
µt(f) :=
1
b− a
∫ b
a
f(z(s)a(t)u(ϕ(s))x)ds.
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Remark 3.1.
1. The construction of the modified measure µt is due to Nimish Shah [11, Section 3].
2. For any subinterval J ⊂ I, we define µJt (and λ
J
t , respectively) to be the normalized Lebesgue measure
on the curve {z(s)a(t)u(ϕ(s)) : s ∈ J} (and on a(t)u(ϕ(J)), respectively), i.e., for f ∈ Cc(G/Γ),
µJt (f) :=
1
|J |
∫
J
f(z(s)a(t)u(ϕ(s))x)ds,
and
λJt (f) :=
1
|J |
∫
J
f(a(t)u(ϕ(s))x)ds.
Proposition 3.2. Suppose for any subinterval J ⊂ I, µJt → µG as t → +∞, then the same holds for λt,
i.e., λt → µG as t→ +∞.
Proof. The proof is similar to the proof of Theorem 1.4 assuming Theorem 2.1.
For any f ∈ Cc(G/Γ), and ǫ > 0, one can divide I into small subintervals J1, J2, . . . , Jk, such that for
each Ji and s1, s2 ∈ Ji, f(z−1(s1)z(s2)x)
ǫ
≈ f(x) for any x ∈ G/Γ.
For a fixed subinterval Ji, let us fix a point s0 ∈ Ji, and define f0(x) = f(z−1(s0)x). Then for any s ∈ Ji,
f(a(t)u(ϕ(s))x)
ǫ
≈ f0(z(s)a(t)u(ϕ(s))x),
therefore
λJit (f)
ǫ
≈ µJit (f0),
for any t > 0. Since µJit (f0)→ µG(f0), there exists a constant Ti > 0, such that for t > Ti,
µJit (f0)
ǫ
≈ µG(f0).
On the other hand, since µG is G-invariant, and f0(x) = f(z
−1(s0)x) is a left translation of f(x), we have
µG(f0) = µG(f).
Therefore, for t > Ti,
λJit (f)
2ǫ
≈ µG(f).
By repeating the above argument for all i = 1, 2, . . . , k and summing the above approximations for all
i = 1, 2, . . . , k, we get that for t > max1≤i≤k{Ti},
λt(f)
2ǫ
≈ µG(f).
The above holds for arbitrary ǫ > 0 and f ∈ Cc(G/Γ), so this proves that λt → µG as t→ +∞. 
This proposition allows us to study µt instead of λt.
3.2. Non-divergence of limit measures. We first show that every limit point µ∞ of {µt : t > 0} is still
a probability measure.
Proposition 3.3. For any ǫ > 0, there exists a compact subset Kǫ ⊂ G/Γ such that µt(Kǫ) ≥ 1 − ǫ for all
t > 0.
The proposition is due to N. Shah [11]. We modify the original proof a little bit to fit our setup.
Definition 3.4. Let g denote the Lie algebra of G, and let d := dimG. Define
V :=
d⊕
i=1
i∧
g.
Fix a norm ‖ · ‖ on V . Let G act on V via
⊕d
i=1
∧i
Ad(G). This defines a linear representation of G:
G→ GL(V ).
The following theorem due to Dani and Kleinbock-Margulis is the basic tool to prove Proposition 3.3.
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Theorem 3.5 (see [1] and [5]). There exist finitely many vectors v1, v2, . . . , vr ∈ V such that for each
i = 1, 2, . . . , r, the orbit Γvi is discrete. Moreover, for any ǫ > 0 and R > 0, there exists a compact set
K ⊂ G/Γ such that for any t > 0 and any subinterval J ⊂ I, one of the following holds:
A.1 There exist γ ∈ Γ and j ∈ {1, . . . , r} such that
sup
s∈J
‖a(t)u(ϕ(s))gγvj‖ < R,
A.2
|{s ∈ J : a(t)u(ϕ(s))x ∈ K}| ≥ (1 − ǫ)|J |.
Remark 3.6. For the case when ϕ(s) is a polynomial curve, the proof is due to Dani [1], and for the case of
analytic curves, the proof is due to Kleinbock and Margulis [5]. The crucial part of the proof is to show that
there exist constants C > 0 and α > 0 such that for any t > 0, all the coordinate functions of a(t)u(ϕ(·))
are (C,α)-good. Here a function f : I → R is called (C,α)-good if for any subinterval J ⊂ I and any ǫ > 0,
the following holds:
|{s ∈ J : |f(s)| < ǫ}| ≤ C
(
ǫ
sups∈J |f(s)|
)α
|J |.
See [5] for details.
Definition 3.7. Let F be a Lie group, and V be a finite dimensional linear representation of F . Then for
a one-parameter diagonalizable subgroup A = {a(t) : t ∈ R} of F , we could decompose V as direct sum of
eigenspaces of A, i.e.,
V =
⊕
λ∈R
V λ(A),
where V λ(A) = {v ∈ V : a(t)v = eλtv}.
We define
V +(A) =
⊕
λ>0
V λ(A),
V −(A) =
⊕
λ<0
V λ(A),
and similarly,
V +0(A) = V +(A) + V 0(A),
V −0(A) = V −(A) + V 0(A).
For a vector v ∈ V , we denote by v+(A) (v−(A), v0(A), v+0(A) and v−0(A) respectively) the projection of
v onto V +(A) (V −(A), V 0(A), V +0(A) and V −0(A) respectively).
The proof of Proposition 3.3 is based on the following basic lemma on representations of SL(2,R), due to
N. Shah:
Lemma 3.8 (See Lemma 2.3 of [11]). Let V be a representation of SL(2,R), fix a norm ‖ · ‖ on V . We
define
A :=
{
a(t) :=
[
et
e−t
]
: t ∈ R
}
,
and
U+(A) :=
{
u(r) :=
[
1 r
0 1
]
: r ∈ R
}
.
Then for any r > 0, there exists a constant κ = κ(r) > 0 such that for any v ∈ V ,
max{‖v+(A)‖, ‖(u(r)v)+0(A)‖} ≥ κ‖v‖.
For x ∈ Rn−1, consider the subgroup SL(2,x) ∼= SL(2,R) ⊂ H . Recall that
[
et
e−t
]
corresponds to
a(t) ∈ SL(2,x) and
[
1 1
0 1
]
corresponds to u(x) ∈ SL(2,x). Therefore, the above lemma easily implies the
following statement:
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Corollary 3.9 (See Corollary 2.4 of [11]). Let V be a linear representation of H = SO(n, 1) (n ≥ 2), fix a
norm ‖ · ‖ on V . Let A be the one-parameter diagonal subgroup of H as above. Then given a compact set
F ⊂ N\{e}, there exists a constant κ > 0 such that for any u ∈ F and any v ∈ V ,
max{‖v+(A)‖, ‖(uv)+0(A)‖} ≥ κ‖v‖,
In particular, for any t > 0, any u ∈ F and any v ∈ V ,
max{‖a(t)v‖, ‖a(t)uv‖} ≥ κ‖v‖.
Proof of Proposition 3.3. Fix s1 ∈ I, and a compact subset F ⊂ N containing {u(ϕ(s) − ϕ(s1)) : s ∈ I}.
Let κ > 0 be the constant provided in Corollary 3.9 applied to F .
For any ǫ > 0 and R > 0, by Theorem 3.5, there exists a compact subset Cǫ ⊂ G/Γ, such that for any
t > 0, one of the following holds:
A.1 There exist γ ∈ Γ and j ∈ {1, . . . , r} such that
sup
s∈I
‖a(t)u(ϕ(s))gγvj‖ < R,
A.2
|{s ∈ I : a(t)u(ϕ(s))x ∈ Cǫ}| ≥ (1− ǫ)|I|.
Fix s2 ∈ I \ {s1} and denote x = s2 − s1. Then because Γvi is discrete in V \ {0}, there exists a uniform
constant r > 0 such that
‖u(ϕ(s1))gγvi‖ ≥ r,
for any vi and γ ∈ Γ. By Corollary 3.9 applied to u(ϕ(s1))gγvi and u(x), we get for any vi, γ ∈ Γ and t > 0,
sup
s∈I
‖a(t)u(ϕ(s))gγvi‖ ≥ κr.
If we choose R < κr, then case A.1 above can not hold, this shows that
|{s ∈ I : a(t)u(ϕ(s))x ∈ Cǫ}| ≥ (1− ǫ)|I|.
Let Kǫ =MCǫ, since z(s) ∈M , we have
|{s ∈ I : z(s)a(t)u(ϕ(s))x ∈ Kǫ}| ≥ (1− ǫ)|I|,
i.e., µt(Kǫ) ≥ 1− ǫ for all t > 0.
This completes the proof. 
3.3. Unipotent invariance of limit measures. We now show that any limit measure µ∞ of {µt : t > 0}
is invariant under the unipotent subgroup W = {u(te1) : t ∈ R}, which is the main reason to modify the
measure from λt to µt:
Proposition 3.10. Let ti → +∞ be a sequence such that µti → µ∞ in weak-∗ topology, then µ∞ is invariant
under W -action.
Proof. Given any f ∈ Cc(G/Γ), and r ∈ R, we have∫
f(u(re1)x)dµ∞ = lim
ti→+∞
1
|I|
∫ b
a
f(u(re1)z(s)a(ti)u(ϕ(s))x)ds.
We want to argue that
u(re1)z(s)a(ti)u(ϕ(s)) ≈ z(s+ re
−ti)a(ti)u(ϕ(s+ re
−ti)).
Since z(s+ re−ti) ≈ z(s) for ti large enough, it suffices to show that
u(re1)z(s)a(ti)u(ϕ(s)) ≈ z(s)a(ti)u(ϕ(s+ re
−ti)).
In fact,
z(s)a(ti)u(ϕ(s+ re
−ti))
= z(s)a(ti)u(ϕ(s) + re
−tiϕ′(s) + r
2
2 e
−2tiϕ(2)(s′))
= z(s)u(rϕ′(s))u( r
2
2 e
−tiϕ(2)(s′))a(ti)u(ϕ(s)).
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By the definition of z(s), we have the above is equal to
u(
r2
2
e−tiz(s)ϕ(2)(s′))u(re1)z(s)a(ti)u(ϕ(s)).
For ti large enough, u(
r2
2 e
−tiz(s)ϕ(2)(s′)) is very close to e. Therefore, for any δ > 0, there exists T > 0,
such that for ti > T ,
u(re1)z(s)a(ti)u(ϕ(s))
δ
≈ z(s+ re−ti)a(ti)u(ϕ(s+ re
−ti)).
Now for any ǫ > 0, we choose δ > 0 such that whenever x1
δ
≈ x2, we have f(x1)
ǫ
≈ f(x2). Then from the
above argument, we have for ti > T ,
f(u(re1)z(s)a(ti)u(ϕ(s))x)
ǫ
≈ f(z(s+ re−ti)a(ti)u(ϕ(s+ re
−ti))x).
Therefore,
1
|I|
∫ b
a f(u(re1)z(s)a(ti)u(ϕ(s))x)ds
ǫ
≈ 1|I|
∫ b
a f(z(s+ re
−ti)a(ti)u(ϕ(s+ re
−ti))x)ds
= 1|I|
∫ b+re−ti
a+re−ti
f(z(s)a(ti)u(ϕ(s))x)ds.
It is easy to see that when ti is large enough,
1
|I|
∫ b+re−ti
a+re−ti
f(z(s)a(ti)u(ϕ(s))x)ds
ǫ
≈
1
|I|
∫ b
a
f(z(s)a(ti)u(ϕ(s))x)ds.
Therefore, for ti large enough, ∫
f(u(re1)x)dµti
2ǫ
≈
∫
f(x)dµti .
Letting ti → +∞, we have ∫
f(u(re1)x)dµ∞
2ǫ
≈
∫
f(x)dµ∞.
Since the above approximation is true for arbitrary ǫ > 0, we have that µ∞ is W -invariant. 
4. Ratner’s theorem and the Linearization technique
4.1. Ratner’s theorem. Let µ∞ be a limit measure of {µt : t > 0}, i.e., there exists a sequence ti → +∞
such that µti → µ∞ as i → ∞ in weak-∗ topology. By Proposition 3.3 and Proposition 3.10, µ∞ is a
probability measure and is W -invariant.
In this section we will apply Ratner’s theorem and the linearization technique to study the property of
µ∞.
Definition 4.1. Let L be the collection of analytic subgroups L < G such that L ∩ Γ is a lattice of L. one
can prove that L is a countable set (see [6]).
For L ∈ L, define:
N(L,W ) := {g ∈ G : g−1Wg ⊂ L},
and
S(L,W ) :=
⋃
L′∈L,L′(L
N(L′,W ).
Theorem 4.2 (see Theorem 1 of [6]). Let π : G→ G/Γ denote the natural projction. Given a W -invariant
probability measure µ on G/Γ there exists L ∈ L such that:
µ(π(N(L,W ))) > 0,
and
µ(π(S(L,W ))) = 0.
Moreover, almost every W -ergodic component of µ on π(N(L,W )) is a measure of the form gµL where
g ∈ N(L,W )\S(L,W ), µL is a finite L-invariant measure on π(L), and gµL(E) = µL(g−1E) for all Borel
sets E ⊂ G/Γ. In particular, if L⊳G, then µ is L-invariant.
If µ∞ = µG, then there is nothing to prove. So we may assume µ∞ 6= µG. Then by Ratner’s Theorem,
there exists L ∈ L such that µ∞(π(N(L,W ))) > 0 and µ∞(π(S(L,W ))) = 0.
4.2. The linearization technique. Now we start to apply the linearization technique.
We start with some basic notations:
Definition 4.3. Let V be the finitely dimensional representation of G defined as in Definition 3.4, for L ∈ L,
we choose a basis e1, e2, . . . , el of the Lie algebra l of L, and define
pL = ∧
l
i=1ei ∈ V.
Define
ΓL := {γ ∈ Γ : γpL = ±pL} .
From the action of G on pL, we get a map:
η : G→ V,
g 7→ gpL.
We define A to be the Zariski closure of η(N(L,W )). and for any compact subset D ⊂ A, we define
S(D) := {g ∈ N(L,W ) : η(gγ) ∈ D for some γ ∈ Γ \ ΓL} .
Concerning S(D), we have the following important proposition:
Proposition 4.4 (see Proposition 4.5 of [11]). S(D) ⊂ S(L,W ) and π(S(D)) is closed in G/Γ. Moreover,
for any compact set K ∈ G/Γ\π(S(D)), there exists some neighborhood Φ of D in V such that, for any g ∈ G
and γ1, γ2 ∈ Γ, if π(g) ∈ K and η(gγi) ∈ Φ, i = 1, 2, then η(γ1) = ±η(γ2).
Proposition 4.5 (see Proposition 4.6 of [11]). Given a symmetric compact set C ⊂ A and ǫ > 0, there
exists a symmetric compact set D ⊂ A containing C such that, given a symmetric neighborhood Φ of D in V ,
there exists a symmetric neighborhood Ψ of C in V contained in Φ such that for any t > 0, for any v ∈ V ,
and for any interval J ⊂ I, one of the following holds:
S.1 a(t)u(ϕ(s))v ∈ Φ for all s ∈ J ,
S.2 |{s ∈ J : a(t)u(ϕ(s))v ∈ Ψ}| ≤ ǫ|{s ∈ J : a(t)u(ϕ(s))v ∈ Φ}|.
Remark 4.6. The proof is similar to Theorem 3.5, and also follows from the fact that all coordinate functions
of a(t)u(ϕ(·))v are (C,α)-good for some constants C > 0 and α > 0.
4.3. Linear algebraic condition on the curve. The following proposition is the aim of this section.
Proposition 4.7. There exists a γ ∈ Γ such that
u(ϕ(s))gγpL ∈ V
−0(A), for all s ∈ I.
Proof. Take a compact subset C ⊂ N(L,W )) \ S(L,W ) such that µ∞(π(C)) > c0 > 0 for some constant c0.
Define C := η(C)∪−η(C), then C ⊂ A is a compact subset. Choose a compact subset K ⊂ G/Γ\π(S(L,W ))
containing π(C) in its interior. Applying Proposition 4.5, we have that for any ǫ > 0, there exists a symmetric
compact subset D ⊂ A containing C such that the conclusion of Proposition 4.5 for C, D and ǫ. Let us fix
ǫ ∈ (0, c02 ). Applying Proposition 4.4 to D and K, we have that there exists an open neighborhood Φ of D
such that the conclusion of Proposition 4.4 holds. Choose a neighborhood Ψ of C according to Proposition
4.5. Since M ∼= SO(n− 1) is compact, we could enlarge C, D, K, Φ and Ψ to make them invariant under the
action of M .
Recall that µ∞ = limi→∞ µti . We claim that for each ti, there exists γti ∈ Γ such that
a(ti)u(ϕ(I))gγtipL ⊂ Φ.
For contradiction, suppose it is not the case, i.e., for all γ ∈ Γ, case S.1 in Proposition 4.5 does not hold for
v = gγpL and J = I. Define
Jti := {s ∈ I : a(ti)u(ϕ(s))x ∈ K : a(ti)u(ϕ(s))gΓpL ∩Ψ 6= ∅} .
Since K and Ψ are M -invariant, we have
Jti = {s ∈ I : z(s)a(ti)u(ϕ(s))x ∈ K : z(s)a(ti)u(ϕ(s))gΓpL ∩Ψ 6= ∅} .
10
Note that µti denotes the normalized Lebesgue measure on the curve {z(s)a(ti)u(ϕ(s))x : s ∈ I} and
µti → µ∞ as i→∞. Since µ∞(π(C)) > c0, for i large enough, |Jti | > c0|I| .
For any s ∈ Jti , by Proposition 4.4, up to± sign, there exists unique γ(s)pL such that a(ti)u(ϕ(s))gγ(s)pL ∈
Ψ, let Iγ(s) be the maximal interval I containing s such that
a(ti)u(ϕ(I))gγ(s)pL ⊂ Φ.
From Proposition 4.4 we know that there is no other γ′pL other than ±γ(s)pL and s ∈ Iγ(s) ∩ Jti such that
a(ti)u(ϕ(s))gγ
′pL ∈ Ψ.
Therefore Jti is covered by at most countably many intervals Iγ(s)’s which covers the whole interval I at most
twice, namely, every point belongs to at most two different intervals (this is because for any s1 < s2 ∈ Jti ,
then from the above argument, the intersection Iγ(s1) ∩ Iγ(s2) ⊂ (s1, s2)). Moreover, because case S.1 in
Proposition 4.5 does not hold, we have that S.2 must hold, i.e.,
|Jti ∩ Iγ(s)| < ǫ|Iγ(s)|.
This shows that
|Jti | < 2ǫ|I|
which contradicts to the fact that |Jti | > c0|I|. This proves the claim.
Since ΓpL is discrete in V , one of the following will happen:
(1) ‖γtipL‖ → +∞ as i→∞.
(2) γtipL remains the same for all large i.
If case (1) happens, define a unit vector vti =
γtipL
‖γtipL‖
for each i, then from
a(ti)u(ϕ(I))γtipL ⊂ Φ
we have there is a constant R such that
sup
s∈I
‖a(ti)u(ϕ(s))vti‖ ≤
R
‖γtipL‖
→ 0.
Suppose vti → v∞ passing to some subsequence, then we have
sup
s∈I
‖a(ti)u(ϕ(s))v∞‖ → 0,
as i→ +∞. This is impossible according to Corollary 3.9. Therefore γtipL = γpL remains the same for all
large i. This means that for all i > 0,
sup
s∈I
‖a(ti)u(ϕ(s))gγpL‖ ≤ R.
This implies that for v = gγpL,
u(ϕ(s))v ∈ V −0(A).
This completes the proof. 
Our goal is to get an explicit geometric condition of ϕ(I) from the above linear algebraic condition.
5. Basic lemma on SL(2,R) representations
This section is devoted to the proof of the following basic lemma concerning representations of SL(2,R),
which is crucial to analyze the condition u(ϕ(s))v ∈ V −0(A) we get in the previous section:
Lemma 5.1. Let V be a finite dimensional linear representation of SL(2,R). Denote
A :=
{
a(t) :=
[
et
e−t
]
: t ∈ R
}
,
and
U :=
{
u(s) :=
[
1 s
0 1
]
: s ∈ R
}
.
Suppose there is a nonzero vector v ∈ V −0(A) satisfying
u(r)v ∈ V −0(A),
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for some r ∈ R, then (u(r)v)0(A) = σv0(A), where σ denotes the matrix
σ =
[
0 −1
1 0
]
∈ SL(2,R).
Proof. In the Lie algebra sl(2,R), let us denote
n =
[
0 1
0 0
]
,
and
h =
[
1 0
0 −1
]
.
We decompose V into direct sum of irreducible subspaces of SL(2,R), say V =
⊕m
i=1 Vi. For each
irreducible component Vi, we have the corresponding projection qi : V → Vi. Since every irreducible
representation of SL(2,R) can be written as SpanR{w0, w1, . . . , wl}, and for wk, hwk = (l − 2k)wk and
nwk = kwk−1, then u(r)wk =
∑k
j=0
(
k
j
)
rk−jwj . If l is odd, then Vi does not have contribution to V
0(A), so
we just consider the case when l = 2p is even. Let vi be the image of v under the projection qi : V → Vi,
then since v ∈ V − + V 0 and u(r)v ∈ V −0(A), for vi we also have vi ∈ V − + V 0 and u(r)vi ∈ V −0(A). Then
we can assume that vi =
∑2p
k=p ckwk (wp ∈ V
0(A), wk ∈ V −(A) for k > p).
Let us calculate the wp coefficient of u(r)vi. According to the description of Vi above, for j ≤ p, the wj
coefficient of u(r)vi is
∑2p
k=p
(
k
j
)
rk−jck. Then since u(r)vi ∈ V −0(A), we have for j > p, its wj coefficient,
which is
∑2p
k=p
(
k
j
)
rk−jck, equals 0. Thus we get a series of equations:∑2p
k=p
(
k
p−1
)
rk−p+1ck = 0
∑2p
k=p
(
k
p−2
)
rk−p+2ck = 0
...
∑2p
k=p
(
k
0
)
rkck = 0.
From these equations we want to find out its wp coefficient, say
∑2p
k=p
(
k
p
)
rk−pck.
Define
F (x) =
2p∑
k=p
rk−pckx
k,
then from the above equations we could easily deduce that
F (i)(1) = 0,
for i = 0, 1, 2, . . . , p−1, here F (i)(x) denotes the ith derivative of F (x). Therefore, the power of factor (x−1)
in F (x) is at least p. Combined with the fact that the power of factor x in F (x) is at least p, this implies
F (x) = Cxp(x− 1)p,
for some constant C. Therefore the coefficient of wp in u(r)vi is
1
p!
F (p)(1) =
1
p!
p!C = C.
On the other hand, from F (x) = Cxp(x − 1)p, the coefficient of xp of F (x), cp = (−1)pC. Note that the
Weyl element σ =
[
0 −1
1 0
]
sends cpwp to (−1)pcpwp. Therefore we get
(vi)
0(A) = σ(u(r)vi)
0(A).
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By taking the summation over all irreducible components Vi of V , we get
v0(A) = σ(u(r)v)0(A).
This completes the proof. 
6. Conclusion
To conclude Theorem 1.4, it suffices to prove Theorem 2.1.
Proof of Theorem 2.1. We start with the condition that there exists a nonzero vector v ∈ V such that
u(ϕ(s))v ∈ V −0(A) for all s ∈ I.
Fix s0 ∈ I. By replacing v by u(ϕ(s0))v, u(ϕ(s)) by ψ(s) := ϕ(s)−ϕ(s0), we may assume that v ∈ V −0(A),
ψ(s0) = 0, and u(ψ(s))v ∈ V −0(A) for all s ∈ I.
We claim that (v)0(A) is fixed by SL(2, ϕ(1)(s0)). In fact, since u(ϕ(s))v ∈ V −0(A) for any s, by taking
derivative at s0, we have that ϕ
(1)(s0)u(ϕ(s0))v = ϕ
(1)(s0)v ∈ V
−0(A) (here ϕ(1)(s0) ∈ R
n−1 ∼= n acts
on V by the derived Lie algebra action). Therefore, ϕ(1)(s0)(v)
0(A) = 0 since otherwise it will belong to
V +(A) (the eigenvalues of eigenvectors for A are increased by ϕ(1)(s0)). This implies that (v)
0(A) is fixed by
{u(rϕ(1)(s0)) : r ∈ R}. Since by definition, (v)0(A) is also fixed by A, we have that it is fixed by the whole
SL(2, ϕ(1)(s0)). This proves the claim. In fact, the same argument shows that for any s ∈ I, (u(ϕ(s))v)0(A)
is fixed by SL(2, ϕ(1)(s)).
With respect to the stabilizer of (v)0(A) in N , we make the following claim:
Claim 6.1. The set S = {x ∈ Rn−1 : u(x)(v)0(A) = (v)0(A)} is a proper subspace, in other words, there
exists some vector w ∈ Rn−1 such that if x ∈ S, then 〈x,w〉 = 0, where 〈·, ·〉 denotes the standard inner
product on Rn−1.
Proof of the claim. In fact, it is easy to see that S is a subspace of Rn−1. We only need to show it is a
proper subspace.
Suppose not, i.e., S = Rn−1, then u(x)(v)0(A) = (v)0(A) for all x ∈ Rn−1. Since (v)0(A) is also fixed by
A, we (v)0(A) is fixed by the whole SO(n, 1).
Now we consider (v)−(A) ∈ V −(A). If (v)−(A) 6= 0, then for all s ∈ I,
u(ϕ(s))(v)−(A) = u(ϕ(s))v − u(ϕ(s))(v)0(A)
= u(ϕ(s))v − (v)0(A) ∈ V −0(A)
This is impossible by Lemma 3.8. Therefore, (v)−(A) = 0, i.e., v = (v)0(A) ∈ V 0(A). Then pL is fixed by
the action of γ−1g−1SO(n, 1)gγ . Thus
ΓpL = ΓpL since ΓpL is discrete
= Γγ−1g−1SO(n, 1)gγpL
= Γg−1SO(n, 1)gγpL
= GgγpL since SO(n, 1)gΓ = G
= GpL.
This implies G0pL = pL where G0 is the connected component of e. In particular, γ
−1g−1SO(n, 1)gγ ⊂ G0
and G0 ⊂ N1G(L). By [9, Theorem 2.3], there exists a closed subgroup H1 ⊂ N
1
G(L) containing all Ad-
unipotent one-parameter subgroups of G contained in N1G(L) such that H1 ∩ Γ is a lattice in H1 and π(H1)
is closed. If we put F = gγH1γ
−1g−1, then SO(n, 1) ⊂ F since SO(n, 1) is generated by it unipotent one-
parameter subgroups. Moreover, Fx = gγπ(H1) is closed and admits a finite F -invariant measure. Then
since SO(n, 1)x = G/Γ, we have F = G. This implies H1 = G and thus L⊳G. Therefore N(L,W ) = G. In
particular, W ⊂ L, and thus L∩ SO(n, 1) is a normal subgroup of SO(n, 1) containing W . Since SO(n, 1) is
a simple group, we have SO(n, 1) ⊂ L. Since L is a normal subgroup of G and π(L) is a closed orbit with
finite L-invariant measure, every orbit of L on G/Γ is also closed and admits a finite L-invariant measure,
in particular, Lx is closed. But since SO(n, 1)x is dense in G/Γ, Lx is also dense. This shows that L = G,
which contradicts to our hypothesis that µ∞ 6= µG. This proves the claim. 
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Put ϕ(s) = r(s)k(s)e1, where r(s) ∈ R and k(s) ∈ SO(n− 1). Recall that we have u(kx) = ku(x)k−1 for
any k ∈M ∼= SO(n− 1) and x ∈ Rn−1.
We rewrite u(ϕ(s))v as follows:
u(ϕ(s))v = u(r(s)k(s)e1)v
= k(s)u(r(s)e1)k
−1(s)v.
Since k(s) ∈ Z(A) preserves the eigenspaces of A, we have k−1(s)v ∈ V −0(A) and u(r(s)e1)k−1(s)v. Define
E =


−1
1
. . .
1

 .
Applying Lemma 5.1 with v replaced by k−1(s)v, and SL(2,R) replaced by SL(2, e1), we have (u(r(s)e1)k
−1(s)v)0(A) =
J(k−1(s)v)0(A) = Jk−1(s)v0(A), where
J =

 1E
1


corresponds to
[
0 −1
1 0
]
in SL(2, e1). Thus
(u(ϕ(s))v)0(A) = (k(s)u(r(s)e1)k
−1(s)v)0(A)
= k(s)(u(re1)k
−1(s)v)0(A)
= k(s)Jk−1(s)v0(A).
From our previous claim, (u(ϕ(s))v)0(A) = k(s)Jk−1(s)v0(A) is fixed by SL(2, ϕ(1)(s)). Let h(s) :=
k(s)Jk−1(s), then we have that v0(A) is fixed by h−1(s)SL(2, ϕ(1)(s))h(s). In particular, it is fixed by
h−1(s)u−(ϕ(1)(s))h(s). By direct calculation,
h−1(s)u−(ϕ(1)(s))h(s) = k(s)Jk−1(s)u−(ϕ(1)(s))k(s)Jk−1(s)
= u(k(s)Ek−1(s)ϕ(1)(s)).
By our previous claim, we have that 〈k(s)Ek−1(s)ϕ(1)(s),w〉 = 0.
From ϕ(s) = r(s)k(s)e1, we have ϕ
(1)(s) = r(1)(s)k(s)e1 + r(s)k
(1)(s)e1, so
k(s)Ek−1(s)ϕ(1)(s) = k(s)Ek−1(s)(r(1)(s)k(s)e1 + r(s)k
(1)(s)e1)
= k(s)Ek−1(s)r(1)(s)k(s)e1 + k(s)Ek
−1(s)r(s)k(1)(s)e1
= r(1)(s)k(s)Ee1 + r(s)k(s)Ek
−1(s)k(1)(s)e1
= −r(1)(s)k(s)e1 + r(s)k(s)Ek−1(s)k(1)(s)e1
For r(s)k(s)Ek−1(s)k−1k(1)(s)e1, we put k(s) = [a1, . . . , an−1], where ai ∈ Rn−1 are column vectors. It
is clear that k−1(s) = k(s)t since k(s) ∈ SO(n − 1). Then k(1)(s) = [a
(1)
1 , . . . , a
(1)
n−1], so k
(1)(s)e1 = a
(1)
1 .
Then, the first coordinate of k−1(s)k(1)(s)e1 is equal to a
t
1a
(1)
1 = 〈a1, a
(1)
1 〉. Given k(s) ∈ SO(n− 1), we have
〈a1, a1〉 = 1, by taking derivative, we get 〈a1, a
(1)
1 〉 = 0, i.e., the first coordinate of k
−1(s)k(1)(s)e1 is zero.
It follows that k−1(s)k(1)(s)e1 is fixed by E, thus k(s)Ek
−1(s)k(1)(s)e1 = k(s)k
−1(s)k(1)(s)e1 = k
(1)(s)e1.
Combining them, we have
k(s)Ek−1(s)ϕ(1)(s) = −r(1)(s)k(s)e1 + r(s)k(1)(s)e1
= ϕ(1)(s)− 2r(1)(s)k(s)e1
= ϕ(1)(s)− 2r(1)(s)ϕ(s)/r(s).
Therefore, 〈ϕ(1)(s) − 2r(1)(s)ϕ(s)/r(s),w〉 = 0 for any s ∈ I. This means dds (
〈ϕ(s),w〉
r2(s) ) = 0, which implies
〈ϕ(s),w〉
r2(s) = C for a constant C. For C = 0, this gives an equation of hyperplane, for C 6= 0, this gives an
equation for a subsphere.
This completes the proof. 
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