Abstract -I report the first functional two-dimensional silicon retina that computes a complete set of local direction-selective outputs. The chip motion computation uses unidirectional delay lines as tuned filters for moving edges. Photoreceptors detect local changes in image intensity, and the outputs from these photoreceptors are coupled into the delay line, where they propagate with a particular speed in one direction. If the velocity of the moving edges matches that of the delay line, then the signal on the delay line is reinforced. The output of each pixel is the power in the delay line signal, computed within each pixel. This power computation provides the essential nonlinearity for velocity-selectivity. The delay line architecture differs from the usual pairwise correlation models in that motion information is aggregated over an extended spatiotemporal range. As a result, the detectors are sensitive to motion over a wide range of spatial frequencies. † A brief abstract reporting preliminary results appeared as T. Delbrück, "A silicon network for motion discrimination that uses spatiotemporal interpolation," Soc. of Neuroscience Abstracts, no. 143.8, p. 344, 1991. 
I have designed and tested functional one-and two-dimensional silicon retinas with directionselective, velocity-tuned pixels. A velocity-selective detector requires only a single delay element and nonlinearity for each tuned velocity, and is sensitive to both light and dark contrasts. The use of adaptive photoreceptors and compact circuits makes for a well-conditioned input signal and small circuit offsets, resulting in robust operation. All circuits work in subthreshold, resulting in low power consumption. Pixels with three hexagonal directions of motion selectivity are approximately (225 µ m) 2 area in a 2-µ m CMOS technology, and consume less than 5 µ W of power.
I. ANALOG HARDWARE MOTION COMPUTATION
In this introduction, I place the new chip in the context of previous approaches to analog-hardware visual motion computation. Essentially, there are two approaches: Those that use spatiotemporal image gradients , and those that use spatiotemporal image correlation. Hardware systems that utilize each approach have been previously built. The chip reported here falls into the second category.
Tanner and Mead built the first analog two-dimensional optical-flow chip [35] [36] [30] . The Tanner chip computes a single motion vector for the global two-dimensional optical flow, using a gradient-based scheme (for references, see [28] ). The motion vector is computed cooperatively by a network of circuits, each circuit using local spatiotemporal derivative information. The circuits reach a consensus on the global image motion vector, using the overall constraint that the total derivative of the image intensity is zero. This constraint allows the chip to solve the aperture problem, which arises because a local measurement cannot detect motion along an edge [28] .
The two-dimensional direction-selective chip built by Benson and Delbrück [5] performs a different and much simpler computation that is based on biological studies. The pixel outputs respond selectively to local rightward motion, and the motion computation is feedforward, rather than cooperative. The architecture is based on the idea of null-inhibition direction selectivity, developed by Barlow and Levick [4] to explain the direction selective responses found in rabbit retinas. In a null-inhibition model, the pixel output is inhibited by edges coming from the null-direction. In the preferred direction, the pixel output in response to an edge is not inhibited, because the inhibition arrives after the excitation.
I distinguish the value-encoded global velocity-vector output of the Tanner chip, from the placeencoded, direction-selective, velocity-tuned outputs of the Benson-Delbrück chip. The computations are qualitatively different, because one encodes the pattern velocity as a vector with magnitude and direction, and the other encodes the motion of features by the location of active outputs. The Tanner chip does a I omit discussion of other analog motion chips that have been fabricated only as one-dimensional circuits [22] [23] . For the most part these architectures cannot be fabricated practically in a two-dimensional architecture, because they are not parsimonious with wire. I also omit discussion of analog change-detecting circuits [8] [13] , digital motion circuits [2] , and discrete-component correlation-detector systems [16] [32] .
The remainder of this paper is organized as follows. Section II is a heuristic description of correlation motion detectors, and of the delay line motion architecture in one and two dimensions. Section III describes a mathematical model of the circuit operation in the time and frequency domains, and investigates the model to understand the limiting behavior, and the differences between the new model and previous pairwise correlation detectors. Section IV is a description of the circuits used in the chip. Section V is about qualitative and semiquantitative measurements on the two-dimensional motion chip, and quantitative measurement on the one-dimensional chip. Section VI and Section VII conclude the paper with a short discussion of future directions of this work and a summary of the results.
II. CORRELATION-BASED MOTION DETECTORS
The simplest correlation-based motion detector is shown in Fig. 1(a) . A pair of spatially separated, feature-detecting cells feeds into a nonlinearity that detects coincidence of the two inputs. One of the inputs to the nonlinearity is delayed. When the motion is matched to the detector spatial separation and delay, the output becomes large. The nonlinearity, although often formulated as a multiplicative operation, can be any operation that detects coincidence of the inputs. Hence, the correlation detector may linearly combine the spatiotemporally separated inputs, and then use a threshold element, or any other expansive (faster-than-linear) nonlinearity.
The correlation detector was conceived by Hassenstein and Reichardt during experiments on a beetle visual system [18] . Their model, and later modifications worked out through experiments on the fly visual system, are more complicated than the model in Fig. 1(a) [33] . The major elaboration is the addition of a complementary direction selectivity. The output from the Hassenstein-Reichardt model is the difference between two outputs tuned to complementary directions. This differencing operation removes the commonmode signal.
A. Extension of the Simple Correlation Detector
My motion architecture extends the pairwise correlation model in Fig. 1(a) , by using a unidirectional delay line as a tuned filter for a particular velocity, as shown in Fig. 1(b) . The input to the delay line comes It is well known that the time-averaged output of a linear system cannot be direction or speed dependent. In a linear system, we can alter the time order of the input without changing the time-averaged output, selective signal M n that is monotonic in the magnitude of the delay line signal.
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because the response to a sum of inputs is the same as the sum of the responses to each input individually.
Hence, the average signal on our delay line is not velocity selective. The amplitude of the signal clearly is velocity selective. Measuring amplitude is a nonlinear operation. We can use any nonlinearity that measures some metric of the amplitude of the delay line signal, and the result will be direction and speed selective. On my chip, I use a compact circuit that computes an approximate squaring function of the delay line signal.
Hence, the nonlinearity approximately measures the filter output power.
The nonlinear operation is an even function of its input, so the delay line activities caused by edges of light and dark contrasts are both detected. A single nonlinearity, and a single delay line, are sufficient to compute a direction-selective, velocity-tuned response for either sign of image contrast.
The delay line architecture is robust against noise, because a particular output integrates information from an extended spatiotemporal range of the moving image. This feature is shared with the human visual system [31] .
B. Two-Dimensional Architecture
In the two-dimensional chip, I use a hexagonal architecture that encodes any possible direction of motion using three directions (Fig. 2) . Each pixel computes the response to three principal directions of motion. Since the three directions are nonorthogonal, any direction can be represented by weighted combinations of the three nonnegative outputs. This basis set may be familiar from the representation of color space by a set of three primary colors. In an orthogonal architecture, we would need four principal directions, each with nonnegative output, to represent an arbitrary direction of motion, or, equivalently, two bidirectional outputs.
Each pixel contains a single photoreceptor, three delay elements, and three output nonlinearities. The three outputs are scanned out and are displayed on a monitor as three different colors, through use of a scanning frame, as described in [29] . The Reichardt detector uses differencing of complementary directions to reduce common-mode responses. In the two-dimensional motion chip, I use an analogous scheme to increase the contrast between the three channels of output that is computed serially by the video driver circuits. This linear differencing operation does not do any additional information processing, so I will not discuss it further.
The aperture problem arises in any two-dimensional motion computation. A local edge-based measurement can measure only the component of edge motion orthogonal to an edge, and cannot measure motion along the edge. Another and more general way of stating this fact is that local measurements constrain the The delay line motion architecture does no global computation to reconcile local measurements, so the best that it can do, in principle, is the computation of the local motion vectors. In the present architecture, these quantities are computed such that they are consistent with the observed motion, but there is no built-in assumption that the measured motion is only orthogonal to the edge. The nonintuitive feature is that the motion that is consistent with the observed set of outputs may not be orthogonal to the edges. The reason is that a detector is sensitive to only spatiotemporal correlation along its preferred direction. An edge moving at a speed S in a direction oblique to the preferred direction, with angle θ , causes apparent motion along the preferred direction with speed ( Fig. 3) .
III. THEORETICAL ANALYSIS OF MOTION CIRCUIT
To understand the properties of our model, and to derive results that can be verified experimentally, we shall analyze the one-dimensional motion circuit in both the time and frequency domains. The time-domain analysis is more intuitive. The frequency-domain analysis is more useful for comparison with measurement, Delay Photoreceptor S θ cos ⁄ and for understanding the response of the system to variations in stimulus parameters, such as velocity and spatial frequency. The nonlinearity is a simple feedforward operation done on the delay line signal, so our analysis will concentrate on the linear delay line. Some of the symbols used in this section are shown in Fig. 1 
A. Time-Domain Analysis
We shall compute the delay line response to a single moving bright edge. To do this calculation, we compute the transfer function from photoreceptor to delay line, and the transfer function of an n -stage delay line. Combining these two transfer functions, we obtain the complete transfer function between the input and the delay line output n stages later. Using the transfer function, we compute the step response. The response to a moving edge is a sum over the temporally shifted step responses produced by the edge at successive receptors.
The photoreceptor outputs are coupled capacitively into the follower-integrator delay line section.
Hence, the transfer function from receptor to delay line is the single high-pass filter (1) where s is the Laplace transform variable and τ is the time constant of each first-order section [30] . (It may be helpful to refer to the circuit diagram in Fig. 9 ).The delay line-a chain of n first-order, buffered, lowpass filters-has the transfer function by the array is also increased to λ/cosθ. The "apparent" motion can equally well be caused by true motion to the right at velocity S/cosθ of edges that are oriented at angle θ; there is no way, in principle, that the local measurement can distinguish the two.
We obtain the transfer function from photoreceptor input 0 to delay line output n by multiplying H n and H in .
By computing the inverse Laplace transform, we find that the time response at the n th delay line tap to a bright intensity step at the first photoreceptor at time t = 0 is (3) for t > 0 . For n = 0, this function is a step-increase from 0 to 1, followed by a decaying exponential. For , this function is an initially-linear increase from 0, followed by the same decaying exponential. In general, (3) represents a wave packet that travels along the delay line, one stage per time τ . Asymptotic analysis shows that as n grows large, the response approaches a Gaussian shape with constant area. The width of the Gaussian broadens as , and the height decreases as . Note that the stimulus is a step -input at the photoreceptor that is high-pass filtered by the capacitive coupling to the delay line.
A motion stimulus causes a succession of inputs to the delay line, where the time delay between excitation of successive stages is (4) where is the spatial separation between detectors, and is the velocity of the moving pattern. Since the delay line is a linear system, the response to a moving bright edge is the superposition of the responses to the edge passing over all the contributing inputs. We define R n ( t ) to be the delay line response at tap n , in response to a moving bright edge that passes over the first input at time t = 0. It is easy to compute R n ( t ):
We have assumed that either the delay line or the motion starts at tap 0. Fig. 4 (a, c), show a graphical representation of the linear delay line response to a bright bar moving over the delay line at the optimum velocity and at one half of the optimum velocity. The bright edge causes positive activity, and the dark edge causes negative activity. Both signs of edge-contrast information travel along the delay line with a fixed speed and is matched to the delay line speed, the successive inputs pile up, in response either to the bright or the dark edge. The nonlinearity rectifies B n (t), so both edge contrasts appear as a positive output.
When the motion is not matched, the successive inputs arrive in asynchrony with the delay line signal, and the resulting output is smaller. n direction, though the activity has opposite polarity for the two edges. When the edge motion is matched to the speed of the delay line, the activity on the delay line piles up maximally. We can see how, in this linear system, the integrated response is unaffected by the stimulus velocity, even though the activity has larger peak magnitude when the motion is matched to the delay line speed. The longer the motion continues, the larger the peak activity. Saturating nonlinearities eventually limit the response of the delay line.
B. Antibump Output Nonlinearity
The antibump output-nonlinearity-circuit used in the motion chips computes the function (6) where I b is the bias current, x is the input voltage, in units of approximately , and is a geometrical layout parameter [11] . The output is a current. The shape of this function is shown in Fig. 5 . The output is parabolic for small input, and saturates at the adjustable bias current. The width of the valley region in subthreshold is determined by layout geometry. The valley width can be increased by using an abovethreshold bias current.
The output from the motion circuit is the nonlinearity (6) applied to the signal on the delay line. In response to the moving edge signal R n (t) on the delay line, the velocity-tuned outputs are . Fig. 4(c, d) show the response to the same moving bright bar after the nonlinearity is applied. We can see The input is a differential voltage x shown in natural input units, and the output is a current,
shown here normalized to 1.
how the nonlinearity makes both the peak and integrated responses strongly velocity selective, and also how the even characteristic of the nonlinearity results in equivalent detection of both bright and dark edges.
C. Frequency-Domain Analysis
In the frequency domain, the stimulus is a one-dimensional sinusoidal variation in contrast, with wavelength λ and velocity S (Fig. 6) . If the velocity is constant, then each input to the motion array is a simple sinusoidal function of time with the same temporal frequency,
at each input. The signal at a particular tap of the delay line is a sum over all the contributing inputs. Each input is first phase shifted by the spatial separation, and then phase shifted again by the filtering in the lowpass delay line stages. The delay line signal is a pure sinusoidal function of time, with the same temporal frequency at each tap, multiplied by the transfer function for that tap.
The pattern phase shift of the input signal between each pixel, due to the pixel spacing and the sinusoidal spatial variation of image contrast, is .
Each stage of the delay line is separated by a low-pass filter, with transfer function (9) Each input is a single high-pass filter, with transfer function (10) We obtain the complete transfer function for tap n by summing the inputs from taps 0 through n, resulting in (11) where we have factored out the high-pass filter common to each stage. The summation in (11) is a geometric series, so we can write the transfer function explicitly for an arbitrary number of stages: (12) This expression represents a phasor that rotates about the complex origin at a frequency ω. The physically measurable part of the expression is the projection of (12) onto any axis in the complex plane, and is much more complicated than is (12) .
The average signal on the delay line in response to a sinusoidal input pattern is zero, regardless of the velocity. The length of the phasor, however, is strongly direction and velocity selective. To obtain a response that is tuned for velocity requires a nonlinear operation that measures the length-on some metric-of the phasor. The delay line signal is fed into the antibump nonlinearity, which computes a squaring operation for small input signals. In explicit mathematical form, the time-dependent velocity-tuned output is ,
where N is the antibump nonlinearity in (6) . Hence, the operation in (13) is proportional to the squared absolute transfer function, for low-contrast stimuli.
We can learn about the behavior of the system by studying the amplitude of the linear transfer function (12)-that is, the length of the phasor. We shall examine the case of a seven-input system. In Fig. 7 , I have plotted the phasor at the seventh tap, H 6 (ω), in response to the motion of a sinusoidal pattern in the preferred and null directions. The speed of the motion, in each case, is near the optimum speed for the preferred direction. Each phasor is shown as a number of adjoining line segments; each of these components is the contribution of one pixel input to the complete phasor.
When the grating moves in the preferred direction at the optimum speed, the phasor is as long as it can be, given an input pattern of a given amplitude and wavelength, because the components all point in nearly the same direction. They all point in the same direction because, for each input, the total pattern-phase-shift and the total low-pass-filtering-phase-shift match. There is also an overall rotation of the entire phasor, due to the high-pass filtering at each input to the delay line.
In contrast, when the pattern moves in the null direction, the phasors sum destructively, and the resultant phasor curls up on itself. The complete phasor is short, no matter how many inputs are combined, because the components always approximately cancel one another. The length of the phasor, as a function of the speed of the motion, has wiggles, corresponding to the periodic behavior of the destructive cancellation.
These wiggles can be seen in the experimental data shown in Fig. 15 and Fig. 17 .
Many of the correlation-based direction-selective models in the literature correspond to a two-input (n = 1) version of this system. Hence, it is interesting to compare the case of a two-input system with an sys- tem that is effectively infinitely long. We shall first derive the mathematical behavior for each system, and then contrast the two systems.
Long System
The explicit form of the transfer function for an infinite number of stages is given by (12) with :
(Note that this transfer function includes the high-pass input to the delay-line.) By examining the behavior of the n-dependent term in the numerator of (12), we can determine that this limiting form is accurate as long as the following condition holds:
This restriction seems severe, but examination of the measured tuning curves shows that, in practice, there are only scale differences in the responses after the first few taps. We shall examine the behavior of (14) to understand how it is affected by spatial wavelength.
Since the numerator of (14) is 1, we can find the maximum value of the response by minimizing the absolute value of the denominator. This simple computation reveals that the maximum value of occurs at (16) corresponding to the speed .
For long wavelengths, is small, and we find the peak tuning occurs at the frequency (18) corresponding to the speed
which is reassuring, since this optimum speed corresponds with the intuitive idea that optimum motion is motion matched to the delay-line speed. The optimum speed is invariant with wavelength, for wavelengths longer than a few pixel spacings. This result is also surprising, because correlation models do not generally display this invariance.
We can see how this behavior comes about by examining the limiting case of a long wavelength. As we increase the wavelength λ, we decrease the pattern phase shift ϕ between pixels. (The pattern phase shift is the phase shift of the input, between adjacent pixels, just due to the wavelength of the pattern). The response maximum does not move, because the decrease in ϕ is compensated by a decrease in low-pass phase lag due to decreased frequency ω in the low-pass filter.
The first-order, low-pass phase lag cannot become greater than 90 ˚. Eventually, as we decrease wavelength, the pattern phase shift decreases faster than does the low-pass phase lag. To compensate, the pattern must move faster to obtain an increased phase lag from the low-pass filter. Hence, the shorter the wavelength, the higher the optimum speed. In fact, when λ = 2L, the optimum velocity approaches infinity. This limit corresponds to the Nyquist sampling criterion-the spatial frequency pattern is sampled twice per cycle by the array. The trend toward higher optimum speed with shorter wavelength is visible in the experimentally measured velocity tuning curves in Fig. 17 .
At the optimum velocity, in the limit λ >> L, the squared magnitude of the transfer function takes the value (20) Hence, the squared magnitude of the response at the optimum speed goes as the square of the wavelength, independent of the optimum speed. At low speeds, ω << 1/τ, and the squared magnitude of the transfer function is given by (21) Hence, for low speeds, the squared magnitude of the response is proportional to the square of the speed and invariant to wavelength. (The apparently conflicting results in (19) , (20) and (21) are actually not conflicting, because the assumption that leads to (21) breaks down at S max .)
Two-Input System
As stated earlier, the two-input system is similar to existing correlation-based direction-selective detectors. Let us now consider the behavior of a two-input system in the same way we just did for the effectivelyinfinite delay line system. For two inputs, (12) becomes (22) We will form a particular instantiation of the pairwise Reichardt-type correlation detector by taking the difference between the squared magnitude of two pairwise detectors tuned to opposite directions, resulting in the following expression.
We can think of this detector as the difference between two time-averaged pairwise detectors, like the one shown in Fig. 1(a) , with opposite direction selectivities. The common-mode terms have canceled. The tuning is separable into a temporal and a spatial product. Hence, we can immediately deduce that the optimum response occurs at a particular temporal frequency, and not at a particular velocity. The pairwise detector is not a velocity-selective filter, but rather is a temporal-frequency-selective filter whose response is modulated by the geometrical interference term , familiar from the fly literature (see, for example, [7] ). We can find the optimum temporal frequency ω max for the two-input system in the same way that we found S max for the infinite delay line. Independent of wavelength, the maximum of (23) occurs at the temporal frequency
For low speeds, the temporal frequency is small compared with 1/τ, and we compute the response (23) as approximately .
Hence, the response to slow motion depends on the wavelength through the term, and is cubic in the speed. Fig. 8 compares the theoretical transfer function amplitudes for the two-input system and the long system cases. Note that in this figure, we compare with , rather than with the Reichardt detector in (23) . In the two-input system, the optimum speed is proportional to wavelength (in accordance with (24)), but the amplitude of the response at the optimum speed is relatively invariant to wavelength. In the long sys-
tem, the optimum speed and the low-speed response are invariant to wavelength, but the amplitude of the response at the optimum speed is proportional to wavelength. We can also see these characteristics in the measured tuning curves shown in Fig. 17 . Table 1 lists these theoretical results. In summary, the delay-line architecture differs from the pairwise detectors in that it is sensitive to stimuli with low as well as high spatial frequencies. The pairwise detector, because of the locality of the computation, cannot be very selective for motion of patterns with long wavelengths. The delay-line detector, in contrast, aggregates information over a spatial range corresponding to an arbitrarily-long wavelength, and hence can retain direction and speed selectivity even for long-wavelength patterns. Symbols are defined in Fig. 6 . 
IV. THE MOTION CIRCUIT
The circuit for a single stage of the motion circuit is shown in Fig. 9 . The output from an adaptive, highgain, logarithmic photoreceptor circuit is coupled capacitively into a delay line stage. The delay line consists of a line of buffered, first-order, low-pass filters, implemented on the chips with follower integrators. The output nonlinearity is implemented with an antibump circuit.
The adaptive photoreceptor is essential for the robust operation of the circuit, because it provides wellconditioned input to the delay line over a wide range of lighting conditions. The receptor circuit has been reported previously [10] [13] [27] and is described in detail in [12] . In brief outline, the operation of the photoreceptor circuit goes as follows. The input leg of the receptor, consisting of the phototransistor and the source-follower feedback transistor, forms a signal voltage that is logarithmic in the intensity. The feedback circuit amplifies the logarithmic signal, and centers the operating point of the output signal around the history of the signal. The time-averaged output signal is stored on the feedback capacitor and serves as the ref- [11] . In brief, the antibump circuit works because the center leg of the circuit, consisting of the series-connected transistors marked with Q in Fig. 9 , turns off when the differential input voltage is sufficiently large, forcing the bias current to flow through the outer legs of the circuit.
The delay line architecture for this circuit was inspired by an earlier architecture for sound synthesis of visual images [30] . The SeeHear chip sees an image, through use of on-chip photodetectors, and converts the image into an auditory equivalent of the visual image. This SeeHear chip used the same scheme of photodetector signals coupling into linear delay lines. The delay lines serve to synthesize the interaurel delay cues that drive the auditory-localization system in the brain.
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The layout for one pixel from the two-dimensional motion chip is shown in Fig. 10 . Most of the pixel area is covered with wire and capacitance, rather than with transistor. The amount of interpixel wiring is minimal compared with the amount of wire used for routing bias signals into the pixel or routing outputs from the pixel. The architecture is efficient, because these input and output signals are essential and occupy most of the pixel area.
V. EXPERIMENTAL RESULTS
In this section, I present experimental results from a two-dimensional motion chip with the hexagonal architecture, and from a one-dimensional motion chip with two opposing delay lines. pseudolocal flow field. Motion that is not in a principal direction appears as a combination of the colors corresponding to the principal directions.
A. Results from Two-Dimensional Motion Circuit
This chip consists of a 26 by 26 hexagonally arranged array of pixels. The power consumption of the core of the chip (all the analog computation done by the pixels) is 1.5 mW (dark) to 8 mW (light), depending on the brightness of the illumination, and hence on the raw pixel photocurrent. Hence, the power consumption of the analog computation, independent of photocurrent, is 1.5 mW, or 2.2 µW/pixel. About 80 % of this power is supplied to the antibump circuit, which I run at above-threshold bias to widen the transfer characteristic. The rest of the chip-consisting of the scanning frame, the clock driver, and the on-chip video amplifiers [29] -uses another 26 mW. The size of each pixel is 224 by 225 µm; the entire chip fits on a 6.8-by 6.9-mm die and is fabricated in a 2-µm, double poly, n-well process available through MOSIS, the DARPA fabrication service [9] . Fig. 12 shows the directional tuning for the pixels in the two-dimensional chip. These plots show the average angular tuning for each of the directions represented by a pixel, for three different movement speeds. The responses are plotted in polar coordinates, and the distance from the origin is the magnitude of the average response. For speeds at or higher than the optimum velocity, the relative values of three outputs unambiguously determine the direction of the normal component of edge velocity. However, for speeds lower than the optimum, motion of a grating in a direction oblique to the detector orientation excites a detector more than motion at the same speed along the detector, resulting in responses with two peaks. This characteristic is an aspect of the aperture effect, since the delay-line detectors correlate image information along only the detector orientation.
B. Quantitative Results from a One-Dimensional Motion Circuit
I collected quantitative data primarily from a one-dimensional version of the motion circuit with two directions of selectivity. Fig. 13 shows the response from two taps of the one-dimensional circuit in response to a moving sinusoidal pattern. The buildup of direction selectivity is evident in the difference between the response of the early and late taps. A systematic asymmetry is evident in the lack of frequency doubling, except for the largest response. I am not certain of the origin of the asymmetry, although I suspect either the source-follower buffer or the photoreceptor. The tuning curves shown in Fig. 14 are measurements of the peak-to-peak output voltage from the circuit.
The theoretical form of this measurement can be computed from (13) , plus the transfer function of the logarithmic current-sense amplifier used in the scanning frame [29] . In Fig. 15, I show fits to the data in Fig. 14.
Only the tap number was varied among the theoretical curves; all other parameters (wavelength, spatial frequency, time constant, antibump circuit parameters, logarithmic current-sense amplifier parameters) were kept constant.The quality of the fits is remarkable, considering that the input to the system was from a grating pattern printed on a piece of paper.
A number of nonlinearities have been ignored in the analysis. The effect of saturating nonlinearities can be seen in Fig. 16 , which compares the velocity tuning for low-and high-contrast grating patterns. The high- contrast grating pattern saturates the differential inputs in the follower integrators or in the antibump nonlinearity, causing a shift of the peak response toward a lower velocity, and a widening of the peak. 
VI. DISCUSSION
The inspiration for the spatiotemporal integration properties of the chip's motion architecture came from psychophysical observations of human motion perception [31] . I am aware that cortex is far more complex than my simple model. The important thing to point out, however, is that the robust functioning of the chip is at least partially due to the spatiotemporal aggregation, while I know of at least three other attempts to build functional analog correlation detectors that have only marginal performance. The spatiotemporal aggregation in the chip also has the consequence that it allows the computation to see motion over a wide range of spatial frequencies, as opposed to the short spatial scales that a pairwise detector is capable of discriminating.
A given combination of the three pixel outputs can correspond to a range of possible pattern velocities of the actual scene. This characteristic is an expression of the aperture effect, and is true for any local motion detector. The three spatiotemporal correlations computed in each pixel are valid computations in the sense that the information they report is consistent with a possible motion of a one-dimensional pattern. It can turn out that the output is not consistent with a motion orthogonal to the edge, as seen in Fig. 12(b) . However, there is absolutely no reason why motion must be orthogonal to an edge. At first sight, the apparent-motion effect suggests why cortical direction-selective cells are orientation tuned to edges orthogonal to the pre- The problem of integrating multiple massively parallel analog chips is now being addressed [26] .
It would be good to automatically adjust the tuning of the motion detector to match the input image, in analogy with other adaptive sensory processing like the automatic gain control used in the photoreceptors.
This strategy would use the available dynamic range more fully, and the adaptation state itself would give information about the image motion. Biological studies suggest that animals with cortex do not adjust the tuning curves, while insects do. (However, people have not looked very hard in cortex for short-time-scale adaptive behaviors.) The fly visual system has only a few tens of visual output neurons. These directionselective, velocity-tuned neurons, which integrate information from the entire visual field, adjust their tuning curves in response to the scene velocity [6] [25][34] [38] . The adjustment takes the form of a variable time constant that is shorter for higher image velocities or temporal frequencies (which it is-velocity [34] or frequency [6] -is under contention). This scheme is attractive from a chip designer's point of view, because it potentially allows a single velocity-tuned unit to cover a large dynamic range and still retain high sensitivity, in a manner analogous to the adaptive photoreceptor circuits used in the pixels.
VII. SUMMARY
I have described the first functional two-dimensional analog VLSI implementation of a motion detector 
