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A note on fluctuations
for internal diffusion limited aggregation∗
Amine Asselah1 Alexandre Gaudillie`re2
Abstract
We consider a cluster growth model on Zd, called internal diffusion limited aggre-
gation (internal DLA). In this model, random walks start at the origin, one at a time,
and stop moving when reaching a site not occupied by previous walks. It is known that
the asymptotic shape of the cluster is spherical. Also, when dimension is 2 or more,
and when the cluster has volume nd, it is known that fluctuations of the radius are at
most of order n1/3. We improve this estimate to n1/(d+1), in dimension 3 or more. In
so doing, we introduce a closely related cluster growth model, that we call the flashing
process, whose fluctuations are controlled easily and accurately. This process is coupled
to internal DLA to yield the desired bound. Part of our proof adapts the approach
of Lawler, Bramson and Griffeath, on another space scale, and uses a sharp estimate
(written by Blache`re in our Appendix) on the expected time spent by a random walk
inside an annulus.
AMS 2010 subject classifications: 60K35, 82B24, 60J45.
Keywords and phrases: internal diffusion limited aggregation, cluster growth, ran-
dom walk, shape theorem, subdiffusive fluctuations.
1 Introduction
The internal DLA cluster of volume N , say A(N), is obtained inductively as follows. Initially,
we assume that the explored region is empty, that is A(0) = ∅. Then, consider N independent
discrete-time random walks S1, . . . , SN starting from 0. Assume A(k − 1) is obtained, and
define
τk = inf {t ≥ 0 : Sk(t) 6∈ A(k − 1)} , and A(k) = A(k − 1) ∪ {Sk(τk)}. (1.1)
In such a particle system, we call explorers the particles. We say that the k-th explorer
is settled on Sk(τk) after time τk, and is unsettled before time τk. The cluster A(N) is the
positions of the N settled explorers. We study the growth of A(N), as N tends to infinity.
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The mathematical model of internal DLA was introduced first in the chemical physics
literature by Meakin and Deutch [11]. There are many industrial processes that look like
internal DLA (see the nice review paper [5]). The most important seems to be electropol-
ishing, defined as the improvement of surface finish of a metal effected my making it anodic
in an appropriate solution. There are actually two distinct industrial processes (i) anodic
levelling or smoothing which corresponds to the elimination of surface roughness of height
larger than 1 micron, and (ii) anodic brightening which refers to elimination of surface defects
which are protruding by less than 1 micron. The latter phenomenon requires an understand-
ing of atom removal from a crystal lattice. It was noted in [11], at a qualitative level, that
the model produces smooth clusters, and the authors wrote “it is also of some fundamental
significance to know just how smooth a surface formed by diffusion limited processes may
be”.
Diaconis and Fulton [2] introduced internal DLA in mathematics. Their model is more
general than ours: explorers can start on distinct sites, and the explored region at time
0 is not necessarily empty. They were interested in defining a random growth process by
iterating simple operation. They introduced many variations, and treat, among other things,
the special one dimensional case.
In dimensions two and more, Lawler, Bramson and Griffeath [8] prove that in order to
cover, without holes, a sphere of radius n, we need about the number of sites of Zd contained
in this sphere. In other words, the asymptotic shape of the cluster is a sphere. Then, Lawler
in [7] shows subdiffusive fluctuations. The latter result is formulated in terms of inner and
outer errors, which we now introduce with some notation. We denote with ‖ ·‖ the euclidean
norm on Rd. For any x in Rd and r in R, set
B(x, r) =
{
y ∈ Rd : ‖y − x‖ < r} and B(x, r) = B(x, r) ∩ Zd. (1.2)
For Λ ⊂ Zd, |Λ| denotes the number of sites in Λ. The inner error δI(n) is such that
n− δI(n) = sup {r ≥ 0 : B(0, r) ⊂ A(|B(0, n)|)} . (1.3)
Also, the outer error δO(n) is such that
n+ δO(n) = inf {r ≥ 0 : A(|B(0, n)|) ⊂ B(0, r)} . (1.4)
The main result of [7] reads as follows.
Theorem 1.1 [Lawler] Assume d ≥ 2. With probability 1,
lim
n→∞
δI(n)
n1/3 log(n)2
= 0, and lim
n→∞
δO(n)
n1/3 log(n)4
= 0. (1.5)
Since Lawler’s paper, published 15 years ago, no improvement of these estimates was achi-
eved, but it is believed that fluctuations are on a much smaller scale than n1/3. Computer
simulations [12, 3] suggest indeed that fluctuations are logarithmic. In addition, Levine and
Peres studied a deterministic analogue of internal DLA, the rotor-router model, introduced
by J.Propp [4]. They bound, in [10], the inner error δI(n) by log(n), and the outer error
δO(n) by n
1−1/d.
We present here an improvement on (1.5) in dimension d ≥ 3.
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Theorem 1.2 Assume d ≥ 3. There is a positive constant Ad such that, with probability 1,
lim sup
n→∞
δI(n)
n
1
d+1 log(n)
≤ Ad and lim
n→∞
δO(n)
n
1
d+1 log2(n)
= 0. (1.6)
Let us now recall the approach of Lawler, Bramson and Griffeath in [8], explain our idea,
and introduce a new growth model. The approach of [8] is based on estimating the number
W (z) of explorers that visit each site z ∈ Zd. It is based on the following observations. (i)
If explorers would not settle, they would just be independent random walks; (ii) exactly one
explorer occupies each site of the cluster. Thus, if we launch one explorer from each site of
the cluster A(N), and call M(A(N), z) the number of crossings of site z, then M(Nδ0, z)
which we define asW (z)+M(A(N), z) would be equal in law to the number of walks crossing
z out of N independent walks started on 0. Even though M(A(N), z) and M(Nδ0, z) are
dependent variables, some estimates on P (W (z) = 0) can be extracted from estimating the
means of M(A(N), z) and of M(Nδ0, z).
Rather than thinking in terms of one single site, we observe that a site has good chances
to lie inside the cluster if some large region, about this site, is crossed by many explorers.
How large should be this region, say C, and how many should be these crossings, say W (C),
can be answered as follows. The size and location of C should be such that (i) the expected
number of crossings of C is much larger than its standard deviation, and (ii) the number of
crossings of C needed to cover C is of order |C| (as suggested by the spherical shape result
of [8])
(i) E[W (C)]≫
√
var(W (C)), (ii) E[W (C)] ≥ |C|. (1.7)
Now, assume that |B(0, n)| explorers start at the origin. For a space-scale h(n) and an
integer k > 1, to be determined, assume that B(0, n−kh(n)) is covered by settled explorers.
Partition the shell S = B(0, n − (k − 1)h(n))\B(0, n − kh(n)) into about (n/h(n))d−1
cells, each of volume h(n)d. Cells are brick-like domain, of side length the width of the
shell. It is convenient to imagine that a cell C ∈ S is the basis of a column of k cells
reaching the boundary of B(0, n). It is also convenient to stop the explorers as they reach
the boundary of B(0, n − kh(n)). Thus, with such a stopped process, explorers are either
settled inside the B(0, n− kh(n)) or unsettled but stopped on its boundary, that we denote
by ∂B(0, n−kh(n)). What we have called earlier the number of explorers crossing C is taken
here to be the unsettled explorers stopped on C ∩ ∂B(0, n − kh(n)). In these heuristics, we
make the simplifying assumption that only explorers stopped on C ∩ ∂B(0, n − kh(n)) can
cover C once released.
• On the average, kh(n)d explorers are stopped on each cell of S. Thus, for k large
enough (ii) of (1.7) should be fulfilled.
• The standard deviation ofW (C) is a delicate issue not yet settled.Here follows a heuris-
tic justification for an upper bound for the standard deviation. If each explorer had to
choose uniformly at random a cell C of S and were constrained to perform a reflected
random walk inside a cone issued from the origin and with base C, then we would
obtain another growth model whose fluctuations are expectedly larger than those of
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internal DLA. For such a model the standard deviation of the crossing of a cell is of
order √
|B(0, n)|P0(S(τ) ∈ C) ∼
√
nd (h(n)/n)d−1, (1.8)
where τ is the exit time from B(0, n − kh(n)), and P0 is the law of a simple random
walk, S, starting at the origin. We expect (1.8) to be an upper bound for the standard
deviation of W (C).
At a heuristic level, (i) of (1.7) follows if
kh(n)d ≫
√
nd ×
(
h(n)
n
)d−1
⇐= h(n)≫ n 11+d . (1.9)
This discussion motivates a growth model associated from the start with the exponent
1
1+d
. We call this model the flashing internal DLA process, or simply the flashing process.
The flashing process looks like internal DLA on a large scale, but has a distinct covering
mechanism, which makes it much simpler to analyze. To obtain this growth model, we
generalize the rules described in (1.1), by enabling explorers to settle only at special times,
called flashing times. Thus, each explorer is associated with a sequence of stopping times,
and it is only at these times that it settles if outside the cluster. The precise definition of
the chosen stopping times requires additional notation, which we postpone to Section 3. We
describe here key features of the flashing process.
First, Zd is partitioned into concentric shells around the origin: a shell at a distance r
from the origin has a width of order r
1
d+1 . Each shell is in turn partitioned into cells, which
are brick-like domain, of side length the width of the shell. The key features are as follows.
Pa. An explorer flashes at most once in each shell.
Pb. The flashing position in a shell, is essentially uniform over the cell an explorer first hits
upon entering the shell.
Pc. When an explorer leaves a shell, it cannot afterward flash in it.
Feature Pb is the seed of a deep difference with internal DLA. The mechanism of covering a
cell, for the flashing process, is very much the same as completing an album in the classical
coupon-collector process. Thus, we need of the order of V log(V ) explorers to cover a cell
of volume V . For internal DLA, with explorers started at the origin, we need only of order
V explorers to cover a sphere of volume V as shown in [8], and we believe that we need a
number of explorers of order |C| to cover a cell C.
Feature Pc is essential for having the following coupling between flashing and internal
DLA processes.
Theorem 1.3 There is a coupling between the two processes such that, for all k,N ≥ 1, and
for a sequence {rk, k ∈ N} going to infinity (that we describe in Section 3), and hk = r1/(d+1)k
• if A∗(N) ⊂ B(0, rk + hk), then A(N) ⊂ B(0, rk + hk),
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• if B(0, rk + hk) ⊂ A∗(N), then B(0, rk + hk) ⊂ A(N).
For the flashing process, we control easily the inner error. Then, to control the outer error
we follow the approach of [7], though with a simpler proof (allowed by the cell structure used
to build our growth model).
Theorem 1.4 There is a positive constant Ad such that, (1.6) hold for the flashing process.
Also, we know that flashing internal DLA does exhibit power-law fluctuations.
Theorem 1.5 With probability 1,
lim
n→∞
n
1
d+1
δ∗I (n)
= 0. (1.10)
Theorem 1.3 and Theorem 1.4 imply Theorem 1.2.
Let us now describe the heuristics behind Theorem 1.5. It is useful to organize the flow of
explorers in the flashing process into exploration waves, in the way of Section 3 of [7]. That is,
in the k-th exploration wave, the explorers either stop as they reach the bulk of Sk, or settle
before reaching Sk. Consider now the exploration wave associated with the last shell making
B(0, n), say S∗. Assume that at this time, the cluster fills B(0, n)\S∗. From our definition,
S∗ has width of order n 1d+1 , and the last shell receives a number of stopped explorers equal to
its volume. There is necessarily one cell in S∗ which receives of the order of its own volume,
and for a coupon-collector process, it is very unlikely that the explorers stopped in this very
cell can cover the bulk of this cell before escaping S∗. By feature Pc, if a hole is left in S∗
after the explorers leave S∗, this hole remains uncovered forever. These heuristics pose two
questions concerning internal DLA, we are unable to answer at the moment.
• How many explorers stopped in the bulk of a cell are needed to cover the whole cell?
• What is the correct order of fluctuations in internal DLA?
The rest of the paper is organized as follows. Section 2 introduces the main notation,
and recall well known useful facts. In Section 3, we build the flashing process, give an
alternative construction, and prove Theorem 1.3. In Section 4, we obtain a sharp estimate
on the expected number of explorers crossing a given cell, and prove P-b. Both proofs are
based on classical potential theory estimates. In Section 5, we prove Theorems 1.4 and 1.5.
Finally, in the Appendix, Se´bastien Blache`re gives a sharp estimate on the expected time
spent in an annulus by a random walk.
2 Notation and useful tools
2.1 Notation
We say that z, z′ ∈ Zd are nearest neighbors when ‖z − z′‖ = 1, and we write z ∼ z′. For
any subset Λ ⊂ Zd, we define
∂Λ =
{
z ∈ Zd\Λ : ∃z′ ∈ Λ, z′ ∼ z} . (2.1)
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For any r ≤ R we define the annulus
A(r, R) = B(0, R) \B(0, r) and A(r, R) = A(r, R) ∩ Zd (2.2)
A trajectory γ is a discrete nearest-neighbor path on Zd. That is γ : N → Zd with γ(t) ∼
γ(t + 1) for all t. The law of the simple random walk started in z, is denoted with Pz. For
a subset Λ in Zd, and a trajectory γ, we define the hitting time of Λ as
H(Λ; γ) = min{t ≥ 0 : γ(t) ∈ Λ}.
We often omit γ in the notation when no confusion is possible. We use the shorthand
notation
Bn = B(0, n), Bn = B(0, n), HR = H(B
c
R), and Hz = H({z}).
For any a,b in R we write a ∧ b = min{a, b}, and a ∨ b = max{a, b}. Let Γ be a finite
collection of trajectories on Zd. For R > 0, z in Zd and Λ a subset of Zd, we call M(Γ, R, z)
(resp. M(Γ, R,Λ)) the number of trajectories which exit B(0, R) on z (resp. in Λ):
M(Γ, R, z) =
∑
γ∈Γ
1{γ(HR)=z}, and M(Γ, R,Λ) =
∑
z∈Λ
M(Γ, R, z). (2.3)
When we deal with a collection of independent random trajectories, we rather specify its
initial configuration η ∈ NZd, so that M(η, R, z) is the number of random walks starting
from η and hitting B(0, R)c on z. Two types of initial configurations are important here: (i)
the configuration n1z∗ formed by n walkers starting on a given site z
∗, (ii) for Λ ⊂ Zd, the
configuration 1Λ that we simply identify with Λ. For any configuration η ∈ NZd we write
|η| =
∑
z∈Zd
η(z). (2.4)
We are in dimension 3 or more, and Green’s function of the simple random walk is well
defined and denoted G. That is, for any x, y ∈ Zd
G(x, y) = Ex
[∑
n≥0
1{S(n)=y}
]
. (2.5)
For any Λ ⊂ Zd, we define Green’s function restricted to Λ, GΛ, as follows. For x, y ∈ Λ
GΛ(x, y) = Ex

 ∑
0≤n<H(Λc)
1{S(n)=y}

 . (2.6)
2.2 Some useful tools
We recall here some well known facts. Some of them are proved for the reader’s convenience.
This section can be skipped at a first reading.
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In [8], the authors emphasized the fact that the spherical limiting shape of internal DLA
was intimately linked to strong isotropy properties of Green’s function. This isotropy is
expressed by the following asymptotics (Theorem 4.3.1 of [9]). In d ≥ 3, there is a constant
Kg, such that for any z 6= 0,
∣∣G(0, z)− Cd‖z‖d−2
∣∣ ≤ Kg‖z‖d with Cd = 2vd(d− 2) , (2.7)
where vd stands for the volume of the euclidean unit ball in R
d. The first order expansion
(2.7) is proved in [9] for general symmetric walks with finite d + 3 moments and vanishing
third moment. All the estimates we use are eventually based on (2.7) and we emphasize the
fact that the estimate is uniform in ‖z‖.
The following lemma is also used in the Appendix.
Lemma 2.1 Each z∗ in Zd \ {0} has a nearest-neighbor z (i.e. z∗ ∼ z) such that
‖z‖ ≤ ‖z∗‖ − 1
2
√
d
. (2.8)
Proof. Without loss of generality we can assume that all the coordinates of z∗ are non-
negative. Let us denote by b the maximum of these coordinates and note that
‖z∗‖2 ≤ db2, and b ≥ 1. (2.9)
Denote by z the nearest-neighbor obtained from z∗ by decreasing by one unit a maximum
coordinate. Using (2.9)
‖z∗‖2 − ‖z‖2 = b2 − (b− 1)2 = 2b− 1 ≥ b ≥ ‖z
∗‖√
d
. (2.10)
Note that (2.8) follows from 2‖z∗‖(‖z∗‖ − ‖z‖) ≥ ‖z∗‖2 − ‖z‖2, and (2.10).
We recall a rough but useful result about the exit site distribution from a sphere. This
is Lemma 1.7.4 of [6].
Lemma 2.2 There are two positive constants c1, c2 such that for any z ∈ ∂B(0, n), and
n > 0
c1
nd−1
≤ P0(S(Hn) = z) ≤ c2
nd−1
. (2.11)
Finally, we recall a well known large deviations estimate for independent Bernoulli vari-
ables (see for instance Lemma 4.3 of [1]).
Lemma 2.3 For any positive integer n, and {X1, . . . , Xn} n independent Bernoulli vari-
ables, we have for any x > 0, and with X = X1 + · · ·+Xn
max (P (X −E[X ] ≥ x) , P (X −E[X ] ≤ −x)) ≤ exp
(
−
(
min
(
x2
4var[X ]
,
x
2
)))
. (2.12)
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Remark 2.4 Note that for a sum of Bernoulli, var[X ] ≤ E[X ], and the following inequality
is useful
max (P (X − E[X ] ≥ x) , P (X − E[X ] ≤ −x)) ≤ exp
(
−
(
min
(
x2
4E[X ]
,
x
2
)))
. (2.13)
Also, note that if E[X ] ≤ E[Y ], where Y is a sum of m independent Bernoulli variables,
then
max (P (X −E[X ] ≥ x) , P (Y − E[Y ] ≤ −x)) ≤ exp
(
−
(
min
(
x2
4E[Y ]
,
x
2
)))
. (2.14)
3 The flashing process
In this section, we construct the flashing process. We then present a useful alternative
construction of the same process. Finally, we prove Theorem 1.3 which couples the two
processes.
3.1 Construction of the process
Partitioning the lattice. We partition the lattice into shells (Sj : j ≥ 0). For a given
parameter h0 > 0 the first shell S0 is the ball B(0, h0). The next shells are the annuli
Sj = A(rj − hj, rj + hj), j ≥ 1, (3.1)
where rj and hj are defined inductively by r1 − h1 = h0, and for j ≥ 1
rj+1 − hj+1 = rj + hj , and hj = r
1
d+1
j . (3.2)
We omit the easy check that (3.2) yields
rj ∼
(
2d
d+ 1
j
) d+1
d
. (3.3)
We also define
Σ0 = {0} and Σj = ∂B(0, rj), j ≥ 1. (3.4)
Flashing times. Consider {Xj, Yj, j ≥ 0} a sequence of independent Bernoulli variables
such that
P (Xj = 1) = 1− P (Xj = 0) = 1
hdj
, (3.5)
P (Yj = 1) = 1− P (Yj = 0) =
{
1 if j = 0,
1
2
if j ≥ 1, (3.6)
Consider also a sequence of continuous independent variables {Rj, j ≥ 0} each of which has
density gj : [0, hj]→ R+ with
gj(h) =
dhd−1
hdj
. (3.7)
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For j ≥ 0, and zj in Σj , let S be a random walk starting in zj , an define a stopping time σ
as follows. If Rj = h for some h ≤ hj then
σ =


0 if Xj = 1,
H(B(z, h ∧ (rj + hj − ‖zj‖))c) if Xj = 0 and Yj = 1,
H(A(rj − h, rj + h)c) if Xj = 0 and Yj = 0.
(3.8)
We set Hj = H(Σj), and we define the stopping times (σj : j ≥ 0) as
σj = Hj + σ(S ◦ θHj ), (3.9)
where θ stands for the usual time-shift operator. For j ≥ 0 we note that, by construction,
S(t) ∈ Sj for all t such that Hj ≤ t < σ and we say that σj is a flashing time when S(σj)
is contained in the intersection between Sj and the cone with base B(S(Hj), hj/2). We call
such an intersection a cell centered at S(Hj), that we denote C(S(Hj)). In other words, for
any z ∈ Σj
C(z) = Sj ∩
{
x ∈ Rd : ∃λ ≥ 0, ∃y ∈ B(z, hj/2), x = λy
}
. (3.10)
The uniform hitting property The main property of the hitting time σ constructed
above is the following proposition, which yields property Pb of the flashing process to be
defined soon.
Proposition 3.1 There are two positive constants α1 < α2, such that, for j ≥ 0, zj ∈ Σj,
and z∗ ∈ C(zj).
α1
hdj
≤ Pzj (S(σ) = z∗) ≤
α2
hdj
. (3.11)
The proof of Proposition 3.1 is given in Section 4.
The flashing process. Consider a family of N independent random walks (S∗i : 1 ≤ i ≤
N) with their hitting times, and stopping times (Hi,j, zi,j, σi,j : j ≥ 0). Let also zi,j = Si(Hi,j)
be the first hitting position of Ei on Σi.
We define the cluster inductively. Set A∗(0) = ∅. For i ≥ 1, we define τ ∗i as the first
flashing time associated with S∗i when the explorer stands outside A∗(i−1). In other words,
τ ∗i = min {σi,j : j ≥ 0, S∗i (σi,j) ∈ C(zi,j) ∩ A∗(i− 1)c} , (3.12)
and
A∗(i) = A∗(i− 1) ∪ {S∗i (τ ∗i )} . (3.13)
3.2 Exploration Waves
Rather than building A∗(N) following the whole journey of one explorer after another,
we can build A∗(N) as an increasing union of clusters formed by stopping explorers on
successive shells. Similar wave constructions are introduced in [8] and [7], with an equality
in law between alternative constructions. However, the features of the flashing process are
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such that in our case the two constructions are strictly equivalent. We use this alternative
construction in the proof of Theorem 1.3.
We denote by ξk ∈ (Zd)N the explorers positions after the k-th wave. We denote by
A∗k(N) and the set of sites where settled explorers are after the k-th wave. Our construction
will be such that
ξk(i) 6∈ Σk ⇔ ξk(i) ∈ ∪j<kSj ⇔ ξk(i) ∈ A∗k(N). (3.14)
For k = 0 we set ξ0(i) = 0, and A∗0(i) = ∅, for 1 ≤ i ≤ N . Then, for all k ≥ 0, we set
A∗k+1(0) = A∗k(N). For i in {1, · · · , N}, we set the following.
• If ξk(i) 6∈ Σk, then
ξk+1(i) = ξk(i) ∈ ∪j<kSj , and A∗k+1(i) = A∗k+1(i− 1).
• If ξk(i) ∈ Σk and Si(σi,k) ∈ C(zi,k) ∩A∗k(i− 1)c, then
ξk+1(i) = Si(σi,k) ∈ Sk, and A∗k+1(i) = A∗k+1(i− 1) ∪ {Si(σi,k)} .
• If ξk(i) ∈ Σk and Si(σi,k) 6∈ C(zi,k) ∩A∗k(i− 1)c, then
ξk+1(i) = Si(Hi,k+1) ∈ Σk+1, and A∗k+1(i) = A∗k+1(i− 1).
In words, for each k ≥ 1, during the k-th wave of exploration, the unsettled explorers move
one after the other in the order of their labels until either settling in Sk−1, or reaching Σk
where they stop. We then define A∗(N) by
A∗(N) =
⋃
k≥1
A∗k(N). (3.15)
We explain now why this construction yields the same cluster as our previous definition.
An explorer cannot settle inside a shell it has left, and thus cannot settle in any shell Sj
with j < k if it reaches Σk. Now, since each wave of exploration is organized according to
the label ordering, the fact that an explorer has to wait for the following explorers before
proceeding its journey beyond Σk does not interfere with the site where it eventually settles.
3.3 Coupling internal DLA and flashing processes
We use here the first definition of the flashing process, and realize the internal DLA process
using the same randomness.
Proposition 3.2 There is a coupling between the flashing and original internal DLA pro-
cesses such that, for all N ≥ 1,
N⋃
i=1
{Si(t) : 0 ≤ t ≤ τi} ⊂
N⋃
i=1
{S∗i (t) : 0 ≤ t ≤ τ ∗i } (3.16)
and there is a one to one mapping ψN : A(N)→ A∗(N) such that for z ∈ A(N)
if for k ≥ 1, z 6∈
⋃
j<k
Sj, then ψN (z) 6∈
⋃
j<k
Sj . (3.17)
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Theorem 1.3 is a simple consequence of Proposition 3.2. On the one hand, if A∗(N) ⊂ ∪j<kSj
for some k ≥ 1, then, recalling that a flashing explorer cannot settle a shell it has left, the
orbits of the N flashing explorers are all contained in ∪j<kSj and, by (3.16), so is A(N). On
the other hand, if ∪j<kSj ⊂ A∗(N), then, (3.17) implying that with such a coupling
|A(N) ∩ ∪j<kSj | ≥ |A∗(N) ∩ ∪j<kSj| = |∪j<kSj | , (3.18)
which implies that ∪j<kSj ⊂ A(N).
Proof of Proposition 3.2. We build the coupling together with the map ψN by induction
on N . We use the trajectories of the flashing explorers to drive the internal DLA trajectories.
We need a little more notation to do so. For each i ≤ N , set for simplicity g∗(i) = S∗i (τ ∗i ),
and denote by ti,N the length of the flashing trajectory (S
∗
i (t) : 0 ≤ t ≤ ti,N) used to form
the trajectories of the original explorers. Necessarily, we need ti,N ≤ τ ∗i to have (3.16). For
convenience, we partition A(N) into blue sites, say B(N), and red sites, say R(N).
We build a one to one map fN : A(N)→ {1, · · · , N}, together with the blue-red partition
as follows. For each z in A(N), there are two possibilities. Either there is i ≤ N such that
S∗i (τ
∗
i ) = z and ti,N = τ
∗
i , and we say that z ∈ B(N) and we set fN(z) = i. Otherwise
z ∈ R(N). We then define fN(z) as the label i of the flashing explorer that was driving the
random walk Sj when the j-th explorer settled in z, and this will imply, by induction, that
ti,N < τi.
Finally the one to one map ψN : A(N)→ A∗(N) is the composition g∗ ◦ fN . Note, first,
that for all z ∈ B(N), ψN (z) = z, second, B(N) ⊂ A(N) ∩A∗(N) and last,
z ∈ B(N) ⇔ tfN (z),N = τ ∗fN (z), z ∈ R(N) ⇔ tfN (z),N < τ ∗fN (z).
We now start our induction with N = 1. The first trajectory (S∗1(t) : 0 ≤ t ≤ τ ∗1 ) ends
in g∗(1). We use this trajectory to build that of the first internal DLA-explorer. We set
S1(0) = S
∗
1(0) and immediately stop here since the origin 0 = S1(0) was initially unoccupied.
As a consequence t1,1 = 0, τ1 = 0 and there are two possibilities: either τ
∗
1 = 0, B(1) = {0},
R(1) = ∅ and f1(0) = 1, or, τ ∗1 > 0, R(1) = {0}, B(1) = ∅ and f1(0) = 1.
Assume now that we have built from the trajectories {(S∗i (t) : 0 ≤ t ≤ τ ∗i ), i ≤ N},
the clusters A∗(N), and the sets B(N) and R(N), together with the times {ti,N , i ≤ N},
and the one to one map fN : A(N)→ {1, · · · , N}. We launch a new flashing explorer with
trajectory (S∗N+1(t) : 0 ≤ t ≤ τ ∗N+1) that ends in g∗(N + 1), and we start to define the
(N + 1)-th trajectory for the original internal DLA process by following S∗N+1:
SN+1(0) = S
∗
N+1(0), SN+1(1) = S
∗
N+1(1), . . . (3.19)
• If {S∗N+1(t) : 0 ≤ t ≤ τ ∗N+1} is not contained in A(N) then SN+1 settles the first time
S∗N+1 exits A(N), that is at time (resp. on a site z)
tN+1,N+1 = inf{k ≥ 0 : S∗N+1 6∈ A(N)},
(
resp. z = S∗N+1(tN+1,N+1) ∈ A(N)c
)
.
We then set
∀i ≤ N, ti,N+1 = ti,N , fN+1|A(N) = fN , and fN+1(z) = N + 1,
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and, if tN+1,N+1 = τ
∗
N+1 (resp. tN+1,N+1 < τ
∗
N+1).
B(N + 1) ={z} ∪ B(N) (resp. B(N)),
R(N + 1) =R(N) (resp. {z} ∪ R(N)),
• If {S∗N+1(t) : 0 ≤ t ≤ τ ∗N+1} is contained in A(N) = B(N) ∪ R(N) then S∗N+1 settles
necessarily in a red site z since B(N) ⊂ A∗(N). This red site is occupied by an explorer
that was driven by a flashing explorer i = fN (z) when it settled, and we have ti,N < τ
∗
i .
After reaching SN+1(τ
∗
N+1) = S
∗
N+1(τ
∗
N+1) in our definition of SN+1, we set
SN+1(1 + τ
∗
N+1) = S
∗
i (1 + ti,N), SN+1(2 + τ
∗
N+1) = S
∗
i (2 + ti,N), . . . (3.20)
we set tN+1,N+1 = τ
∗
N+1, we turn blue the site z, we set fN+1(z) = N + 1 and we
proceed as previously: If {S∗i (t) : ti,N < t ≤ τ ∗i } 6⊂ A(N) then SN+1 settles at the first
exit from A(N) in some z′ = S∗i (ti,N+1) ∈ A(N)c with ti,N+1 ≤ τ ∗i and we set
∀j ≤ N, j 6= i, tj,N+1 = tj,N , fN+1|A(N)\{z} = fN |A(N)\{z}, and fN+1(z′) = i,
and if ti,N+1 = τ
∗
i (resp. ti,N+1 < τ
∗
i )
B(N + 1) ={z′} ∪ B(N) ∪ {z} (resp. B(N) ∪ {z}),
R(N + 1) =R(N) \ {z} (resp. {z′} ∪ R(N) \ {z}).
Otherwise, {S∗i (t) : ti,N < t ≤ τ ∗i } ⊂ A(N) and S∗i settles on a red site z′. With
i′ = fN(z′) we have ti′,N < τ ∗i′ and after SN+1(τ
∗
i − ti,N + τ ∗N+1) = S∗i (τ ∗i ) we can set
SN+1(1 + τ
∗
i − ti,N + τ ∗N+1) = S∗i′(1 + ti′,N), . . . (3.21)
we set ti,N+1 = τ
∗
i , we turn blue the site z
′, we set fN+1(z′) = i and so on.
Since the number of red sites is finite this procedure necessarily reaches an end and one
immediately checks that we define in this way AN+1 = BN+1∪RN+1 together with the times
{ti,N+1, i ≤ N + 1}, and a function fN+1 : A(N + 1) → {1, . . . , N} with all the required
properties (fN+1 is one to one and tfN+1(z),N+1 < τ
∗
fN+1(z)
for all z in RN+1).
Note first that we have the orbits inclusion by construction. Now, the law of (A(N) :
N ≥ 1) is that of the internal DLA process. Indeed, the part of the flashing trajectories
{(S∗i (t) : ti,N < t ≤ τ ∗i ), i ≤ N}, that can be used together with (S∗N+1(t) : 0 ≤ t ≤ τ ∗N+1),
to build A(N + 1) have increments that are independent from A(N).
Finally, for any k ≥ 1, ψN : A(N)→ A∗(N) does associate with any site outside ∪j<kSj
a site outside ∪j<kSj . Indeed, with any blue site, ψN = g∗ ◦ fN associates that site itself,
while with each red site ψN associates the end point of a flashing trajectory that visits that
site. And a flashing trajectory that exits ∪j<kSj necessarily settles outside ∪j<kSj.
4 Estimates on the Harmonic measure
We gather in this section two results which deal with the hitting probability of sets. The first
one relies on a discrete mean value theorem for the Green’s function. This latter theorem
relies on Green’s function estimates in [7], and Proposition A.1 given in the Appendix. The
second result is Proposition 3.1, which we prove in Section 4.2. The set we wish to hit is not
a sphere, and the proof is inspired by Lemma 5 of [8], which only gives an upper bound.
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4.1 A discrete mean value theorem
Our main result in this section is the following.
Theorem 4.1 Let {∆n, n ∈ N} be a positive sequence with ∆n ≤ Kn1/3 for some constant
K, and set rn = n−∆n. There is a constant Ka, such that for any Λ ⊂ ∂Bn∣∣∣E [M(|Brn |10, n,Λ)]−E [M(Brn , n,Λ)] ∣∣∣ ≤ Ka|Λ|. (4.1)
Written explicitly, (4.1) reads∣∣|Brn| × P0 (S(Hn) = z∗)− ∑
y∈Brn
Py (S(Hn) = z
∗)
∣∣ ≤ Ka. (4.2)
We now recall a classical decomposition (Lemma 6.3.6 of [9]). For a finite subset Λ, y ∈ Λ,
and z∗ ∈ ∂Λ
Py (S(H(∂Λ) = z
∗) =
1
2d
∑
z∈Λ,z∼z∗
GΛ(y, z). (4.3)
By (4.2) and (4.3) with Λ = Bn, we have reduced Theorem 4.1 to proving a discrete mean
value theorem which we formulate next. We keep the same notation as Theorem 4.1.
Proposition 4.2 For z ∈ Bn, and n− ‖z‖ ≤ 1,∣∣ |Brn | ×Gn(0, z)− ∑
y∈Brn
Gn(y, z)
∣∣ ≤ Ka. (4.4)
Remark 4.3 Note that a related (but distinct) property was also at the heart of [8]. Namely,
for ǫ > 0, and n large enough, if z ∈ Bn, and n− ‖z‖ ≥ ǫn,
|Bn| ×Gn(0, z) ≥
∑
y∈Bn
Gn(y, z). (4.5)
Proof. We use an improved version of Lemma 2 of [7]. Using Gn(0, z) = G(0, z) −
Ez [G(0, S(Hn))] (Proposition 1.5.8 of [6]), and (2.7), one obtains by a Taylor expansion
that for a constant K1 (independent on n)
∣∣ωdGn(0, z)− 2α(z)
nd−1
∣∣ ≤ K1
nd
, where α(z) = Ez [‖S(Hn)‖ − ‖z‖] . (4.6)
Now, rdn = n
d−d∆nnd−1+O(∆2nnd−2), so that using (4.6), and the hypothesis ∆n = O(n1/3),
and 0 ≤ n− ‖z‖ ≤ 1
‖Brn‖Gn(0, z) =
(
rdn +O(r
d−1
n )
)(
2
α(z)
nd−1
+O(
1
nd
)
)
=
(
nd − d∆nnd−1 +O(∆2nnd−2) +O(nd−1)
)(
2
α(z)
nd−1
+O(
1
nd
)
)
= 2α(z)(n− d∆n) +O(1)
(4.7)
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A martingale argument (Lemma 3 of [7]) yields for a constant Kl∣∣ ∑
y∈Bn
Gn(y, z)− 2α(z)n
∣∣ ≤ Kl. (4.8)
Proposition A.1 of the Appendix reads here as follows. There is Kb such that for z ∈ Bn
with n− ‖z‖ ≤ 1
∣∣ ∑
y∈S(rn,n)
Gn(y, z)−2α0(z)d∆n
∣∣ ≤ Kb, where α0(z) = Ez [‖S(Hn)‖ − ‖z‖∣∣Hn < H(Brn)] .
(4.9)
Now, combining (4.8) and (4.9) we obtain (when 0 ≤ n− ‖z‖ ≤ 1)
∣∣ ∑
y∈Brn
Gn(y, z)− 2n (α(z)− α0(z)) d∆n
∣∣ ≤ Kl +Kb. (4.10)
Now, we combine (4.6) and (4.10) we obtain for a constant K2,∣∣∣∣∣∣

|Brn|Gn(0, z)− ∑
y∈Brn
Gn(y, z)

+ 2 (α0(z)− α(z)) d∆n
∣∣∣∣∣∣ ≤ K2. (4.11)
We now bound |α0(z)− α(z)| by the following expression
Pz (H(Brn) < Hn)×
(
α0(z) + Ez
[‖S(Hn)‖ − ‖z‖∣∣Hn > H(Brn)]) . (4.12)
Now, it is a classical estimate (see (A.6)) that there is K0 such that for any z ∈ A(n−1, n),
Pz (H(Brn) < Hn) ≤
K0
∆n
. (4.13)
Thus,
∆n|α0(z)− α(z)| ≤ 2∆nPz (H(Brn) < Hn) ≤ 2K0. (4.14)
The desired result follows at once.
4.2 Proof of Proposition 3.1
For j ≥ 0, consider zj in Σj . We show that for all z∗ in C(zj) and for suitable positive
constants α1, α2,
α1
hdj
≤ Pzj (S(σj) = z∗) ≤
α2
hdj
(4.15)
First, z∗ = zj is a flashing position when Xj = 1. This happens with probability 1/hdj , and
gives the result. Now, consider z∗ ∈ C(zj)\{zj}. We recall that the unbiased Bernoulli Yj
decides whether we flash on ∂B(zj , Rj) or on ∂A(rj −Rj, rj +Rj), where Rj has density gj
given in (3.7).
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Step 1: Proof of the upper bound in (4.15). The following obvious facts follow from
Lemma 2.8.
(i) z∗ ∈ ∂B(zj , ‖z∗ − zj‖), and z∗ ∈ ∂A(rj − |‖z∗‖ − rj|, rj + |‖z∗‖ − rj |).
(ii) z∗ 6∈ ∂B(zj , ‖z∗ − zj‖ − 1), and z∗ 6∈ ∂A(rj − |‖z∗‖ − rj|+ 1, rj + |‖z∗‖ − rj | − 1).
This means that if Yj = 1, then Rj ∈ [‖z∗ − zj‖ − 1, ‖z∗ − zj‖[, whereas if Yj = 0, then
Rj ∈ [|‖z∗‖ − rj | − 1, |‖z∗‖ − rj|[. Thus, there is a constant C such that
(i) P (Yj = 1, Rj ∈ [‖z∗ − zj‖ − 1, ‖z∗ − zj‖[) ≤ C ‖z
∗ − zj‖d−1
hdj
, (4.16)
and
(ii) P (Yj = 0, Rj ∈ [|‖z∗‖ − rj| − 1, |‖z∗‖ − rj |[) ≤ C |‖z
∗‖ − rj |d−1
hdj
. (4.17)
In the case z∗ ∈ ∂B(zj , ∂Rj), the upper bound (4.18) then follows from (i) of (4.16), and
(2.11) of Section 2.2. We consider now Yj = 0. To simplify the notation we set for h > 0,
Dh = A(ri − h, ri + h), and D˜h = A(ri − h
2
, ri +
h
2
),
and define two stopping times
τ = inf {n ≥ 0 : S(n) ∈ ∂Dh ∪ {zj}} , and τ+ = inf {n ≥ 1 : S(n) ∈ Dch ∪ {zj}} .
It is enough to prove that for some constant c, and for h such that z∗ ∈ ∂Dh, (and h ∈
[|‖z∗‖ − rj| − 1, |‖z∗‖ − rj |[)
Pzj (S(H(Dch)) = z∗) ≤
c
hd−1
. (4.18)
We use a last exit decomposition, and the strong Markov property to get
Pzj (S(H(Dch)) = z∗) ≤ GDh(zj , zj)Pz∗
(
H(D˜h) < τ+
)
max
x∈∂D˜c
h
Px (S(τ) = zj)
= Pz∗
(
H(D˜h) < τ+
)
max
x∈∂D˜c
h
GDh(x, zj)
≤ Pz∗
(
H(D˜h) < τ+
)
max
x∈∂D˜c
h
G(x, zj).
(4.19)
It follows, from a Gambler’s ruin estimate, that for a constant K0
Pz∗
(
H(D˜h) < τ+
)
≤ K0
h
. (4.20)
Now, from the Greens’ function asymptotics (2.7)
sup
x∈∂D˜c
h
G(x, zj) ≤ sup
x∈∂D˜c
h
(
Cd
‖x− zj‖d−2 +
Kg
‖x− zj‖d
)
. (4.21)
Note that the distance between zj and D˜h is of order h. We use (4.20) and (4.21) in (4.19)
to obtain (4.18).
Step 2: Proof of the lower bound in (4.15). Note the following two facts.
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(iii) By Lemma 2.8, z∗ has a nearest neighbor, say z, in B(zj , h) with
‖z − zj‖ ≤ ‖z∗ − zj‖ − 1
4
√
d
.
This means that if h ∈ [‖z∗ − zj‖ − 1/(4
√
d), ‖z∗ − zj‖[, then z∗ ∈ ∂B(zj , h).
(iv) By Lemma 2.8, z∗ has a nearest neighbor, say z, in A(rj − h, rj + h) with
|‖z‖ − rj | ≤ |‖z∗‖ − rj | − 1
4
√
d
.
This means that if h ∈ [|‖z∗‖ − rj| − 1/(4
√
d), ‖z∗‖ − rj|[, then z∗ ∈ ∂Dh.
We deal separately with the cases |‖z∗‖ − rj| < hj/2 and |‖z∗‖ − rj| ≥ hj/2.
Consider first the case |‖z∗‖ − rj| < hj/2. On the event Yj = 1, and for h such that
z∗ ∈ ∂B(zj , h), we have
P (Yj = 1, Rj ∈ [‖z∗−zj‖−1/(4
√
d), ‖z∗−zj‖[) ≥ ch
d−1
hdj
Pzj (S(H(∂B(zj , h))) = z
∗) ≥ c
hd−1j
.
(4.22)
Thus, for some constant α1 (that depends on d), we have (4.15).
Consider now the case |‖z∗‖−rj | ≥ hj/2. It is enough to prove, for h such that z∗ ∈ ∂Dh,
and for some constant c (that depends on d)
Pzj (S(H(Dch)) = z∗) ≥
c
hd−1j
. (4.23)
Let y∗ be the closest site of ∂B(0, rj) to the segment [0, z∗], and x∗ be the closest site of
∂B(0, rj + h/2) to the segment [0, z
∗]. We set Γ = B(x∗, ‖z∗ − x∗‖) ∩ D˜h. It may be that
B(x∗, ‖z∗ − x∗‖) ∩ Dch = 6 ∅, and if so, one would only have to consider a site at a distance 1
from z∗, say z˜ ∈ Dh, and such that B(x∗, ‖z˜ − x∗‖) ∩Dch = ∅, and work with z˜ instead of z∗
in the sequel. We assume henceforth that B(x∗, ‖z∗ − x∗‖) ∩ Dch = ∅.
By (4.3) with Λ = Dh, and the strong Markov property,
Pzj (S(H(∂Dh)) = z∗) ≥ GDh(zj , zj)Pz∗
(
H(Γ) < τ+
)
min
x∈Γ
Px (S(τ) = zj)
≥ Pz∗
(
H(Γ) < τ+
)
min
x∈Γ
GDh(x, zj).
(4.24)
Since z∗ ∈ C(zj), y∗ and zj can be connected by 20 overlapping balls of radius hj/10 in
such a way that, applying Harnack’s inequality 20 times (see Theorem 6.3.9 in [9]) to the
harmonic functions GDh(x, ·), we can estimate from below the last factor in (4.24). There is
a constant K2 such that
min
x∈Γ∩∂−D′h
GDh(x, zj) ≥c20H min
x∈Γ∩∂−D′h
GDh(x, y
∗)
≥c20H min
x∈Γ∩∂−D′h
G(x, y∗)− Ex [G(S(H(Dch)), y∗)]
≥c
20
HCd
hd−2
(
1
(
√
2/2)d−2
− 1
)
≥ K2
hd−2j
.
(4.25)
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As a consequence of (4.25), we just need to prove that the first factor in (4.24) is of order
1/hj at least. We realize the event {H(Γ) < τ+} in two moves: we first hit the sphere
B(x∗, R∗/2), and then we exit from the cap ∂B(x∗, R∗) which lies in D˜h.
Pz∗
(
H(Γ) < τ+
) ≥Pz∗ (H(B(x∗, R∗/2)) < H(Bc(x∗, R∗)))
inf
y∈∂B(x∗,R∗/2)
Py
(
H
(
B
c(x∗, R∗) ∩ D˜h
)
= H (Bc(x∗, R∗))
) (4.26)
We invoke again Harnack’s inequality to have for y ∈ ∂B(x∗, R∗/2)
Py
(
H
(
B
c(x∗, R∗) ∩ D˜h
)
= H (Bc(x∗, R∗))
)
≥ cHP0 (H (E ∩ Bc(x∗, R∗)) = H (Bc(x∗, R∗))) .
(4.27)
We invoke now (2.11) to obtain for some constant K3
P0
(
H
(
B
c(x∗, R∗) ∩ D˜h
)
= H (Bc(x∗, R∗))
)
≥ c1 |∂B(x
∗, R∗) ∩ D˜h|
|∂B(x∗, R∗)| ≥ K3. (4.28)
We gather now (4.26), (4.27) and (4.28) to obtain the desired lower bound.
5 The flashing process fluctuations
In this section we prove Theorems 1.4 and 1.5. To do so we use the construction in terms of
exploration waves of Section 3.2.
5.1 Tiles
We recall that we have defined a cell of Sj in (3.10), as the intersection of a cone with Sj .
We need also a smaller structure. We define, for any zj in Σj ,
C˜(zj) = Sj ∩
{
x ∈ Rd : ∃λ ≥ 0, ∃y ∈ B(zj , hj/5), x = λy
}
. (5.1)
As in Lemma 12 in [7], concerning locally finite coverings, we claim that, for ho large enough,
there exist a positive constants c1, and, for each j ≥ 0, a subset Σ˜j of Σj such that∣∣∣Σ˜j∣∣∣ ≤ c1 |Σj |
hd−1j
and Sj =
⋃
zj∈Σ˜j
C˜(zj). (5.2)
For any zj ∈ Σj , we call tile centered at zj , the intersections of C˜(zj) with Σj . We denote by
T (zj) a tile centered at zj , and by Tj the set of tiles associated with the shell Sj :
Tj =
{
T (zj) : zj ∈ Σ˜j
}
. (5.3)
Let us explain the reason for hj/5 in the definition of a tile. It implies a fundamental feature
of the flashing process. For any z ∈ Sj , there is z˜j ∈ Σ˜j such that
z ∈
⋂
{C(y) : y ∈ T (z˜j)} . (5.4)
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Indeed, let zj ∈ Σj be the site realizing the minimum of {‖z − y‖ : y ∈ Σj}. There is λ > 0
and u ∈ B(zj , 1), such that z = λu. Now, there is z˜j ∈ Σ˜j such that ‖z˜j − zj‖ < hj/5, and
for any y ∈ T (z˜j), we have ‖y − zj‖ < 2hj/5. Thus
u ∈
⋂{
B(y,
hj
2
) : y ∈ T (z˜j)
}
=⇒ z ∈
⋂
{C(y) : y ∈ T (z˜j)} .
5.2 The inner ball
For n ≥ 0, we take N = |Bn|, we recall that A∗(N) = ∪k≥1A∗k(N), and write A∗ instead of
A∗(N). We consider
T ∗ = min {k ≥ 1 : ∪j<kSj 6⊂ A∗k} . (5.5)
We have, for l with rl < n,
P (B(0, rl + hl) 6⊂ A∗) ≤
∑
k≤l
P (T ∗ = k + 1) (5.6)
and we estimate from above the probability P (T ∗ = k + 1) assuming rk < n. For k ≥ 1
and Λ ⊂ Σk, we call Wk(Λ) the number of unsettled explorers that stand in Λ after the k-th
wave, that is
Wk(Λ) =
N∑
i=1
1Λ (ξk(i)) . (5.7)
We now look at the crossings of tiles of Tk. On the one hand, we will use that if Wk(T ) is
large, then it is unlikely that a hole appears in the cell containing T . On the other hand, if
rk is small it is unlikely that Wk(T ) is small. We make precise what we intend by small and
large. For this purpose, we will show in (5.16) that for some constant κ1 > 0, and any tile
T ∈ Tk
E[W (T )] ≥ κ1(n− rk)hd−1k , and we define h = n
1
d+1 ≥ sup
k:rk≤n
hk. (5.8)
For any positive constant A, we write
P (T ∗ = k + 1) =P
(
T ∗ = k + 1, ∃T ∈ Tk,Wk(T ) < Ahdk logn
)
+ P
(
T ∗ = k + 1, ∀T ∈ Tk,Wk(T ) ≥ Ahdk log n
)
,
and we estimate separately each term in the right hand side of (5.9).
Estimating the first term. We show here that (for κ1 and h appearing in (5.8)) for k
such that
rk ≤ n− 2A
κ1
h log n, (5.9)
there is a constant κ2 > 0, and n large enough, such that
P
(
T ∗ = k + 1, ∃T ∈ Tk,Wk(T ) < Ahdk logn
) ≤ |Sk| exp (−κ2A2 log2 n) . (5.10)
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On {T ∗ = k + 1}, we have A∗k = B(0, rk − hk). On {T ∗ = k + 1}, and for any T ⊂ Tk,
we consider a variable Lk(T ) = M(B(0, rk − hk), rk, T ) independent of Wk(T ), and define
Mk(T ) =Wk(T ) + Lk(T ). We have the equality in law, on {T ∗ = k + 1},
Mk(T ) law= M(N1{0}, rk, T ), and Wk(T ) =Mk(T )− Lk(T ). (5.11)
As a consequence
P
(
T ∗ = k + 1, ∃T ∈ Tk,Wk(T ) < Ahdk log n
) ≤ |Σ˜k|maxT ∈Tk P
(
Mk(T )− Lk(T ) < Ahdk log n
)
.
(5.12)
We first estimate the number of explorers stopped on a tile T of Tk.
Now, Mk(T ) and Lk(T ) are dependent random variables, but both are sums of indepen-
dent Bernoulli variables, for which Lemma 2.3 is designed. We introduce two notations. For
a variable X , let X¯ = X −E[X ], and let
2x¯k = E [Mk(T )− Lk(T )]− Ahdk log(n). (5.13)
Since we need x¯k of (5.13) to be positive, we will choose A and k such that
E [Mk(T )− Lk(T )] ≥ 2Ahdk log(n), which implies x¯k ≥
1
2
Ahdk log(n). (5.14)
Then,
P
(
Mk(T )− Lk(T ) < Ahdk logn
)
= P
(
M¯k(T )− L¯k(T ) < −2x¯k
)
. (5.15)
In order to estimate E[Mk(T )− Lk(T )], we invoke Theorem 4.1, with n = rk, and ∆n = hk
(the hypothesis hk = O(r
1/3
k ) holds here). We have for some positive constants κ
′, κ1, and
for n large enough
E [Mk(T )− Lk(T )] =E[M((|Bn| − |Brk−hk|)10, rk, T )]
+ E[M(|Brk−hk |10, rk, T )]−E[M(Brk−hk , rk, T )]
≥ (|Bn| − |Brk−hk |)P0 (S(Hk) ∈ T )−O(hd−1k )
≥κ′(nd − (rk − hk)d)h
d−1
k
rd−1k
− O(hd−1k )
≥κ1(n− rk)hd−1k . (recall that n− rk > h).
(5.16)
Note that the ultimate inequality in (5.16) is the estimate in (5.8). In view of (5.16),
condition (5.14) is ensured if A and k satisfy (5.9).
Note that (5.16) implies that E[Mk(T )] ≥ E[Lk(T )], so that (2.14) of Remark 2.4 requires
only an upper bound on E[Mk(T )]. Thus, we only treat the latter quantity.
We distinguish two cases: (i) when rk is close to n, (ii) when rk is small compared to n.
Step 1: We assume n− h ≥ rk ≥ n/2.
We set here 2xk = Ah
d
k logn. (5.14) and (5.15) imply that
P
(
Mk(T )− Lk(T ) < Ahdk logn
) ≤ P (M¯k(T ) < −xk)+ P (L¯k(T ) > xk) . (5.17)
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To be in the CLT regime of Lemma 2.3 when dealing with the right hand side of (5.17), we
need
0 < xk < E[Mk(T )]. (5.18)
Let us now estimate E[Mk(T )]. Note that by using (2.11) and rk ≥ n/2, we have for positive
constants K1, K
′
1
K ′1n
d
(
hk
rk
)d−1
≥E[Mk(T )] = |Bn|P0(S(Hk) ∈ T )
≥K1nd
(
hk
rk
)d−1
≥ K2ndh
d−1
k
nd−1
= K2nh
d−1
k .
(5.19)
Thus, E[Mk(T )] > xk and we are in the Gaussian regime for (2.12). Similarly, as in (5.19),
we have a lower bound
E[Mk(T )] ≤ K ′2nhd−1k . (5.20)
Thus, there is κ2 > 0 such that for a large enough n,
P
(
M¯k(T ) ≤ −xk
) ≤ e− x2k4E[Mk(T )] ≤ exp(−A2h2dk log2 n
16K ′2nh
d−1
k
)
= exp
(−κ2A2 log2 n) . (5.21)
As already noted, (2.14) yields
P (L¯k(T ) ≥ xk) ≤ exp(−κ2A2 log2 n). (5.22)
Step 2: We assume rk < n/2.
We have, using (5.16), for n large enough
2x¯k ≥ κ′(nd − rdk)
(
hk
rk
)d−1
− Ahdk logn ≥
κ′
2
nd
(
hk
rk
)d−1
− Ahdk log n ≥
κ′
4
nd
(
hk
rk
)d−1
.
(5.23)
We define here
xk =
κ′
16
nd
(
hk
rk
)d−1
, (and note that xk ≥ κ
′
16
nhd−1k ). (5.24)
As previously, we have (5.17). From (5.19), we have for some positive K ′2
E[Mk(T )] ≤ K ′2nd
(
hk
rk
)d−1
. (5.25)
Now, using Lemma 2.3, for n large enough
P
(
Mk(T )− Lk(T ) < Ahdk logn
) ≤ 2 exp(−xk
4
min
(
1,
κ′
8K ′2
))
≤ exp (−κ2A2 log2 n) .
(5.26)
Collecting (5.21), (5.22) and (5.26) together with (5.12) and (5.2), we conclude that (5.10)
holds.
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Estimating the last term. The last term in the right hand side of (5.9) is bounded using
a simple coupon-collector argument. Indeed, the event {T ∗ = k + 1} means that there is
one uncovered site in Sk. By (5.4), there is zk ∈ Σ˜k, such that this site is a possible settling
position of all explorers stopped in T (zk). Now, if {Wk(T (zk)) ≥ Ahdk log n}, Proposition 3.1
tells us that the probability of not covering this site is less than (1 − α2/hdk) to the power
Ahdk log(n). In other words,
P
(
T ∗ = k + 1, ∀T ∈ Tk,Wk(T ) ≥ Ahdk log n
) ≤ |Sk|
(
1− α2
hdk
)Ahd
k
logn
≤ |Sk| exp {−α2A logn} .
(5.27)
Conclusion. First, choose A large enough so that
|Bn| exp (−α2A logn) ≤ 1
n2
. (5.28)
Recall the decomposition (5.6 and (5.9), and assume that rl satisfies (5.9). Then, (5.10) and
(5.27) yield that for n large enough
P (B(0, rl + hl 6⊂ A∗(|Bn|)) ≤ |Bn|
(
exp
(−κ2A2 log2 n)+ exp (−α2A log n)) ≤ 2
n2
. (5.29)
The right-hand side in (5.29) is summable, and Borel-Cantelli lemma yields the inner control
of Theorem 1.4.
5.3 The outer ball
This section follows closely [7]. The features of the flashing process allow for some simplifica-
tion. We keep the notation of the previous section. There, we proved that for some positive
constant δ
P ({B(0, n− δh logn) ⊂ A∗}) = 1− ǫδ(n), with
∑
n≥1
ǫδ(n) < +∞.
As consequence, the following conditional law can be seen as a slight modification of P .
P δ(·) = P (·| {B(0, n− δh logn) ⊂ A∗}) . (5.30)
We begin by proving that, under P δ, the probability to find some k with rk < 2n and
some tile T in Tk with Wk(T ) larger than or equal to 2Ahd logn for a large enough A
decreases faster than any power of n. First, note that, under P δ, we have
Wk(T ) ≤Mk(T )− Lδk(T ), with Lδk = M (B(0, n− δh logn), rk, T ) . (5.31)
Now,
P δ
(
Wk(T ) ≥ 2Ahd log n
) ≤ P δ (Mk(T )− Lδk(T ) ≥ 2Ahd logn) . (5.32)
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By Theorem 4.1, for some positive constants K ′, K and for n large enough
E
[
Mk(T )− Lδk(T )
] ≤ K ′ (nd − (n− δh logn)d) hd−1k
rd−1k
+O(hd−1k )
≤ K ′nddδh logn
n
hd−1k
rd−1k
+O(hd−1k )
≤ K ′dδhhd−1k log n+O(hd−1k ) ≤ Khd logn.
(5.33)
Choosing A ≥ K, we get for n large enough so that P (B(0, n− δh logn) ⊂ A∗) ≥ 1/2
P δ
(
Wk(T ) ≥ 2Ahd logn
) ≤ 2P (Mk(T )− E[Mk(T )] ≥ A
2
hd logn
)
+2P
(
Lδk(T )− E[Lδk(T )] ≤ −
A
2
hd log n.
)
(5.34)
As in the previous section E[Mk(T )] is of order ndhd−1k /rd−1k , i.e, of order nhd−1. In addition
E[Lδk(T )] is smaller than E[Mk(T )]. We conclude once again by invoking Lemma 2.3.
Now, let Fk denote the event that no tile T in Σk contains more than 2Ahd log n unsettled
explorers after the k-th exploration wave. We denote by Fk = σ(ξ0, . . . , ξk), and note that
Fk and {B(0, n− δhd log(n)) ⊂ A∗} are Fk-measurable.
For any tile T ∈ Tk, let zk ∈ Σ˜k be such that T = T (zk) and denote by C˜ = C˜(zk). We
are entitled, by Proposition 3.1, to use a coupon-collector estimate on the number of settled
explorers during the k + 1-th exploration wave. On Fk ∩ {B(0, n − δhd log(n)) ⊂ A∗}, and
for some positive constant K1
E
[
A∗k+1 ∩ C˜
∣∣∣Fk] ≥ |C˜|
(
1−
(
1− α1
hdk
)Wk(T ))
≥ |C˜|
(
1− exp
{
−α1Wk(T )
hdk
})
≥ |C˜|
hdk
Wk(T ) h
d
k
Wk(T )
(
1− exp
{
−α1Wk(T )
hdk
})
≥ K1Wk(T ) inf
x≤2A logn
1− e−α1x
x
.
(5.35)
We now write for some positive constant K2
inf
x≤2A logn
1− e−α1x
x
≥ 1
2A logn
inf
x≤2A logn
1− e−α1x/2A logn
x/2A logn
≥ 1
2A logn
inf
x≤1
1− e−α1x
x
≥ K2
logn
.
We conclude that on Fk ∩ {B(0, n− δhd log(n)) ⊂ A∗},
E
[
A∗k+1 ∩ C˜
∣∣∣Fk] ≥ K1K2Wk(T )
log n
. (5.36)
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Summing over all tiles we get, for a different constantK, (because of the finite, k-independent
overlapping between tiles), we obtain on Fk ∩ {B(0, n− δhd log(n)) ⊂ A∗}
E
[
A∗k+1 ∩ Sk
∣∣∣Fk] ≥ KWk(Sk)
logn
.
Also, since Wk(Sk) ≤ |B(0, n)|,
E
[
1Fk∩{B(0,n−δhd log(n))⊂A∗}A∗k+1 ∩ Sk
] ≥ KE[1{B(0,n−δhd log(n))⊂A∗}Wk(Sk)]
log n
− ndP (F ck).
Since P ({B(0, n− δhd log(n)) ⊂ A∗}) ≥ 1/2,
Eδ
[A∗k+1 ∩ Sk] ≥ KEδ[Wk(Sk)]log n − 2ndP (F ck). (5.37)
In other words, noting that A∗k+1 ∩ Sk = Wk(Sk)−Wk+1(Sk+1)
Eδ [Wk+1(Sk+1)] ≤
(
1− K
log n
)
Eδ [Wk(Sk)] + 2ndP (F ck). (5.38)
By iterating (5.38), we obtain that for any ǫ, Eδ[Wl+ǫ log2 n(Sl+ǫ log2 n)], decreases faster than
any power of n, when l the lowest index for which rl ≥ n. Also, the probability (under P !)
of seeing at least one explorer reaching the shell Sl+ǫ log2 n is summable. Using Borel-Cantelli
lemma, this yields the proof of Theorem 1.4.
5.4 Optimality of the fluctuation exponent
Let time k be such that rk = n − Ah, for a large arbitrary constant A. We show that
P (T ∗ = k + 1) decays faster than any polynomial in n.
On the event {T ∗ = k + 1}, we have, after the k-th wave and for some constant K,
|Brk | = M(Brk , rk,Σk) =M(A∗k, rk,Σk) =⇒Wk(Σk) = |Bn| − |Brk | ≤ AKnd−1 × h. (5.39)
This means that there exists zk ∈ Σk such that, for some positive constant K ′,
Wk(B(zk, 3h) ∩ Σk) ≤ K ′nd−1 × h× h
d−1
nd−1
≤ K ′hd. (5.40)
By construction, only the explorers stopped inside B(zk, 3h) can cover C˜(zk) (for n large
enough). As a consequence, we can think of a coupon-collector problem, where an album of
size |C˜(zk)| has to be filled when we collect no more thanK ′hd coupons. Thus, the probability
of {T ∗ = k + 1} is bounded from above by the probability of filling such an album, which
is less than exp(−c(A)hd/2n ), for some explicit constant c(A) dependent on A. This result
is based on the following simple coupon-collector lemma (together with Proposition 3.1),
which we did not find in the vast literature on such problems.
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Lemma 5.1 Consider an album of L items for which are bought independent random cou-
pons, each of them covering one (or possibly none) of the possible L items. If Yi is the item
associated with the i-th coupons, we assume that for positive constants α1, α2, such that for
any j = 1, . . . , L,
α1
L
≤ P (Yi = j) ≤ α2
L
. (5.41)
Let τL be the number of coupons needed to complete the album. Then, for any A > 0,
P (τL < AL) ≤ exp
(
−α
2
1A
2e−2α2A
4
√
L
)
. (5.42)
Proof. We denote by σi the time needed to collect the i-th distinct item after having
collected i − 1 distinct items. The sequence {σ1, σ2, . . . , σL} is not independent, but if
Gk = σ({Y1, . . . , Yk}), and τ(k) = σ1 + · · ·+ σk, then for i = 1, . . . , L(
1− α1(L− i+ 1)
L
)k
≥ P (σi > k
∣∣Gτ(i−1)) ≥
(
1− α2(L− i+ 1)
L
)k
. (5.43)
Indeed, calling E(i− 1) the set of the first i− 1 collected items,
P (σi > k
∣∣Gτ(i−1)) =P ({Yτ(i−1)+1, . . . , Yτ(i−1)+k} ⊂ E(i− 1)|Gτ(i−1))
=
(
P
(
Y ∈ E(i− 1)|Gτ(i−1)
))k
=
(
1− P (Y 6∈ E(i− 1)|Gτ(i−1)))k .
(5.44)
Using (5.41) we deduce (5.43) from (5.44). Now, (5.43) gives that
L
α1(L− i+ 1) ≥ E[σi|Gτ(i−1)] ≥
L
α2(L− i+ 1) , (5.45)
as well as
E[σ2i |Gτ(i−1)] ≤ 2
L2
α21(L− i+ 1)2
. (5.46)
Now, we look for B such that
B
√
L∑
i=
√
L
E[σL−i] ≥ 2AL. (5.47)
Note that
B
√
L∑
i=
√
L
E[σL−i] ≥ L
α2
B
√
L∑
i=
√
L
1
i+ 1
≥ L
α2
log(B).
Thus, condition (5.47) holds for B ≥ exp(2α2A). Finally, note that
max
{
E[σL−i|Gτ(L−i−1)], i =
√
L, . . . , B
√
L
}
≤
√
L
α1
,
and set
Xi =
E[σL−i|Gτ(L−i−1)]− σL−i(√
L/α1
) ≤ 1.
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For x ≤ 1, note that ex ≤ 1 + x+ x2 to obtain for 0 ≤ λ ≤ 1, by successive conditioning
P

B
√
L∑
i=
√
L
σL−i ≤ AL

 ≤P

B
√
L∑
i=
√
L
Xi ≥ α1A
√
L


≤e−λα1A
√
L
B
√
L∏
i=
√
L
(
1 + λ2 supE[X2i |Gτ(L−i−1)]
)
≤ exp
(
−λα1A
√
L+ λ2
∑
i
supE[X2i |Gτ(L−i−1)]
)
.
(5.48)
Finally, we have, using (5.46),
B
√
L∑
i=
√
L
supE[X2i |Gτ(L−i−1)] ≤
B
√
L∑
i=
√
L
α21 sup
E[σ2L−i|Gτ(L−i−1)]
L
≤ 2B
√
L. (5.49)
The results follows as we optimize on λ ≤ 1 in the upper bound in (5.48).
A Time spent in an annulus (By S.Blache`re)
This appendix is devoted to an asymptotic expansion of the expected time spent in an
annulus A(rn, n) for rn < n, when the random walk is started at some point z within the
annulus, and before it exits the outer shell.
Proposition A.1 Consider a sequence {∆n, n ∈ N} with ∆n ≤ Kn1/3 for some constant
K. Let rn = n − ∆n, and z ∈ A(rn, n). There is a constant Kb, independent on z and n,
such that∣∣ ∑
y∈A(rn,n)
Gn(z, y)−
(
2d∆nα0(z)− 2d(n− ‖z‖)2
) ∣∣ ≤ Kb ((n− ‖z‖) ∨ 1) , (A.1)
with
α0(z) = Ez
[‖S(Hn)‖ − ‖z‖∣∣H (Bc(0, n)) < H (B(0, rn))] .
Remark A.2 The statement is true in dimension 2, when Green’s function is replaced by
the potential kernel
a(x, y) = Ex
[ ∞∑
l=0
1 {S(l) = x} − 1 {S(l) = y}
]
. (A.2)
Proof. Our strategy is to decompose a path into successive strands lying entirely in the
annulus. The first strand is special since the starting point is any z ∈ A(rn, n). The other
strands, if any, start all on ∂B(0, rn). We estimate the time spent inside the annulus for
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each strand. Let us remark that we make use of three facts: (i) precise asymptotics for
Green’s function, (ii) {G(0, S(n)), n ∈ N} is a martingale, and (iii) {‖S(n)‖2 − n, n ∈ N}
is a martingale.
Choose z ∈ A(rn, n). We define the following stopping times (Di, Ui, i ≥ 0), correspond-
ing to the ith downward and upward crossings of the sphere of radius rn. Let θ(n) act on
trajectories by time-translation of n-units. Let τ = H(Brn) ∧Hn, D0 = U0 = 0, and
D1 = τ1H(Brn )<Hn +∞1Hn<H(Brn ).
If D1 <∞, then U1 = Hrn ◦ θ(D1) +D1, whereas if D1 =∞, then we set U1 =∞. We now
proceed by induction, and assume Di, Ui are defined. If Di = ∞, then Di+1 = ∞, whereas
if Di <∞, (and necessarily Ui <∞) then
Di+1 = Ui +
(
τ1τ=H(Brn ) +∞1τ=Hn
) ◦ θ(Ui), and Ui+1 = Di+1 +Hrn ◦ θ(Di+1).
With this notation, we can write
∑
y∈A(rn,n)
Gn(z, y) = Ez [τ ] +
∞∑
i=1
Ez [τ ◦ θ(Ui)1Di<∞]
= Ez[τ ] + Pz (D1 <∞)× I(z),
(A.3)
where
I(z) =
∞∑
i=1
Ez
[
τ ◦ θ(Ui)
∣∣Di <∞] i−1∏
j=1
(
1− Pz(Dj+1 =∞
∣∣Dj <∞)) . (A.4)
Now, we compute each term of the right hand side of (A.3).
We have divided the proof in three steps.
Step 1: First, we show that there is a positive constant K, (independent of z and n) such
that when z ∈ A(rn, n), then
∣∣Pz (D1 <∞)− α0(z)
∆n
∣∣ ≤ K
∆2n
((n− ‖z‖) ∨ 1) . (A.5)
Note that when z ∈ B(0, n), and n− ‖z‖ ≤ 1, (A.5) yields
∣∣Pz (D1 <∞)− Ez
[‖S(τ)‖ − ‖z‖∣∣D1 =∞]
∆n
∣∣ ≤ K
∆2n
, (A.6)
Secondly, we show that for z ∈ A(rn, n), and i ≥ 1
∣∣Pz (Di+1 =∞∣∣Di <∞)− Ez
[
(‖S(Ui)‖ − ‖S(Di+1)) ‖1D1◦θ(Ui)<∞
∣∣Di <∞]
∆n
∣∣ ≤ K
∆2n
. (A.7)
Our starting point is the classical Gambler’s ruin estimate
Pz (D1 <∞) = G(0, z)− Ez [G(0, S(τ))|D1 =∞]
Ez [G(0, S(τ))|D1 <∞]− Ez [G(0, S(τ))|D1 =∞] . (A.8)
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We now expand Green’s function using asymptotics (2.7). For this purpose, it is convenient
to define a random variable
X(z) =
1
‖z‖
(‖S(τ)‖2 − ‖z‖2) , and to set η = d− 2
2
.
By expressing S(τ) in terms of X(z), we have
1
‖S(τ)‖d−2 =
1
‖z‖d−2
(
1 +
X(z)
‖z‖
)−η
. (A.9)
Note that for any z ∈ A(rn, n), X(z)/‖z‖ is small. Indeed,
X(z)
‖z‖ =
(‖S(τ)‖ − ‖z‖) (‖S(τ)‖+ ‖z‖)
‖z‖2 (A.10)
Since ∆n = n− rn = O(n1/3), we have for n large enough
X(z)
‖z‖ ≤
2(n+ 1)∆n
(n−∆n)2 ≤
8∆n
n
, and sup
z∈A(rn,n)
( |X(z)|
‖z‖
)3
≤ 8
3∆3n
n
× 1
n2
. (A.11)
More precisely, X(z) is of order 2(‖S(τ)‖ − ‖z‖). Indeed, ∆3n ≤ K ′n for some K ′ > 0, and
(A.10) yields
X(z) = 2 (‖S(τ)‖ − ‖z‖) +
(
(‖S(τ)‖ − ‖z‖)2
‖z‖
)
=⇒ ∣∣X(z)− 2 (‖S(τ)‖ − ‖z‖) ∣∣ ≤ K ′
∆n
.
(A.12)
Finally, we have a constant K such that
∣∣ (1 + X(z)‖z‖
)−η
−
(
1− ηX(z)‖z‖ + η
η + 1
2
(
X(z)
‖z‖
)2)∣∣ ≤ K
n2
. (A.13)
For any z 6= 0, Green’s function asymptotics (2.7) and (A.13) yields
∣∣G(0, S(τ))−G(0, z)− ηCd
(
− X(z)‖z‖d−1 +
η + 1
2
X(z)2
‖z‖d+1
) ∣∣ ≤ K
nd
. (A.14)
Using (A.8) and (A.14), we obtain
Pz (D1 <∞) =
Ez [X(z)|D1 =∞]− C¯(z) +O( 1n)
Ez [X(z)|D1 =∞]− Ez [X(z)|D1 <∞] + C(z)− C¯(z) +O( 1n)
, (A.15)
where
C¯(z) =
η + 1
2
Ez
[
X2(z)
‖z‖
∣∣D1 =∞
]
, and C(z) =
η + 1
2
Ez
[
X2(z)
‖z‖
∣∣D1 <∞
]
. (A.16)
Using (A.11), we have some rough estimates on C¯ and C. For any z ∈ A(rn, n),
C¯(z) = O
(
∆2n
n
)
= O
(
1
∆n
)
, and C(z) = O
(
∆2n
n
)
= O
(
1
∆n
)
. (A.17)
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Using (A.12), we have better estimates for C¯ and C.
C¯(z) = d
(n− ‖z‖)2
‖z‖ +O
(
∆n
n
)
, and C(z) = d
(‖z‖ − rn)2
‖z‖ +O
(
∆n
n
)
. (A.18)
The rough estimates (A.17) allow us to derive from (A.15) an estimate for Pz(D1 <∞), for
any z ∈ A(rn, n).
Pz (D1 <∞) =
Ez [‖S(τ)‖ − ‖z‖|D1 =∞] +O
(
1
∆n
)
Ez [‖S(τ)‖ − ‖z‖|D1 =∞]− Ez [‖S(τ)‖ − ‖z‖|D1 <∞] +O
(
1
∆n
)
=
α0(z) +O
(
1
∆n
)
∆n(1 +O
(
1
∆n
)
)
.
(A.19)
This yields (A.5) since α0(z) ≤ 1 + (n− ‖z‖) ∨ 1 ≤ 2(n− ‖z‖) ∨ 1.
Case where z ∈ ∂B(0, rn).
On {D1 =∞}, we have
X(z) = 2 (‖S(τ)‖ − ‖z‖) +O( 1
∆n
). (A.20)
On {D1 <∞}, we have
X(z) = 2 (‖S(τ)‖ − ‖z‖) +O( 1
n
). (A.21)
This implies that using (A.18)
C¯(z) = d
∆2n
‖z‖ +O(
∆n
n
), and C(z) = O(
1
n
). (A.22)
Thus,
Pz (D1 =∞) =
2Ez
[‖z‖ − ‖S(τ)‖∣∣D1 <∞]+ C(z) +O( 1n)
Ez [X(z)|D1 =∞]− Ez [X(z)|D1 <∞] + C − C¯ +O( 1n)
=
Ez
[‖z‖ − ‖S(τ)‖∣∣D1 <∞]+O( 1n)
∆n +O(1)
=
Ez
[‖z‖ − ‖S(τ)‖∣∣D1 <∞]
∆n
+O(
1
∆2n
).
(A.23)
In order to obtain (A.7), we write (A.23) on {Di <∞}, and z = S(Ui) as follows. There is
a constant K such that on the event {Di <∞},
∣∣ES(Ui) [1Di+1=∞]− ES(Ui)
[
(‖S(Ui)‖ − ‖S(τ)‖) 1D1◦θ(Ui)<∞
]
∆n × PS(Ui) (D1 <∞)
∣∣ ≤ K
∆2n
. (A.24)
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Note that (A.23) implies that PS(Ui) (D1 <∞) = 1 + O(1/∆n), so that (A.24) reads as we
integrate over {Di <∞} with respect to Ez
∣∣Pz (Di+1 =∞, Di <∞)− Ez
[
1Di<∞ (‖S(Ui)‖ − ‖S(τ)‖) 1D1◦θ(Ui)<∞
]
∆n
∣∣ ≤ KPz(Di <∞)
∆2n
.
(A.25)
We obtain (A.7) as we divide both sides of (A.25) by Pz(Di <∞).
Step 2: We show now that for any z ∈ A(rn, n) we have∣∣Ez [τ ]− (d∆nα0(z)− 2d(n− ‖z‖)2) ∣∣ ≤ K ((n− ‖z‖) ∨ 1) . (A.26)
When z ∈ Bn and n− ‖z‖ ≤ 1,(A.26) reads∣∣Ez [τ ]− (d∆nα0(z)− 2d(n− ‖z‖)2) ≤ K. (A.27)
When z ∈ A(rn, n), and i ≥ 1, we show that
∣∣Ez [τ ◦ θ(Ui)∣∣Di <∞]
d∆2n
− Ez
[
(‖S(Ui)‖ − ‖S(Di+1)‖)1D1◦θ(Ui)<∞
∣∣Di <∞]
∆n
∣∣ ≤ K
∆2n
. (A.28)
Using that {‖S(n)‖2 − n, n ∈ N} is a martingale, and the optional sampling theorem (see
Lemma 2 of [8])
Ez [τ ] =Ez
[‖S(τ)‖2]− ‖z‖2 = ‖z‖ × Ez [X(z)]
=‖z‖ × (Ez [X(z)|D1 =∞]Pz(D1 =∞) + Ez [X(z)|D1 <∞]Pz(D1 <∞)) . (A.29)
Thus, using (A.15), simple algebra yields
Ez [τ ] = ‖z‖ ×
(
(C(z)− C¯(z))Pz(D1 <∞) + C¯(z)
)
+O(1). (A.30)
By recalling (A.18) and (A.5)
Ez [τ ] =d
((
(‖z‖ − rn)2 − (n− ‖z‖)2 +O(∆n)
)(α0(z)
∆n
+O(
(n− ‖z‖) ∨ 1
∆2n
)
))
+O(1)
=d(2‖z‖ − n− rn)α0(z) +O ((n− ‖z‖) ∨ 1)
=d∆nα0(z)− 2d(n− ‖z‖)2 +O ((n− ‖z‖) ∨ 1)
(A.31)
Note that in the case where n− ‖z‖ ≤ 1, (A.31) yields (A.27).
Assume now that z ∈ ∂B(0, rn). From (A.30), we have
Ez [τ ] = ‖z‖ ×
(
(C¯(z)− C(z))Pz(D1 =∞) + C(z)
)
+O(1). (A.32)
We use (A.7), (A.20) and (A.21) to obtain
Ez [τ ] =‖z‖
((
d∆2n +O(∆n)
)(Ez [‖z‖ − ‖S(τ)‖∣∣D1 <∞]
∆n
+O(
1
∆2n
)
))
+O(1)
=d∆nEz
[‖z‖ − ‖S(τ)‖∣∣D1 <∞]+O(1).
(A.33)
Fluctuations for internal DLA 30
Now, write (A.33) as follows. There is a constant K such that for any z ∈ ∂B(0, rn)∣∣Ez [τ ]
d∆2n
− Ez [‖z‖ − ‖S(τ)‖1D1<∞]
∆nPz(D1 <∞)
∣∣ ≤ K
∆2n
. (A.34)
Note that by (A.23), we have that ∆nPz(D1 <∞) = ∆n+O(1), and |‖z‖−‖S(τ)‖1D1<∞| ≤
1, we have ∣∣Ez [τ ]
d∆2n
− Ez [‖z‖ − ‖S(τ)‖1D1<∞]
∆n
∣∣ ≤ K
∆2n
. (A.35)
We replace z by S(Ui) in (A.35) under the event {Di <∞} to obtain
∣∣ES(Ui) [τ ]
d∆2n
− ES(Ui)
[
(‖S(Ui)‖ − ‖S(D1 ◦ θ(Ui))‖)1D1◦θ(Ui)<∞
]
∆n
∣∣ ≤ K
∆2n
, (A.36)
We multiply both sides of (A.36) by 1Di<∞, take the expectation on both side of (A.36), and
divide by Pz(Di <∞) to obtain (A.28).
Step 3: For i ≥ 1, we show the following bounds
2 ≥ γi ≥ 1
4d
√
d
, where γi = Ez
[
(‖S(Ui)‖ − ‖S(Di+1)‖) 1Di+1<∞
∣∣Di <∞] . (A.37)
The upper bound is obvious. For the lower bound, first we restrict to {Di < ∞}, so
that Ui < ∞. By Lemma 2.1, S(Ui) has a nearest neighbor x, within B(0, rn) such that
‖S(Ui)‖ − ‖x‖ ≥ 1/(2
√
d), and (A.37) is immediate.
Step 4: We show (A.1) using (A.3). For p such that 1 ≤ p ≤ ∞, let
σp =
p∑
i=1
Ez
[
τ ◦ θ(Ui)
∣∣Di <∞] i−1∏
j=1
(
1− Pz
(
Dj+1 =∞
∣∣Dj <∞)) . (A.38)
Now, (A.4) reads I(z) = limp→∞ σp. We establish in this step that, for some constant K˜, any
integer n
lim
p→∞
|1− σp
d∆2n
| ≤ K˜
∆n
. (A.39)
Once we prove (A.39), we have all the bounds to estimate the right hand side of (A.3).
Indeed, using (A.26), (A.5) and (A.39), we have
Ez[τ ] + Pz (D1 <∞)× I(z) =d∆nα0(z)− 2d(n− ‖z‖)2 +O ((n− ‖z‖) ∨ 1)
+
(
α0(z)
∆n
+O
(
(n− ‖z‖) ∨ 1
∆2n
))
× (d∆2n +O(∆n))
= 2d∆nα0(z)− 2d (n− ‖z‖)2 +O ((n− ‖z‖) ∨ 1) .
(A.40)
In order now to prove (A.39), we introduce first some shorthand notation. For p and j
positive integers
ap = 1− σp
d∆2n
, αj = Pz(Dj+1 =∞|Dj <∞), and βj =
Ez
[
τ ◦ θ(Uj)
∣∣Dj <∞]
d∆2n
.
(A.41)
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With this notation (A.7) and (A.28) read as follows.
|αj − γj
∆n
| ≤ K
∆2n
, and |βj − γj
∆n
| ≤ K
∆2n
, so that |αj − βj | ≤ 2K
∆2n
. (A.42)
Let us rewrite (A.38) as
ap = ap−1 − βp
p−1∏
j=1
(1− αj). (A.43)
In order to establish (A.39), we show by induction that
∣∣ap − p∏
j=1
(1− αj)| ≤ ǫp, (A.44)
with for p > 1
ǫp = ǫp−1 +
2K
∆2n
p−1∏
j=1
(1− αj) and ǫ1 = 2K
∆2n
. (A.45)
Note that it is easy to estimate ǫp from (A.45). There is a constant κS such that
ǫd ≤ 2K
∆2n
(1 +
p∑
k=1
exp(−
k∑
j=1
αj)) ≤ 2K
∆2n
(
1 +
p∑
k=1
exp
(
−
k∑
j=1
γj
2∆n
))
≤ 2K
∆2n
κS∆n =
2KκS
∆n
.
Now, (A.44) holds for p = 1, and assume it holds for p− 1. Then
(1− βp)
p−1∏
j=1
(1− αj)− ǫp−1 ≤ ap ≤ (1− βp)
p−1∏
j=1
(1− αj) + ǫp−1. (A.46)
Then by (A.42), we have (A.44) with ǫp satisfying (A.45).
Now (A.39) follows as we notice that Step 3 implies that
lim
p→∞
p∏
j=1
(1− αj) = 0.
Acknowledgements. The authors thank the CIRM for a friendly atmosphere during their
stay as part of the research in pairs program.
References
[1] Bramson, M.; Lebowitz, J. Asymptotic Behavior of Densities for Two-Particle Annihi-
lating Random Walks. Journal of Statistical Physics, 62, 297-372, 1991.
Fluctuations for internal DLA 32
[2] Diaconis, P.; Fulton, W. A growth model, a game, an algebra, Lagrange inversion, and
characteristic classes. Rend. Sem. Mat. Univ. Politec. Torino 49 (1991), no. 1, 95–119
(1993).
[3] Friedrich, T; Levine, L. Fast simulation of large-scale growth models, preprint 2010.
[4] Kleber, M. Goldbug variations. Math. Intelligencer, 27(1):55–63, 2005.
[5] Landolt, D. Fundamental aspects of electropolishing Electrochimica Acta. Vol 32, No 1.,
pp1–11, 1987.
[6] Lawler, G., Intersection of Random Walks Probability and its Applications. Birkha¨user
Boston, Inc., Boston, MA, 1991.
[7] Lawler, G. Subdiffusive fluctuations for internal diffusion limited aggregation. Ann.
Probab. 23 (1995), no. 1, 71–86.
[8] Lawler, G.; Bramson, M.; Griffeath, D. Internal diffusion limited aggregation. Ann.
Probab. 20 (1992), no. 4, 2117–2140.
[9] Lawler, G; Limic, V. Random Walk: A Modern Introduction Cambridge Studies In
Advanced Mathematics, 2010.
[10] Levine, L.; Peres Y. Strong spherical asymptotics for rotor-router aggregation and the
divisible sandpile. Potential Analysis 30 (2009), 1–27.
[11] Meakin, P.; Deutch J.M. The formation of surfaces by diffusion limited annihilation
J.Chem.Phys. 85 (4), 1986, 2320–2325.
[12] Moore, C., Machta, J. Internal diffusion-limited aggregation: parallel algorithms and
complexity. J. Statist. Phys. 99 (2000), no. 3-4, 661–690.
