The adaptive neuro fuzzy inference system (ANFIS) has been proposed to model the time series of water quality data in this study. The biochemical oxygen demand data collected at the upstream catchment of Feitsui Reservoir in Taiwan 
INTRODUCTION
It is important to understand surface water quality due to its effect on aquatic ecosystems and public health. The common metric for assessing an aquatic ecosystem's organic pollution level is the biochemical oxygen demand (BOD).
Measuring the BOD serves as an indicator of the health of the aquatic system. The difficulty with measuring BOD is that after the initial sample is obtained, it requires 5 days to complete. The final analysis of the results is done on the fifth day and the final result is referred to as BOD 5 (Delzer & McKenzie ) . Due to this time lag and high financial expense of generating field BOD 5 measurements, the estimation of BOD 5 has led to active research in mathematical models (Roider & Adrian ) . Mathematical models are based on the underlying physics of the environmental system or approximations of it. One major limitation is that the models can be sensitive to parameter changes that lead to different predictions (Chau ) .
An alternative to mathematical modeling is time series modeling. This approach has become an area of active research due to its applicability in a variety of fields such as dynamic systems, nonlinear signal processing, pattern recognition, and hydrology. To construct a time series model, a set of historical observations are combined to extrapolate a forecast of future measurements. The advantage of this modeling approach is that it does not rely on the underlying physics of an environmental system, but solely uses the historical data. Fuzzy logic theory based on the linguistic uncertainty expression rather than numerical uncertainty was first developed by Zadeh () and has become popular to various engineering problems and hydrological modeling since the late 1990s ( Jang et al. ) . Recently, adaptive neuro fuzzy inference system (ANFIS), which consists of the ANN and fuzzy logic methods, has received attention in database management, system design, and water resources planning and forecasting. Nayak et al. () stated that while ANFIS models do not provide information on the hydrologic process physics, they are still useful for time series forecasting where the main concern is accurate predictions of a variable at specific watershed locations. Although the ANFIS method has been certified as a powerful tool for prediction and plenty of applications have been published (primarily in water quantity), there is little discussion in the literature of using this hybrid computing system to model the time series of water quality, especially BOD 5 (Maier et al. ) . Besides, there is no systematic procedure for the development of ANFIS (or ANN) models, nor a comprehensive study to compare different modeling techniques (Wu et al. ) . The main purpose of this study is to present ANFIS modeling of BOD 5 as time series data. This study further provides a systematic procedure of input selection and the pre-processing of the input data, both of which are embedded in the model development. To verify the application of this approach, the upstream catchment of Feitsui Reservoir located at the northeast part of Taiwan is chosen as the case study area. A large amount of BOD 5 data in terms of space and time is collected in this area and used to develop the models. The capabilities of proposed ANFIS models are compared to ARIMA and ANN models.
METHODOLOGY
In this section, the basic concepts and modeling process of proposed ARIMA, ANN, and ANFIS models are briefly reviewed.
Box-Jenkins autoregressive integrated moving average (ARIMA)
In an ARIMA (p,d,q) model, the predictions of the future values are constrained to be linear functions of past observations and random errors. The underlying process that generates the time series with the mean μ has the form:
where t is the time index, and y t is the actual value, and a t is a random error variable. ϕ B ð Þ and θ B ð Þ are the autoregressive and moving average operators, respectively, and can be written as:
where 
Artificial neural networks (ANNs)
In this study, a multilayer perceptron neural network was chosen to model time series data of BOD 5 . The selected network has three layers, i.e., one input layer with varied input variables, one hidden layer with varied nodes, and one output layer with one output variable. The output of a neuron can be expressed as:
where x i is the input variable, ω
(1) ij and ω (5)), logistic (Equation (6)), and tangent (Equation (7)) functions are the most commonly used activation functions in the construction of ANNs,
The training of the neural network embraces the choices of architecture, activation functions, training algorithms, and network parameters, the testing of the trained network, and the usage of trained neural network for simulation and prediction. All these steps are adopted to develop the ANN models in this study. The three-layer feed-forward ANN model trained by the back-propagation algorithm is developed for each station and the determination of input variables is based on the analysis obtained from Box-Jenkins ARIMA.
Adaptive neuro fuzzy inference system (ANFIS) Figure 1 presents the five-layer structure of ANFIS with two inputs variables. In this study, Takagi-Sugeno fuzzy inference system (FIS) is used for the time series modeling of BOD 5 (Takagi & Sugeno ) . For the first-order TakagiSugeno FIS, two typical rules can be expressed as:
Rule 2: If x 1 is A 2 and x 2 is B 2 , then
where x 1 and x 2 are the inputs, A i and B i which are the linguistic labels, f i is the output function, p i , q i , and r i are the consequent parameters (output function parameters).
Layer 1: each node in this layer generates membership grades of the crisp inputs and each node's output O 1 i is calculated by:
where O 1 i denotes the output of the ith node in the first layer, and μ A i and μ B i are the membership functions (MF) for A i and B i linguistic labels, respectively. The MF can be any appropriate functions that are continuous and piecewise differentiable such as Gaussian, bell-shaped, trapezoidalshaped, and triangular-shaped functions. For example, the bell-shaped function can be expressed as follows:
where a i , b i , and c i are the premise parameter set and with the change of these parameters the bell-shaped function varies accordingly.
Layer 2: every node in this layer multiplies the incoming signals, and the output represents the firing strengths of a rule, O 2 i or w i , is computed as:
Layer 3: this layer calculates the ratio of the ith rule's firing strength to the sum of all rule's firing strengths. It normalizes the firing strength and is calculated as:
Layer 4: this layer calculates only the sum of the signals of the third and second layers of the network,
Layer 5: this layer is called the output nodes in which the single node computes the overall output by summing all incoming signals:
A hybrid-learning algorithm which combines the gradient descent and least-squares methods to identify parameters defined in the adaptive networks has been proposed. The detailed mathematical background and hybridlearning algorithm can be found in Jang (), Jang et al.
() and Nayak et al. () . In this study, the five-layer ANFIS model trained by the hybrid-learning algorithm is developed for each station, and the determination of input variables is also based on the analysis obtained from BoxJenkins ARIMA.
Performance criteria
To determine the performance of each identified ARIMA, ANN, and ANFIS models, four different criteria are used:
the Pearson coefficient of correlation (R), the root mean square error (RMSE), the mean absolute percentage error (MAPE), and the mean absolute error (MAE). Each criterion can be computed as: 
where y t andŷ t denote the target (measured) and network output (simulated) values at time period t, respectively. y and y represent the averages of y t andŷ t , respectively. 
RESULTS AND DISCUSSION
In this section, the time series data of BOD 5 at the upstream catchment of reservoir are used to demonstrate the developments of ARIMA, ANN, and ANFIS models. Δy t ¼ 0:0004 þ 0:3269Δy tÀ1 À 0:085Δy tÀ2 þ 0:0524Δy tÀ3 À 0:0529Δy tÀ4 þ 0:0095y tÀ5 À 0:0344Δy tÀ6 À 0:083Δy tÀ7 À 0:9946a tÀ1
Box-Jenkins autoregressive integrated moving average
where Δy tÀp is the differenced time series defined as follows:
Equation (18) could be rewritten in the following form and means that y t is the function of y tÀ1 , y tÀ2 , y tÀ3 , y tÀ4 , y tÀ6 , y tÀ6 , y tÀ7 , y tÀ8 , and a tÀ1 , 
Artificial neural networks
For the identification of ANNs, the original time series dataset of BOD 5 measured at each station is first differenced and then normalized to an interval between À1 and þ1. This particular form of data pre-processing of using differencing has never been observed to our knowledge in the related water quality literature and is implemented during the model development for the first time. The selection of input variables (nodes), a very important aspect for the ANN modeling, is traditionally based on either an ad hoc , 1) ; therefore, the number of input nodes is set equal to seven and the ANN model is given in the following form: 
Adaptive neuro fuzzy inference system
For ANFIS identifications, the original time series dataset of BOD 5 measured at each station is first differenced, the same data pre-processing being implemented as during the development of ANN models. One of the most important steps in developing an ANFIS model is still the determination of the input variables, and the selection procedure is also based on the examination of a PACF chart. In the case of Ping-lin station, i.e., ARIMA (7,1,1), seven lagged variables are selected as the inputs. After determining the appropriate input variables, ANFIS models with different number of rules are tested to determine the optimal architecture of system. The number of rules in ANFIS can be analogous to the number of nodes in ANNs; therefore, two to five rules are evaluated to identify the optimal architecture.
The number of rules is increased one at a time to prevent overfitting. The RMSE values for the training and testing datasets are also used as a criterion to evaluate the performances of the potential models with different numbers of rules. Again, the model with minimum RMSE value for the training set and significant increasing of RMSE value for the testing set is accepted as the optimum among potential models. In the case of Ping-lin station, the result shows that the optimal number of rules is equal to three (Figure 7(a) ).
The selection from different MFs, i.e., Gaussian, bell- 
Comparisons of ARIMA/ANN/ANFIS models and other studies
In order to make this study more comprehensive, the capabilities of proposed ANFIS models are compared with ARIMA and ANN models in this section. The discrepancy ratio types of water quality data, and the procedure of input selection and the pre-processing of input data presented in this study can intimate to other related studies. Further studies using more data from more watersheds may be required to strengthen these conclusions. Besides, the issue of climate change also has implications for the variations of BOD 5 , and is a good candidate for future research.
