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By p min = min i {p i } we denote the smallest source's probability. We assume that p min > 0, and that it is relatively large w.r.t approximation error δ * /p min < 1. We first show that the redundancy due to such an approximation is bounded by:
Next, we consider a more specific scheme, in which source's probabilities are approximated by rational values:
Here, we show that: Theorem 1 Given any t 1, it is possible to find rational approximations of source's probabilities (3), such that:
This suggests that redundancy is decreasing approximately inverse proportionally to t. Moreover, after a more detailed study of this problem (which involved the use of tools and results from Diophantine approximation theory [2] ) we were able to show that among various possible values of denominator t, there exists some, for which precision of approximations (3) can be much higher. In turn, this leads to much lower redundancy. Theorem 2 There exist infinitely many integers t, f 1 , . . . , f m (m > 2) producing approximations of source's probabilities (3), such that:
In a case when m = 2, there exist infinitely many integers t, f 1 (with f 2 = t − f 1 ) producing approximations of source's probabilities (3), such that:
where:
, rv − us = ±1 , r, s, u, v ∈ Z , 2 −3/2 , otherwise .
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