Abstract -The now ubiquitous WWW provides ready access to a plethora of MM data. However, the MM information management facilities of the WWW are little better than those that are several decades old. The audio domain in particular has received little attention in this area. The authors have addressed this oversight by developing a structured audio representation based on "audio objects", allowing more useful access than traditional methods. The representation has also been designed for the demands of a nehvorked world where efficient transmission capabilities are a priority. This paper describes how the decomposition of audio into objects can be exploited for compression gain.
WTRODUCTION
In 1945 Vannevar Bush published his vision for the ideal information storage, rehieval and management system [I] .
Today, it is apparent that the WWW has finally made the vision a reality. However, in its current form, the WWW falls well short of Bush's vision. Rather it is a "multimedia enhances' hypertext system. This is largely due to continued dependence on unstructured multimedia data representations.
Unstructured representations result from the need for compression. However, this comes at a cost: ready access to vast volumes of information that are disorganised and difficult to access in a random fashion. Indeed, modem access mechanisms for audio have not progressed beyond the simple functions offered by the most basic audio tape players: play, rewind, etc and modem audio information management techniques are still either impractically complex to implement or too low level to be useful for the general user.
By contrast, audio cognition is highly structured, with often complex mixtures, separated into individual acoustic 'events' or 'objectsI71. Further, when recalling a long audio ' scenario' (e.g. piece of music) it is most natural to be able to recall individual events (e.g. key change) than a temporal location relative to the start. Currently, the latter access method is essentially the only one available.
Existing content-based access schemes do not satisfactorily solve this problem as they are also unstructured. Two general classes exist: statistical and transcription schemes. Statistical methods provide little relevant information to general users (e.& musicians won't know the FFT centroid of a cello tone). Transcription methods (e.g. speech recoynition or melody retrieval) may be useful in constrained environments. However, they do not reflect the natural organisational structure in the data. These schemes are akin to a book with no chapters. headings or paragaphs. An index may be useful but, with no obvious data organisation, it is difficult to gain a conceptual view of information presented.
Clearly, a duality exists between providing compression of audio data and meaningful content-based access and retrieval mechanisms. Presently, attempts to resolve one exacerbates the other. The only feasible solution is a compact audio representation that reflects useful information about the underlying data and its organisation.
The authors previously described the low level aspects of a structured representation designed specifically to support audio object extraction [3] and the compression possibilities for the lower levels of this representation [4] . They then detailed audio object extraction [5] . Now the issue of compression is revisited with respect to audio objects.
ELEMENTARY AUDIO OBJECT FORMATION
A. Dejnirion of "Audio Objects".
An audio object is a single semantically relevant unit that is individually decodable and randomly accessible [b] . Audio objects exist in a hierarchical framework of elements that each display these characteristics. Figure I shows the hierarchical decomposition of an audio stream. Harmonic groups and noise frames appear at the next level up. Harmonic groups consist of tracks, co-located in time, bearing some resemblance to one another. Generally, the frequency and amplitude contours will be scaled versions of a single 'prototype'. This property can be exploited to achieve compression gains for harmonic groups. Noise frames consist of temporally adjacent noise bursts with similar characteristics (RMS power, spectral envelope, etc).
[ 5 ] detailed the formation of these mid-level groups. This paper describes the compact representation of harmonic groups.
To provide content-based random access, every element of the structure is randomly accessible and individually decodable. However, from a user's perspective, the lowest levels of the hierarchy are unlikely to have any significance. Hence, it is much more likely that a combination of at least two mid-level elements is required to create an inversion that is both intelligible and of acceptable quality. Thus, from both encoding and retrieval aspects, coding harmonic groups as individual objects is preferable to encoding individual tracks.
B. Generation and Inversion
The lowest level of the structure presented in the previous section consists of a series of time-frequency-amplitude trajectories that are non-uniformly sampled in each dimension. The trajectories are composed of amplitude peaks in short-time specwa. These peaks are ' tracked' through time according to low-level psychoacoustic principles. These elements may be inverted using the procedure illustrated in Figure 4 . This inversion technique makes it possible to invert individual tracks or groups oftracks. This is consistent with the aim of maintaining access to individually decodeable, randomly accessible units. 
Ill. ENCODING THE OBJECT PRIMITIVES
In providing for compact storage it is important to note that the structure revealed in both individual tracks and harmonic groups cannot be obfuscated. This contrasts with traditional coding schemes that exploit statistical redundancies in the data at the expense of structural information. Hence the selection of coding techniques is somewhat limited.
A. File sfrucfure
The proposed file structure consists of a 24 byte tile type and version code followed by a list of the position of each harmonic group in the tile. This list is terminated by a null code. Each harmonic group is preceded by it' s own header information described in section lll.C.3). Since each harmonic group is effectively self contained, it is simple for some high level process to assign a new organisation by creating a list of pointers to individual groups. Further, if access to a single track is required, the groups themselves are encoded in a structured manner such that it is a relatively straightforward matter to define a link to even a single track.
B. Harmonic Group Descripfion
The information required for each harmonic group is:
(a) Number of tracks (harmonics) The necessity of items a), c)-e), g) and i) should be obvious. Item b) provides inbuilt indexing as the track shape provides information useful to determine the audio source. For example. ' formant' shaped tracks indicate speech. A frequency offset from the exact harmonic frequency must be recorded as harmonics of many natural sounds are not exact.
C. Coding Techniques
Coding techniques for individual tracks were suggested in [4] . Given the harmonic grouping now achieved it is possible to exploit redundancy within a group improved compression as we now only need to store detailed information about a single track per group with a small amount of overhead to accommodate individual tracks in the group. To access the details for an individual track, simple scaling or offset of the corresponding parameters for the group model is all that is required. Hence, we can now achieve a much greater coding gain while maintaining direct access to the individual elements of the representation.
I ) Amplitude and Frequency Contours
The amplitude and frequency contours for the tracks vary slowly in time. Hence, DPCM is an ideal way to encode them. To further increase the coding gain, variable length codewords can he used. Since the values of the amplitude contour vary from 0 to 90 dB SPL, with a resolution of I dB SPL is, 7 bits are used for the initial value. Similarly, the frequency range is 0 to I kHz with I Hz resolution, so I O hits are used. Each entry in the codehook follows the pattern: value -4 hits; codeword length ~ 3 hits followed by the codeword-7 bits max.
2) Phose Contour
In order to achieve acceptable inversion, the phase contour must be recorded more accurately than the amplitude and frequency contours [4] . Further, the phase contour generally has a higher entropy than the amplitude and frequency contours thus a greater number of hits per frame will he required. Indeed, the entropy value is sufficiently large that Huffman coding is considered unjustified.
3) Group-SpeciJic Overhead
By grouping the tracks together, a small amount of overhead information is required. This overhead is represented by items (a); (d); (0; (h); and (i) listed in section 111.8. However.
this group overhead is significantly less then the gain achieved by grouping the tracks. Table 2 shows the bit allocation for each of the overhead elements mentioned above. If the harmonics are ordered within the group by their harmonic numbers, the harmonic number can he differentially coded using 3 hits per track. This assumes that at most 7 consecutive harmonics will be 'missing'. This is reasonable as even harmonically related tracks separated by a greater distance would be segregated into separate groups according to the perceptually-based grouping rules used.
Tracks further than a frequency dependent threshold (with a maximum value of 2OHz) away from the expected harmonic value, are considered to not be harmonics. Hence, we would expect the values for the frequency offset to Fall within the range-20 to + 20 Hz. Also the offset, if present, tends to increase with harmonic number. Again, ordering the tracks by harmonic number and differentially encoding the offsets ensures that 3 bits is sufficient to record this information.
The start time of the tracks is the number of analysis frames since the beginning of the file. There are 125 frames per second. With 16 bits allows for 65536 frames or over 8.5
minutes of audio data. This is easily extended by including a special field in the file header to define blocks of 8 m long each. In this case the start field for a group is relative to the beginning a block. The stop time is encoded relative to the start time. By the definition of a harmonic group, it is extremely unlikely that one would exceed 1-2 seconds in length, hence, I byte is used for this value. However, this field is extensible with a flag in the group header signifying either a I or 2 byte length field.
The start time of each track is recorded relative to the start of its group. The length of the track is also recorded. In the case of an extended group length, the track length is also extensible. The first hit in the 8-bit length field is taken as a flag. If it is set to OFF, th3t one byte comprises the length field. If the first hit is set to ON, then a second byte follows.
In addition to these essential features, I byte is allocated as a group identifier, a further byte is reserved for flags and 4 bytes have been allocated for use in indexing, or other structuring mechanisms [h] . Given this hit allocation, the formst for each group is shown in Figure 5 . To determine the amount of data required to encode each of these groups, the parameters mentioned in section 4 need to be derived. We must then perform a statistical analysis of each trajectory used to represent the model tracks and determine the remaining header information that pertains to each individual harmonic. The basic group duration and membership information is summarised in Table 3 . 
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18 Figure 7 and Figure 8 show the frequency and frequency gradient functions respectively. Clearly, the data are highly correlated.
-- Table 4 summarises the bits required to represent the frequency contours of each group. The codebook size and total hits required to code each gradient function were determined by generating Huffman codes. The total figure includes the IO bits used to code the initial frequency value. Figure 9 shows the phase contours of the group models. It is clear that, unlike the frequency and amplitude data, the phase data are highly uncorrelated. Hence fixed length codewords are used with the codeword length determined by the range of phase values for the track. The first 4 bits of the phase descrintion indicates this length.
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Figure 9: Phase 'contour' of each group model Table 6 ; Summary of bit allocation for phase contours of group model Table 7 ; Summary of bit allocation for all track elements in the mixed data file Table 7 shows that a total of 3215 hits is required to describe the track data. In addition to this the file contains a 24 byte general file header and an index header requiring of 32 bitslgroup plus an additional 32 bits to terminate the header. This gives a total file size of 3439 bits = 430 bytes. The original file size was 34,860 bytes hence a compression ratio of 81:l has been achieved. However, this analysis has neglected one of the classes required in our structured data model: noise, It can be expected that the addition of the noise class will approximately half this value to give a compression ratio of approximately 40:l
V. DISCUSSION AND CONCLUSIONS
The authors have presented a review of the development of an object-based structured audio representation designed specifically to support advanced applications such as hypermedia. This review was followed by an analysis of the representation' s suitability for compressed data storage and transmission by suggesting suitable coding techniques for the objects
Having successfully extracted harmonic groups from the lowlevel track information, has facilitated the exploitation of redundancy in these harmonic groups. By doing so we have greatly improved upon the compression ratio of 9:l achievable when each individual track is encoded separately. While formal listening tests are yet to be conducted, subjective audio quality of each reconshucted group is sufficient to be recognised as the original source. Further, each group is generally free from artefacts of the other sources in the original mix, with any evidence of the original mix being apparent only in ' noise' groups.
