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 ABSTRACT 
Decarbonisation of energy supply in future low-carbon systems is expected to entail two key 
components: a rapid increase in the capacity of intermittent renewable generation and other 
low-carbon sources, and the electrification of heat and transport demand, i.e. large-scale de-
ployment of electric vehicles and heat pumps. Both of these components are expected to impose 
a significant demand for additional flexibility, particularly for ancillary services associated with 
system balancing, while leading to additional system costs due to the degradation in generation 
and network infrastructure utilisation, reduced efficiency of real-time operation, and the need 
for network reinforcement. 
In this thesis a computationally efficient annual generation scheduling algorithm is developed to 
assess the economic and environmental performance of low-carbon systems characterised by a 
high penetration of intermittent renewable capacity. The algorithm performs a simultaneous 
optimisation of electricity generation and the provision of ancillary services such as operating 
reserve and frequency response. The results of applying the model to future GB system with 
high wind penetration indicate that the cost of wind integration in may be very high, particularly 
in cases when there is less flexibility available from conventional generators. 
The thesis proceeds to develop methodological approaches to establish system benefits that 
could be achieved by deploying a range of Flexible Demand (FD) technologies – Heating, Ventila-
tion and Air Conditioning (HVAC) systems, electric vehicles, residential heat pumps or smart 
domestic appliances – which are all capable of altering their baseline electricity consumption 
profile in order to improve system operation. Detailed bottom-up models developed in the thesis 
characterise the behaviour patterns of FD users, establishing a link between the useful service 
provided by flexible devices and the resulting electricity demand pattern, while also ensuring 
the level of service expected by the users is not compromised as a result FD participation. 
A broad range of potential applications of FD has been analysed in the thesis towards a more 
efficient performance of future electricity systems. Key system-level benefits of deploying FD 
include the improved long-term system security, more efficient system balancing and ancillary 
services, and improved utilisation of generation and network capacity. The results suggest that 
system-level benefits of FD can be substantial, particularly in systems with scarce operational 
flexibility, such as those based on very high contribution of intermittent renewable electricity, 
and those accommodating a significant share of electrified transport and heating demand. 
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     Stationary distribution of a refrigerator residing in ON state at time t 
      Stationary distribution of a refrigerator residing in OFF state at time t 
      Desired average refrigerator duty cycle 
  
     Contribution of individual DD refrigerator to frequency response for demand level 
d and generation loss size    
  
   Assumed constant contribution of DD refrigerator to frequency response 
     
     Displaced generation capacity from frequency response for demand level d and 
generation loss size    
       Grid frequency deviation at time t 
    Change in system frequency in power system response model 
     Change in mechanical/electrical power in power system response model 
  
     New system load profile considering control actions from smart appliances 
  
   Aggregate demand reduction at time t resulting from control actions that shift de-
mand of smart appliances away from time t 
  
   Aggregate demand increase at time t resulting from control actions that shift de-
mand of smart appliances towards time t 
      Desired average refrigerator temperature 
      Modified minimum temperature threshold for refrigerators 
    Refrigerator temperature at time t 
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      Desired value for variance of refrigerator temperature 
   
   Integer decision variable for the number of appliances of type   whose cycles are 
shifted from time   to time u 
Variables – VPP concept 
    
   Energy surplus with respect to contracted quantity 
    
   Energy shortage with respect to contracted quantity 
        Output of generator   at time   in scenario   
    Offered quantity at the day-ahead market at time   
Parameters – generation scheduling 
   Duration of unit time interval 
    Time window in which reserve needs to be delivered 
   Proportion of reserve allocated to spinning reserve providers 
  
  
  Slope of upward response contribution for generator i 
  
    Slope of downward response contribution for generator i 
       Equivalent standard deviation in a conventional system 
      Standard deviation of demand forecasting error 
        Total standard deviation of net demand forecasting error 
       Standard deviation of 4-hourly wind forecasting error 
           Standard deviation of half-hourly wind forecasting error 
    No-load cost of generator i 
          Coefficients of quadratic cost function for generator i 
      Slope of the j-th segment of linearised cost curve of generator i 
       Cost of load curtailment (VOLL) 
       Cost penalty for generation shedding 
       Cost of holding standing reserve 
       Operating cost of OCGT unit 
  
       Start-up cost of one unit for generator i 
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    System demand at time t 
      Ending elbow point of the j-th segment of linearised cost curve of generator i 
  
     CO2 emission factor of generator i at maximum output 
     
  
  Upward response requirement in a conventional system 
      
  
  Total upward response requirement in a system with wind generation 
  
  
  Upward system-level response requirement at time t 
  
    Downward system-level response requirement at time t 
  
  
  Maximum upward response contribution from unit of generator i 
  
    Maximum downward response contribution from unit of generator i 
    Number of identical generating units in group i 
K Standard deviation multiplier in system security criterion 
      Number of online units in group i before the start of scheduling horizon 
    
    Number of units of group i switched on at   time intervals before     
    
   
  Number of units of group i switched off at   time intervals before     
    Number of time intervals that unit i has been online or offline prior to the begin-
ning of the scheduling horizon 
  
     Minimum output of one unit of generator i 
  
     Maximum output of one unit of generator i 
  
     Size of the largest unit in operation (i.e. the largest single generator loss) 
      Output of generator i directly prior to the beginning of the scheduling horizon 
  
  
  Upward reserve requirement in the system at time t 
  
    Downward reserve requirement in the system at time t 
  
  
  Minimum up time of generator i 
  
    Minimum down time of generator i 
      On/off state of generator i immediately prior to the start of scheduling horizon 
  
  
  Ramp-up rate of generator i 
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    Ramp-down rate of generator i 
    Forecasted available wind output at time t 
Parameters – electric vehicles 
α Correction factor for frequency response from EV charging 
β Correction factor for frequency response from EV discharging 
    Expected duration of frequency regulation service 
   Electricity consumption of a vehicle per kilometre travelled 
    Efficiency of EV battery charging 
    Set of time intervals in a day when a vehicle following combination X is not in use 
  
     Minimum energy stored in battery of one vehicle following combination X 
  
     Maximum energy stored in battery of one vehicle following combination X 
     Equivalent distance of journey type    
     Equivalent distance of journey type    
     Electricity required to complete the 1st journey by all vehicles involved in combina-
tion X 
     Electricity required to complete the 2nd journey by all vehicles involved in combi-
nation X 
I Starting time of the 1st journey 
J End time of the 1st journey 
K Starting time of the 2nd journey 
L End time of the 2nd journey 
        Number of journeys of type    that start at hour   and finish at hour   
      
        Number of eligible (non-overlapping) second journeys of type    lasting between 
  and  , for a given combination of I, J and    
      
       Number of vehicles that make the 1st journey of type    between hours   and  , and 
the 2nd journey of type    between hours  and   
    Number of vehicles following combination X 
   
     Maximum (dis)charging power for one vehicle 
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        Sum of all eligible second journeys for a given 1st journey represented by          
    Type (length) of the 1st journey 
    Type (length) of the 2nd journey 
X Combination of two journeys defined by their start and end times, and the corre-
sponding durations:                    
Parameters – heating systems 
  
   Maximum allowed reduction of HVAC demand in building b at time t expressed as 
fraction of HVAC load 
     Flag indicating whether frequency response provision by commercial HVAC sys-
tems is enabled 
      Flag indicating whether standing (slow) reserve provision by commercial HVAC 
systems is enabled 
      Flag indicating whether spinning (fast) reserve provision by commercial HVAC 
systems is enabled 
   Penetration of flexible commercial HVAC devices, i.e. the share of HVAC systems 
that are participating in providing ancillary services 
   
   Storage charging efficiency of residential dwelling d 
    
   Cooling set point for commercial building b at time t 
    
   Heating set point for commercial building b at time t 
    
      Maximum allowed temperature deviation above the cooling set point for building b 
at time t 
    
      Maximum allowed temperature deviation below the heating set point for building 
b at time t 
    
      Allowed “forced” temperature deviation above the cooling set point for building b 
at time t 
    
      Allowed “forced” temperature deviation below the heating set point for building b 
at time t 
  
   Maximum load decrease that HVAC system of commercial building b can perform 
at time t during the 15-minute control period 
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    Maximum provision of ancillary service of duration X by portfolio of commercial 
HVAC loads (expressed as fraction of maximum achievable 15-minute reduction in 
aggregate HVAC load    
 ) 
    Demand of individual HVAC device at interval   of its control-payback period 
   
     Penalty cost for allowed deviations of indoor temperatures from heating and cool-
ing set points 
   
     Penalty cost for forced deviations of indoor temperatures beyond the allowed de-
viations 
  
   Thermal capacity of indoor air for commercial building b 
  
   Overall thermal capacity of the structure of commercial building b 
    Unit cost of electricity in HVAC system optimisation 
    Unit cost of generation capacity in HVAC system optimisation 
  
    Maximum charging power for heat storage of residential dwelling d 
  
    Maximum discharging power for heat storage of residential dwelling d 
    
   Coefficient of performance for cooling of commercial building b 
    
   Coefficient of performance for heating of commercial building b 
  
   Baseline (uncontrolled) electricity demand of commercial HVAC system of building 
b at time t 
  
   Internal heat gain for commercial building b at time t 
  
   Heating demand of residential dwelling d at time t, expressed as electricity equiva-
lent 
  
   Thermal conductance between the indoor air and the building fabric for building b 
  
   Thermal conductance between the indoor air mass and the outdoor environment 
for building b 
  
   Thermal conductance between the building fabric and the outdoor for building b 
    
   
  Installed electrical power of HP system in residential dwelling d 
    
      Electrical power rating for cooling for HVAC system of building b 
    
      Electrical power rating for heating for HVAC system of building b 
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  Upward spinning (fast) reserve requirements in the system at time t 
  
    
  Upward standing (slow) reserve requirements in the system at time t 
    
   Size of heat storage at residential dwelling d (expressed as electricity equivalent) 
     Duration of control period of the entire commercial HVAC portfolio during which 
ancillary service needs to be provided, expressed as number of unit intervals 
    Duration of control-payback cycle of an HVAC device, expressed as number of unit 
intervals 
      Duration of commercial HVAC scheduling period in unit intervals 
    
   Outdoor temperature seen by commercial building b at time t 
Parameters – smart domestic appliances 
    Penetration of Dynamic Demand refrigerators 
    
   Maximum allowed shifting time for smart appliance of type k 
   Refrigerator coefficient of performance 
      Nominal value of steady-state refrigerator duty cycle 
A Refrigerator thermal conductance 
a Refrigerator thermal dispersion coefficient 
  
   Diversified demand of smart appliance k at time t 
  
    
  Original system demand at time t without control actions of smart appliances 
    Duration of operating cycle for smart appliance k 
    Fraction of power generated by the high-pressure turbine in response model 
K Constant gain factor for refrigerator control 
    Mechanical power gain factor in power system response model 
    Proportionality factor for adjusting minimum temperature threshold 
M Inertia constant in power system response model 
    Refrigerator thermal mass 
    Number of appliances in the system 
Q Refrigerator power rating 
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   Consumption of smart appliance k at time step w of its cycle 
    Generator loss size 
R Governor speed regulation in power system response model 
  
   First possible time step where the appliance of type  , starting its cycle at time  , 
can be shifted to 
  
   Number of appliances of type k starting their consumption cycles at time   
    Ambient temperature 
      Minimum temperature threshold for refrigerator control 
      Maximum temperature threshold for refrigerator control 
     Steady-state temperature reached by refrigerator which is always ON 
      Steady-state temperature reached by refrigerator which is always OFF (also equal 
to the ambient temperature) 
    Reheat time constant in power system response model 
  
   Number of successive time steps starting from   
  which are further allowed as 
possible delayed cycle start times for appliance of type k at time t 
Parameters – VPP concept 
    
   System Buy Price (SBP) at time   in scenario   
    
   System Sell Price (SSP) at time   in scenario   
    Generation cost of generator   
      Day-ahead market price at time   in scenario   
    Probability of scenario s 
 
 
 31 
ACKNOWLEDGMENTS 
I would like to express my immense gratitude to my supervisor, Professor Goran Strbac, for pro-
viding me with the opportunity to carry out this highly interesting and relevant research, as well 
as for his continued supervision and support. His vision and understanding of the key research 
challenges in this area have been invaluable for guiding my work. 
I am very much indebted to my colleagues from the Control and Power research group who I 
have had the privilege of collaborating with over the course of my PhD. I would particularly like 
to thank Vera Silva and Vladimir Stanojević, with whom I had the opportunity to work closely on 
a number of topics during the course of my studies, and who have always been extremely sup-
portive. My gratitude also goes to Danny Pudjianto, Anser Shakoor, Predrag Djapic, Manuel Cas-
tro, Pierluigi Mancarella, Enrique Ortega, Chin Kim Gan, Aris Kountouriotis, David Angeli, De-
jvises Jackravut, Robert Sansom, Charlotte Ramsay and Dimitrios Papadaskalopoulos, who have 
all greatly enriched my knowledge through our collaboration. Adam Hawkes from the Centre for 
Environmental Policy and Professor John Polak and Scott Le Vine from the Centre for Transport 
Studies have helped me enormously by providing the input data for heat pump and electric vehi-
cle modelling, for which I am truly grateful. 
I would like to express my gratitude to my examiners, Professor Tim Green and Professor Nick 
Jenkins, for a highly interesting discussion we had during the viva examination and for their 
valuable feedback on my thesis. Thanks must also go to Professor Davor Škrlec, who was my MSc 
supervisor at the University of Zagreb, and has whole-heartedly supported my goal to pursue a 
PhD at Imperial College London. 
Finally, I would like to thank my wife Maja and daughter Lana for their enormous love and sup-
port, and for putting up with anything but conventional working hours. Completing this thesis 
would have simply not been possible without them. I am also grateful to my parents, who have 
fostered my thirst for knowledge from the early childhood and have always taken great pride in 
my academic achievements. 
 
 33 
LIST OF PUBLICATIONS 
Journal papers: 
 D. Pudjianto, P. Djapic, M. Aunedi, C. K. Gan, G. Strbac, S. Huang, D. Infield, “Smart control 
for minimizing distribution network reinforcement cost due to electrification”, Energy 
Policy, Vol. 52, pp. 76-84, January 2013. 
 D. Papadaskalopoulos, P. Mancarella, M. Aunedi, V. Stanojevic, G. Strbac, “Decentralized 
Participation of Flexible Demand in Electricity Markets – Part II: Application with Elec-
tric Vehicles and Heat Pump Systems”, IEEE Transaction on Power Systems, accepted for 
publication, January 2013. 
 M. Aunedi, P. A. Kountouriotis, J. E. Ortega Calderon, D. Angeli, G. Strbac, “Economic and 
Environmental Benefits of Dynamic Demand in Providing Frequency Regulation”, IEEE 
Transactions on Smart Grid, accepted for publication, February 2013. 
 D. Pudjianto, M. Aunedi, P. Djapic, G. Strbac, “Whole-Systems Assessment of the Value of 
Energy Storage in Low-Carbon Electricity Systems”, IEEE Transactions on Smart Grid, 
submitted for review, February 2013. 
Conference papers: 
 M. Aunedi, D. Skrlec, G. Strbac, “Optimizing the Operation of Distributed Generation in 
Market Environment Using Genetic Algorithms”, IEEE Mediterranean Electrotechnical 
Conference (MELECON), Ajaccio, May 2008. 
 M. Aunedi, G. Strbac, D. Pudjianto, “Characterisation of Portfolios of Distributed Energy 
Resources under Uncertainty”, 20th International Conference on Electricity Distribution 
(CIRED), Prague, June 2009. 
 D. Pudjianto, C. K. Gan, V. Stanojevic, M. Aunedi, P. Djapic, G. Strbac, “Value of integrating 
Distributed Energy Resources in the UK electricity system”, IEEE Power and Energy Soci-
ety General Meeting, Minneapolis, July 2010. 
 A. Shakoor, P. Mancarella, M. Aunedi, D. Pudjianto, G. Strbac, “A High Level Review of 
Electricity Market Development in a Low Carbon Future”, BIEE 8th Academic Conference, 
Oxford, September 2010. 
 C. K. Gan, M. Aunedi, V. Stanojevic, G. Strbac, D. Openshaw, “Investigation of the Impact 
of Electrifying Transport and Heat Sectors on the UK Distribution Networks”, 21st Inter-
national Conference on Electricity Distribution (CIRED), Frankfurt, June 2011. 
PhD Thesis  –  Marko Aunedi  
34 
 M. Aunedi, G. Strbac, “Potential Role of Demand-Side Technologies for Providing Flexible 
System Services”, Fifth Global Conference on Power Control and Optimization, Dubai, June 
2012. 
 M. Aunedi, G. Strbac, “Efficient System Integration of Wind Generation through Smart 
Charging of Electric Vehicles”, Fifth Global Conference on Power Control and Optimization, 
8th International Conference and Exhibition on Ecological Vehicles and Renewable Ener-
gies (EVER), Monte Carlo, March 2013 (accepted for presentation). 
 D. Pudjianto, M. Castro, M. Aunedi, G. Strbac, E. Gaxiola, “Transmission Infrastructure In-
vestment Requirements in the Future European Low-carbon Electricity System”, 10th In-
ternational Conference on the European Energy Market (EEM13), Stockholm, May 2013 
(accepted). 
Book chapters: 
 V. Silva, V. Stanojevic, M. Aunedi, D. Pudjianto, G. Strbac, “Smart domestic appliances as 
enabling technology for demand side integration: modelling, value and drivers”, chapter 
in T. Jamasb and M. G. Pollitt (editors), The Future of Electricity Demand: Customers, Citi-
zens and Loads, Cambridge University Press, September 2011. 
Technical reports: 
 C. Ramsay, M. Aunedi, “Characterisation of Virtual Power Plants”, Deliverable 1.4.1 of 
FENIX project (SES6-518272), November 2007. 
 M. Aunedi, J. E. Ortega Calderon, V. Silva, P. Mitcheson, G. Strbac, “Economic and Envi-
ronmental Impact of Dynamic Demand”, report for the UK Department of Energy and 
Climate Change, November 2008. Available:  
http://www.supergen-networks.org.uk/filebyid/50/file.pdf 
 G. Strbac, C. K. Gan, M. Aunedi, V. Stanojevic, P. Djapic, J. Dejvises, P. Mancarella, 
A. Hawkes, D. Pudjianto, S. Le Vine, J. Polak, D. Openshaw, S. Burns, P. West, D. Brogden, 
A. Creighton, A. Claxton, “Benefits of Advanced Smart Metering for Demand Response-
Based Control of Distribution Networks”, report for the Energy Networks Association, 
April 2010. Available:  
http://www.energynetworks.org/modx/assets/files/electricity/futures/smart_meters/
Smart_Metering_Benerfits_Summary_ENASEDGImperial_100409.pdf 
 A. Shakoor, M. Aunedi, “Report on the economic and environmental impacts of large-
scale introduction of EV/PHEV including the analysis of alternative market and regula-
tory structures”, Deliverable 3.1 of the Grid-for-Vehicles (G4V) project (FP7 No. 241295), 
List  of  Publicat ions  
35 
Aug. 2011. Available:  
http://www.g4v.eu/datas/reports/G4V_WP3_D3_1_economic_and_environmental_impa
ct.pdf  
 G. Strbac, M. Aunedi, M. Castro, V. Stanojevic, A. Ulbig, Z. Liu, C. Schwaegerl, “Methodol-
ogy for Determining Impact and Value of DSP on System Infrastructure Development”, 
Deliverable 2.3 of the IRENE-40 project (FP7 No. 218903), September 2011. Available: 
http://www.irene-40.eu/sites/default/files/W2IM_DV_4004_D.pdf  
 G. Strbac, M. Aunedi, D. Pudjianto, P. Djapic, F. Teng, A. Sturt, D. Jackravut, R. Sansom, 
V. Yufit, N. Brandon, “Strategic Assessment of the Role and Value of Energy Storage Sys-
tems in the UK Low Carbon Energy Future”, report for Carbon Trust, June 2012. Avail-
able:  
http://www.carbontrust.com/resources/reports/technology/energy-storage-systems-
strategic-assessment-role-and-value 
 G. Strbac, M. Aunedi, D. Pudjianto, P. Djapic, S. Gammons, R. Druce, “Understanding the 
Balancing Challenge”, report for the UK Department of Energy and Climate Change, Au-
gust 2012. Available:  
http://www.decc.gov.uk/en/content/cms/meeting_energy/network/strategy/strategy.
aspx 
 
 
 37 
CHAPTER 1. INTRODUCTION 
1.1 BACKGROUND 
As part of the global efforts to tackle climate change, governments around the world have com-
mitted themselves to substantial reductions in greenhouse gas emissions in the coming decades. 
As part of this effort, the electricity markets are expected to deliver and integrate significant 
amounts of intermittent renewable generation in combination with less flexible nuclear and 
Carbon Capture and Storage (CCS) plant. On the other hand, the electrification of large segments 
of transport and heat demand potentially supplied by electricity obtained from low-carbon 
sources is seen as another key driver in decarbonising future energy supply. 
In this context, the European Commission (EC) has issued a directive [1] which imposes binding 
targets on the share of renewable energy in the overall energy supply for individual member 
states. The goal of the directive at the EU level is that 20% of total energy demand in 2020 is 
supplied by renewable sources. Individual countries’ targets vary in order to reflect specific na-
tional circumstances; for instance, UK has adopted a target of having 15% of its total energy con-
sumption in 2020 coming from renewable energy sources, representing a marked increase from 
the 2010 level of 3.2% and 2011 level of 3.8% [2]. As suggested by the current UK Renewable 
Energy Roadmap [3], this will require that more than 30% of GB electricity demand in 2020 is 
met by renewable generation, predominantly onshore and offshore wind. 
Even more ambitious long-term climate change targets have been incorporated in the current 
UK energy policy. The 2008 Climate Change Act defined legally binding targets to reduce UK 
greenhouse gas emissions by 26% by 2020 and by at least 80% by 2050, when compared to 
1990 levels [4]. The steps towards achieving the targeted carbon savings have been elaborated 
in the Carbon Plan [5], and they include both a significant expansion of renewable and other 
low-carbon generation technologies, and an accelerated electrification of heat and transport 
demand. This effectively makes the electricity sector a crucial vehicle for achieving the low-
carbon future. 
1.1.1 INTEGRATION COSTS IN FUTURE LOW-CARBON SYSTEMS 
The expected changes in both the supply and demand sides of the low-carbon system will lead to 
increases in overall system costs associated with both integrating the renewable sources on the 
supply side [6] and integrating new transport and heating loads into the distribution network 
[7]. 
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Supply-side integration cost 
The generation mix in low-carbon electricity systems is likely to include significant amounts of 
intermittent renewable generation (such as wind and solar), in combination with less flexible 
nuclear and CCS plant. Intermittent renewable output is variable and difficult to predict and has 
a low capacity value, leading to increased system integration costs associated with backup gen-
eration requirements and system balancing [8]. The fundamental effects responsible for the ad-
ditional system costs that are associated with low-carbon generation are: 
1. Degraded utilisation of generation and network infrastructure. Intermittent renewable 
generation can displace the electricity produced by conventional plant, but its ability to 
displace the generation capacity of conventional plant will be limited [9], leading to in-
creased generation capacity margins and reduced utilisation of conventional capacity. 
2. Reduced efficiency of system operation. The level of operating reserve and the flexibility 
required at high penetration of intermittent renewable generation increase significantly 
above those in the conventional systems [10]. The need for additional reserves and lack 
of flexibility may also decrease the ability of the system to absorb intermittent genera-
tion, i.e. lead to curtailment of wind output. 
3. Need for network reinforcement. A very significant proportion of the new onshore and 
offshore wind capacity will be located at a great distance from the demand centres and 
will therefore require a significant reinforcements or extensions of the existing trans-
mission network [11]. 
Demand-side integration cost 
Shifting a part of the heat and transport sector demand into the electricity system represents a 
major opportunity for decarbonisation of the energy supply. The key concern is that this change 
will increase system peaks in an amount that is disproportionately higher than the correspond-
ing increase in annual electricity demand. The surge in peak demand will potentially require 
significant reinforcement of the generation and network infrastructures. The utilisation of gen-
erating plant and networks will therefore reduce very significantly, increasing the system inte-
gration costs of electrified heat and transport demand. 
1.1.2 NEED FOR ENHANCED FLEXIBILITY 
The interpretation of operational flexibility in this thesis follows the definition proposed in a re-
port by International Energy Agency [12] which analysed the requirements for flexibility in elec-
tricity systems characterised by high intermittent renewable generation: “Operational flexibility 
is the ability of the system to adapt its operation to both predictable and unpredictable fluctuat-
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ing conditions, either on the demand or generation side, from timescales of seconds to hours, 
within economical boundaries.” 
The flexibility of operation has always been a requirement in power systems in order to follow 
the variations in supply-demand balance securely and efficiently. In traditional power systems 
the majority of operational flexibility has been provided by conventional generators, which were 
flexible enough to follow demand variations and adjust its output in response to contingencies 
such as a large unforeseen generator loss. 
Electricity produced from intermittent renewable sources is highly variable in time, difficult to 
predict and cannot be controlled apart from curtailing their electricity output. This is very dif-
ferent from the majority of conventional generation that not only provides energy but also vital 
control services (energy and network balancing) necessary to maintain the integrity of the 
power system. 
Integration of significant intermittent renewables in the electricity system will impose a consid-
erable demand for additional flexibility, particularly for services associated with system balanc-
ing. Increased requirements for real-time ancillary services, if provided by conventional genera-
tion running part-loaded, will not only reduce efficiency of system operation but will signifi-
cantly undermine the ability of the system to absorb intermittent renewable output, increase 
emissions and drive up cost. As indicated in [13], this approach might also become very ineffi-
cient in the future due to massive requirements to invest into new generation capacity needed to 
maintain the security in the system. 
The key barrier to the cost-effective integration of intermittent renewables is the necessity to 
deliver increased levels of ancillary services, mainly from synchronised conventional generation 
units. Due to dynamic constraints, provision of real-time balancing services by conventional 
plants is inevitably accompanied with delivery of energy. In other words, conventional genera-
tion technologies such as large coal, gas or nuclear plants, given their typical dynamic con-
straints, can only provide the ancillary services for real-time balancing when operating part 
loaded and also generating a significant amount of electricity that may be unwanted, particularly 
during night periods when demand is low. This becomes a major problem during off-peak i.e. 
night hours, particularly if combined with high renewable output, as there can be a surplus of 
available electricity, and the only means to balance the system is to resort to curtailing renew-
able output, which is highly undesirable. 
In addition to intermittent renewable sources, meeting the future electricity demand is likely to 
require the use of non-renewable low-carbon generation technologies such as nuclear or CCS 
plants. It is expected that both of these technologies will have lower operation flexibility com-
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pared to the existing coal and combined-cycle gas turbine (CCGT) units, i.e. that they will 
strongly favour operating with a flat output close to their maximum capacity. Even if a flexible 
operating regime is technically viable for a nuclear or CCS plant, it is unlikely that it would be 
economically efficient [14],[15]. 
As it is becoming clear that meeting the future needs for flexibility solely with conventional gen-
erators might become very expensive while also potentially worsening the environmental per-
formance of the system, ever more research efforts are focused on the alternative sources of 
flexibility, such as: 
 Flexible generation technologies. Key flexibility parameters of conventional generators 
include: (i) Minimum Stable Generation (MSG), and (ii) the capability to provide fre-
quency regulation. Generators with lower MSG and greater capability to provide fre-
quency response would enable a more efficient integration of intermittent renewable 
output, given that for the same level of ancillary service provision there would need to be 
fewer conventional units in synchronised operation with the grid. More flexible genera-
tion could therefore deliver flexible services to the system while having to deliver less 
energy to the grid at the same time, which would reduce the need to curtail wind output 
in order to balance the system. 
 Network solutions. These include reinforcements and investment in interconnection, 
transmission and/or distribution networks, as well as advanced network management 
solutions. Interconnections between neighbouring systems can be used to flexibly bal-
ance the two systems, while also reducing the need for system reserve and response. Re-
inforced transmission capacity within a country, such as between Scotland and England 
in the GB system, can enhance the integration of wind resource in Scotland that is lo-
cated far from the large demand centres in south England. Finally, reinforcements and 
replacement in distribution networks are used in the design phase as a conventional ap-
proach to accommodate the demand increase, although advanced (smart) network con-
trol solutions have been recognised recently as having a significant potential to reduce 
the necessary reinforcement cost. 
 Energy storage technologies. Storage installations are able to convert electricity into an-
other energy form suitable for storing (kinetic, potential, chemical, or compressed air). A 
major operational issue with storage technologies are the cycle losses (typically in the 
range of 20-30%), while the currently rather high installation cost has been another lim-
iting factor for deployment of storage. However, with higher fluctuations of net demand 
brought by large-scale deployment of renewables, installing a storage plant might be-
come economically justified. In cases where a system without storage would have to re-
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sort to wind shedding to retain system integrity, it is expected that the additional flexibil-
ity provided by storage could significantly reduce the volume of curtailed wind output, 
as shown in [16]. 
 Flexible Demand (FD). FD typically involves temporal shifting of the operating schedule 
of flexible loads (e.g. air conditioners, space heating, dishwashers, washing machines 
etc.) in order to improve the conditions in the electricity system. It has not been ex-
ploited on a large scale so far, for a number of reasons, such as the need for additional 
communication infrastructure, weak interest on both the customer and the system side 
due to the lack of understanding the value of FD, and the lack of tools to analyse and 
quantify the benefits from using FD. 
In this context, the objective of this thesis is to investigate the capability of FD technologies to 
provide various flexible services to support a more efficient system operation and design. 
1.1.3 POTENTIAL ROLE OF FLEXIBLE DEMAND 
The overarching principle of delivering system benefits through Flexible Demand (FD) applica-
tions is that demand-side actions improve the resource-efficiency of the electricity system by 
providing means to control the supply-demand balance on the consumption side as well. Innova-
tive solutions in this area, potentially implemented in a large number of small-scale flexible 
loads, have been enabled by recent advances in information and communication technologies 
(ICT) together with policy support for advanced technologies such as smart metering, creating a 
new window of opportunity to make better use of the demand side as a flexible resource. 
The improved efficiency of electricity system management as a result of FD deployment could 
potentially be reflected in a number of economic and environmental variables of the system, 
such as: 
 Lower operation cost and reduced wind output curtailment (also potentially resulting in 
lower and less volatile electricity prices) 
 Improved network congestion management 
 Lower requirements for additional generation and network capacity in the system 
 Improved reliability of electricity supply 
 Lower carbon emissions 
The great diversity of FD technologies enables them to play a wide range of potential roles in 
various segments of future electricity systems, as specified in Table 1.1. 
PhD Thesis  –  Marko Aunedi  
42 
Table 1.1. Potential applications of FD technologies 
Generation Transmission Distribution 
Operation, balancing 
and ancillary services 
 Reducing require-
ments for stand-by 
and peaking capacity 
 Increasing the ability 
of the system to inte-
grate intermittent re-
newables 
 Congestion manage-
ment 
 Deferral of network 
investment 
 Increasing the ability 
of the grid to connect 
intermittent genera-
tion 
 Deferral of network 
investment and asset 
replacement 
 Facilitating the con-
nection of distributed 
generation 
 Supporting the de-
velopment of active 
distribution networks 
(Smart Grid) 
 Improving efficiency 
(reducing cost) of 
system operation 
 Reducing carbon 
emissions 
 Provision of fast and 
slow reserve services 
 
Within the scope of this thesis three FD technologies will be given particular attention: 
(i) electric vehicles (EVs), (ii) electrified heating loads, and (iii) smart domestic appliances. Al-
though this group of technologies by no means captures all possible participants in FD schemes, 
the choice of FD technologies for the analysis is justified on the grounds of their significant po-
tential to contribute to more flexible system operation in future low-carbon scenarios. 
When evaluating the benefits that FD loads can provide to the system, it is essential to have an 
in-depth understanding of the nature of useful service these loads need to provide to end-
customers. Any FD participation scheme needs to ensure that there is no compromise to the 
level of service delivered to the customers as the result of FD control actions. For instance, it is 
not acceptable that FD actions compromise the ability of electric vehicle users to undertake their 
intended journeys, or that the temperature in buildings heated by flexible electrified heating de-
vices drops below an acceptable level from the customer comfort perspective. Simplistic repre-
sentations of controllable demand are hence not capable of providing a good understanding of 
the behaviour of specific FD types. Detailed bottom-up models of various types of FD technolo-
gies are therefore proposed in this work, enabling an accurate assessment of the potential con-
tribution of FD to various aspects of system management. 
1.2 RESEARCH QUESTIONS 
In order to adequately assess the value of FD technologies in future low-carbon electricity sys-
tems, it is necessary to develop an analytical framework in an approach consisting of several key 
steps. 
First, for a thorough understanding of the operation of low-carbon systems characterised by 
high renewable capacity, it is necessary to develop a suitable system scheduling model, taking 
into account not only the commitment decisions and energy provision by different generation 
technologies, but also the need to provide a given level of ancillary services such as response and 
reserve. There are few quantitative models in the relevant literature that are able to evaluate the 
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economic operation of a power system while at the same time taking into account the require-
ments for reserve and response services. With large penetrations of intermittent wind output, 
the needs for these services may increase by an order of magnitude. At the same time, the share 
of conventional plants in terms of energy provision is expected to decrease. This may lead to a 
somewhat contradictory situation where conventional plants will be essential in providing re-
sponse and reserve services, but will be required to produce less energy. Therefore, the number 
of online conventional generators will be far greater than if those generators worked at full ca-
pacity. In order to provide balancing services, there will have to be more conventional genera-
tors working closer to minimum capacity. 
However, modelling power system features in an extremely detailed fashion leads to approaches 
requiring relatively large computational times. This is particularly true when it comes to incor-
porating the uncertainty of wind output into power system scheduling, and is also accentuated 
by the fact that the model should be able to perform annual simulations. It is therefore necessary 
to develop a computationally efficient scheduling model that will enable the evaluation of power 
system on an annual level within acceptable computational times. At the same time, it needs to 
be able to capture the impact of intermittent renewable generation on system balancing re-
quirements. Finally, it is desirable that the model has the flexibility to allow for the inclusion of 
alternative flexible balancing sources such as flexible demand technologies. 
Second, in order to enable an accurate representation of FD capability to contribute to system 
management, it is essential to consider in detail how FD technologies provide services to their 
end users. This requires that detailed specialised bottom-up models are developed to describe 
the behaviour of each FD technology and link any FD actions to the level of service experienced 
by the user. More specifically, this entails a detailed understanding of the mobility requirements 
and journey patterns for a large number of EV users, heating or cooling requirements of a vari-
ety of residential and commercial customers using electric heating or cooling devices, and de-
mand shifting capabilities of various types of smart domestic appliances. Determining the sys-
tem benefits of FD actions then requires that any bottom-up FD model is fully integrated into the 
system operation methodology. 
Third, with the fully integrated system operation and FD behaviour models, the benefits of FD 
participation in system management need to be assessed by running a wide range of appropri-
ately constructed case studies. These case studies should involve not only different FD technolo-
gies, but also different services that these technologies are capable of providing. The results of 
the studies should provide an indication of the potential economic and environmental benefit for 
the system from adopting FD solutions, and allow those benefits to be quantified either in mone-
tary units per appliance or per unit capacity annually, or as saved carbon emissions and avoided 
PhD Thesis  –  Marko Aunedi  
44 
wind curtailment. The savings arising from the assumed FD participation will provide a bench-
mark i.e. an upper limit for the cost of implementing various FD schemes and will therefore pro-
vide a useful input to inform policy makers about the most promising technologies and applica-
tions that should be supported in order to achieve a more efficient electricity system in the fu-
ture. 
In addition to assessing the fundamental economic benefits of FD technologies, it is also of great 
interest to propose practical solutions and algorithms that will enable these fundamental bene-
fits to materialise in an environment where potentially millions of small-scale resources are will-
ing to offer their flexible services to the system. Given the large number of these resources, it is 
not practical for them to be included directly in a centralised control hierarchy. It is therefore 
vital to find efficient solutions for aggregating these small but numerous resources in order to 
make their services practically available for system operation. 
For the reasons discussed above, the research conducted in this thesis will address the following 
four research questions, with relevant specific objectives: 
RQ1: What is the impact of increased penetration of intermittent renewable ele c-
tricity and less flexible low-carbon technologies on the operation of future 
power systems? 
To understand how intermittent generation output affects power system operation, it is 
necessary to develop a scheduling model that will enable the assessment of economic and 
environmental performance of the system in an annual time horizon. More specifically, the 
objectives that arise from this research question are to: 
 Elaborate the methodology and develop a computationally efficient model for annual 
system operation assessment, enabling the analysis of different penetrations of renew-
able and low-flexible technologies, while also considering the requirements for ancil-
lary services. 
 Evaluate economic and environmental performance of the system under different op-
erating conditions. 
 Estimate the necessary wind curtailment to enable balancing the supply and demand in 
the system. 
 Calculate the additional cost of balancing the system due to uncertainty of renewable 
electricity output. 
RQ2: How can various types of flexible demand, such as controllable electric veh i-
cles, electric heating devices or smart domestic appliances be come integrated 
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in system operation while respecting the useful service requirements of their 
users? 
Integration of various FD types into the system operation modelling framework requires 
an in-depth understanding of the purposes which the flexible devices are used for. The 
bottom-up models needed to characterise the specific behaviour of different FD technolo-
gies will differ from one FD type to another, and each one will need to be appropriately in-
tegrated in the system scheduling methodology developed in response to the question 
RQ1. The objectives that will enable this are to: 
 Identify typical usage patterns for the FD technologies considered in the analysis. 
 Quantify how the typical driving behaviour of EV users translates into battery charging 
demand profiles, and how this charging can be adjusted to support the system while 
still meeting the users’ mobility requirements. 
 Characterise the demand patterns of electrified heating loads as a function of weather 
conditions and indoor comfort level requirements and identify the flexibility to modify 
the electricity demand by using dedicated or implicit thermal storage. 
 Evaluate the room for flexibility resulting from the use of smart domestic appliances, 
and integrate the relevant demand control actions into the electricity system analysis. 
RQ3: What are the potential benefits for various aspects of system operation and 
planning arising from the deployment of FD technologies  in low-carbon sys-
tems, while considering their specific user-level constraints? 
By allowing FD technologies to provide flexible services to the electricity system, a wide 
range of economic, environmental and reliability benefits could be achieved. It is therefore 
necessary to investigate the magnitude of these benefits by running a series of appropri-
ately designed case studies that integrate the flexible operation of FD. By comparing the 
system performance in cases with and without FD participation, it will be possible to esti-
mate the system benefits created by FD. For this reason, the specific objectives of this area 
are to: 
 Construct representative case studies to quantify the system benefits of active FD par-
ticipation in system management, including the improvement of operational efficiency, 
contribution to ancillary services and providing adequacy management through peak 
demand reduction. 
 Quantify the benefits of FD technologies in different case studies by estimating the im-
provements in system performance compared to the case without FD participation. 
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RQ4: Which approaches could be used to pool together a large number of flexible 
small-scale demand and generation resources? 
In a traditional electricity system environment, the connection of potentially flexible 
small-scale loads and other distributed resources has been carried out following the “fit 
and forget” paradigm, where the secure and reliable operation of the system is ensured 
through the redundancy of assets. Under this regime, it is difficult for FD to contribute to 
system balancing or to the provision of ancillary services, unless the individual partici-
pants are suitably aggregated to enable their participation in the electricity market and 
system management. Specific objectives in this respect are the following: 
 Characterise a portfolio of distributed resources using the information on their eco-
nomic parameters and availability, while taking into account any uncertainty associ-
ated with their operation and the price forecast. 
 Determine the optimal market strategy for the portfolio as a whole, taking advantage of 
the larger aggregate volume potentially offered to the market and the improved risk 
management within the portfolio. 
1.3 KEY CONTRIBUTIONS 
In addressing the research question formulated above, this thesis makes the following original 
contributions to knowledge: 
 Development of a computationally efficient annual generation scheduling algorithm for 
assessing the economic and environmental performance of low-carbon systems charac-
terised by a high penetration of intermittent renewable capacity. The algorithm per-
forms a simultaneous optimisation of electricity generation and the provision of ancillary 
services such as operating reserve and frequency response. 
 Estimating the increased cost of balancing in a future low-carbon system due to a high 
share of intermittent renewable generation. 
 Development of detailed bottom-up models of FD technologies (EVs, heat pumps and 
smart appliances) establishing a connection between the typical device usage patterns 
and the electricity demand profiles for different FD types. 
 Formulation of optimisation approaches to exploit the flexibility of FD technologies in 
modifying their normal operating patterns in order to support system operation. Any 
participation of FD in system management is constrained by the level of service that the 
end users expect to receive from FD devices, and these constraints are adequately taken 
into account in the mathematical formulation of the FD models that are integrated with 
the system scheduling tool. 
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 Comprehensive assessment of economic and environmental benefits of the three se-
lected FD technologies when performing a wide range of possible services as part of the 
FD participation in system management. The value obtained in these calculations, ex-
pressed as cost savings or carbon emission reduction per device or household, repre-
sents an important indicator for identifying those FD applications that merit the strong-
est strategic support in order for the theoretical benefits identified in this thesis to mate-
rialise in low-carbon systems of the future. 
 Development of a model to optimise the day-ahead market strategy for a portfolio of dis-
tributed loads and generators, taking into consideration the uncertainty profiles of re-
source availability and market price forecasts. 
1.4 THESIS STRUCTURE 
In order to address the research questions identified and deliver the proposed original contribu-
tions, this thesis is organised into seven chapters, and their summaries are provided as follows. 
Chapter 2 discusses a wide range of potential roles that FD can play in future systems, consider-
ing the great diversity of potentially responsive load types. This chapter provides an overview of 
various implementations of FD schemes, and identifies the key potential benefits of using de-
mand-side solutions for a more economically efficient and environmentally acceptable operation 
and development of electricity systems. The chapter also discusses a number of challenges to a 
widespread integration of flexible demand technologies. 
Chapter 3 develops a novel generation scheduling formulation which is designed to model large 
groups of identical generating units in an efficient manner, avoiding the computational burden 
of scheduling individual generators in a long-term (annual) simulation. This representation sig-
nificantly reduces the number of variables in the problem, making the computation very effi-
cient, with a very small compromise on accuracy. On the other hand, this approach takes into 
consideration dynamic operating constraints such as minimum/maximum output, minimum up 
and down times, and ramping constraints. This chapter also presents the results of a case study 
for a representative future GB system with increasing penetrations of wind. 
Chapter 4 assesses the impact of coordinated EV charging on the future electricity systems, by 
developing a methodology which quantifies the potential contribution of EVs to more efficient 
system operation through the integration of EVs into the power system scheduling model de-
scribed in Chapter 3. The analysis of the future GB electricity system is presented demonstrating 
the significant impact of uncontrolled EV charging on peak system demand, as well as the bene-
fits of alternative EV charging strategies for designing and operating the electricity system. 
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Chapter 5 analyses in detail several applications of electrical heating loads to support efficient 
investment and operation of electricity systems. The role of electrified heating is expected to be-
come more important in future low-carbon electricity systems, and this chapter investigates 
how these loads could contribute to reducing the cost of building and running future systems by 
offering their flexibility for system management. The case studies analysed in this chapter in-
clude: the application of domestic HP systems for peak demand management in the local distri-
bution network; using commercial HVAC demand for system-level peak management; and the 
provision of ancillary services by flexible HVAC systems. The case studies suggest that significant 
benefits can be achieved by implementing smart control strategies rather than merely integrat-
ing these loads into the grid as passive demand. 
Chapter 6 presents the methodology to assess the value of flexibility provided by smart domes-
tic appliances. Two distinct groups of appliances are considered: occasional usage appliances 
and continuous usage appliances, each group capable of providing different services to the sys-
tem. The first group of appliances is better suited for peak minimisation, system balancing, net-
work congestion management or standing reserve provision, while the second would be well 
suited to provide fast frequency regulation, and this section develops models and presents case 
studies that illustrate the benefits from using both of these groups of appliances. 
Chapter 7 provides a description of the approach to optimise the day-ahead market strategy for 
a portfolio of distributed energy resources aggregated using the Virtual Power Plant concept. 
The stochastic nature of the problem is taken into account by simulating the uncertainty profiles 
of resource availability and the day-ahead market prices. The increased complexity associated 
with the integration of a large number of small-scale demand and generation resources into the 
future electricity system operation and design can be effectively dealt with by applying ad-
vanced communication and control solutions. 
Chapter 8 summarises the key conclusions of the thesis and identifies the most interesting areas 
for future research. 
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CHAPTER 2. POTENTIAL ROLE AND VALUE OF FLEXIBLE 
DEMAND IN SYSTEM OPERATION 
The range of potential roles that flexible demand can play in future systems is rather broad 
given the great diversity of potentially responsive load types. This chapter provides an overview 
of how various demand-side response schemes can be implemented, and identifies the key po-
tential benefits of using demand-side solutions for a more economically efficient and environ-
mentally acceptable operation and development of electricity systems. On the other hand, a 
number of challenges to a widespread integration of flexible demand technologies are also in-
vestigated in this chapter. 
2.1 OVERVIEW OF FLEXIBLE DEMAND SCHEMES 
This section presents an overview of various participation schemes for flexible demand tech-
nologies. Unlike later chapters, this overview is largely technology-agnostic in that it describes 
the various approaches to controlling flexible demand and communicating with it, without con-
sidering the details of the service actually provided by flexible demand to end customers. 
2.1.1 TERMINOLOGY 
In line with the diverse nature of flexible loads, a number of different terms have also been used 
recently to describe the philosophy of controlling electricity loads in response to the conditions 
in the system or instructions from system operators or other third parties. An overview of dif-
ferent related terms is therefore presented here in an attempt to provide definitions and estab-
lish the terminology used in the remainder of this thesis. 
 Demand-Side Management (DSM) or Energy Demand Management (EDM) is a term 
coined during the oil crises of the 1970-ies, and involves a modification of consumer de-
mand for energy through various methods such as financial incentives and education. A 
typical objective of DSM is to encourage the consumer to use less energy during peak 
hours, and/or to move the time of energy use to off-peak times. 
 Demand-Side Integration (DSI) and Demand-Side Participation (DSP) are newer 
terms that stress the active participation of flexible customers and their integration into 
the various aspects of system operation practices, unlike the more passive customer in-
volvement characteristic for the DSM philosophy [17]. 
 Demand-Side Response (DSR) is a term with a similar meaning to DSI and DSP, which 
focuses on the establishing the capability of flexible loads to more or less automatically 
respond to certain conditions in the system (such as high prices, large generator outages 
etc.), or instructions form system operators. 
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 Demand-Side Bidding (DSB) is a newer market-based DSP instrument to integrate cus-
tomer loads into competitive electricity markets [18]. DSB refers to the opportunity in 
some electricity markets for consumers to choose when and how to participate in real-
time and day-ahead spot markets. 
 Demand-Side Flexibility (DSF) is the approach to controlling flexible loads which aims 
to provide additional flexibility in system operation, in particular to mitigate the costs of 
balancing intermittent renewable generation [19]. 
 Flexible Demand (FD) is a generic term which will be used hereafter to refer to any 
type of customer that has the flexibility to alter its typical consumption profile in re-
sponse to either price signal, direct instruction or another incentive. 
The following definition of flexible demand actions, taken from [20], is generic enough to apply 
to almost every mode of flexible demand participation: 
Changes in electric usage by end-use customers from their normal consumption pat-
terns in response to changes in the price of electricity over time, or to incentive pay-
ments designed to induce lower electricity use at times of high wholesale market prices 
or when system reliability is jeopardized. 
2.1.2 IMPLEMENTATIONS OF FD CONTROL SCHEMES 
FD control broadly refers to active participation by retail customers in electricity markets, re-
sponding to price signals as they change over time. In the present environment most customers 
are only exposed to flat, average-cost based electricity rates that provide no indication of how 
the value of electricity changes over time, nor any incentive to modify their electricity use in re-
sponse to prices. 
FD control can be classified according to the way load changes are induced – either through 
price-based mechanisms or through incentive-based programmes. Reference [21] makes a simi-
lar distinction between market-led and system-led mechanisms. The categorisation presented 
here is based on a comprehensive report on demand response prepared by the US Department 
of Energy for the US Congress [20]. 
Price-based options 
Price-driven FD control is based on time-varying electricity tariffs, where the price of electricity 
fluctuates (to varying degrees) in accordance with variations in the underlying costs of deliver-
ing electricity. Time-varying tariffs may be offered as an optional alternative to a regular fixed 
electricity rate or as the regular, default rate itself. Customers on these rates can reduce their 
electricity bills if they adjust the timing of their electricity usage i.e. shift it from high-price peri-
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ods to lower-priced periods. Any decision by the flexible customer to alter the usage pattern is 
entirely voluntary i.e. there is no direct external control being applied to the customer’s devices. 
The most typical tariff-based options include: 
 Time-of-use (TOU): a rate with different electricity prices during predefined blocks of 
time, usually defined for a 24-hour day. TOU rates reflect the average cost of supplying 
electricity during those time periods, and typically vary by time of day (e.g. peak vs. off-
peak period), and by season. This option is in widespread use for large commercial and 
industrial customers and requires meters that are capable of measuring the electricity 
consumption during the different time blocks. 
 Real-time pricing (RTP): a rate in which the electricity price typically fluctuates hourly 
reflecting changes in the wholesale price of electricity. Customers are typically notified of 
RTP prices on a day-ahead or hour-ahead basis. 
 Critical Peak Pricing (CPP): CPP rates include a pre-specified high rate for usage desig-
nated by the utility to be a critical peak period. Depending on the program design, CPP 
events may be triggered by system contingencies or high prices faced by the utility in 
procuring power in the wholesale market. CPP rates may also be super-imposed on ei-
ther a TOU or time-invariant rate and are called on at relatively short notice for a limited 
number of days or hours per year. In compensation, CPP customers typically receive a 
price discount during non-CPP periods. 
Figure 2.1 illustrates the principles of different price-based control schemes. Off-peak and on-
peak TOU tariffs are defined for complementary blocks of time within a day, while CPP is over-
laid on top of the TOU tariffs, based on real-time prices at times of extreme system peak. Critical 
peak prices are restricted to a small number of hours per year, typically are much higher than 
normal peak prices, and their timing is unknown to customers ahead of being called. RTP on the 
other hand links hourly or half-hourly prices to corresponding changes in the real-time or day-
ahead cost of power. Two basic alternatives exist with respect to RTP implementation: (i) ‘one-
part’ pricing, in which all electricity usage is priced at the hourly RTP price, and (ii) ‘two-part’ 
pricing, which includes a baseline usage profile for each customer, while the hourly prices only 
apply to marginal usage above or below the baseline (i.e. customers thus see market prices only 
at the margin). Customer behaviour in price-based programs is voluntary – it is the decision of 
the customer whether to react or not to price changes, although in some cases customer automa-
tion can be applied to provide the response automatically. 
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Figure 2.1. Illustration of different price-based demand control mechanisms 
Incentive-based options 
Incentive-based control schemes are implemented as contractual arrangements designed by 
policymakers, grid operators or electricity suppliers to elicit demand reductions from customers 
at critical times associated with scheme “events”. These mechanisms incentivise the participat-
ing customers to reduce load separately from those customers’ retail electricity rates (which 
may be fixed or time-varying). The incentives may be in the form of explicit bill credits or pay-
ments for pre-contracted or measured load reductions. Customer enrolment and response are 
voluntary, although some demand response programs levy penalties on customers that enrol but 
fail to respond or fulfil contractual commitments when events are declared. In order to deter-
mine the magnitude of the demand reductions needed for payment calculation, these programs 
typically specify a method for establishing customers’ baseline energy consumption level against 
which their demand reductions are measured. 
The most common incentive-based programmes include: 
 Direct load control: a scheme in which the utility or system operator remotely shuts 
down or cycles a customer’s electrical equipment (e.g. air conditioner, water heater) on 
short notice to address system or local reliability contingencies. Customers often receive 
a participation payment, usually in the form of an electricity bill credit. Some schemes 
provide customers with the option to override or opt-out of the control action at the cost 
of reduced customer incentive payments. Direct load control programmes are primarily 
offered to residential and small commercial customers. 
 Interruptible/curtailable (I/C) service: programs integrated with the customer tariff that 
provide a rate discount or bill credit for agreeing to reduce load, typically to a pre-
specified level during system contingencies. Customers that do not reduce load typically 
pay penalties in the form of very high electricity prices that come into effect during con-
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tingency events or may be removed from the program. Interruptible programs have tra-
ditionally been offered only to the largest industrial (or commercial) customers. 
 Demand-Side Bidding/Buyback Programmes: schemes that (i) encourage large customers 
to bid into a wholesale electricity market and offer to provide load reductions at a price 
at which they are willing to be curtailed, or (ii) encourage customers to identify how 
much load they would be willing to curtail at a utility-posted price. Customers whose 
load reduction offers are accepted must either reduce load as contracted or face a pen-
alty. Markets that facilitate DSB usually require a minimum load bid (e.g. 10 MW or 
1 MW), which means that only large customers can participate in the market. For small 
customers new types of aggregators are needed to collect aggregated loads and bid them 
into the market. 
 Emergency Demand Response Programmes: schemes that provide incentive payments to 
customers for measured load reductions during reliability-triggered events. These pro-
grammes may or may not levy penalties when enrolled customers do not respond. 
 Capacity Market Programmes: these schemes are typically offered to customers that can 
commit to providing pre-specified load reductions in case of system contingencies. Cus-
tomers typically receive day-of notice of events. Incentives usually consist of upfront 
reservation payments, determined by capacity market prices, and additional energy 
payments for reductions during events. Capacity programmes typically entail significant 
penalties for customers that do not respond when called. 
 Ancillary Services Market Programs: these programs allow customers to bid load curtail-
ments in balancing markets as operating reserves. If their bids are accepted, they are 
paid the market price for committing to be on standby. If their load curtailments are 
needed, they are called by the system operator, and may be paid the spot market energy 
price. 
As illustrated in Figure 2.2, FD control options can be deployed at different timescales associated 
with electricity system management. For example, FD control schemes designed to alert custom-
ers of FD response opportunities on a day-ahead basis should be coordinated with either a day-
ahead market or, in a vertically integrated market structure, with the utility’s generator schedul-
ing process. 
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Figure 2.2. Deployment of demand response at different time scales [20] 
As a summary, a report by Rocky Mountain Institute [22] categorises different FD control pro-
grammes along two dimensions: (i) how and when utilities call on program participants to shed 
load, and (ii) the method by which utilities motivate their customers to participate. This classifi-
cation is illustrated in Table 2.1. 
Table 2.1. Classification criteria for FD control schemes [22] 
  Motivation 
  Load response Price response 
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Reliability 
Direct Load Control 
Curtailable Load 
Interruptible Load 
Critical Peak Pricing 
Demand Bidding 
Economic 
Direct Load Control 
Curtailable Load 
Time-of-Use Pricing 
Critical-Peak Pricing 
Real-Time Pricing 
Demand Bidding 
 
The trigger criterion for calling upon participants could be either emergency/reliability consid-
erations or economic reasons. Emergency schemes reimburse the customers for reducing their 
demand during system contingencies such as generator or line failures. Economic programs in-
centivise customers to reduce loads during non-emergency periods when the cost of supplying 
electricity exceeds a certain limit. With respect to the methods by which suppliers motivate their 
customers to shed load, this can be done either using straight communication signals to notify 
participants of reliability or economic events that merit load response in exchange for financial 
compensation. Alternatively, suppliers may use pricing signals to more accurately reflect the 
cost of providing power at different times of day. 
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2.2 BENEFITS AND OPPORTUNITIES FOR FLEXIBLE DEMAND 
This section discusses a number of potential benefits that the applications of FD control can pro-
vide to the electricity system, i.e. where FD options may become more competitive in future low-
carbon systems than traditional power system solutions. The presentation of different benefits 
largely follows the overview provided in [23]. 
2.2.1 REDUCING GENERATION CAPACITY MARGIN 
Security of supply criteria require that the total installed generation capacity in the system must 
exceed the system peak demand to ensure a secure electricity supply in the face of uncertainty in 
available generation (unforeseen generator failures and interruptions to fuel supply) and varia-
tions in demand due to unpredicted weather patterns. The former vertically integrated utility in 
charge of operating the GB system (Central Electricity Generating Board) employed a security 
standard in generation capacity planning that required that situations when demand exceeds 
available supply (necessitating demand disconnections) were expected to occur in not more 
than nine winters in hundred years. With the given availability parameters of conventional gen-
eration technologies, this required about 24% generation capacity margin in the system above 
the peak demand to deal with such eventualities. The current electricity market arrangements 
do not any longer prescribe a formal generation security standard that would define the re-
quired capacity margin for a particular generation portfolio. 
Provision of this long-term backup capacity by generation plants may become inefficient if this 
capacity is only rarely utilised. In systems where large deficits occur relatively infrequently, 
there is an opportunity for some of this long-term reserve to be provided by FD participation. In 
order to examine the potential for FD in this area, it is important to estimate the frequency, du-
ration and magnitudes of various potential capacity deficits in the system. Based on the analysis 
presented in [23], the magnitude of shortages and their respective frequency are found to vary 
over a wide range, with a decreasing trend in the frequency of interruptions with the size of the 
deficit. For the example of the current GB system, an interruption in which 500 MW of load 
would need to be curtailed occurs on average about 2.3 times per year, whereas a 1,500 MW of 
load curtailment is expected to occur on average once in a year [24]. Larger deficits, like those of 
magnitudes greater than 4,000 MW, will be highly unlikely to occur. 
This is clearly an important opportunity for FD; instead of dealing with such shortages by install-
ing generation that will be used very infrequently, it may be possible to identify loads that would 
be willing to forgo their consumption on these occasions for a fee. The amount of flexible load 
needed to provide this service is not massive in comparison to the size of the system (the peak 
load in the GB system is in the order of 60 GW, while the minimum is in the order of 25 GW). The 
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value of FD in this case will be determined by the cost of alternative provider of secure (genera-
tion) capacity, which is about £250/kW to £400/kW for modern gas-fired (OCGT) plant. 
Potential contribution of FD to system security will be particularly relevant for future systems 
characterised by high penetration of intermittent renewable resources. It is widely understood 
that wind generation output may displace a significant amount of energy produced by large con-
ventional generators, but its ability to displace the conventional generation capacity will be 
more limited. This is important as it will be necessary to retain a proportion of conventional 
plant in operation even with significantly expanded wind capacity, to ensure that the security of 
supply is maintained. This will be an opportunity for FD to provide an alternative form of long-
term backup, given that the conventional solution based on stand-by generation capacity is 
likely to be inefficient. 
2.2.2 IMPROVING TRANSMISSION GRID OPERATION AND INVESTMENT EFFICIENCY 
Security in electricity systems is traditionally achieved through preventive measures in the 
planning phase, so that the system is prepared in advance to withstand any credible contingen-
cies with no need for any immediate corrective action to be taken following the outage. An ex-
ample of this approach has been shown above in terms of generation capacity adequacy and 
relevant margin needed to ensure a minimum level of security. Another example is the dispatch 
of out-of-merit generating units in order to ensure that the system could withstand any credible 
contingency. The system is therefore continuously operated in a less efficient regime than theo-
retically possible in order to be able to cope with infrequent outages. The advantage of such an 
operating philosophy is simplicity of operation, achieved at the expense of increased operating 
costs and lower utilisation of generation and network capacity.1 
An alternative approach would be to operate the system at lower operating costs and with re-
duced network and generation capacity (i.e. higher utilisation), while eliminating any overloads 
that occur after failures of generators and lines through appropriate corrective actions enabled 
by advanced ICT solutions. These actions could be achieved by appropriately curtailing electric-
ity demand at certain locations, allowing the generators to operate at a lower cost as the conges-
tion is reduced, and reducing necessary transmission network investment to maintain the exist-
ing levels of security. 
A necessary prerequisite for deploying such corrective solutions is that consumers find it finan-
cially attractive to curtail or postpone their load to help the system in an emergency situation. 
The value of FD in this respect would be limited by the operating and investment cost associated 
with the conventional preventive control approach (i.e. the cost of out-of-merit generation and 
                                                             
1 Generation capacity utilisation is typically about 50%, while the average utilisation of network capacity 
is even lower. 
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transmission investment). In the context of the future British transmission network, the installa-
tion of significant amounts of wind capacity in Scotland would increase the stress on the trans-
mission network that is already dominated by north-south flows; the value of corrective control 
provided by FD that is located closer to the large demand centres in the south of the country 
could therefore increase. 
2.2.3 IMPROVING DISTRIBUTION NETWORK OPERATION AND INVESTMENT EFFICIENCY 
FD could also potentially be used to support network management at the distribution level. A 
range of benefits could be envisaged to result from the using FD in distribution networks: 
 Avoiding or postponing new network investment 
 Increasing the amount of distributed generation that can be connected to the existing 
distribution network infrastructure 
 Relieving voltage-constrained power transfer problems 
 Relieving congestion in distribution substations 
 Simplifying outage management and enhancing the quality and security of supply to 
critical-load customers, and 
 Mitigating the cost of integration of newly electrified demand categories (e.g. transport 
and heat). 
It is particularly challenging to replace the overloaded transformers with larger ones in substa-
tions located in dense urban areas, due to space constraints within the substation. FD could be 
used to reduce the peak loading of transformers and cables and enable an increased level of dis-
tributed generation to be connected to the existing distribution network. This aspect will be ana-
lysed in detail in the later chapters of this thesis which investigate the potential of different FD 
technologies to manage peak demand in distribution networks. 
2.2.4 SUPPORTING SYSTEM BALANCING WITH HIGH PENETRATION OF INTERMITTENT RE-
NEWABLES 
It is expected that the bulk of the envisaged reduction in carbon emissions from the UK electric-
ity system will be delivered by deploying significant volumes of renewable and other low-carbon 
generation capacity. The most commercially mature and scalable renewable technology at pre-
sent is wind generation, which is therefore likely to play a critical role in the decarbonisation of 
the system. However, there is a number of concerns regarding the (lack of) flexibility, variability 
and non-controllability of wind, and the impact this has on the ability to maintain the balance 
between demand and supply in the system. 
In order to cope with the increased uncertainty introduced by wind generation, the system will 
require increased amounts of operating reserve to be provided by a combination of synchro-
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nised and standing generators. In order to provide reserve while synchronised to the grid, con-
ventional units will need to run part-loaded, resulting in an efficiency loss of 10-20%. Since 
some of the generators will run part-loaded to provide reserve for the case of sudden reduction 
in wind generation, other more expensive units will need to be brought onto the system to sup-
ply the required energy. In addition to synchronised reserve, which is provided by part-loaded 
plant, the balancing task will also be supported by standing reserve, which is supplied by plants 
such as OCGT that are able to switch on and ramp its output rapidly, but with higher fuel costs. 
New potential providers of standing reserve may include new participants such as storage facili-
ties or FD. 
Using FD as a form of standing reserve could improve the system performance by increasing the 
amount of wind power that can be absorbed as fewer generating units are scheduled to operate. 
This is particularly relevant when high wind conditions coincide with low demand, in which 
conditions FD would allow more wind energy to be absorbed (i.e. less energy curtailed) and 
therefore reduce the use of fossil fuels. The value of FD for providing reserves can be determined 
by the evaluation of the improvements in the performance of the system (fuel and carbon sav-
ings). This topic will be covered in considerable detail in later chapters of the thesis, with appli-
cations to particular FD technologies. 
Similarly, the use of FD technologies to provide other types of ancillary services such as fre-
quency response is also expected to contribute to a more efficient overall operation of the sys-
tem, reduce the cost of electricity supply and reduce the environmental impact of the power sys-
tem through reduced carbon emission and improved integration of intermittent renewables. 
2.3 CHALLENGES FOR THE INTEGRATION OF FLEXIBLE DEMAND 
The idea of FD control has been proposed several decades ago, and the key technologies for its 
implementation have already been developed. In reality however, the uptake of different FD 
schemes has been slow for a number of reasons, some of which are specific for a particular 
scheme or a particular system. The following key obstacles can be identified: 
 Lack of ICT infrastructure. Electricity systems have experienced a very slow adoption of 
advanced metering, communications and control solutions and information technologies. 
An efficient large-scale integration of FD in system operation will require a much greater 
penetration of advanced sensor, measurement and control equipment, accompanied by 
much more sophisticated energy metering and trading functionality. Implementation of 
modern ICT for an advanced control of electricity networks will effectively integrate en-
ergy and communications system architecture that will merge the electrical delivery sys-
tem and the information system that controls it. Although the key ingredients of the 
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technology exist, more experience needs to be gathered through targeted trials to under-
stand the interaction between FD and network operation. Advanced control and com-
munication equipment and solutions will also entail additional implementation cost, and 
the full scope of relevant costs and benefits needs to be understood to assess the poten-
tial role of FD. 
 Lack of understanding of the benefits of FD. The flexibility of FD can support both system 
operation and system development. However, the level of understanding of the value of 
FD is not sufficient, particularly due to a lack of adequate methodologies for the quantifi-
cation of costs and benefits. The methodologies developed in later chapters of this thesis 
are an attempt to contribute to a more in-depth understanding of the sources of value 
that FD can potentially provide to the system. Broadly speaking, the value of demand 
flexibility will be dependent on how close a given system is to its maximum capability i.e. 
whether there is any need for reinforcement. In segments of the systems that need rein-
forcement, the value of DSM will be high, while in systems with significant spare capac-
ity, the value of DSM will be generally low. In this respect, the main competitor to FD is 
conventional network and generation capacity, which have so far dominated system op-
eration and planning, allowing FD schemes to be implemented more as exceptions rather 
than routine practice. This might change in the future, among other reasons because of 
high expectations regarding the electrification of transport and heat demand. This sec-
toral shift will further increase peak loading in all segments of the electricity system, and 
hence degrade asset utilisation, opening significant scope for the application of smart FD 
control. 
 Increased complexity of system operation compared to traditional solutions. Operating the 
power system with advanced FD control will clearly increase operational complexity. 
Traditional systems are used to handling hundreds of controllable generation units for 
system operation; with a high uptake of FD schemes, the number of controllable partici-
pants might reach hundreds of thousands or even millions, potentially presenting a bar-
rier to the large-scale implementation of FD. However, given that the operational flexibil-
ity is understood to be a critical resource for operating future systems characterised by 
volatile renewable generation, and also bearing in mind the continuous reduction in the 
cost of implementing FD control, it is expected that in the near future FD will become 
significantly more competitive. 
 Lack of appropriate market and policy framework. The benefits of using flexible technolo-
gies such as FD often accrue to different participants in the electricity supply chain. This 
presents a challenge for the development of a business case of FD as disaggregation and 
characterisation of their multiple sources of value is a complex task. For instance, FD ac-
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tions may be used to balance the output of a generation portfolio and provide energy ar-
bitrage opportunities, which could generate benefits for the portfolio owner or for in-
termittent generators using the FD resource. In addition, FD activity could also contrib-
ute to a more efficient use of existing network capacity, reducing (or delaying) the need 
for reinforcements and possibly relieving substation congestion. These benefits of FD 
participation can be associated with various businesses in the electricity sector (e.g. gen-
erating companies, transmission and distribution network operators, etc.) that may all 
be willing to reward specific aspects of this activity. Ensuring a viable business case for 
the application of FD control schemes in this complex environment is non-trivial, as 
clearly no individual recipient of the services is interested in maximising the overall sys-
tem benefits achieved by trading off the benefits between individual segments of the in-
dustry. In this context, an appropriately modified regulatory and policy framework is es-
sential to optimise the benefits of FD activity within a deregulated environment, given 
that the current arrangements may present a barrier to a widespread introduction of FD 
technologies. 
In a bid to overcome barriers for more active consumer participation in electricity (and gas) 
markets, the UK government (through its Department of Energy and Climate Change) and the 
energy regulatory body (Ofgem) have made the decision to roll out smart energy meters to all 
customers in domestic and smaller non-domestic sectors before 2020 [25]. The rollout of smart 
meters is seen to play an important role in Britain’s transition to a low-carbon economy, by giv-
ing the customers far better information about, and control over, their energy consumption than 
today. Similar smart meter rollout programmes have been implemented in other (mostly devel-
oped) countries throughout the world.2 This potentially creates a sound opportunity to increase 
the use of FD as a flexible resource. 
Some of the opportunities and challenges associated with implementing fully responsive, non-
disruptive control strategies for aggregated electric loads have been analysed in [26], in the con-
text of grid operations such as automatic generation control, spinning reserve, and economic 
dispatch/unit commitment. The central challenge for non-disruptive load control is that there 
are two competing control objectives: (i) to achieve desirable aggregated power consumption 
patterns, and (ii) to maintain acceptable levels of end service (e.g. indoor temperatures for heat-
ing systems or energy delivery to electric vehicles’ batteries). It is suggested that any successful 
aggregated load control strategy needs to take into account three critical demand-side con-
straints: 
                                                             
2 The world's largest smart meter deployment was undertaken by Enel SpA, the dominant utility in Italy 
with more than 30 million customers. Between 2000 and 2005 Enel deployed smart meters to its entire 
customer base. 
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1) Availability (a measure of the physical capacity available for control), 
2) Willingness to participate (determined by constraints on the quality of end-use func-
tion), and 
3) Temporal constraints (control decisions at one moment in time will constrain the set of 
possible future decisions). 
2.4 CONCLUSION 
Various FD schemes have been proposed and implemented since the 1970s, in order to utilise 
the flexibility on the demand side to support the power system operation and development. 
Achieving controllability over only a fraction of the total electricity demand by implementing FD 
schemes may offer a large, yet mostly untapped potential for providing a range of services and 
benefits to the grid. Key system-level benefits of utilising FD discussed in this chapter include 
improved long-term system security, more efficient system balancing and ancillary services, and 
improved utilisation of generation and network capacity. This thesis will focus on the contribu-
tions of FD in the areas of system balancing, ancillary services and peak management (at both 
system and local level), without considering in detail the operation of distribution or transmis-
sion networks. 
The importance of FD may become even further emphasised due to the expected changes in the 
structure of electricity supply and demand in the future, primarily the increase in share of in-
termittent renewables in the electricity supply, and the expected electrification of large seg-
ments of transport and heat demand. 
Integrating large amounts of intermittent renewables into the electricity system will impose a 
significant demand for additional flexibility, in particular for the ancillary services associated 
with system balancing. Increased requirements for real-time ancillary services, if provided by 
conventional generation running part-loaded, will not only reduce the efficiency of system op-
eration, but will also significantly undermine the ability of the system to absorb intermittent re-
newable output, while also increasing emissions and the cost for the end-consumer. 
In spite of the clear potential benefits of sharing the task of providing flexibility between supply 
and demand, until now FD has not experienced a large-scale use, as a number of challenges still 
needs to be overcome to enable a widespread deployment of FD, ranging from the application of 
advanced ICT solutions to developing novel regulatory and market arrangements that are capa-
ble of adequately rewarding FD for the support provided in system operation and planning. 
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CHAPTER 3. SYSTEM SCHEDULING WITH HIGH 
PENETRATION OF INTERMITTENT RENEWABLE 
GENERATION 
In order to evaluate the economic and environmental performance of the electricity system 
characterised by a high penetration of renewable generation, it is necessary to use a generation 
scheduling model. Given that the performance assessment will be based on annual cost and 
emission parameters, the model employed needs to be capable of delivering scheduling results 
for an annual timeframe within acceptable computational times. Annual assessment of power 
systems is necessary in order to establish annual cost and emissions resulting from electricity 
generation, in particular in the context of expected decarbonisation of electricity supply in the 
future. Given the annual variability in demand and intermittent renewable output, analysing 
only representative days would not provide a full insight into the workings of the generation 
system. Therefore, an annual generation scheduling approach is given priority in this thesis. 
Furthermore, due to the emphasis on the flexibility necessary to operate future low-carbon sys-
tems, the model will need to be capable of considering not only the energy delivery, but also the 
provision of ancillary services such as reserve and response. 
This chapter develops a computationally efficient multi-unit scheduling model capable of per-
forming the analysis with the required level of detail, while delivering optimisation results in 
acceptable timeframes. The model is gradually constructed, starting with a literature survey of 
existing models and proceeding to develop a conventional scheduling model, which is then 
adapted to speed up computational times with only a minor compromise on accuracy. 
3.1 LITERATURE REVIEW 
In the last few decades, a substantial body of research has been carried out in the area of genera-
tion scheduling. However, such models have only recently started to include renewable power, 
e.g. wind generation. Furthermore, system balancing services such as reserve and response have 
not been treated in detail. Also, many of the models developed are suitable for daily or weekly 
optimisation, but running them for a longer period (e.g. a year) would require prohibitively long 
computational times. 
The literature review will focus on the following areas relevant for the topic of this chapter: gen-
eration scheduling, wind uncertainty analysis and modelling, stochastic optimisation techniques, 
and implications of system integration of wind. These areas will be used as building blocks for 
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the approach developed in this chapter. The emphasis will be put on the UK perspective, being 
the most relevant for the context of this thesis. 
3.1.1 GENERAL UNIT COMMITMENT AND GENERATION SCHEDULING 
The literature on generation scheduling (optimal unit commitment and economic dispatch) is 
quite extensive, so covering all of it in an exhaustive overview would require a book on its own. 
Therefore, only the key contributions will be discussed in this section. 
The traditional Unit Commitment (UC) problem formulation is detailed in Chapter 3.2. The UC 
problem involves finding a least-cost sequence of operating decisions for a set of generating 
units used to meet a given electricity demand profile, respecting at the same time a variety of 
operating constraints, most notably minimum and maximum unit output, minimum up and 
down times, ramping constraints etc. The basic form of the UC problem usually assumes that 
only thermal plants are available in the system. Up to date, many extensions have been made for 
the systems with significant share of hydro power plants. 
The most widely referenced textbook addressing the UC problem is that of Wood and Wollen-
berg [27]. It outlines the structure and the complexity of the problem, describing several stan-
dard solution techniques – priority lists, dynamic programming and Lagrange relaxation. 
Priority Lists are the simplest method, where units are used according to the so called merit or-
der, so that the units with lower generation cost are committed first. Simple start-up and shut-
down rules are enforced to meet the variation of demand while meeting the constraints. Al-
though very simple, this approach generally provides a sub-optimal solution that can be signifi-
cantly worse than the actual optimum. An example of a heuristic approach to this technique can 
be found in [28]. 
Dynamic Programming is based on the idea that for the total generation cost of reaching a cer-
tain state   (i.e. a combination of units that are online) at a time interval   to be minimal, one 
needs to find the minimum across all stages   from which transition to state   is possible, of the 
sum of production cost in state      , transition cost from state   to state  , and the minimum 
cost of reaching state        : 
               
 
                                           (3.1) 
In the end of this recursive forward procedure an optimal transition path, i.e. unit commitment 
schedule can be traced. References [29] and [30] provide examples of dynamic programming 
applications to actual power systems. Most authors recognise the limitations of dynamic pro-
gramming when applied to a system with a large number of units, mostly as a result of the di-
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mensionality problems related to enumerating possible system states, i.e. combinations of online 
units. 
Lagrange Relaxation technique resolves some of the disadvantages of dynamic programming, 
by decomposing (relaxing) the problem to the level of individual units. The technique is based 
on the dual optimisation principle and the use of Lagrange multipliers, which are iteratively up-
dated to produce better and better solutions. Duality gap is used as a measure of approaching 
optimality; however, there is no guarantee that the optimum will eventually be reached. La-
grange relaxation is particularly adequate for utilities with a large number of units since the de-
gree of suboptimality approaches zero as the number of units increases. Representative exam-
ples of this approach can be found in [31] and [32]. 
An early example of a comprehensive UC literature survey can be found in [33]. A more recent 
reference [34] provides an extensive review of research papers dealing with the UC problem, 
published in the last 30 years. Apart from the techniques mentioned above, it also refers to the 
papers applying relatively more recent techniques: Mixed Integer-Linear Programming (MILP) 
[35], Interior Point Optimisation [36], Tabu Search [37], Simulated Annealing [38], Expert Systems 
[39], Fuzzy Systems [40], Artificial Neural Networks [41], Genetic Algorithms [42], Evolutionary 
Programming [43] and Ant Colony Search Algorithm [44]. 
Hybrid models, where properties of classical and non-classical approaches are combined, are 
highlighted as a preferred choice for handling today’s complex UC problems.  
More recently the deregulation-related issues gained importance in approaches to the UC prob-
lem. Reference [45] presents a collection of specific topics and developments related to solving 
the UC problem, with particular emphasis on UC in a deregulated market environment. Most ap-
proaches are based on MILP techniques, as a consequence of significant advances both in algo-
rithm development and computer capabilities. 
For the purpose of testing different algorithms on a common basis, IEEE developed a test system 
[46], specifying detailed technical and economical data for generators, loads and network com-
ponents constituting the reference system. This generic system is very often used by authors to 
demonstrate the performance of the proposed approaches to power system analysis and optimi-
sation, and this applies to the UC problem as well. In addition to this, reference [47] is also often 
used as a source of input data for algorithm testing (especially regarding the ramp rate charac-
teristics of the generators). 
Considering all of the above, this chapter will primarily focus on the MILP-based formulation of 
the UC and related problems. As this chapter addresses the issue of scheduling large generation 
systems, computational speed and efficiency is of key importance. A good reference for a compu-
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tationally efficient MILP formulation of the standard UC problem is provided in [48]. The advan-
tage of this formulation is that is reduces the use of binary variables, which are normally the 
main computational bottleneck when working with MILP algorithms. The authors present a de-
tailed UC formulation with all relevant constraints modelled, and use piecewise linear generator 
cost curves. Using piecewise linear curves introduces a minor error compared to the more accu-
rate quadratic curves, but at the same time it allows for the use of very fast mathematical pro-
gramming solvers that are available today. 
3.1.2 STOCHASTIC PROGRAMMING TECHNIQUES 
The techniques of linear and integer programming have been used in engineering problems for 
quite a long time, due to their simplicity and ever increasing capabilities of readily available 
solvers. References [49] and [50] provide a good overview of the subject. 
The need to interpret uncertainty in decision making, combined with the developments in abili-
ties of computers gave rise to stochastic programming. Stochastic programming can be viewed as 
an extension to general mathematical programming. Its primary characteristic is that it attempts 
to find optimal decisions under uncertainty, i.e. taking into account problem parameters that are 
not deterministic, but random entities. Fundamental references in this area are the ones from 
Birge and Louveaux [51] and Kall and Wallace [52]. 
With stochastic problems a distinction is normally made between the first stage decisions that 
need to be made prior to the occurrence of a random event (or a series of events), and the re-
course actions to be taken in subsequent stages (e.g. penalising for violation of constraints etc.). 
The optimal decision is then sought with respect to the expected value of the objective function, 
where probability distributions of all random events are taken into account. In general, stochas-
tic optimal solutions outperform those obtained through ordinary deterministic optimisation 
using the expected values of random entities, when the expected value of the objective function 
is evaluated across all random events with their respective probabilities. 
As the scenario tree used for modelling uncertainty in a stochastic problem becomes more de-
tailed, the size of the problem and the computing time necessary for solving the problem grow 
rapidly. An iterative technique of L-shaped or Benders decomposition is often used to mitigate 
this [49]. An example of a practical application of this technique is available in [53]. 
3.1.3 UNIT COMMITMENT AND SCHEDULING UNDER UNCERTAINTY 
In a traditional deterministic UC problem, the optimal commitment schedule of generating units 
is sought with respect to a known demand profile, and no uncertainty is explicitly taken into ac-
count. On the other hand, even the deterministic UC problem formulation typically includes the 
spinning reserve capacity constraints, which require that a certain amount of synchronised gen-
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eration capacity should always be kept unused to allow for the variations in demand level and 
possible outages of generation units. In this way the uncertainty is implicitly accounted for, 
however in a highly simplified (and not necessarily optimal) way. The amount of reserve to be 
kept on the system is usually determined based on a set of rules-of-thumb. One example of such 
rule is to express reserve as a certain percentage of the demand, and another is to make it equal 
to the size of the largest online unit. 
One of the earliest attempts to introduce stochastic considerations into UC was the paper by 
Takriti et al. [54]. It introduced stochastic scenario trees representing uncertain demand levels 
and generation availability, resulting either from inaccurate forecasts or generator failures. The 
proposed method, based on the Lagrangian relaxation method, optimises the dispatch of a gen-
eration portfolio with respect to minimum expected cost over a range of demand scenarios cov-
ering a period of one week. The results obtained demonstrate that the stochastic strategy out-
performs the deterministic one, when compared across a whole range of simulated scenarios. 
In [55] the stochastic treatment of the unit commitment problem is further extended to the 
weekly optimisation of a mixed hydro-thermal system within a weekly timeframe. The uncer-
tainty is again assumed to originate from inaccurate demand forecasts. The proposed approach 
is based on stochastic Lagrangian relaxation of coupling constraints, in order to avoid solving a 
highly complex mixed-integer linear problem. 
The authors of [56] approach the unit commitment problem by using chance-constrained pro-
gramming. This is a stochastic technique where a problem solution is sought with the require-
ment that the probability of violating certain constraints is below some predefined threshold. In 
the paper this applies to the set of power balance constraints, meaning that lack of generation is 
tolerated in a very small number of realisations of uncertain demand. The variations in demand 
are simulated taking into account inter-temporal correlation, and the problem was decomposed 
into a sequence of deterministic unit commitment problems solved by Lagrangian relaxation. 
The advantage of the approach is that it explicitly accounts for the acceptable level of reliability 
of the system. However, it reports rather long computational times, although it only addresses 
the variation in demand and ignores ramping constraints. 
Ortega-Vasquez et al. [57] address the problem of generation scheduling when exposed to un-
certainty regarding the generator availability. The authors improve on the traditional treatment 
of spinning reserve being equal to the size of the largest online unit. Their formulation intro-
duces a dynamic balance between the cost of providing reserve and the expected cost of inter-
ruptions in electricity supply resulting from generator outages. Extending on that approach, the 
same authors in [58] propose a technique to determine the optimal amount of spinning reserve 
to be provided by the system operator in order to respond not only to generation outages but 
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also to errors in load and wind forecasts. Bouffard et al. take a similar approach to generation 
scheduling when facing uncertainty either due to generator or line failures [59],[60], or due to 
variations in wind output [61]. The approach relies on a sound analytical formulation; however 
it is demonstrated only on a very small number of time intervals, due to dimensionality and 
computational time issues. 
References introduced thus far concentrated on scheduling the energy provision only. In [62] 
Galiana et al. develop a methodology to co-optimise energy and reserve output by generators, 
based on the security of supply criterion in a system consisting of generators connected by 
transmission lines. This is, however, done only for a single instance of time, through ensuring 
that any disturbance event does not compromise system frequency or energy balance for all 
nodes in the network. 
Besides the demand uncertainty and generation outages, the conventional generators in a liber-
alised market environment are also exposed to electricity and fuel price volatility. The book by 
Weber [63] provides a comprehensive market-based perspective on operational decisions re-
lated to generation scheduling. It provides a detailed treatment of risk faced by a power genera-
tion company exposed to volatile fuel and electricity prices, covering both fundamental and fi-
nance-based approaches to modelling energy prices. On many levels, the book adopts the meth-
odology used in finance to model the behaviour of uncertain variables. 
3.1.4 SYSTEM INTEGRATION OF WIND POWER 
The installed capacity of wind is increasing at a huge rate worldwide. As the planning and con-
struction of new wind farms accelerate, there has been increasing concern about the impact of 
wind on system operation, considering it behaves fundamentally different to conventional gen-
eration technologies. The primary challenges in this regard are the variability and unpredictabil-
ity of wind output in the short-term, resulting in increased requirements for flexible capacity 
elsewhere in the system [64], and consequently in larger system operation cost [8],[65]. 
In the UK this issue has been addressed at the top level, which resulted in a number of technical 
reports that studied the implications of increased wind penetration for the technical and eco-
nomical performance of the conventional part of the power system. A report by ILEX and Strbac 
[6] established a methodology to assess the impact of adding significant amount of renewable 
energy sources into the UK power system, i.e. to evaluate the additional cost required for operat-
ing and maintaining the power system with increased share of renewables. The cost implications 
were analysed across three categories: (i) transmission losses and network reinforcement; (ii) 
distribution network reinforcement; and (iii) system balancing and capacity margin. It was 
found that the largest cost increase would occur in the category of balancing and capacity cost, 
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with highest cost being caused by intermittent renewable technologies such as wind. The level of 
additional cost was found to be in the order of up to £10/MWh of generated renewable electric-
ity. A more recent report [8] estimated the additional cost of intermittent renewable resources 
in the UK electricity system at £5-8/MWh of renewable output, assuming the penetration level of 
up to 20% of demand. The considered cost categories included system additional system balanc-
ing cost and the cost of maintaining system reliability. 
On top of identifying the issues related to increased share of intermittent renewable electricity, 
some reports investigated different mitigation strategies, i.e. technologies which could reduce 
burden on the system created by large renewable capacity. In this context, reference [66] deals 
with the impact of storage on the operation of future UK power system with potentially high 
penetrations of wind power. A relatively simple scheduling algorithm is used to obtain an esti-
mate of system benefits (i.e. cost and carbon emission reduction) through introducing storage 
plant in the system. This had the effect of relaxing reserve requirements, enabling cost reduction 
by operating the generation units closer to their maximum capacity, as well as the reduction of 
wind energy that needs to be curtailed because of system’s inability to absorb it. The value 
brought to the system by using storage is compared to the investment cost of currently available 
storage technologies to verify whether investing would be justified. It was found that the value 
of storage increases with the installed capacity of wind, and with lower flexibility level of the 
conventional generation plants in the system. Similar set of findings can be found in [9], com-
plemented with additional economic analysis related to capacity value of wind and its fault ride-
through capability.  
A number of EU-level projects have also been launched to investigate the impact of renewables 
i.e. wind on the technical and commercial operation of European power systems. WILMAR pro-
ject [67] focused on analysing the integration of wind power in a large liberalised electricity sys-
tem covering the Scandinavian countries and Germany. In order to study the technical and mar-
ket impacts of a large share of wind power, a comprehensive model was developed within the 
project. Another series of projects, GreenNet-Europe [68], has provided insight into large-scale 
and least-cost grid and market integration of renewable electricity in Europe under a variety of 
different constraints (e.g. technical, economical, legal, societal) and energy policy settings. The 
emphasis in the task is placed on the necessity of harmonisation of policies towards the integra-
tion of renewable electricity. 
A number of other papers addressed more specific implications of wind power for short-term 
operation in the context of liberalised electricity market [69]-[71]. 
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3.2 GENERATION SCHEDULING IN TRADITIONAL ENVIRONMENT 
To understand the impacts of intermittent renewable generation on power systems of today, it is 
useful to first investigate how the systems have been scheduled traditionally. The basic chal-
lenge of generation scheduling is to decide how to operate a portfolio of generating units in a 
least-cost way, and supply a given profile of electricity demand, observing at the same time a 
number of technical and security constraints. Similar to other commodities, electricity demand 
experiences daily, weekly, seasonal and annual cycles. A key difference with respect to other 
large technical systems is that a very tight balance between generation and demand needs to be 
maintained at any given moment. This requires planning along various time horizons ahead of 
real time, ranging from minutes to years. 
Short-term scheduling, or unit commitment, involves making a set of decisions regarding the 
“on” or “off” status of the units for a timeframe of typically one day to one week. The objective of 
the unit commitment exercise is to find a schedule of committing the units (i.e. switching them 
on or off) so that the electricity demand is supplied with minimum cost. The cost principally 
originates from burning fuel in thermal generation units, and from starting up (i.e. synchronis-
ing) the units. The difficulty is that the cost characteristics describing the relationship between 
power output and fuel used by units are generally non-linear. 
The discussion in this chapter will be limited to the commitment of thermal units. Including hy-
dro power plants in the problem formulation is possible, but it is not done here for the sake of 
clarity.  
The following sections will provide an outline of a mathematical formulation of the basic unit 
commitment problem (BUC), and then build upon that approach towards a more complex and 
comprehensive scheduling tool. 
3.2.1 BASIC UNIT COMMITMENT PROBLEM FORMULATION 
It is assumed that a set of I thermal generators is available to supply a certain demand profile   
for each time interval t of the scheduling horizon consisting of T time intervals. The decisions to 
be made for each unit i in each interval t are represented by the binary commitment status vari-
ables      and generator output levels     . 
The objective of the task is to find the operation schedule which results in minimum total cost to 
supply the demand. This problem is commonly approached using mathematical programming 
techniques. The costs incurred by using the generators are twofold; the first component is the 
cost of fuel       , which is a function of the generator’s output level. The second one is the cost 
of starting up the units; bringing each unit   into synchronised operation on the grid requires a 
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certain cost   
      (largely due to energy required to set up the thermal process in the plant and 
bring rotating masses to nominal speed). 
Following the above considerations the total generation cost can generally be written as follows: 
           
  
                    
 
   
 
   
 (3.2) 
Here u and P denote the     matrices of unit commitment and output decisions, and        is 
the start-up cost of unit i at time t, which can be either   
     , if the unit was started at t, or zero 
otherwise. The decision variables in u are binary, only taking the value of 1 if a unit is on in a 
particular interval and 0 if it is off. 
Generator cost characteristics 
The relationship between a generator’s output and fuel cost is normally more complex than a 
simple linear characteristic, i.e. there is rarely a fixed per unit cost of electricity output from a 
generator [27]. It is therefore often assumed that the cost behaves as a convex quadratic func-
tion of the output: 
                    
  (3.3) 
This type of cost curve is depicted in Figure 3.1. Coefficients   ,    and    are then specified for 
each generator. 
 
Figure 3.1. Quadratic generator cost curve 
A quadratic cost function is still only an approximation of real-life input-output characteristics, 
which can display various discontinuities or non-convexities. However, even the quadratic ap-
proximation introduces non-linear terms into the objective function, adding to the complexity of 
the problem. Although there are efficient algorithms capable of solving quadratic optimisation 
problems with acceptable computational times, it is often desirable to linearise the cost charac-
teristics, in order to be able to use the capabilities and speed of linear optimisation solvers. By 
Pi
Ci(Pi)
ai + biPi + ciPi2
Pi,min Pi,max
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using a sufficiently large number of linear segments, cost curves can be approximated with high 
accuracy. 
For the above reasons, the generator cost curves are modelled as piecewise linear functions. An 
example of that is shown in Figure 3.2, where the curve is represented by three linear segments, 
i.e. two elbow points (     and     ) between minimum and maximum power. Each segment j has 
its own slope     , with the slopes increasing when going from minimum to maximum power, to 
maintain the convexity of the curve. When the line of the lowest segment is extrapolated to-
wards zero power, one reaches the point of “no-load cost”   , which will later be used to formu-
late piecewise linear cost curves in the linear programming framework. 
 
Figure 3.2. A piecewise linear generator cost curve 
For J linear segments in a cost curve, the total generator output can be expressed as the sum of 
outputs per individual segment     : 
         
 
   
 (3.4) 
where the first segment output can be between   
    and     , and segment output j can take val-
ues between 0 and              , assuming        
   . The total cost when generator i is oper-
ating can then be found as: 
                    
 
   
 (3.5) 
Naturally, when the generator is offline, its output as well as cost is zero, and this needs to be 
accurately taken into account in the overall objective function. Furthermore, the increasing or-
der of slopes (i.e. marginal costs)      when moving from minimum to maximum power ensures 
that the linear programme will use segment output variables      in the correct order, starting 
from the lowest segment up to the highest one. 
Pi
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Objective function 
As indicated by (3.2), the cost of running generation units constitutes the bulk of the total sys-
tem cost which is to be minimised as the objective function. The output cost included in the total 
will be modelled using piecewise linear curves. 
Two new variable arrays are introduced in the objective function to ensure solution feasibility. 
Their purpose is to obtain a solution even when the available generation capacity is insufficient 
to satisfy demand or when there is a need to spill excess generation. The new variables are de-
scribed in further text. 
It is assumed that failing to supply a part of the load is penalised by the value of lost load. The 
Value of Lost Load (VOLL) is a monetary value presumed to have been attached to the value of 
supply for customers. In other words, this is the maximum amount the customers would be will-
ing to pay for avoiding the interruption in their electricity supply3. If supply is insufficient, or if it 
is for some reason more economical to disconnect a portion of customers, the decision can be 
made to carry out load shedding or load curtailment to satisfy the demand balance. The VOLL 
will be denoted by      , and the load shedding volume variable at time t with   
 . In reality, es-
timating VOLL is not an easy task; it can also vary widely across different customer categories 
and times of day. It is usually safe to assume it to be two to three orders of magnitude larger 
than the average level of electricity generation cost. 
Another situation is when there is a need for generation shedding. This can occur when the de-
mand becomes very low in certain time periods, and for various technical constraints, the gen-
eration units cannot reduce their total output quickly enough. This situation is rarely encoun-
tered in today’s systems. However, it may become an issue with increased penetrations of wind 
energy. Wind generation has the effect of lowering the net demand levels as seen by thermal 
generators, as well as making the net demand significantly more volatile and unpredictable. In 
order to avoid the occurrence of generation shedding (corresponding to the actual system op-
eration practice), a very high penalty is attached to every unit of electricity spilled. This penalty 
is typically an order of magnitude higher than VOLL. It will be denoted by      , and the corre-
sponding quantity of generation shed at time t by   
 . The primary purpose of this variable is to 
avoid infeasibilities in the solution procedure. 
Combining the generator-related cost with the two extra cost categories discussed above, the 
following total system cost function is proposed: 
                                                             
3 Another interpretation of VOLL is that it is a penalty the system operator is obliged to pay if it fails to 
supply a portion of demand. 
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 (3.6) 
The meaning of the notation here is the same as earlier, with variables        (i.e. array p) denot-
ing the segment j output of generator i at time t. The problem (3.6) is a mixed integer-linear pro-
gramme, with non-negative real variables p,    and   , and binary variables u. 
System-level constraints 
The only system-level constraint at this stage is the demand balance constraint. It simply states 
that at each time interval t the total generator output reduced by generation shedding needs to 
be equal to system demand reduced by load shedding: 
      
 
   
   
    
     (3.7) 
It should be noted here that      denotes the total output of generator i across all segments. This 
value does not appear directly in the objective function (3.6), but will be linked to segment out-
puts when formulating the generator-level constraints. Also, although not directly postulated, 
this formulation prevents variables   
  and   
  to take non-zero values simultaneously, since that 
would obviously represent a sub-optimal solution to the linear programme. 
Generator-level constraints 
There are a number of constraints which could be imposed on individual generators. Only a ba-
sic set will be outlined at this stage. 
 Minimum stable generation (MSG) and maximum registered capacity (MRC). The output of a 
generator, when it is online, can only take values between its respective minimum and 
maximum output levels. This is ensured through a series of constraints on outputs per lin-
ear segments of its cost curve: 
 
             
     
              
                             
(3.8) 
Clearly, the segment output values can take on non-zero values only if the commitment 
variable      is equal to 1, i.e. the unit is online at time t. The values of      denote elbow 
points, as demonstrated in Figure 3.2. 
Constraints (3.8) implicitly ensure that the total generator output is always between   
    
and   
   . This is why constraints            
    and            
   , very common in 
some other problem formulations, are redundant here. 
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 Total generator output. This simply sums up all segment outputs into one total output 
variable per generator at each time t. It could have been omitted from the formulation (us-
ing only segment outputs), but it is convenient to keep it for accounting purposes. 
             
 
   
  (3.9) 
 Start-up cost. The variable     is forced to take the value of   
      only if the commitment 
state has been changed from 0 to 1 (i.e. the unit was switched on). In all other cases it will 
remain at zero, since it appears as a positive cost in the objective function. 
 
       
                 
       
                       
(3.10) 
Here     denotes the switching state of generator i prior to the start of scheduling horizon, 
which enables for accounting of start-up costs in the first time interval. 
 Minimum up and down times. Many power generation technologies, especially when large 
units are concerned, require that when a unit is switched on or off, it needs to remain in 
that state for a certain amount of time before it can change state again. The minimum al-
lowed times will be denoted by   
  
 and   
  , respectively4. The reasons for that lie in the 
nature of the technological process within the thermal power plants, and the thermal 
stress to the equipment caused by sudden changes in operating temperatures. The mini-
mum up time constraints are then formulated as follows: 
 
                 
           
              
              
 
                                          
         
(3.11) 
   is used here to represent the number of time intervals the unit i has been online prior to 
the beginning of the scheduling horizon (   ). If it is positive, its value indicates for how 
many time intervals the unit has been switched on, while a negative value says how long it 
has been switched off. Minimum down time constraints then follow by analogy: 
 
                 
           
              
              
 
                                            
         
(3.12) 
 
                                                             
4 For simplicity, it will be assumed here that minimum up and down times are expressed in numbers of 
unit time intervals, instead of hours. If this was not the case,   
  
 and   
   would have to be substituted by 
  
      and   
    . 
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To conclude, the basic unit commitment (BUC) problem formulation consists of the total cost 
objective function (3.6), subject to the set of constraints (3.7)-(3.12). The problem in this form 
was implemented in the FICO Xpress mathematical programming tool [72], making use of effi-
cient solvers included in the tool. 
3.2.2 IMPROVEMENTS TO BASIC FORMULATION 
The basic formulation laid out in the previous section does not encompass all real-life challenges 
to system scheduling. This section will therefore expand on the basic model to include additional 
features. 
Ramping constraints 
Due to the limitations of thermodynamic processes that drive electric generators in certain types 
of thermal power plants, some generators are limited in the amount by which they can increase 
or decrease their output per unit of time. The ability of a generator to vary its output is com-
monly referred to as ramping, and is of particular importance when the system load follows a 
pattern with relatively quick and wide oscillations. This becomes especially relevant when the 
system includes a large share of highly variable intermittent renewable generation, such as wind 
power. 
The most flexible technologies in terms of output change rate are small gas and diesel engines, 
and open-cycle gas turbines (OCGT). The maximum allowed rate of output change then drops 
when moving towards CCGT, coal and nuclear units, especially when dealing with large unit 
sizes. 
Assuming that a generator i is limited in upward output change by rate   
  
, the following con-
straints need to be added to BUC: 
 
            
    
              
            
(3.13) 
where      denotes the output of unit i in the time interval directly prior to the beginning of the 
scheduling horizon. Since ramping rates are normally expressed in units of power per unit of 
time (e.g. in megawatts per hour), they need to be multiplied by the duration of the unit time in-
terval   in order to obtain the correct rates of change5. Similarly, the downward ramping rate 
  
   is accounted for through following constraints: 
                                                             
5 If the duration of unit time interval is 1 hour, and the ramping rates are expressed in MW/h, the duration 
  can be omitted. 
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(3.14) 
The above constraints will function properly as long as the generator minimum output   
    is 
smaller than   
    and   
   . If one of these two conditions is not met, the constraints (3.13) and 
(3.14) would prevent the unit from switching on or off, respectively. In such case, changing the 
generator output from   
    (which is the minimum output of a generator when online) to zero 
or vice versa would violate the respective ramping constraint. 
The ramping constraints therefore need to be modified for generators not meeting the above 
condition. One possible way of doing that is the following: 
 
              
                    
      
          
      
    
              
                    
      
          
      
    
(3.15) 
It is assumed here that          , and      is as explained above. To verify the correctness of the 
first of the two constraints, it can be observed that the second term on the right-hand side is ac-
tivated only when the unit changes state (i.e.            ). In other words, when unit is online in 
both intervals, the constraint accurately limits the rate of change to   
   ; when it is offline in 
both intervals, the constraint becomes redundant since the left hand side is equal to zero. When 
the unit switches on, i.e. changes state from 0 to 1, the left-hand side equals      and the right-
hand side equals   
   , meaning that the unit is allowed to ramp up faster than   
   , but only to 
reach its minimum output. Finally, when the unit switches off, the inequality reduces to 
         
       
   , which is always true, since        is bounded from below by   
   . The 
analysis of downward ramping constraints can be done in an analogous way. 
System operation security requirements 
Every power system needs to continuously maintain a very fine balance between supply and 
demand. In order to achieve that, it is necessary to have a certain amount of spare capacity 
available (to be provided by online units, or alternatively fast-start units or storage) at every 
time instance of the scheduling horizon. In traditional systems, this was necessary for two rea-
sons: unpredicted fluctuations in system demand, and rare but non-negligible unplanned out-
ages of generation units. The spare capacity is then used to replace the lack of power caused by 
unforeseen surges in demand or generator failures. These services in the UK electricity system 
can be broadly divided into reserve and response services. A more detailed description of how 
these services are provided in the UK system is given in Appendix A. 
System Reserve Requirements.  Quantifying the necessary amount of reserve in the system 
can be done in several ways, and is commonly based on rules-of-thumb customised for different 
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systems. One example is to postulate that the total reserve provided by the generators needs to 
be larger than or equal to the size of the largest online unit. Such a constraint ensures that the 
system could make up for the sudden loss of any single unit (it is assumed that the probability of 
losing two or more units at the same time can be neglected). Another approach consists of set-
ting the necessary reserve level equal to a fixed percentage of the system demand at every time 
interval. Both of the approaches however are approximate and neglect the generator outage 
probabilities and the corresponding risk to the system of not being able to supply the demand 
[73]. 
It is also possible to distinguish between upward and downward reserve requirements. The up-
ward reserve is related to forced outages of generation units and sudden increases in demand, 
and requires the available generators to increase their output. Downward reserve on the other 
hand, is needed in the opposite case – when there is a sudden decrease in demand (e.g. loss of a 
large load), or loss of pumped-storage unit in pumping mode. The generators in the system then 
need to respond by decreasing their outputs. Reserve provision by units that are online and are 
generating is commonly known as spinning reserve. Part of the reserve requirements can also be 
provided by non-synchronised fast-start units, energy storage plants or even responsive de-
mand. 
Assuming that the upward reserve requirements are known for each time instance t, and are 
equal to   
  
, the BUC can be expanded to include reserve by adding the following system-level 
constraints for all time instances: 
      
  
 
   
   
  
 (3.16) 
where     
  
 is the contribution of generator i to providing upward reserve at time t, and is limited 
by the following generator-level constraint: 
     
     
             (3.17) 
The individual contribution of a generator to providing reserve cannot exceed its spare capacity 
at a given moment, and the total of all contributions needs to cover at least the system-level re-
quirement for upward reserve. 
Similarly, if the requirements for the downward reserve   
   are known at time t, the following 
constraints are added for each t: 
      
  
 
   
   
   (3.18) 
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Downward reserve contributions from individual generators are limited by how much they are 
above their minimum output (i.e. by how much they could decrease generation): 
     
          
        (3.19) 
Both sets of constraints (3.17) and (3.19) ensure that no reserve is provided by generators 
which are offline, since whenever      equals zero,      is zero as well. 
Ramping rates also affect the generators’ capabilities to provide reserve. Depending on the ramp 
rates, a generator may not be able to deliver a certain amount of reserve although it still has 
enough capacity available. This limitation obviously depends on how fast the generator is ex-
pected to respond to reserve provision request; if the required response is slower, this leaves 
more time for ramping up to the new output point. In addition to reserve contribution con-
straints (3.17) and (3.19), the following inequalities need to be added: 
 
    
     
     
    
     
     
(3.20) 
Here    represents the maximum time in which reserve may be delivered upon request by the 
system operator. 
Frequency Response. The system operator is responsible for maintaining the continuous bal-
ance between supply and demand in the power system. In case of sudden generator outage or 
deviations of demand from the forecasted value, the generators providing reserve need to be 
called upon by the system operator to actually deliver the reserve service by altering their out-
put. Since the whole process requires a certain time for the operator and generators to respond, 
it is typically expected that the generators start supplying reserve to the system 30 minutes to 
several hours after the system operator’s request. 
Naturally, the system balance needs to be maintained in the shorter time frames as well. This 
second to minute-level balancing is usually referred to as frequency response, and is provided by 
generators equipped with automatic frequency control devices. These generators automatically 
respond to oscillations in system frequency, by adjusting their output in order to help confine 
the system frequency within the narrow limits defined by the grid code6. 
Total system response requirements in a power system depend on several factors, such as size 
of the system, demand level, size of the largest foreseeable generation loss, and the allowed drop 
of frequency due to sudden generation loss. Similar to the spinning reserve, those requirements 
are in today’s systems met by keeping spare capacity in generators fitted with an automatic fre-
quency controller. Also, along with preserving extra capacity to increase output, certain output 
                                                             
6 The issue of frequency response requirements in the system is elaborated in more detail in Appendix A. 
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range needs to be left by the generators to allow decreasing output as well, meeting the re-
quirement for downward frequency response. 
Symbols     
  
 and     
   will denote the upward and downward contribution to frequency response 
by generator i at time t. Their respective sums at time t need to cover system-level response re-
quirements   
  
 and   
   defined for that time: 
      
  
 
   
   
  
 (3.21) 
      
  
 
   
   
   (3.22) 
Individual generator contributions to frequency response are subject to different boundaries 
than the reserve contributions. The issue of provision of frequency response by generators in 
the England and Wales power system has been well elaborated by Erinmez et al. [74]. The limits 
to generators’ frequency response contributions are illustrated in Figure 3.3. 
 
Figure 3.3. Limits to generator response contributions 
The upper area refers to the allowed values for upward response contribution, while the lower 
one refers to downward response, and is in fact inverted to illustrate its symmetry with the up-
ward reserve limits. As indicated by the figure, the available response contribution depends not 
only on the generators scheduled output at a certain time t, but also on the reserve contribution 
it is scheduled to provide at the same time, for upward and downward contributions respec-
tively. In this way the remaining available capacity by the generator is accurately taken into ac-
count. 
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Secondly, there is an upper limit on the response contribution from individual generator, repre-
sented through horizontal lines at   
  
 and –   
   in Figure 3.3. Such a limit is a consequence of 
physical dynamics of the control process governing the output adjustment. For real-world gen-
erators, these values are in the order of 10-15% of generator’s maximum output [74]. 
Finally, if the sum of unit’s output and upward reserve contribution is at   
   , the unit obvi-
ously cannot contribute to frequency response. If the scheduled commitment is now reduced by 
lowering the output from the maximum level, some of unit’s capacity will be released to provide 
upward response. However, the amount of response contribution will not be equal to the 
amount by which the output was reduced, but will be smaller. This is represented by slope –   
  
 
in Figure 3.3, whose absolute value, for the above reason, is always less than one. Typically, its 
value is around 0.5. Analogous consideration can be applied for downward response contribu-
tion when increasing output plus downward reserve contribution, and in that case slope    
   
applies, with absolute value again less than one. 
All of the above shows that there is a strong interdependency between electricity output, reserve 
contribution and providing response by the generators. Changing any of the three quantities will 
affect the generator’s capability to deliver the other two. 
The limits on response contributions at the generator level can finally be formulated as follows: 
     
         
     
         
             
     (3.23) 
     
         
     
            
         
      (3.24) 
Note that both contributions are zero when the unit is offline and that only absolute (positive) 
values of slopes   
  
 and   
   are used to formulate the above constraints. 
Enhanced unit commitment problem 
The BUC problem introduced earlier, taken together with constraints (3.16)-(3.24), allows for 
formulating the Enhanced Unit Commitment (EUC) problem, able to incorporate constraints re-
lated to reserve, response and generator ramping. Obviously, operating the system with this ad-
ditional set of constraints will result in higher cost than when solving only the BUC problem for 
the same system. To illustrate the relevance of considering a more realistic representation of 
actual system operation practices, a set of case studies was performed. 
3.2.3 MODEL VALIDATION 
The scheduling algorithm developed in this section has been tested against the one described in 
[48] to check the plausibility of the solution. The test system consists of 100 units, where the 10-
unit system from [42] has been multiplied by 10 (this also applied to system demand). Ramping 
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rates or response provision are not considered in the study, while there is a requirement to 
maintain spinning reserve in the amount of 10% of current demand level. The scheduling hori-
zon spans 24 hours. Unit parameters are given in Table 3.1. Similar to [48], generator cost func-
tions have been linearised with 4 segments. 
Table 3.1. Characteristics of generating units used for model validation [42] 
Unit No.                  
           
           
         
 (MW) (MW) ($/h) ($/MWh) ($/MW2h) (h) (h) ($/h) ($/h)  
1 150 455 1000 16.19 0.00048 8 8 4500 9000 8 
2 150 455 970 17.26 0.00031 8 8 5000 10000 8 
3 20 130 700 16.60 0.00200 5 5 550 1100 -5 
4 20 130 680 16.50 0.00211 5 5 560 1120 -5 
5 25 162 450 19.70 0.00398 6 6 900 1800 -6 
6 20 80 370 22.26 0.00712 3 3 170 340 -3 
7 25 85 480 27.74 0.00079 3 3 260 520 -3 
8 10 55 660 25.92 0.00413 1 1 30 60 -1 
9 10 55 665 27.27 0.00222 1 1 30 60 -1 
10 10 55 670 27.79 0.00173 1 1 30 60 -1 
 
The least-cost solution found by the algorithm presented in this section results in the total cost 
of $5,621,790, while in reference [48] this value was $5,605,189 (or about 0.3% lower). The 
slight difference in the cost can be attributed to certain differences in formulation: reference 
[48] uses a different approach to quantify start-up cost (accounting for its exponential increase 
after switching a unit off), and also evaluates the fuel cost of generators using a quadratic dis-
patch routine (based on commitment decisions obtained using MILP formulation). Nevertheless, 
the results of the two approaches seem sufficiently close to validate the approach adopted in this 
section. 
3.2.4 CASE STUDIES 
This section will present the performance of the BUC and EUC algorithms on a test system. Four 
cases will be analysed, gradually building from the basic model to the enhanced one: 
 Case 1: BUC model 
 Case 2: BUC with ramping constraints 
 Case 3: BUC with ramping constraints and system reserve requirements 
 Case 4: BUC with ramping constraints and both system reserve and response require-
ments 
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All cases are analysed on a 24-hour period for a generic power system based on test systems in 
[46] and [47]. This power system consists of 26 generation units with total installed capacity of 
3,105 MW. A typical load profile was assumed, with the peak load of 2,520 MW. For the sake of 
readability, the detailed information on technical and economic parameters of the generators, as 
well as system data are given in Appendix B. The detailed dispatch results on the level of indi-
vidual units are also provided in the Appendix B. 
The key generator parameters, such as the average marginal generation cost, number and size of 
units for each unit type is given in Table 3.2. 
Table 3.2. Average marginal cost, number and size of units for different unit types 
Unit type U12 U20 U76 U100 U155 U197 U350 U400 
No. of units 5 4 4 3 4 3 1 2 
Unit size (MW) 12 20 76 100 155 197 350 400 
Avg. marginal cost (£/MWh)  26.2 38.0 14.3 18.9 11.7 23.8 11.6 8.4 
 
Case 1: Basic Unit Commitment model 
The dispatch of the generation units in Case 1 is given in Table 3.3. For brevity, the dispatch has 
been aggregated into groups of identical units. The output of the generators is expressed in 
megawatts in each hour, with the total generation being equal to the forecasted demand profile. 
The same dispatch is also illustrated in Figure 3.4. 
Table 3.3. Generation dispatch for Case 1 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 0 0 400 0 350 800 1550 
2 0 0 0 0 430 0 350 800 1580 
3 0 0 0 0 390 0 350 800 1540 
4 0 0 0 0 400 0 350 800 1550 
5 0 0 0 0 450 0 350 800 1600 
6 0 0 0 0 550 0 350 800 1700 
7 0 0 80 0 620 0 350 800 1850 
8 6 0 304 200 620 0 350 800 2280 
9 16 0 304 300 620 0 350 800 2390 
10 0 0 304 300 620 76 350 800 2450 
11 0 0 304 300 620 146 350 800 2520 
12 0 0 304 297.1 620 68.9 350 800 2440 
13 0 0 304 297.1 620 68.9 350 800 2440 
14 0 0 304 257.1 620 68.9 350 800 2400 
15 0 0 304 300 620 96 350 800 2470 
16 0 0 304 300 620 126 350 800 2500 
17 26 0 304 300 620 0 350 800 2400 
18 6 0 304 300 620 0 350 800 2380 
19 0 0 304 276 620 0 350 800 2350 
20 26 0 304 300 620 0 350 800 2400 
21 60 16 304 300 620 0 350 800 2450 
22 0 0 304 256 620 0 350 800 2330 
23 0 0 280 0 620 0 350 800 2050 
24 0 0 0 0 540 0 350 800 1690 
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The dispatch produced by the model clearly identifies the units that should operate in base part 
of the load diagram (U400, U350 and U155), intermediate units (U76 and U100) and peaking 
units (U197, U12 and U20). Unit U20 is used only in hour 21 to cover a peak in that hour; al-
though unit U197 is cheaper to run (and is run between hours 10 and 16), switching it on only 
for hour 21 would incur a start-up cost, and interfere with the dispatch of cheaper units, so a 
smaller unit U20 is selected to cover a part of the demand for this hour. 
 
Figure 3.4. Generation dispatch and marginal cost in Case 1 
It is also interesting to observe the behaviour of the marginal cost in the system. This value re-
flects the additional cost incurred by the system to supply one extra megawatt-hour of demand, 
and is also illustrated in Figure 3.4. It is in principle determined by the most expensive unit 
committed in a certain period, i.e. the one that still has some spare capacity to accommodate a 
marginal increase in demand. One can see how the marginal cost changes from around 
£12/MWh in night hours (which is approximately the marginal generation cost of U155), to 
£26/MWh in hours 8-9 and 17-18 (when U12 is the marginal unit), £24/MWh in hours 10-11 
and 15-16 (U197 is marginal), and £19/MWh in hours 12-14, 19 and 22 (U100 is marginal), 
reaching its peak of £38/MWh in hour 21 (with U20 as marginal unit). 
The total objective function for Case 1 is £625,467. This will later be compared with objective 
function values in other cases, to observe how additional constraints affect the total system op-
eration cost. 
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Case 2: Unit commitment with ramping constraints 
In addition to Case 1, this case imposes the ramping constraints, as elaborated in Section 3.2.2. 
The data on the allowed upward and downward ramp rates are provided in Appendix B. To im-
prove readability, tabular unit outputs for this and the remaining cases are included in the Ap-
pendix B. The summary of the optimal dispatch in this case is given in Table B.4, and is also de-
picted in Figure 3.5. 
Because of reduced ability of units to change output in hours when demand climbs or drops, the 
generator utilisation pattern changes slightly. Peaking units U12 are used more than before, to 
compensate for the limited ability of other generators to ramp up or down. This can also be seen 
in the behaviour of the marginal cost throughout the scheduling day, which remains at the level 
of the marginal cost of U12 in more hours than in Case 1. 
The value of the objective function in Case 2 is £627,396. This is 0.31% higher than in the basic 
unit commitment case. The difference is not significant in this case, but is still measurable. For a 
given system, the impact of ramping rates on the unit operation will naturally depend on the al-
lowed ramping rates for the units in question. 
 
Figure 3.5. Generation dispatch and marginal cost in Case 2 
Case 3: Unit commitment with ramping and reserve constraints 
In Case 3 the system reserve constraint is additionally introduced with respect to Case 2. The 
reserve requirements are quantified at the level of the size of the largest unit in the system, 
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which is 400 MW. This additional requirement considerably changes the generation dispatch, 
committing more capacity than before in order to have sufficient reserve at disposal at any given 
moment. The tabular summary of generation dispatch and the schedule of covering the reserve 
needs in the system for Case 3 is given in Appendix B (Table B.5 and Table B.6). Figure 3.6 and 
Figure 3.7 provide a graphical representation of the energy and reserve dispatch of the test sys-
tem, along with the corresponding marginal costs. 
An obvious difference to Cases 1 and 2 is that U76 units are now in operation throughout the 
day. This follows as a consequence of the requirements to have enough spare online capacity 
available to cover the need for system reserve. Similarly, the U197 units are used for a longer 
period than before, since their unused capacity is now covering a part of the reserve require-
ments. The U12 units are used less in terms of energy, but more consistently throughout the day, 
again for the reason of providing reserve. Units U400, U350 and U155 continue to operate as 
base units, with the latter two providing some reserve in off-peak hours. In intermediate and 
peak hours this is taken over mainly by units U197, U100 and U12. 
As to the marginal cost of energy, one can notice that it has become less volatile, oscillating be-
tween £19 and £24/MWh for most of the daytime. Unit 20 is not used at all in this case, which 
eliminates the marginal cost spike to £38/MWh in hour 21 from Cases 1 and 2. Instead, unit 
U197 is used, which has lower marginal cost, but was not switched on just for hour 21 in Cases 1 
and 2. The reserve marginal cost follows a similar pattern, although it is more volatile (ranging 
from roughly £2 to £9 per MW per hour). 
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Figure 3.6. Generation dispatch and marginal cost in Case 3 
 
 
Figure 3.7. Reserve dispatch and marginal cost in Case 3 
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The value of the objective function for Case 2 is £658,227, which is £30,831 or 4.91% more than 
in Case 2. This difference is already considerable, and provides an indication of the cost of sys-
tem reserve. 
Case 4: Unit commitment with ramping, reserve and response constraints 
Finally, Case 4 is constructed by adding frequency response requirements on top of the structure 
of the Case 3. The response requirement profile for the test system is based on an assumed rela-
tionship between system demand and necessary response. This relationship is of inverse nature, 
i.e. the necessary frequency response normally decreases with higher demand values, due to lar-
ger system inertia. 
The optimum dispatch of energy, reserve and frequency response is detailed in the Appendix B 
(Table B.7, Table B.8 and Table B.9, respectively). The corresponding graphical illustrations of 
the optimal dispatch solutions are provided in Figure 3.8, Figure 3.9 and Figure 3.10. With the 
increased requirements for spare capacity to meet the demand for reserve and response, both 
units U100 and U76 now operate continuously through the day. Even the U400 units decrease 
their output during the night to contribute to frequency response. 
U197 units are the marginal providers of energy throughout the daytime, determining the mar-
ginal energy cost level at around £24/MWh. With respect to reserve, the marginal unit in the 
daytime is either U197 or U20. This causes the marginal cost of reserve to vary between £5 and 
£9 during the daytime, with a larger number of hours when marginal reserve cost equals £9. In 
general, the marginal reserve cost levels of Case 4 are higher than in Case 3. 
A pattern similar to reserve marginal cost is evident for the marginal cost of response, with os-
cillations between £10 and £18 for most of the time, dropping to around £5 in two hours. 
Looking at the output volumes, one can notice that the output of the U197 units is much higher 
than in the case where only energy is dispatched (Case 1). This indicates how U197, although 
more expensive than most of the other units, is still able to offer its capacity and profit from the 
flexibility it can provide to the system for reserve and response services. 
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Figure 3.8. Generation dispatch and marginal cost in Case 4 
 
 
Figure 3.9. Reserve dispatch and marginal cost in Case 4 
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Figure 3.10. Frequency response dispatch and marginal cost in Case 4 
The total system cost in Case 4 is equal to £677,311, which is 2.9% (or £19,084) higher than in 
Case 3. This difference gives an indication of the additional cost of frequency response for the 
system. 
 
Table 3.4 provides a summary of results for all case studies, indicating the gradual cost incre-
ments incurred when introducing constraints that reflect a more realistic system operation. 
Table 3.4. Average marginal cost, number and size of units for different unit types 
Case No. Description 
Total system cost Cost increment 
£ £ (%) 
1 BUC model 625,467 - 
2 BUC model with ramping constraints 627,396 1,929 (0.31%) 
3 BUC model with ramping and reserve constraints 658,227 30,831 (4.91%) 
4 BUC model with ramping, reserve and response constraints 677,311 19,084 (2.90%) 
 
It is evident that the provision of system services increases the total system operation cost by a 
percentage that cannot be ignored. In the test system, this increase is in the order of a few per-
cent for both reserve and response services. Naturally, one would expect the cost to increase in 
any generation system. However, the exact amount of the increase strongly depends on the con-
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ditions prevailing in the system in question (generation technology mix, variability of demand, 
unit sizes etc.). 
3.3 MULTI-UNIT SCHEDULING MODEL FOR SYSTEMS WITH INTERMITTENT GENERATION 
3.3.1 LIMITATIONS OF PREVIOUS UNIT COMMITMENT MODELS 
Chapter 3.2 introduced the Basic (BUC) and the Enhanced Unit Commitment (EUC) models for 
generation scheduling. These models treat generators individually, accounting for all relevant 
technical constraints at the unit level. Binary variables are used to represent commitment deci-
sions made throughout the scheduling horizon. 
One of the objectives of this research is to evaluate system-level impacts of increasing the pene-
tration of intermittent renewable technologies, both in terms of the economy and environmental 
impact. In order to do that, it is necessary to develop a scheduling model able to simulate the op-
eration of the whole UK system, preferably on an annual level, and provide results within a low 
computing time. Obtaining results on an annual level is needed because of the yearly cycles in 
electricity demand and availability of renewable energy. In a system consisting of hundreds of 
generators, a model using individual generator representation would require a prohibitively 
long time to deliver results. 
For this reason, Chapter 3.3 will provide a modified scheduling problem formulation capable of 
solving system-level problems quickly enough to run annual system studies. The increase in 
speed will be achieved by organising generation units into groups of identical (or nearly identi-
cal) units, and describing decisions on their commitment by single variables instead of an array 
of unit-level decisions. 
3.3.2 MODEL FORMULATION 
The formulation presented here will be based on grouping the units into clusters of generators 
with same (or similar) parameters. Instead of making on/off decisions for every single genera-
tor, the idea here is to use integer variables to indicate the decision on the number of units from 
a particular group that are online at a particular time instance. Switching from binary to integer 
variables requires the EUC model formulation from Chapter 3.2 to be rewritten. 
Instead of assuming that I generators are available, it is assumed that the generators are 
grouped into N groups, with units inside each group assumed to be identical. The number of 
units in each group will be denoted by           . The cost characteristics of individual units 
within groups are assumed to be the same as in Figure 3.2, i.e. convex piecewise linear functions 
of unit output. From the theory of economic dispatch [27], it is known that the least-cost dis-
patch for a portfolio of units with convex cost characteristics (as is the case here) is achieved 
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when the marginal generation costs of all units is the same7. Since marginal cost curves are iden-
tical for all units in a group, it is assumed that the total output of a group of units at a particular 
time instance is equally distributed across all units from that group that are online at the time. 
Instead of binary variables      used to represent the commitment decisions of individual units in 
BUC and EUC, the multi-unit commitment problem formulation will use integer variables      
indicating the number of units in group i decided to be online at time t. Similarly to before,      
will be used to represent the power output; like     , it will refer to the output level of the entire 
group. Start-up cost for a single unit is again represented by   
     . 
Objective function 
In analogy to the BUC problem, the objective function for total cost is formulated as follows: 
      
        
                               
 
   
  
 
   
        
         
  
 
   
 (3.25) 
The only difference in the objective function when compared with expression (4.1) is that vari-
ables      are replaced by     . The treatment of cost of not supplying the load and generation 
shedding is represented in the same fashion. Variables        denote the output of group i in linear 
segment j of its cost curve, at time t. By multiplying them with segment slopes     , and adding 
the no-load cost    for all online units, the total operation cost is obtained. The optimum is 
sought with respect to non-negative real matrices p,    and   , and the integer matrix n. 
System-level constraints 
The demand balance constraint is virtually the same as in (3.7): 
      
 
   
   
    
     (3.26) 
It should be noted again that      denotes total output for group i across all segments, and does 
not appear directly in the objective function (3.6), but is linked to segment outputs via genera-
tor-level constraints. The meaning of variables   
  and   
  is the same as before, denoting lack 
and surplus of energy in the system, respectively. 
System reserve constraints (spinning reserve in this case) do not change significantly, stating 
that the sum of contributions of all groups needs to cover the system-level reserve requirements 
(both upwards and downwards): 
                                                             
7 The exception to this case are the situations where a unit is either at its maximum output (marginal cost 
being lower than for other units), or minimum output (marginal cost is higher). 
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   (3.28) 
The frequency response requirements that need to be provided by generator groups to enable 
reliable system operation are expressed through the following constraints: 
      
  
 
   
   
  
 (3.29) 
      
  
 
   
   
   (3.30) 
 
Generator-level constraints 
The constraints of electricity generation and system service provision, previously formulated at 
an individual generator level now need to be expressed at group level. The list of constraints fol-
lows. 
 Minimum and maximum segment output. The output of a group, when online, is limited by 
the sum of individual minimum and maximum output levels. This is ensured through the 
following series of constraints across linear segment outputs: 
 
             
     
              
                             
(3.31) 
Segment outputs for an entire group are limited by the number of units from that group 
that are online at time t. Note that parameters   
    and      still refer to values for indi-
vidual units in the group. For a given number of online units in group i (    ), the segment 
outputs are limited by the lower and upper segment bounds for individual units, multi-
plied by the number of online units. Again, if the commitment decisions imply that all units 
in a group are offline, the segment output values can accordingly only take zero values. 
 Total generator output. The sum of all segment outputs equals the total output variable for 
group i at each time t: 
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  (3.32) 
 The number of online units. The number of units from group i that can be online at any 
given time t cannot exceed the total number of units available in that group: 
         (3.33) 
Sometimes in scheduling system operation there is a group of so called must-run units, 
which for various reasons related to technology, economics or environment need to be 
kept online constantly. This category includes plants such as nuclear or CCS. If such groups 
exist in the system, let the respective set of groups will be denoted by M. The number of 
online units is then simply constrained to be equal to the total number of units: 
             (3.34) 
 Start-up cost. The variable     appearing in objective function (3.6) is forced to take the 
value of   
      if the number of committed units has changed to a higher value (i.e. some 
units were switched on). In all other cases it will remain at zero, since it adds to the objec-
tive function which is minimised. 
 
       
                 
       
                   
(3.35) 
     denotes here the number of online units in group i immediately prior to the start of 
scheduling horizon, enabling for accounting of the start-up costs in the first time interval. 
 Minimum up and down times. The minimum up and down times   
  
 and   
   need to be 
treated slightly differently than in the case of individual generator representation. The 
constraints bounding the number of units that must be online or offline have to somehow 
account for the number of units that were switched on or off in   
  
 or   
   hours prior to 
the current time. To achieve that, two new variables are introduced here,     
   and     
   
, to 
count the number of units that were switched on or off at time t. Their link to the group 
commitment variables of group i is as follows: 
 
    
                    
    
   
                  
(3.36) 
With     representing the number of online units in group i before the start of scheduling 
horizon, the above constraint can be expressed for the first time interval as well: 
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(3.37) 
Since both     
   and     
   
 are non-negative variables, whose positive values represent addi-
tional constraints to the problem, they will be kept at zero if no switching on or off oc-
curred in the respective time interval. 
With     
   and     
   
 defined by constraints (3.36) and (3.37), it is now possible to formulate 
the constraints on the number of committed units at time t. The number of online units 
needs to be at least equal to the number of units switched on in   
     intervals before t, 
and the number of offline units needs to be at least the number of units switched off in 
  
     intervals preceding t. For a general interval t the constraints have the following 
form: 
           
  
   
      
  
  
      
  
 (3.38) 
              
   
   
      
    
      
   (3.39) 
Finally, it is necessary to account for the first few periods, which are affected by the his-
tory of switching units on or off prior to the scheduling horizon. To achieve that, two addi-
tional arrays are introduced:    
   (        
    ) for the number of units switched on 
in time intervals before    , and    
   
 (        
    ) for the number of units 
switched off prior to    8. Both sets of numbers can be easily deduced from historical in-
formation on the commitment of generator groups. The constraints on the commitment 
variables in the starting intervals of the scheduling horizon can then be formulated as: 
           
  
  
  
  
   
      
  
   
   
         
     (3.40) 
              
   
  
    
   
      
   
   
   
         
     (3.41) 
                                                             
8 The ordering of the values contained in    
   and    
   
 is such that the most recent commitment informa-
tion (for one time interval directly before    ) is stored at index    , and the oldest commitment in-
formation has the maximum index. 
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 Ramping constraints. Formulating the ramping constraints for the multi-unit model be-
comes more complicated than in the case of individual units. It will be assumed that   
  
 
and   
   again represent the ramping rates in megawatts per unit of time for individual 
units in group i. A remark should be made here that the treatment of ramping constraints 
in group representation necessarily needs to involve certain approximations, since it is 
impossible to track the output of every single generator in the group (especially when 
considering groups of tens or hundreds of generators). Still, the constraints identified here 
will be able to capture most of the situations where the output is bounded due to reaching 
the maximum allowed speed of increase or decrease of output. 
As in Chapter 3.2, it is possible to distinguish between the cases where ramping rates 
would prevent switching the units on or off and the cases where this does not occur. For 
the simpler case where free ramping is possible (i.e. where   
      
    and   
    
  
   ), the constraints in the group representation are as follows: 
 
                  
    
                
    
       
                  
(3.42) 
                     
    (3.43) 
The same constraints apply for the first period, substituting         and     for initial 
group output and number of online units, respectively. 
The modified form of ramping constraints for groups where   
      
  
  or   
      
    
takes into account ramping by   
    at start-up or shut-down: 
 
                    
        
    
    
               
                      
    
    
(3.44) 
                   
        
   
  
    (3.45) 
 Spinning reserve contributions. The provision of upward and downward spinning reserve 
by the generator groups is given by the following constraints that account for spare capac-
ity to increase output up to maximum power, or decrease output down to minimum 
power: 
 
    
     
             
    
          
        
(3.46) 
Another factor constraining the reserve contribution by a generator group is the ramping 
speed achievable by a single generator, multiplied by the number of online units and the 
required time to deliver reserve: 
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(3.47) 
 Frequency response contributions. The contributions of generator groups to providing fre-
quency response follow in a relatively straightforward way from the individual unit case: 
     
             
     
         
             
     (3.48) 
     
             
     
            
         
      (3.49) 
In conclusion, the model described by the objective function (3.6) and constraints (3.7)-(3.24) 
will hereafter be referred to as the Multi-Unit Commitment (MUC) model. 
3.3.3 QUANTIFYING THE SYSTEM RESERVE REQUIREMENTS 
The need to maintain sufficient level of reserve in a traditional power system is driven by two 
phenomena: sudden generator failures and unforeseen demand deviations from the forecasted 
value. 
Generator outages are actually quite rare, when observed on a single unit level. A typical value 
for the probability of outage of a single generating unit in an arbitrary hour, given that it was 
operating normally in the previous hour, is in the order of      to     . When observed at an 
arbitrary instance in time without preconditioning the previous state, the probability of finding 
the generator ready to operate normally is referred to as availability, and is typically in the range 
of 95-98%. Nevertheless, when dealing with tens or hundreds of units, the probability of losing 
at least one unit is not negligible. Because of a small rate of failure, the probability distribution 
describing the amount of capacity unavailable is heavily skewed towards small capacity values. 
This is depicted in Figure 3.11, which shows the probability distribution of the capacity not 
available in the system consisting of 100 units of 100 MW each, for two different values of un-
availability. 
PhD Thesis  –  Marko Aunedi  
98 
 
Figure 3.11. The probability distribution of capacity on outage for unavailability rates of 0.05 and 0.02 
Obviously, most of the occurrences of generation capacity outages are located in the region of 
low capacities. As the unavailability rates of individual generators increase, the distribution of 
capacity on outage shifts to the right; at the same time, its shape becomes wider and lower. 
Since calculations of the outage probabilities can be rather computationally intensive in the real-
world, with units having different characteristics, the system operators often resort to a much 
simpler reliability criterion. This simple criterion is that the reserve kept in the system should 
always be kept equal to the size of the largest unit in operation (let it be denoted by   
   )9. In 
other words, the reserve should be able to cover all possible losses of single generation units, 
while the likelihood of losing two or more units simultaneously is considered to be negligible. 
Electricity demand forecasting today is reasonably accurate, owing to advanced forecasting 
techniques, reliable meteorological data and long-term experience in operating the system. De-
mand forecast errors are relatively small, and are usually presumed to follow a normal distribu-
tion with zero mean and a standard deviation of typically 1% of the current demand. If      de-
notes the standard deviation of demand errors, then the range of       should be enough to 
cover for 99.7% of demand deviations from the forecast. This level of reliability is normally con-
sidered to be sufficient for secure provision of electricity to customers. 
It is not simple to combine the two types of uncertainties, due to different statistical distribu-
tions. Nevertheless, a rough estimate of the combined reserve requirements can be obtained as-
                                                             
9 The size of the largest credible generation loss is normally taken the same as the loss considered for de-
termining the system response requirements. Typically, this is equal to the size of a large base load unit. 
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suming that both random occurrences are independent and normally distributed. In that case, 
the total reserve needed in the system is: 
           
               (3.50) 
The above reserve level generally changes throughout the day, depending on the demand level 
and the structure of units that are online at a particular time instance. 
3.3.4 ALLOCATION BETWEEN SPINNING AND STANDING RESERVE 
In reality, not all reserve in the system is supplied by the synchronised generators as spinning 
reserve10. Part of reserve requirements is covered through standing reserve, consisting of offline 
units able to switch on and ramp up rather quickly, typically in the time frame of 10-20 minutes. 
A typical representative of the units suitable to provide standing reserve is an open-cycle gas 
turbine (OCGT) unit. Due to lower efficiency, its generation cost is normally significantly higher 
than for CCGT units and the investment cost is lower, making OCGT units more suitable for occa-
sional use in providing reserve. In other words, cheaper online units with spare capacity provid-
ing spinning reserve would be used to cover relatively frequent, but smaller deviations of de-
mand from the forecasted value, while the units in standing reserve would be activated only for 
larger and less frequent frequency excursions. 
The probability distribution of demand forecast errors is depicted in Figure 3.3. The deviation of 
the (net) demand around the forecasted value is assumed to follow a normal distribution with 
zero mean and standard deviation  . An acceptable level of reliability of supply is achieved if the 
total upward reserve (spinning plus standing) equals   . K is usually taken to be equal to 3, 
meaning that the system will be able to meet the demand in 99.7% of the positive deviation 
cases. 
                                                             
10 In this section the term reserve will refer to the upward reserve, i.e. to the capability of generators to 
increase their output to support system balance. This is due to the fact that offline units can increase their 
output from zero, but cannot decrease it, and hence are not able to participate in providing downward 
reserve. 
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Figure 3.12. Reserve allocation to cover for demand forecast errors 
In the static allocation case the total amount of    is divided into two parts,    and       , 
the first of which is provided by synchronised units (spinning reserve) and the second one by 
offline units (standing reserve). In effect,   determines the allocation between spinning and 
standing reserve, and is assumed to be a constant value between 0 and K. The allocation factor   
is typically obtained as a result of an offline optimisation11. 
In the static allocation case, it can be shown that the unit cost of providing standing reserve ca-
pacity (i.e. of holding one MW per hour) is obtained by the following expression: 
       
     
   
 
  
  
    
  
 
   
               (3.51) 
Using the above formula it is possible to include the cost of using standing reserve into the calcu-
lation, even when using deterministic approaches to generation scheduling. The total cost to be 
added to the objective function at a particular time is simply obtained as             , i.e. 
            . The allocated amount of standing reserve varies in time according to the 
changes in net demand deviation   (other terms do not change for a constant  )12. 
Figure 3.13 shows how the ratio between the holding cost and the exercise cost depends on the 
value of   for     . 
                                                             
11 The offline optimisation procedure generally attempts to find a single suitable value of   that minimises 
the expected system cost over a longer time period, such as one year. This calculation is based on the rela-
tionship between the generation cost of standing units and the cost of running part-loaded synchronised 
generators to provide spinning reserve. More details on this calculation are provided in [19]. 
12 An implicit assumption is made here that for any standing reserve allocation, there is sufficient capacity 
of standing (OCGT) units to deliver that quantity. 
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Figure 3.13. Relative standing reserve holding cost as a function of allocation factor   
As expected, with higher values of   the expected cost decreases, since more reserve is allocated 
to spinning reserve and the probability of utilising standing reserve drops. On the other hand, 
with higher   the expected cost of providing spinning reserve increases. The objective is to find 
the value of   which minimises the sum of the two cost categories. 
3.3.5 INCLUDING WIND ENERGY IN SYSTEM SCHEDULING 
Section 3.1 reviewed the relevant literature addressing the issue of integrating wind energy into 
power system scheduling tools. Simple netting off of wind generation from the demand, leaving 
everything else unchanged, only works for relatively small wind penetrations. With larger 
shares of wind, its impact on providing system services such as response and reserve cannot be 
neglected. Furthermore, it is rather challenging to include the variable and unpredictable output 
of wind into deterministic scheduling models, such as the one elaborated in this Chapter. A com-
promise will therefore be made here between a highly accurate treatment of wind in the model, 
and the actual computing capabilities of mathematical solver programmes. 
Wind in the power balance constraint 
In extending the MUC model to accommodate wind power, it will be assumed that a wind output 
forecast is available at the beginning of every day for the whole period under consideration 
(typically one year with half-hourly resolution)13. The system is then scheduled for every day in 
advance. The forecasted available wind power at time t will be denoted by  . If the wind gen-
                                                             
13 The wind output forecast is assumed to contain aggregated information on all wind power plants within 
the system. 
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eration forecast was perfect, it would only be necessary to add the wind generation variable   
to the system energy balance constraint (3.7): 
      
 
   
      
    
     (3.52) 
The reason why the wind forecast   is not directly included in (3.52) is that it is allowed to 
shed some wind generation to maintain system balance if required by system circumstances. 
This is described by the following constraint for every time t: 
          (3.53) 
In this manner the actual wind output   can be lower than the actual available wind  , and the 
amount of wind energy to be shed is accounted for by the variable   . Since wind generation 
does not involve virtually any operation cost, the shedding is done only when other constraints 
in the model would otherwise become violated. Wind shedding is generally expected to occur 
when the wind output is high and the demand is low, reducing the space in the load diagram 
available to fit in conventional units that need to provide reserve and response services. 
Impact of wind on system reserve requirements 
Section 3.3.3 provided a description of the components affecting the total system reserve re-
quirements in a traditional power system operation context. In short, it is assumed that the sud-
den generation losses and deviations in demand are aggregated into a single value of reserve 
requirements, sufficient to ensure the desired level of security of electricity supply. 
It is usually justified to assume that the variations in wind output are generally not correlated 
with the variations in the balance between conventional generation output and system demand. 
If assuming that both variations are approximately normally distributed, the resulting total vari-
ance in the system is the sum of conventional system variance and the wind output variance: 
       
       
       
  (3.54) 
where the conventional system variance is assumed to be obtained from the total reserve re-
quirements using the relation              (again assuming the normality of the distribution 
and 99.7% as an acceptable level of security). 
The variation in wind output, represented by      , depends on the time horizon. Large devia-
tions from forecast are more probable when forecasting several hours ahead than for several 
minutes (assuming the forecast is persistence-based, i.e. based on current level of wind output). 
This is indicated in Figure 3.14, which represents the probability distributions of wind output 
oscillations for different lead times. Obviously, the variance of wind forecast error increases with 
forecasting lead times. 
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Figure 3.14. Relative variations in wind output for different time horizons 
The question here is what time window to adopt for determining the contribution of variable 
wind generation to system reserve requirements, since its variance changes significantly for lar-
ger time spans. This should depend on the characteristics of the conventional part of the system 
and its ability to reschedule following an unexpected surge or drop in wind generation. More 
precisely, the wind variations to be covered by the reserve provided by either spinning or stand-
ing generators in the system need to be looked at along the times necessary to start new units 
that were not initially scheduled to operate. Typically, this time would be in the range of 4 hours, 
meaning that wind output variance      
  used here should be found by observing the 4-hourly 
forecast errors, based on historical wind data. 
The security criterion normally used when scheduling reserve in the system is that it should 
cover for deviations that are within         from the forecasted value. Assuming a normal distri-
bution, the reserve should be able to resolve system imbalances in 99.7% of the cases14. 
Considering the above discussion and the expressions (3.50) and (3.54), the total system reserve 
requirements in a system with wind can be formulated as follows: 
                    
                         (3.55) 
Impact of wind on frequency response requirements 
The need for frequency response in the system is described in Appendix A. The numerical values 
which form the frequency response curves developed by the system operator are obtained using 
dynamic system response models, where behaviour of the system is simulated on a second-by-
second basis. By studying the dynamic behaviour of the system frequency in the event of sudden 
                                                             
14 In case the distribution is not exactly normal, but is sufficiently close, the equivalent variation range to 
be covered can be found by determining such range limits that 99.7% of the values fall into the range. 
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generation loss, it is possible to estimate how much frequency response needs to be made avail-
able to the system at any given moment. 
Simulating the impact of wind turbines on the frequency response of the system is not a trivial 
task. Intuitively, one would expect wind variations to increase the necessary response capacity 
in the system, due to its variability. However, quantifying this effect requires detailed modelling 
of combined operation of conventional generators, demand and wind turbines. Furthermore, the 
dynamic characteristics of wind turbines, which are not synchronous generators, are very dif-
ferent from conventional synchronous generating units. Also, the dynamic behaviour of wind 
turbines depends on the technology employed in a wind generator, i.e. what kind of power elec-
tronic equipment is used to couple the generator to the synchronous grid. 
Some research has been done in this area [75], however further study is needed to provide a 
more detailed description of wind generator behaviour when faced with a disturbance in the 
system. 
A very rough estimate of the increase in frequency response requirements can be made by as-
suming that the half-hourly variance of wind output variation (see Figure 3.14) is the wind con-
tribution to response requirements. Again, assuming the two sources of uncertainty are uncorre-
lated and approximately normally distributed, the resulting response requirements are as fol-
lows: 
       
  
        
  
 
 
             
 
 (3.56) 
Here      
  
 denotes the response requirements in the conventional system only, and            is 
the equivalent oscillation range for wind output covering 99.7% of half-hourly wind variations. 
Uncertainties related to wind impact on system operation 
As already indicated, a number of uncertainties still exist with respect to how large quantities of 
wind energy affect system operation, especially the provision of reserve and response services. 
Further research is required to shed some light on these issues. 
The first issue is the dynamic behaviour of wind turbines following a system disturbance. Un-
derstanding the interaction of wind turbines with the system and their inertia in responding to 
frequency variations should provide a better picture on the dynamic phenomena in a combined 
system with both conventional and wind generation. More investigation is therefore necessary 
to combine the dynamic models of traditional power systems and wind generators. 
When it comes to assessing the impact of wind on reserve requirements, a number of issues can 
be identified. First, one needs to decide what lead time to consider when estimating the wind 
forecast error, since the circumstances in the conventional part of the system might change from 
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one hour to another. A potential answer to that could be to run sensitivity analyses for different 
values of lead times. Second, it is unclear what set of historical data to use to determine the vari-
ances, i.e. should it be a whole year, monthly data etc. In general, it seems that modelling the sto-
chastic nature of the wind requires more attention in order to be able to develop useful schedul-
ing models. 
An alternative to approach presented here would be to perform stochastic scheduling of the sys-
tem, taking into account the uncertainty of wind output. However, a major concern with that ap-
proach is the dimensionality issue. If the stochastic wind output is represented by a stochastic 
tree, the size of the problem grows exponentially with the number of nodes in the tree. This pre-
sents many practical challenges, especially if annual scheduling is to be performed. 
3.3.6 MODEL IMPLEMENTATION 
Multi-unit generation scheduling model described in Section 3.3 has been implemented using 
the FICO Xpress tool [72]. The Xpress-Mosel language used in this tool allows the user to define 
mathematical problems in a form that is close to algebraic notation and to solve them in the 
same environment using one of the embedded solvers (Xpress-Optimizer for LP, MIP, and QP, 
Xpress-SLP, Xpress-SP). 
As an illustration, the power balance equation (3.26) has been implemented in the following 
manner in the Xpress code: 
forall(d in DAYS) do 
  forall(t in TIME) Balance(t) :=  
    sum(i in GEN) pg(i,t) + wg(t) + load_shed(t) - over_slack(t) = Demand((d - 1) * T_HORIZON + t) 
end-do 
In the above code d stands for day index, t for time index, and i for generator index. Variables 
pg(i,t), wg(t), load_shed(t) and over_slack(t) correspond to     ,  ,   
  and   
 , respectively. Sets DAYS, 
TIME and GEN denote days in a year, time intervals in a day and generator technologies in the port-
folio. Balance(t) is the name given to the array of balance constraints defined for each time inter-
val. T_HORIZON is the number of time intervals in a day (e.g. 24 for hourly analysis). 
Figure 3.15 represents the flow chart of the annual generation scheduling algorithm, as imple-
mented in the FICO Xpress platform. The model first reads all information from the input 
spreadsheets (annual data in hourly resolution), and proceeds to solve the unit commitment 
problem for each of the 365 days of the year. Optimal solutions are stored as text files, which can 
be used for further processing and analysis. Once all 365 days have been solved, the model ter-
minates the computation. 
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Figure 3.15. Flow chart of multi-unit scheduling algorithm implemented in FICO Xpress 
3.3.7 VERIFICATION OF CALCULATION SPEED-UP 
In order to illustrate the gains in computational time achieved by adopting a multi-unit com-
mitment approach, the MUC model has been compared with the basic unit commitment ap-
proach discussed in Section 3.2. The model used for testing the performance of the two algo-
rithms was the same as the one used for validating the basic scheduling model in Section 3.2.3, 
i.e. the 100-unit system of [48]. The only difference was that the treatment of start-up cost in this 
section was simplified compared to the earlier studies, i.e. only one value for start-up cost per 
unit has been assumed, rather than differentiating between cold and hot start-up cost (hence the 
slight difference in the objective function between this section and Section 3.2). In the MUC for-
mulation, the generators have been grouped into 10 groups of identical units. This effectively 
requires 240 integer commitment variables in the problem, as opposed to 2,400 binary variables 
in the individual unit commitment approach. 
Table 3.5 illustrates the differences in unit output, computational time and objective function 
value when the single-unit formulation is replaced by the multi-unit representation. Both calcu-
 
 Demand (hourly) 
 Wind (hourly) 
 Reserve and response 
requirements (hourly) 
 Generator data: 
o Cost 
o Capacity 
o Ramping & min. up/down 
o Emissions 
o Previous status 
n = 1 
Input data (.xls) 
Determine least-cost UC for Day n 
Subject to constraints: 
 Power balance and reserve/response provision 
 Min/max generator output 
 Minimum up/down times & ramping 
 Previous generator status 
Solution method: Dual Simplex with Branch & Bound 
Solver: FICO Xpress 
Store calculation results for Day n (.txt) 
 Generation unit commitment and dispatch 
 Wind curtailment 
 Reserve and response provision 
 Cost 
 Carbon emissions 
n = 365 
n < 365 
Terminate calculation 
n = n+1 
Chapter 3 .  System Schedul ing with High Penetrat ion of  Intermittent  Renewables  
107 
lations have been done using the FICO Xpress solver, with the solution accuracy parameter set at 
0.5%.15 
Table 3.5. Comparison between individual and multi-unit scheduling results 
 
Individual Multi-unit Difference 
Unit No. Daily electricity generation (GWh) 
1 109.2 108.3 -0.9 
2 97.0 100.7 3.7 
3 20.2 17.4 -2.7 
4 23.8 23.3 -0.5 
5 14.6 15.0 0.3 
6 3.7 3.7 0.1 
7 1.4 1.5 0.1 
8 0.8 0.8 0.0 
9 0.3 0.3 0.0 
10 0.1 0.1 0.0 
Computational time (s) 21.33 0.375 -20.955 (-98.2%) 
Objective function ($) 5,601,718 5,588,259 -13,459 (-0.24%) 
 
The results in the table demonstrate that, although the daily generator outputs can differ by a 
few GWh, the objective function found by the MUC algorithm is within 0.24% of the individual 
unit solution. This is a very close match given than the level of accuracy guaranteed in both cases 
is 0.5%. Increase in the computational speed on the other hand is massive: MUC finds its optimal 
solution in 0.375 s, which is 57 times faster than the single-unit representation. Let it also be 
mentioned that MUC was further capable of finding an optimal solution with 0.1% accuracy in 
1.56 s, while the time needed to reach a similar level of accuracy with single-unit algorithm (al-
though not rigorously tested here) would likely be in the order of hours. The advantages of the 
multi-unit representation in running e.g. annual scheduling studies are evident. 
3.3.8 CASE STUDIES 
This section will present annual generation scheduling results obtained using the model de-
scribed in this chapter. The case studies included focus on the impact of wind generation and 
nuclear capacity on the system cost and carbon emissions for a simplified version of the UK 
power system. 
                                                             
15 The solution accuracy of 0.5% means that the solver will stop looking for a better integer solution once 
it can guarantee that the best solution found thus far is within 0.5% of the global optimal solution. This is 
typically applied when implementing MILP problems, as seeking the true global optimum with perfect 
precision if often not feasible from the computational time point of view. 
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System description 
The power system used for demonstrating the performance of the multi-unit scheduling algo-
rithm is chosen to resemble the UK generation capacity, albeit in a rather simplified form. It con-
sists of 20 GW of coal capacity and 50 GW of CCGT plants. The characteristics of the conventional 
generators are given in Table 3.6. 
Table 3.6. Generation characteristics for multi-unit system 
Technology      
   /  
              
        
  
/  
       
  
   
  
   
  
/  
       
   16 
  
(MW) (£) (£/MWh) (£) (hr) (MW) 
 
(MW/hr) (kg/MWh) 
Nuclear 12-30 500/500 523 20.0 - - - - - 0 
Coal 40 250/500 1852 30.8 15,000 4/4 60 0.6 100/160 925 
CCGT 100 250/500 4910 40.3 8,600 6/4 55 0.6 300/300 394 
 
A representative annual demand profile was assumed representing the UK system demand, with 
the peak demand of 66.3 GW and an annual electricity demand of 381.5 TWh. The nuclear capac-
ity in the system was varied around its today’s level in the UK system of 8 GW, testing the impact 
of reducing it to 6 GW or increasing it to 15 GW. Furthermore, the impact of wind penetration 
was also investigated, by increasing its capacity from zero to 10, 20 and 30 GW. A typical UK 
wind output profile was used for that, scaled to represent the appropriate wind penetration. 
Economic and environmental performance of the system 
The time necessary to run a system simulation for a whole year is in the order of one to two 
minutes using FICO Xpress software [72] run on a computer with Intel Core2 Duo 2.60 GHz 
processor (with only one core being used for calculations).17 
The key outputs of the simulations were the total system costs and total carbon emissions for one year. 
Also, for larger wind penetrations, the model quantified the amount of wind output that needs to be cur-
tailed in order to preserve system balance. The outputs for the test system, across a range of wind pene-
trations and nuclear capacities, are given in Figure 3.16. Total annual system operation cost for a range of 
nuclear and wind capacities 
 and Figure 3.17. Total annual carbon emissions for a range of nuclear and wind capacities 
 for total system cost and emissions, respectively. Figure 3.18.  represents the necessary wind 
curtailment in the system. 
                                                             
16   
    is the emission factor at maximum output for conventional fuel generators, expressed in kilograms 
of CO2 emitted per megawatt-hour of electricity output. 
17 It should be noted that this study included only three conventional generator types (nuclear, coal and 
gas), which made the number of decision variables low (one commitment and one output variable per 
technology for 8,760 hours). Computational times would have likely been higher had a larger number of 
generation technologies been included in the study. 
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The results obtained allow for drawing the following conclusions. First, operating a system with 
higher nuclear capacity involves lower operation cost. This follows naturally from the assump-
tion that the operating (fuel) cost of nuclear plants is lower than for fossil-fuelled generators.18 
As the wind penetration increases from zero to 10 GW, the total operation cost drops by be-
tween £1.4bn and £1.5bn, across the considered range of nuclear capacities. Because of the satu-
ration effects, a further increase of wind capacity to 20 GW brings a slightly smaller cost reduc-
tion, ranging from £1.2bn for high nuclear capacity to £1.4bn for low nuclear capacity. Similar 
trends are observed for the carbon emission reductions in the electricity system, where the in-
troduction of wind combined with the expansion of nuclear capacity brings substantial savings 
in carbon emissions. Due to the increased flexibility requirements in a system with both high 
wind and nuclear penetrations, some of the economic benefits of low marginal cost electricity 
provided by the two technologies are offset by higher cost of providing reserve and response 
services. For instance, increasing nuclear capacity from 6 to 15 GW brings about £2.2bn of sav-
ings with zero wind, and only £1.7bn with 30 GW of wind. 
 
Figure 3.16. Total annual system operation cost for a range of nuclear and wind capacities 
As wind capacity increases to 30 GW, the curtailment of wind energy starts to appear in signifi-
cant quantities, as indicated in Figure 3.18.  (the percentages indicate the relative amount of 
wind that needs to be curtailed with respect to total available wind energy). The system is less 
capable of absorbing wind output at such high penetration levels, especially when combined 
with high nuclear capacity. Wind energy curtailment for the 30 GW penetration can reach up to 
5% of annually available wind generation, in cases with larger nuclear capacity. It is expected 
that further increases in wind or nuclear capacity would lead to a rapid increase in wind cur-
tailment, making the objective of decarbonising electricity supply increasingly challenging. 
                                                             
18 Note that the system cost includes only operation cost, and not the investment cost, which constitutes a 
major cost category for nuclear and wind (but cannot be avoided once the capacity is constructed). 
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At very high wind penetrations the volume of required reserve and response services increases 
massively, which requires that a large number of conventional units is synchronised to the grid, 
but only operate part-loaded in order to provide these services. This dramatically reduces the 
capability of the system to absorb wind output given the large volumes of electricity generated 
by synchronised conventional units. 
 
Figure 3.17. Total annual carbon emissions for a range of nuclear and wind capacities 
 
Figure 3.18. Wind output curtailment for a range of nuclear and wind capacities 
Resorting to potentially significant amounts of wind curtailment indicates that the flexibility in 
the system may not be sufficient. To overcome this, one could either relax the security criteria, 
i.e. require less reserve and response leading to lower reliability of supply, or seek alternative 
sources of flexibility, such as storage technologies or demand-side participation. The latter op-
tion is analysed in considerable detail in the later chapters of this thesis. 
Additional balancing cost due to wind uncertainty 
Introducing wind capacity into power systems affects various cost categories, which all need to 
be adequately evaluated to estimate the full impact of wind on system operation cost. Apart of 
the wind installation cost, there is also the cost of increased capacity margin to maintain the se-
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curity of supply. This is related to the concept of capacity credit of wind, which reflects the 
amount of conventional capacity which can be replaced by a given wind generation capacity 
without compromising system security. Similarly, the cost of transmission and distribution net-
work reinforcements due to new wind capacity also needs to be taken into account when com-
paring wind to other low-carbon technologies. Capacity margin and network costs are however 
not analysed in this modelling framework. 
Because of unpredictable nature of its output, wind power causes additional cost because of in-
creased needs for system balancing, i.e. larger reserve and response requirements. This addi-
tional balancing cost has been evaluated using the model described in this chapter, by compar-
ing the system operation cost with and without taking into consideration the unpredictability of 
wind, i.e. its effect of reserve and response requirements. The difference in cost can then be di-
vided by the total energy output of wind in the uncertain case, and the additional cost will be 
expressed per unit of absorbed wind generation output (not including possible wind curtail-
ment). 
The above calculations were performed for the test system described earlier in this chapter. The 
obtained results are shown in Figure 3.19, across a range of wind penetrations and nuclear ca-
pacities. It can be observed that the additional balancing cost does not change significantly with 
the variation in nuclear capacity. It does however increase with growing wind capacity, ranging 
from £1.3/MWh for 10 GW of wind capacity to £2.1/MWh for 20 GW and £2.6/MWh for 30 GW 
of wind. 
 
Figure 3.19. Additional balancing cost of wind for a range of nuclear and wind capacities 
It is interesting to compare the results obtained in this section with calculations performed in 
similar studies that were discussed in the literature review section. To facilitate direct compari-
son, it needs to be noted that wind penetrations of 10 GW, 20 GW and 30 GW considered in this 
section correspond to wind contribution to annual demand of around 8%, 16% and 24%, re-
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spectively. In the SCAR report [6] the additional balancing cost was estimated at around 
£3/MWh for 20% of demand met by renewable electricity (which roughly corresponds to 30 GW 
of wind capacity), and around £3.7/MWh for the renewable share of 30%. In the UKERC Inter-
mittency report [8] the impact on system balancing cost for 20% penetration of wind was sug-
gested to be in the range of £2-3/MWh of wind output. Finally, the BERR Generation Scenarios 
report [76] estimates this cost for three different development scenarios for renewable energy – 
lower, medium and higher. The scenarios correspond to 27%, 33% and 42% of electricity from 
wind, respectively. The short-term balancing cost of wind in the three respective scenarios is 
estimated at £4.5, £5.3 and £6.5/MWh. 
The results obtained in this chapter seem to be rather well aligned with the results reported in 
other relevant studies. To further illustrate this, Figure 3.20 represents the additional balancing 
cost of wind against the background of results presented in the UKERC Intermittency Report [8]. 
Shaded area in the figure represents the range of values observed in UK studies. Balancing cost 
calculated in this chapter is fully contained within the shaded area, reinforcing the findings of 
previous UK studies looking at the cost of wind intermittency. 
 
Figure 3.20. Additional balancing cost of wind from this study compared to results in [8] 
It should however be noted that the cost of intermittency may have been determined at a signifi-
cantly higher levels if some of the key assumptions changed. In particular, the following devel-
opments would likely result in a higher additional balancing cost of wind: 
 Higher cost of fuel for conventional generators, as well as a high cost of carbon 
 Higher capacity of less flexible generation, such as nuclear or CCS 
 Integration of wind without its contribution to system inertia or frequency response 
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3.4 CONCLUSION 
This chapter presented a large-scale multiple-unit scheduling model for analysing power system 
operation within a longer time frame. The model adopts certain simplifications in order to speed 
up computational times, but still retains most of the features specific to power system genera-
tion scheduling. 
The model is formulated as a mixed integer-linear programme, and can be implemented on any 
platform designed to solve mathematical programming problems. The implementation of the 
model was carried out using FICO Xpress software. 
The model can be used to perform various high-level economic and technical analyses, especially 
the ones related to the integration of wind into the power system and the pertinent flexibility 
issues. This has been illustrated by a case study on a possible future GB system. 
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CHAPTER 4. IMPACT OF LARGE-SCALE INTRODUCTION OF 
ELECTRIC VEHICLES 
4.1 POTENTIAL ROLE OF ELECTRIC VEHICLES IN LOW-CARBON SYSTEMS 
Electric vehicles (EVs) are increasingly becoming one of the key policy options to enable decar-
bonisation of transport energy demand, shifting it from fossil fuel towards electricity which 
could potentially be obtained from renewable and other low-carbon technologies. Nevertheless, 
a number of technological, economic and regulatory barriers still need to be overcome in order 
to facilitate a widespread adoption of EVs. A good overview of the fundamentals of EV technolo-
gies is given in [77]. 
One of the key concerns for future low-carbon electricity systems is that they may be character-
ised by much lower generation and network asset utilisations given the significant penetration 
of low capacity value wind generation combined with a potential increase in peak demand that 
is disproportionately higher than the increase in energy, which may be driven by shifting some 
of the transport sector demand into electricity.19 However, the transport sector based on EVs 
would be characterised by significant inherent storage capability, and this opens up opportuni-
ties for utilising more efficient charging strategies, not only to optimise electricity production 
capacity, but also to enhance the efficient usage of network capacity. Furthermore, smart EV 
charging also offers the potential for cost-efficient provision of flexible frequency regulation ser-
vices, the requirements for which are assumed to increase significantly in electricity systems 
based on low-carbon generation technologies. 
Delivering the carbon reduction targets cost-effectively through appropriate EV charging will 
require a fundamental shift from a passive to an active philosophy of network control. This shift, 
enabled by the incorporation of demand management into system operation and design, can be 
facilitated by the application of an appropriate information, communication and control infra-
structure [78],[79]. 
In order to assess the impact of coordinated charging of a large number of EVs in future electric-
ity systems, this chapter presents a methodology which enables the quantification of potential 
contribution of EVs towards more efficient and cost-effective operation of the system, by inte-
grating EVs into the power system scheduling model described in Chapter 3. 
                                                             
19 Similar trends are forecasted for the electrification of heating sector, relying on electric heat pumps 
rather than fossil fuel-fired boilers. 
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4.2 VEHICLE USAGE STATISTICS IN THE UK AND THE IMPLICATIONS FOR TRANSPORT 
ELECTRIFICATION 
In order to quantify the impact of EV charging on the future electricity system, it is essential to 
understand the typical behaviour of vehicle users, in particular the driving patterns and on-road 
times for the light vehicle fleet. This behaviour will obviously be influenced by mobility re-
quirements of vehicle users, such as commuting to work and back, going for shopping etc. 
Input to the modelling of EVs is based on the National Transport Survey (NTS) database for the 
UK [80]. Data extracted from the database contain information on all journeys conducted by a 
sample of light vehicles, including starting and ending times of individual journeys grouped ac-
cording to the distances travelled. Journey data is classified into distance bands, e.g. less than 1 
mile, 1 to 2 miles, 2 to 3 miles etc. An illustrative sample of the required data set is presented in 
Table 4.1.  
Table 4.1. Sample of driving parameters for the UK vehicle fleet 
Start time End time Distance band No. of journeys (daily) 
00:00 – 00:59 00:00 – 00:59 Under 1 mile 6,922 
00:00 – 00:59 00:00 – 00:59 1 to under 2 miles 15,987 
00:00 – 00:59 00:00 – 00:59 2 to under 3 miles 14,848 
… … … … 
00:00 – 00:59 01:00 – 01:59 2 to under 3 miles 1,277 
00:00 – 00:59 01:00 – 01:59 3 to under 5 miles 4,938 
00:00 – 00:59 01:00 – 01:59 5 to under 10 miles 3,209 
… … … … 
00:00 – 00:59 02:00 – 02:59 50 to under 100 miles 474 
00:00 – 00:59 03:00 – 03:59 100 to under 200 miles 492 
00:00 – 00:59 04:00 – 04:59 200 miles and over 388 
… … … … 
23:00 – 2359 23:00 – 23:59 25 to under 35 miles 7,750 
23:00 – 2359 23:00 – 23:59 35 to under 50 miles 1,458 
23:00 – 2359 23:00 – 23:59 50 to under 100 miles 923 
 
For an individual journey type, the data in Table 4.1 specify the journey start time, end time, dis-
tance driven during the journey and the total number of journeys falling into that type during an 
average day. There are in total 854 entries in the table. The daily number of journeys reported in 
the last column reflects the average driving behaviour, as it has been obtained from annual 
number of journeys divided by 365. 
Database records include 67.4 million journeys per day, which are undertaken by 34.2 million 
vehicles, the number of light- to medium-size vehicles registered in the UK [81]. Total daily dis-
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tance travelled by all vehicles is 967 million kilometres, which results in an average daily dis-
tance driven by an individual vehicle of 29.3 km. 
In order to assess the electricity requirements for a fleet of EVs, it is necessary to establish a link 
between the mileage driven by an electric vehicle and the amount of electricity needed to travel 
the required distance. Reference [82] uses a specific energy consumption of 0.16 kWh/km, al-
though the value of 0.11 kWh/km is also reported; while reference [83] uses 0.20 kWh/km. On 
the other hand, report [84] differentiates the consumption between various types of EV, specify-
ing the ranges of 0.13-0.25 kWh/km for BEV, 0.12-0.16 kWh/km for City-BEV, and 0.15-
0.25 kWh/km for PHEV.20 In this thesis, the consumption of 0.15 kWh/km has been assumed.21 
Also, in order to simplify the analysis and focus on the high-level impact of EVs on the electricity 
system, only one generic type of EVs will be considered (although multiple types could be intro-
duced in a straightforward manner). 
Based on the assumption of 0.15 kWh/km, the average daily energy requirement for the UK light 
vehicle fleet is estimated at approximately 4.4 kWh per vehicle. 
Based on typical vehicle usage patterns and specific features of the EV technology, EV loads ap-
pear to be particularly well placed to support system operation, for the following reasons: 
 The additional energy requirements for EV charging is relatively modest compared to 
the original electricity demand. Even if the entire UK light vehicle fleet switches to elec-
tricity, the total demand (according to the assumptions made above) would not exceed 
53 TWh annually, which is broadly equivalent to 15% of today’s annual electricity sys-
tem demand of Great Britain. 
 Driving times generally associated with the majority of small passenger vehicles are rela-
tively short. As indicated in Figure 4.1, plotted based on the journey database illustrated 
in Table 4.1, the proportion of non-stationary vehicles only occasionally exceeds 20% 
during a typical day. 
 Given that EV batteries have relatively high power ratings and significant amount of in-
herent storage when considered in aggregation, they could potentially be used as flexible 
demand resource to enable more efficient system operation. For instance, battery sizes 
quoted in [84] range from 25-35 kWh for BEV, 10-16 kWh for City-BEV, and 12-18 kWh 
                                                             
20 The abbreviations used for different EV types have the following meaning: (i) Battery Electric Vehicle 
(BEV), equipped with electric drive only; (ii) City-BEV, a BEV of a smaller size suitable for urban traffic; 
and (iii) Plug-in Hybrid Electric Vehicle (PHEV), which incorporates both a chargeable battery with an 
electric motor and an internal combustion engine. 
21 This energy also needs to be enlarged to account for the efficiency losses incurred during battery charg-
ing i.e. using AC/DC rectifiers, as well as other on-board consumption such as heating, air conditioning etc. 
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for PHEV. This suggests that batteries would in general contain the energy which is a 
multiple of the average daily electricity requirement for an individual vehicle. 
Clearly, there is considerable flexibility regarding the time when the vehicles can be charged and 
this can provide significant benefits both to the operation and design of distribution and trans-
mission networks as well as to the efficient dispatch and utilisation of generation. This flexibility 
can be further enhanced through vehicle-to-grid (V2G) applications that involve discharging car 
batteries (exploiting the energy stored in the battery) to support the grid. EVs could also make a 
contribution to the provision of fast frequency regulation services through disconnection while 
charging or injecting power from car batteries. 
 
Figure 4.1. Percentage of stationary vehicles during a typical day for the UK 
4.3 JOURNEY DATA PROCESSING 
The contents of the database outlined in Table 4.1 provide aggregated information about the to-
tal number of vehicles involved in a particular journey category. A journey category is character-
ised by the number of vehicles included, start and end times of journey (i.e. hours in which start 
and end occur), as well as the mileage involved (Table 4.1 includes 12 different distance bands). 
The number of possible combinations of journey categories that a vehicle could carry out during 
a day would potentially be very large, requiring extensive computational time to simulate the 
system and subsequently analyse results. 
It is therefore necessary to process the input data in order to obtain the representation of driv-
ing behaviour which is still detailed and realistic, but is also manageable from the simulation and 
computational point of view. 
4.3.1 DISTANCE BAND CLUSTERING 
In order to reduce the number of journey categories, the distance bands are grouped into three 
clusters: Short, Medium and Long, as specified in Table 1.1. The concept of “equivalent distance” 
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is further introduced, serving as the representative distance driven within a particular type of 
journey. For instance, all journeys classified as Short, i.e. between 0 and 15 miles, are repre-
sented by an equivalent distance of 9 miles each. Similarly, the values of 20 and 100 miles are 
representative for Medium and Long journeys, respectively. These values have been calibrated 
to ensure that the total distance driven remains the same as the one in the starting NTS data-
base. 
Table 4.2. Distance band clusters and equivalent distances 
Journey type 
Distance band 
[miles] 
Equivalent distance 
[miles] 
Short  15 9 
Medium 15-50 20 
Long  50 100 
 
Instead of 12 possible journey lengths for given start and end journey times (as in Table 4.1), 
each vehicle can now be categorised into one of three possible journey types. This greatly re-
duces the number of possible combinations involving multiple journeys within a day. 
4.3.2 COMBINATIONS OF JOURNEYS 
One of the findings emerging from the NTS data is that each vehicle makes two journeys a day on 
average. This seems to be in accordance with the intuitive perception of vehicle usage, where 
most vehicles are used for commuting, i.e. making journeys from home to workplace and back 
every day. In reality some of the vehicles complete only one journey (or even none), while some 
embark on three or more journeys. 
In order to facilitate the introduction of vehicle energy requirements in the power system mod-
elling framework, it is assumed that each vehicle in the fleet completes exactly two journeys, 
with the total daily mileage travelled equal to the one in the initial data sample. The journey data 
therefore needs to be processed according to this assumption, so that for each combination of 
journeys and journey categories, the following specific information is identified that will be used 
as input for the optimisation procedure: 
 Start and end times of journeys, defining when the vehicle is on-road i.e. when it is sta-
tionary and thus potentially available for charging management. 
 The number of vehicles involved and the corresponding energy requirements for each 
journey combination, determining the power and energy constraints for the vehicles 
during their stationary period. 
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The first step in pre-processing the journey data is to determine which journey combinations are 
allowed with respect to their start/end times: since two journeys are physically taken by a single 
car, they cannot overlap. In other words, a journey cannot begin before the other of the two 
journeys has finished. Graphical representation of feasible combination of journeys, within a 
time horizon of 24 h, is provided in Figure 4.2. 
I J K L
Journey 1 Journey 2
I JK L
Journey 1Journey 2
I J K
Journey 1 Journey 2
L
K L I
Journey 2 Journey 1
J
a)
b)
c)
d)
 
Figure 4.2. Allowed journey combinations 
Labels in Figure 4.2 have the following meaning: 
 I: start hour of Journey 1 
 J: end hour of Journey 1 
 K: start hour of Journey 2 
 L: end hour of Journey 2 
Case a) in Figure 4.2 describes the situation where Journey 2 starts after Journey 1 has finished, 
and both journeys are completed within one day (i.e. within 24 h). Case b) depicts a similar 
situation, the only difference being that Journey 2 precedes Journey 1. Case c) refers to the com-
bination where Journey 2 starts after Journey 1 has finished, but it does not finish within the 
same day; the duration of Journey 2 extends until hour L in the next day. Finally, case d) de-
scribes a situation similar to the previous one, but this time Journey 1 finishes on the following 
day. All of these journey pairs are allowed since there the durations of the two journeys do not 
overlap. 
An illustrative example of allowed combinations of two short journeys can be made using data 
from Figure 4.3. For these data (short journeys only), if Journey 1 starts in hour 8-9 and finishes 
in hour 11-12, then the eligible start/end times for Journey 2 are represented by shadowed cells 
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in Figure 4.3. The shadowed cells contain the numbers of eligible journeys. Non-shadowed ele-
ments either represent journeys (i.e. start/end time combinations) that do not exist in Table 17, 
or journeys that are not allowed because of overlapping. The figure demonstrates that eligible 
second journeys can start in hour 0-1 and finish in hour 0-1, start in 0-1 and finish in 1-2 and so 
on, and start in 7-8 and finish in 7-8. All journeys starting between hours 8-9 and 11-12 are not 
allowed as Journey 2, since they would overlap with Journey 1. In this example, the next eligible 
journey can only start in hour 12-13, after Journey 1 has finished. Note that the shadowed cells 
(eligible journeys) will change with different selections of start/end times for Journey 1. 
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Figure 4.3. Illustrative example of eligible combinations of two short journeys 
Once all the eligible pairs of journeys have been identified using the approach described above, it 
remains to be quantified how many vehicles actually complete each of the eligible journey com-
binations. Each combination is defined by start and end times of Journey 1, start and end times 
of Journey 2, and lengths, i.e. types of the two journeys (Short, Medium or Long). Allocating jour-
neys across all eligible combinations is carried out by proportionately distributing vehicles 
completing a given first journey across all eligible second journeys in proportion to the number 
of vehicles contained in those eligible second journeys. Using Figure 4.3 as an illustration, the 
total number of vehicles involved in the selected Journey 1 (NI,J) is spread across all eligible sec-
ond journeys so that the proportion of NI,J involved in a given eligible Journey 2 is determined by 
the ratio of the total number of vehicles completing the selected second journey (NK,L) and the 
sum of all vehicles in all eligible (non-overlapping) second journeys. 
The following algorithm formalises the steps undertaken to quantify the number of vehicles fol-
lowing each eligible journey pattern. 
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By processing all journey data in the manner described above, the output dataset is produced 
containing 44,161 possible journey combinations. In order to simplify the dataset by retaining 
only those combinations which make physical sense i.e. where the number of vehicles involved 
  
                 
      
  
   
  
   
 
    
 
       
               
       
      
  
      
 
           
             
           
             
Algorithm 1: Calculating the number of vehicles across possible journey combinations 
 Step 1: Let        denote the number of journeys of type    that start at hour   and 
finish at hour  , and        
       denote the number of eligible (non-overlapping) second 
journeys of type    lasting between  and   (   and    can take values of Short, Me-
dium or Long, also represented by indices 1, 2 and 3, while I, J, K and L can take val-
ues between 1 and 24). Note that each choice of Journey 1, i.e. triplet          will 
result in a different set of eligible start/end times for Journey 2, i.e. triplets          
and a different number of journeys in eligible choices for Journey 2. 
 Step 2: Let   
       denote the sum of all eligible second journeys for a given Journey 1 
represented by         : 
 Step 3: The number of vehicles       
       that make one journey of type    between 
hours   and  , and another journey of type    between hours  and   is then found 
as: 
 Step 4: Let                    denote one particular combination of journeys 
with given start and end times of two journeys, and corresponding durations of both 
trips. Assuming a fixed electricity consumption per kilometre travelled ( ), the en-
ergy required by all vehicles involved in combination X to complete Journeys 1 and 
2 can be found as: 
where    and    denote the equivalent distances of journey types    and   , re-
spectively, as defined in Table 1.1. Note that the ratio between energy requirements 
    and     is exactly equal to the ratio between equivalent distances of two jour-
ney types    and   . 
 Step 5: Given that swapping Journeys 1 and 2 essentially results in the same combi-
nation of journeys, i.e. combinations                   and                   are 
equivalent, only one of the two combinations is included in the final dataset in order 
to avoid double counting. 
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exceeds 1, the dataset is finally reduced to 29,281 entries.22 An illustrative sample from this 
dataset is presented in Table 4.3, using the same notation as in Algorithm 1. 
Table 4.3. Sample of processed journey data 
1st journey 2nd journey I J K L       
          [kWh]     [kWh] 
… … … … … … … … … 
Short Short 8 8 17 17 84,634 114,257 114,257 
Short Short 8 8 17 18 34,858 47,059 47,059 
Short Short 8 8 17 19 215 290 290 
Short Short 8 8 18 18 93,793 126,620 126,620 
Short Short 8 8 18 19 32,743 44,203 44,203 
Short Short 8 8 18 20 209 282 282 
Short Short 8 8 19 19 66,669 90,003 90,003 
Short Short 8 8 19 20 21,123 28,516 28,516 
Short Short 8 8 19 21 148 199 199 
Short Short 8 8 19 22 13 18 18 
Short Medium 8 8 17 17 11,792 15,920 35,377 
Short Medium 8 8 17 18 28,923 39,046 86,768 
Short Medium 8 8 17 19 2,112 2,851 6,336 
Short Medium 8 8 17 20 97 131 290 
Short Medium 8 8 17 21 39 53 117 
Short Medium 8 8 17 22 39 52 117 
Short Medium 8 8 18 18 15,444 20,850 46,333 
Short Medium 8 8 18 19 29,183 39,397 87,549 
Short Medium 8 8 18 20 1,888 2,549 5,664 
Short Medium 8 8 18 21 75 102 226 
Short Medium 8 8 18 22 41 55 123 
Short Medium 8 8 19 19 10,821 14,609 32,464 
Short Medium 8 8 19 20 14,268 19,262 42,804 
Short Medium 8 8 19 21 662 893 1,985 
… … … … … … … … … 
 
The dataset in Table 4.3 fully describes the daily behaviour of the entire fleet of vehicles (assum-
ing 100% penetration of EVs), enabling the identification of both stationary and on-road times 
for any group of vehicles following a certain journey combination. This will be essential for in-
cluding the vehicle behaviour into the modelling of electricity systems and estimating the aggre-
gate impact of vehicle battery charging on a system for a given EV penetration and a given charg-
ing strategy. 
In order to simulate EV penetrations lower than 100%, the last three columns in Table 4.3 need 
to be reduced using a factor representing the actual EV penetration. 
                                                             
22 The energy requirements of categories eliminated because of a fractional number of vehicles involved 
have been distributed proportionately across the remaining categories in order to preserve the total en-
ergy requirement in the vehicle fleet. Although this has an effect of increased consumption per kilometre 
of distance travelled for the remaining categories, the additional energy is sufficiently small to have only a 
negligible impact on the specific consumption. 
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4.3.3 SEASONAL AND WEEKLY VARIATIONS IN DRIVING PATTERNS 
The journey dataset illustrated in Table 4.3 describes journey behaviour for an average day rep-
resentative of the whole year. In reality, journey patterns will tend to exhibit variations both 
across seasons and within a week. For instance, driving patterns during workdays are more 
likely to be dominated by commuting cycles, i.e. travelling to work and back, with the most in-
tensive driving activities occurring around morning and afternoon rush hours. During the week-
ends on the other hand, the driving patterns are more likely to be dictated by leisure activities 
rather than commuting requirements. 
In addition to the total annual mileage travelled by the UK light vehicle fleet, the NTS data [80] 
also contain the information on weekly journey patterns, allowing for a distinction between 
workday and weekend driving behaviour. The difference between typical driving patterns for 
workdays and weekends is illustrated in Figure 4.4 for a representative sample of vehicle fleet 
that completes 1,000 journeys in an average day. The figure suggests the number of journeys on 
weekends is visibly lower than on workdays. For the sample presented in Figure 4.4 the total 
number of journeys on a workday is 1,078, while on weekends this drops to 806, bringing the 
average daily number of journeys for the entire week to 1,000. 
 
Figure 4.4. Weekly variations in driving patterns for a sample completing 1,000 journeys per day 
Seasonal variations in driving statistics appear to be of a much smaller magnitude according to 
the NTS transport statistics. Therefore, the weekly variations in driving behaviour will be as-
sumed to follow the same pattern as in Figure 4.4 throughout the year when carrying out the 
power system analysis in the following sections. 
Nevertheless, a parameter which is likely to change across seasons is the consumption per kilo-
metre driven. This is expected to occur as a consequence of additional energy consumption for 
heating the vehicle in winter, and for air conditioning in summer. In this thesis, a simplified as-
sumption is made where the baseline consumption occurring during spring and autumn months 
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is increased by 33% to account for higher consumption during winter, and by 11% to capture 
the impact of air conditioning during summer. 
4.4 METHODOLOGY FOR INCLUDING ELECTRIC VEHICLES IN ELECTRICITY SYSTEM MOD-
ELLING 
The incorporation of electrified transport demand into the power system analysis model de-
scribed in Chapter 3 depends on the approach assumed with respect to EV charging control. In 
that regard, the distinction is made between uncontrolled charging (i.e. business-as-usual ap-
proach) and optimised (i.e. smart) charging. These two main strategies are then investigated in 
this work in order to test the boundaries of the impact of EVs on the electricity system opera-
tion. 
4.4.1 UNCONTROLLED EV CHARGING 
In the uncontrolled approach to EV charging, the timing of charging is not chosen to support sys-
tem operation, but is rather a consequence of daily vehicle usage patterns, i.e. primarily driven 
by users’ convenience. Under this charging scheme all users are allowed to charge their vehicles 
as and when they wish i.e., no control is exercised on the charging process by the system opera-
tor or any other third party. 
Following the assumption of Section 4.3.2 where each vehicle completes two journeys per day, it 
is possible to formulate the following heuristic charging strategies in order to assess the aggre-
gate EV consumption: 
 After 1st: all vehicles charge their batteries after completing their first journey in the 
day, storing the energy required to complete both daily journeys. 
 After 2nd: all vehicles charge their batteries after completing their second journey in the 
day, storing the energy required to complete both daily journeys. 
 After 1st and 2nd: all vehicles charge their batteries twice per day; the first charging 
takes place after completing the first journey, and the energy involved is equal to the one 
consumed in that first journey. Similarly, the second charging takes place after the sec-
ond journey, with the stored energy being equal to the consumption of the second jour-
ney. 
The impact of the three non-optimal EV charging strategies is illustrated in Figure 4.5, where the 
additional EV load is plotted on top of the existing GB system load diagram for a typical winter 
peak day. The assumption on the maximum allowed charging power per vehicle was 6 kW, and 
the EV penetration was assumed to be at 100% to illustrate the extreme scale of the impact. Ve-
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hicle journey data was based on typical UK driving behaviour characteristics, as elaborated in 
Sections 4.2 and 4.3. 
The charging was assumed to take place anywhere, depending on the time when journeys are 
completed (as the analysis is made on the system level, no specific assumptions have been made 
as to where the vehicles would actually be charged). Additional sensitivity analyses (not pre-
sented here) that have been conducted indicate that the aggregate charging load shape does not 
change significantly with variations in maximum charging power. 
 
 (a) After 1st (b) After 2nd 
 
(c) After 1st and 2nd 
Figure 4.5. Examples of non-optimal charging strategies for the UK system 
Although the energy required for charging EV batteries within one day is the same for all three 
heuristic strategies, the impact on total system peak demand is the highest in the case of “After 
2nd” strategy, where a significant portion of EV load is concentrated around the time of system 
peak (7pm). On the other hand, the “After 1st and 2nd” strategy produces the lowest increase in 
system peak, as the result of EV charging load being spread more evenly within the day. For all 
three strategies the consumption during night hours is very small due to a low number of jour-
neys taken in that period. 
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In a realistic environment with a predominantly uncontrolled charging regime, one might expect 
to encounter various combinations of these heuristic strategies. However, for the reasons of 
simplicity the “After 2nd” strategy will be used in this thesis as the default non-optimal charging 
strategy. There are two basic reasons for this choice: 
 Given that a large majority of vehicle users make their first journey from home to work 
(or another destination) and then the second back home, it may be expected that most 
users will opt for charging upon returning home, for the reasons of practicality and 
economy23. 
 The “After 2nd” strategy concentrates EV charging at times when most people return 
home from work, i.e. in late afternoon and early evening hours. This coincides with the 
time when peak load in the GB electricity system (and most other systems) normally oc-
curs. This particular strategy will therefore be the most demanding on the system, as it 
will require the highest generation and network capacity in order to supply the total 
demand, and it will also require that the most expensive peaking plants are used during 
the resulting high system peaks. In that sense, this strategy represents a sort of the 
“worst case scenario” in terms of the impact of uncontrolled EV charging on the power 
system. 
Given that no control is exercised over EV charging if the non-optimal paradigm is followed, the 
incorporation of electrified transport load into the electricity system scheduling model intro-
duced in Chapter 3 is carried out in a rather straightforward manner, by adding the aggregate EV 
demand for a given penetration to hourly demand profiles for the original system. This results in 
a new total system demand that needs to be supplied by the generation resources in the system. 
In other words, in order to investigate the economic and environmental performance of the sys-
tem in the case of uncontrolled EV demand, the same problem formulation described earlier is 
also used for the system that includes EV demand, but with a demand profile increased to ac-
count for the additional EV load. 
4.4.2 CONTROLLED EV CHARGING 
In this smart charging paradigm the EV charging (and potentially discharging to the grid) is as-
sumed to be managed by the system operator or by a third party (aggregator) to make the 
charging process economically efficient and support the operation the system. This can be 
achieved in practice by e.g. exploiting the electricity price variation during peak and off-peak 
demand periods, as well as through provision of ancillary services by EVs when these are sta-
                                                             
23 “Slow” charging at drivers’ homes using the already existing installation is likely to be significantly 
cheaper than charging at public charging stations that require investment into dedicated charging, meas-
urement and monitoring equipment. 
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tionary and connected to the grid. Two approaches to smart charging are distinguished in this 
thesis: 
 Unidirectional charging: EVs can only be charged from the grid during their stationary 
periods, at times when it is considered most beneficial from the system point of view. In 
other words, the power flow takes place in one direction only i.e. from grid to EVs, and 
what is controlled is the timing of delivering this energy to EV batteries. When control-
ling vehicle charging, it is assumed that all vehicles sharing the same driving pattern also 
follow the same charging profile. 
 Bidirectional charging control: In order to support the system, bi-directional flow of 
power between the grid and the EVs is allowed as an option, i.e. it is possible to inject 
electricity from EV batteries back into the grid if required, in addition to (controlled) EV 
charging by taking electricity from the grid. This concept is widely referred to as Vehicle-
to-Grid (V2G). Although this possibility introduces additional complexities in system op-
eration and hence in the modelling framework, it offers further flexibility to the system 
operator by allowing the exploitation of both EV charging and discharging processes to 
support system balancing tasks. 
The mathematical formulation of flexible EV demand presented in the remainder of this section 
will assume that bidirectional charging control is possible, to allow for the more general case to 
be represented. The formulation for the unidirectional charging case can then be obtained by 
simply disabling variables related to discharging of EV batteries. 
Following the assumption that each vehicle makes two journeys per day, the following indices 
are used for formulating the EV charging and discharging model: 
 I start time of 1st journey 
 J end time of 1st journey 
 K start time of 2nd journey 
 L end time of 2nd journey 
    type of 1st journey (Short/Medium/Long) 
    type of 2nd journey (Short/Medium/Long) 
 t time interval (hour) within a day 
 X combination of 1st and 2nd journey parameters 
Let                    denote one particular combination of journeys, with specified start 
and end times and corresponding durations for both trips. Furthermore,    is used to represent 
the set of all time intervals within a day when a vehicle following combination X is not in use, i.e. 
when it is available for charging or discharging. Total charging and discharging power for all ve-
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hicles within combination X at time t, represented by      and     , is then constrained according 
to (4.1) and (4.2), where    
    represents the maximum (dis)charging power for one vehicle, 
and   stands for the number of vehicles following combination X. 
                
             (4.1) 
                      (4.2) 
The total net energy delivered to a particular vehicle group is accounted for in (4.3), and needs 
to match the energy requirements of their two journeys, where Δ represents the length of the 
unit time interval,    is the efficiency of battery charging, and     and     are the amounts of 
electricity needed for the first and second journey of all vehicles in group X. 
               
 
           (4.3) 
Total charging and discharging power of all EV categories at a particular time instance t is repre-
sented by (4.4). 
   
        
 
   
        
 
 (4.4) 
State of charge of EV batteries is accounted for using expressions (4.5) and (4.6). Total energy 
stored in batteries of vehicles in category X at the end of time interval t (    ) is bounded from 
below and above by minimum and maximum values for individual vehicles   
    and   
    and 
the total number of vehicles in the category   . Hour-to-hour changes in battery state of charge 
result from charging and discharging decisions, and electricity consumption for completing the 
two journeys. The Kronecker symbol δ in (4.6) equals 1 if the time index t corresponds with the 
interval when the start of either the first or the second journey of vehicles following combina-
tion X occurs, which is denoted by      and    , respectively; in all other cases it is equal to 0. 
Although it does not model the actual energy consumption profile of vehicle that is on the road, 
this approach is adequate for accounting for the total energy consumption during one journey, 
i.e. ensuring that the energy stored in the vehicle battery is reduced by an appropriate amount 
before the vehicle becomes stationary again. 
   
             
      (4.5) 
                                                 (4.6) 
EV batteries are assumed to have simple linear characteristics for charging and discharging. Al-
though realistic (dis)charging curves tend to be slightly different, a linear characteristic provides 
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a satisfactory approximation given the time resolution of the model (one hour) and the observed 
time horizon of one year. 
Finally, equations (4.7) and (4.8) define the contribution of electric vehicles to frequency regula-
tion. Contribution from charging (  
   ) is limited by total charging at a given time t, scaled down 
using a factor (α) to account for the fact that not all vehicles will be in a position to interrupt 
their charging to provide frequency regulation services. This factor is assumed to be around 0.8. 
Provision of frequency regulation as a result of energy stored in EV batteries that is available for 
discharging (  
   ) is accounted for in (4.8), where this contribution is limited by the total en-
ergy remaining in EV batteries divided by the expected duration of frequency regulation service 
(typically 30 minutes), and further scaled down using the factor β to account for the facts that 
only part of that energy will be available for service provision, and that a part of vehicles are on 
the road at the time. The value used for β here is 0.2. 
   
       
   (4.7) 
   
    
 
  
     
 
 (4.8) 
EV contributions to frequency regulation, as formulated above, are then inserted into constraints 
on frequency response requirements (3.29), so that they can displace some or all of the response 
provided by conventional generators (if it is assumed that such functionality is available on the 
side of EVs). 
Constraints (4.1)-(4.8) are constructed for each day when running the day-ahead optimisation 
involving EVs; this procedure is repeated for each day of the year and can include various ap-
proaches to EV charging and discharging, as described in the following section (e.g. cost-
optimised vs. peak-optimised charging). In this way the seasonal variations in original system 
demand and wind availability are combined with seasonal differences in driving patterns (e.g. 
distinguishing between different seasons, workdays and weekends, etc.). These differences 
would be reflected in different numbers of vehicles across different categories (  ) and different 
energy requirements for the two journeys (    and    ). 
In case of unidirectional charging, i.e. when V2G operation is not allowed, the EV demand model 
is modified by omitting from the formulation all variables related to discharging (     and   
   ). 
4.4.3 CHARGING CONTROL IN THE CONTEXT OF DIFFERENT OBJECTIVE FUNCTIONS 
Charging as well as discharging of EVs can be managed with the intention of achieving different 
objectives from the electricity system’s perspective. For instance, in order to limit the system 
peak demand or the peak in the local network, it may be required that charging is shifted away 
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from high-demand periods towards low-demand periods of the day. In this case EVs can even be 
used to supply part of the peak demand by discharging their stored energy during these periods, 
thus potentially saving some of the peaking generation capacity as well as reducing transmission 
congestion on constrained circuits. On the other hand, if EV charging is used to maximise the ef-
ficiency of system operation in a system characterised by a high penetration of intermittent re-
newable generation, the optimisation will tend to shift EV demand towards periods of abundant 
wind output, assumed to be available at a near zero marginal cost, which may or may not coin-
cide with the peak demand hours in the system. 
In light of the above, two complementary formulations for optimising EV charging are pursued 
in this thesis: 
 Optimal charging that would minimise peak demand (capacity-driven management) 
 Optimal charging that would minimise generation system operating cost (energy-driven 
management) 
Capacity-driven charging management 
With definitions and symbols defined earlier, the peak minimisation problem can be formulated 
as follows: 
 
Minimise      
Subject to:              
       
             
(4.9) 
The original system demand at time   is represented by  , and   denotes the hourly wind out-
put (if applicable). Variable      then quantifies the new system peak. Total net EV charging, 
using the notation from (4.4), is represented by the term   
       
  , where    refers to dis-
charging efficiency, accounting for losses in supplying electricity from EV batteries to the grid. 
Certain aspects of the above formulation can be simplified if appropriate by omitting the rele-
vant variables, such as e.g.   if wind is not considered, or     
   if the possibility to discharge is 
not allowed. 
Depending on the application and control philosophy, peak demand minimisation can be per-
formed at various levels, ranging from distribution feeder, transformer substation or grid supply 
point level to national system peak minimisation. This approach is therefore adopted in the case 
study for distribution network impact in Section 4.6. 
Energy-driven charging management 
In the energy-based charging optimisation approach the EV demand model is integrated into the 
large-scale scheduling model described in Chapter 3. System-level constraints which require 
modification to account for the effect of flexible EV demand include the system power balance 
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equation (3.26) and the frequency response requirement (3.29). The objective function in this 
case (minimising operating cost) remains the same as before the introduction of controllable 
EVs. 
The power balance equation now includes the same net EV demand term as in (4.9): 
      
 
   
         
       
     
    
  (4.10) 
The modification of the upward response requirement constraint results in the following: 
      
  
 
   
     
     
      
      
  
 (4.11) 
The energy-driven charging control will be applied in the system-level case study in Section 4.5. 
4.5 CASE STUDY EV1: LARGE-SCALE SYSTEM IMPACT 
The application of the EV model on a large-scale system with the objective to minimise operating 
cost will be demonstrated using a simplified representation of the GB electricity system which is 
expected to be in place in 2030. Table 2.1 presents the key assumptions on generation and de-
mand sides. 
Table 4.4. Generation and demand assumptions for the 2030 GB system 
Generation capacity (GW) 
Nuclear 10.0 
Coal 20.0 
Gas CCGT 35.0 
Gas OCGT 10.0 
Wind 35.6 
Demand 
Annual demand (TWh) 362.9 
Peak demand (GW) 58.2 
 
More details about the cost assumptions and dynamic parameters of generating units are pro-
vided in Table 4.5. 
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Table 4.5. Generator characteristics in the 2030 GB system 
Technology 
  
      
              
        
  
   
       
  
   
  
   
  
   
       
   * 
[MW] [£] [£/MWh] [£] [hr] [MW]  [MW/hr] [kgCO2/MWh] 
Nuclear** 300/500 523 20.0 0 n/a 0 0 0 0 
Coal 300/500 2,329 38.8 15,000 4/4 60 0.6 100/160 925 
Gas CCGT 300/500 4,045 33.2 8,600 6/4 55 0.6 300/300 394 
Gas OCGT 50/200 0 150.0 0 1/1 20 0.6 200/200 557 
* Emission factor at maximum output, emission factors at lower output levels are higher. 
** Nuclear units have been assumed as must-run, i.e. they operate constantly at maximum output. 
 
The available wind output profile has been generated using representative UK wind data, and 
scaled appropriately to represent the assumed wind penetration. The annual capacity factor of 
wind generation has been assumed at 0.35, which is equivalent to the annually available wind 
output of 109.3 TWh (or about 30% of total system demand excluding EVs). 
The impact of a mass introduction of EVs in the future GB electricity system is investigated by 
varying the assumed penetration of EVs from 0% to 100%, in steps of 10%. In cases where EV 
charging is not optimised, it will be assumed that users follow the heuristic charging strategy 
“After 2nd”, as defined in Section 4.4.1. 
The analysis of the economic and environmental performance of the system will be analysed 
through three key performance indicators: 
1. Impact on total annual system operation cost 
2. Impact on carbon emissions from electricity generation 
3. Impact on the ability of the system to integrate intermittent renewables 
The three KPIs will be evaluated for three different approaches to EV charging control (as dis-
cussed earlier): 
 Non-optimised charging 
 Unidirectional charging control 
 Bidirectional charging control (V2G concept) 
4.5.1 IMPACT ON SYSTEM OPERATION COST 
Given that uncontrolled EV demand represents additional load in the system, it is expected that 
the system operation cost will increase as a consequence of introducing significant numbers of 
EVs in the system. On the other hand controlled EV charging, making use of the vehicles’ inher-
ent flexibility, is expected to reduce the cost of operating the system compared to the uncon-
trolled EV case. 
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Figure 4.6 illustrates how the introduction of EVs changes the hourly profile of system demand. 
The timeframe covered by the figure is the week in which the annual peak demand occurs. Full 
EV penetration is assumed in this case, i.e. that 100% of light vehicles in the UK are powered by 
electric motors. The figure clearly illustrates a massive increase in peak demand due to uncon-
trolled EV charging – from 58 GW to 89 GW. 
 
Figure 4.6. Total demand in the 2030 GB system for the peak demand week 
It is evident that supplying very high peaks in the early evening hours of the day will require us-
ing very expensive peaking units that would have otherwise been used predominantly to pro-
vide backup capacity. Shifting some of the EV demand into off-peak hours would therefore po-
tentially provide significant benefits in terms of reduced cost of system operation. 
On the other end of the spectrum, the assumed electricity system could also experience prob-
lems during low demand periods, such as e.g. during summer, if these periods coincide with high 
wind output. This is illustrated for a summer week in Figure 4.7. As indicated by the highlighted 
area in the figure, if high wind generation occurs simultaneously with demand troughs (which is 
observed during the second and third day of the week), this results in oversupply requiring that 
a part of wind output is curtailed in order to satisfy the supply-demand balance.24 Even having 
the additional load on the system in the form of (uncontrolled) EV demand is not helpful in this 
situation, given that EV load is concentrated around the periods of high system demand. Clearly, 
the possibility to use the flexibility of EV demand by shifting it to periods of low demand would 
yield substantial benefits in terms of the utilisation of low-cost wind generation and its efficient 
integration into the electricity system. 
                                                             
24 In reality, the magnitude of surplus (intermittent) power would be even higher than the difference be-
tween available wind output and system demand, due to various security constraints in the system such 
as the necessity to keep nuclear generators online, or the requirement to provide operating reserve by 
synchronised conventional units to maintain system security. 
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Figure 4.7. Demand in the 2030 GB system for a week with low demand and high wind output 
In order to illustrate the results of EV charging optimisation carried out using the model, 
Figure 4.8 presents the same winter peak demand week as in Figure 4.6, but this time with op-
timised (unidirectional) EV charging. It can be observed that with cost-based EV charging opti-
misation the peak demand is only slightly increased compared to the situation without EVs on 
the system, reaching 63 GW in this case. The significant reduction of peak has been achieved al-
though peak minimisation was not used explicitly as objective function, due to the fact that a 
flattened demand profile, as seen by the conventional units on the system, can be supplied more 
efficiently. 
 
Figure 4.8. Total demand in the 2030 GB system for the peak demand week with optimised EV charging 
The fact that optimised EV charging is not completely shifted away from the peak demand peri-
ods can be explained by considering how primary frequency regulation is provided in the sys-
tem. In line with the model formulation presented in Section 4.4.2, EVs are assumed to be capa-
ble of providing frequency regulation by quickly interrupting their charging. It is therefore more 
beneficial from the system point of view to maintain some EV charging even during the day, so 
that frequency regulation provided by EVs can displace the same service provided by conven-
tional generation units. This results in overall cost savings, given that frequency regulation using 
0
20
40
60
80
0 24 48 72 96 120 144 168
D
e
m
a
n
d
 (
G
W
)
Hour
EV charging Demand Total demand Wind
0
50
100
0 24 48 72 96 120 144 168
D
e
m
a
n
d
 (
G
W
)
Hour
EV charging
Demand
Total demand
PhD Thesis  –  Marko Aunedi  
136 
conventional units comes at the cost of reduced operational efficiency due to the fact that plants 
need to operate part-loaded to be able to provide regulation capacity if needed. 
Similarly, Figure 4.9 illustrates how optimised EV charging adjusts to the available wind output 
profile during low demand periods in order to maximise the utilisation of wind generation. This 
greatly improves the ability of the system to integrate intermittent renewable output, by signifi-
cantly reducing the need to curtail available wind output. 
 
Figure 4.9. Demand in the 2030 GB system for a windy low-demand week with optimised EV charging 
Finally, to provide a complete overview of how different charging control strategies affect the 
shape of the total load diagram, Figure 4.10 illustrates the EV charging and discharging actions 
during the winter peak demand week for the bidirectional approach to optimised EV control. 
The difference in comparison with unidirectional charging case is not great. Actual discharging 
of EVs is observed only during two hours on the second and third day of the selected week, as 
indicated in Figure 4.10 (these are the instances where total demand curve becomes lower than 
the original system demand). This seems to suggest that V2G concept is not extensively used as 
part of the optimal solution (at least with 100% EV penetration which is presented here). Possi-
ble reasons why this occurs will be discussed towards the end of the chapter. 
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Figure 4.10. Total demand during peak demand week with bidirectional EV charging 
High penetration of EVs in the system and the selected charging strategy both affect the utilisa-
tion of the conventional generation technologies in the system. As discussed earlier, the uncon-
trolled charging strategy results in the bulk of EV load coinciding with peak periods of the origi-
nal system demand. During these periods more peaking plants would therefore have to be em-
ployed and their utilisation will increase. According to the assumptions on fuel and carbon 
prices made for the 2030 GB system, coal plants would be used to supply peak demand due to 
their relatively high marginal costs (as a consequence of high CO2 costs). Therefore, in the case of 
uncontrolled EV charging the utilisation of coal is expected to increase to meet the additional EV 
charging load as shown. This is illustrated in Figure 4.11, which presents the annual output of 
different generation technologies for EV penetrations of 0%, 50% and 100%, and compares all 
three charging control strategies considered in this case study (non-optimised, unidirectional 
and bidirectional). 
 
Figure 4.11. Generation output across technologies for 0%, 50% and 100% EV penetrations for the three 
charging control strategies 
As expected, with optimised EV charging strategies the use of coal-fired generation drops. For 
instance, at 100% EV penetration the annual electricity output of coal drops more than four 
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times, from 63 TWh with non-optimised charging to 14-15 TWh with optimised charging. This is 
a direct consequence of optimised charging significantly reducing peaks in total demand, which 
would have otherwise been supplied by the most expensive coal units. 
In parallel with the decrease of coal generation output, the annual production of gas and wind 
generators increases with the introduction of smart charging control strategies. Gas output is 
increased as the result of a flatter total demand profile, which requires less output from peaking 
coal units and yields higher utilisation of mid-merit CCGT units. Flexible EV charging also re-
quires less wind output to be curtailed, which is why there is an increase in wind generation 
output (despite the same available wind energy in all three cases). 
The hour-by-hour utilisation of generation capacity is illustrated by Figure 4.12, where the op-
timal generation schedule is presented for the winter peak demand week. Two charging control 
approaches are contrasted in the figure – non-optimised and unidirectional (bidirectional exam-
ple is omitted here due to relatively small differences to the unidirectional case). In addition to 
hourly dispatch of generation technologies in the system, the figure also illustrates the original 
system demand and the total demand after EVs are added to the system. The figure is plotted for 
the full EV penetration (100%). 
In the non-optimised case it is clear that the only option for supplying the very high demand 
peaks resulting from non-optimised EV charging is to use the expensive OCGT units. On the 
other hand, during low demand periods at night there are still coal units in synchronised opera-
tion with the system, as even during night time the conventional units need to provide both up-
ward and downward frequency regulation and operating reserve, which requires that a suffi-
cient number of units is kept online to enable them to reduce or increase their output on a short 
timescale if needed. 
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(a) 
 
(b) 
Figure 4.12. Optimal generation schedule for the peak demand week for (a) non-optimised and (b) unidi-
rectional charging control 
In the optimised (unidirectional) case however, it is clear that due to a flattened total demand 
profile there is no need to use the most expensive OCGT units, and the use of high-cost coal units 
is also reduced, partly because some of the frequency regulation requirements are now met by 
flexible EV charging load. For the same reason the output of CCGT units increases in the opti-
mised charging case. 
Figure 4.13 presents the impact of transport electrification on the total annual system operation 
cost for the three charging strategies considered. The cost is expressed as incremental compared 
to the no-EV case, and is plotted as function of EV penetration varying between 0% and 100% 
(in 10% steps). 
 
Figure 4.13. Relative change in annual system operation cost for three EV charging control strategies 
As expected, the operation cost rises the fastest for the case of non-optimised EV charging, when 
the system needs to cope with very high peaks introduced by uncontrolled electrified transport 
demand. Controlled EV charging strategies are consistently more cost-efficient for the entire 
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range of EV penetrations considered, with the benefits of controlled charging increasing broadly 
in proportion to the EV penetration. At 100% EV penetration the difference in annual operation 
cost between non-optimised and optimised cases is around £1.1bn. 
Following earlier discussions, cost savings due to controlled charging of EVs can be mainly at-
tributed to: 
 Enhanced use of less-expensive (lower fuel cost) base load plants 
 Avoidance of wind energy curtailment leading to reduced usage of expensive generators 
 Reduced provision of response by generators resulting in lower efficiency losses, fewer 
number of generators engaged and reduced start-up costs 
 Reduced emission costs 
Within the two controlled charging strategies the bidirectional approach outperforms unidirec-
tional charging for low EV penetrations of up to 40%. There is even a small cost reduction ob-
served at low EV penetrations (i.e. in 10% EV case). This can be explained by additional flexibil-
ity provided by EVs in providing frequency regulation even at low penetrations. When bidirec-
tional charging control is pursued, it is assumed that EVs can provide frequency regulation when 
both charging and discharging. This allows even a relatively small EV penetration to provide 
substantial volumes of frequency regulation and thus contribute to a more efficient operation of 
conventional plants and an improved absorption of intermittent wind output. 
On the other hand, no significant gain is found at higher EV penetrations resulting from bidirec-
tional charging control, as compared to unidirectional charging. At higher volumes of EVs charg-
ing on its own is sufficient to provide sufficiently large volume of frequency response services, 
so that there is little benefit from having the opportunity to also discharge EV batteries. Also, as 
illustrated in Figure 4.10, discharging is actually scheduled only rarely at high EV penetrations, 
partly because shifting the EV charging load is already very flexible on its own, and partly be-
cause the added step of transferring electricity back into the grid incurs additional efficiency 
losses in electronic converters and other equipment. On the other hand, requirements on meter-
ing, control and communication infrastructure are likely to imply additional costs in case bidi-
rectional energy flows are allowed, and there may also be implications for battery life. All these 
considerations seem to suggest that the economic case for bidirectional control would be more 
challenging than for unidirectional control, but given that costs and benefits of V2G are system-
specific, an in-depth analysis would be required to assess a particular case. 
It is worth noting at this point that there are a few influential drivers for the economic impact of 
controlled EV charging which were outside the scope of this analysis. Firstly, there are no inter-
connections with neighbouring systems considered in the analysis. Given that interconnections 
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would provide an additional source of flexibility to balance the system, it may be expected that 
they would reduce the economic value of smart EV charging to an extent. On the other hand, the 
analysis presented here focuses on annual system operation, not considering necessary invest-
ments into new generation capacity. Clearly, using smart EV charging has the potential not only 
to avoid using very expensive peaking units to supply high peak demand in the case of uncon-
trolled charging, but can also avoid the need to build these peaking units in the first place. In or-
der to assess the impact of smart charging on generation capacity requirements in the system, a 
proper capacity adequacy analysis is required based on system reliability indicators, which is 
outside the scope of the analysis carried out in this thesis. Nevertheless, a related piece of analy-
sis in [85] found that for both controlled charging strategies around 30 GW less generation ca-
pacity is required than in the uncontrolled case at 100% EV penetration, if the same level of se-
curity of supply is to be maintained. This obviously provides a major potential source of value 
that smart EV charging can bring to the system. 
4.5.2 IMPACT ON CARBON EMISSIONS 
Transport sector is a major contributor to the UK’s environmental emissions. For instance, road-
based transport accounted for approximately 23% of the UK CO2 emissions in 2010 [86]. There-
fore, reducing the reliance on carbon-based fuels in this sector is seen as a key solution to reduce 
overall CO2 emissions. In order to understand the impact of electrified transport and of different 
approaches to charging control, this section presents the results of the case studies carried out 
on the 2030 GB system with the focus on environmental emissions from electricity generation. 
Incremental annual CO2 emissions from electricity generation in the 2030 GB system are pre-
sented in Figure 4.14a for various levels of EV penetration and for three charging strategies, us-
ing the 0% EV penetration as reference. The emissions increase overall with the increase in EV 
penetration for all charging strategies. At lower EV penetrations (up to 40%) CO2 emissions ac-
tually reduce in the controlled charging cases. The initial reduction in CO2 emissions in case of 
controlled charging strategies (e.g. about 2% and 10% reduction for unidirectional and bidirec-
tional charging strategies, respectively, at 10% EV penetration), is driven by a combination of 
two main factors: (i) higher utilisation of zero-carbon wind energy due to avoidance of wind en-
ergy curtailment in both of these cases, and (ii) increased utilisation of lower-emission gas plant 
replacing coal. 
Similar to the impact on system operation cost, the emission benefits of the two controlled 
charging strategies tend to converge at high EV penetrations, i.e. the emission reductions with 
unidirectional charging reach almost the same level as the reductions with bidirectional charg-
ing. 
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(a) 
 
(b) 
Figure 4.14. Change in (a) gross and (b) net annual carbon emissions for three EV charging control strate-
gies 
It is further interesting to compare the changes in carbon emissions from electricity generation, 
which result from the large-scale introduction of EVs into the system, with carbon emissions po-
tentially avoided through substituting fossil fuels with electricity in the transport sector. To as-
sess the displaced emissions from vehicles powered by internal combustion engines (ICE), an 
average CO2 emission factor for ICE-driven vehicles of 120 g/km has been assumed. Figure 4.14a 
compares the emission savings from the transport sector with absolute changes in the electricity 
sector emissions (for all three charging strategies), and Figure 4.14b quantifies the net change in 
carbon emissions, after offsetting for emissions avoided in the transport sector. 
Although the impact on emissions is likely to be system-specific, the above figures still allow for 
drawing a few general conclusions. The net impact of EVs on the emission in the overall energy 
sector will depend on the technology which is used to provide electricity for powering the trans-
port demand that is shifted from fossil fuels to electric mobility. This technology will in turn de-
pend on the implemented charging strategies, i.e. on the shape of the total national demand pro-
file, obtained as the sum of the original system demand and the EV demand. 
For the GB system in the case of non-optimised charging, a large part of additional electricity 
required by EVs (which is likely to produce a very spiky total demand profile) is delivered by 
coal-fired generation, as it is the most expensive technology according to the assumptions made 
for the 2030 GB system, and is therefore used to supply electricity during peak hours. Coal is a 
highly carbon-intensive technology, which has a consequence that additional emissions due to 
EV charging slightly outweigh the benefits of reduced emissions due to replacing fossil fuels in 
transport. For that reason, the overall emissions in this particular case rise with increasing EV 
penetration. On the other hand, when optimised charging strategies are employed, charging en-
ergy requirements are more evenly spread throughout the day, which allows for the majority of 
this additional demand to be met by (in this case) less expensive gas-fired units, which are also 
much less carbon-intensive than coal. Also, a part of this energy is acquired by avoiding the cur-
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tailment of wind energy. The corresponding emission increases in the electricity system are 
therefore considerably lower (or even negative) compared to avoided transport emissions, 
which results in an overall environmental benefit i.e. reduced carbon emissions for the whole 
energy system. 
The conclusion can be made that the overall emissions-related impact of shifting transport en-
ergy demand from fossil fuels towards electricity will greatly depend on the technology (or the 
mix of technologies) which is used to provide the additional electricity required by EVs. Taking 
into account the average emissions from traditional ICE cars in the amount of 120 g/km, an as-
sumed EV electricity consumption of 0.15 kWh/km, and an estimated efficiency of charging of 
85%, it turns out that the borderline emission factor for electricity generation which will have a 
zero impact on the overall emissions from road transport is 680 g/kWh. This value lies some-
where between typical emission factors for modern gas-fired CCGT units (around 400 g/kWh) 
and coal units (900-1,000 g/kWh). That is why if coal provides most of EV electricity require-
ments, the net impact on emissions will be positive, as opposed to when this additional electric-
ity is provided by gas units. Certainly, in a system where additional electricity is provided by an 
even lower-emission or zero-emission technologies (such as hydro or nuclear), the net emission 
benefits would be even more pronounced. 
Another indirect consequence of introducing transport-related energy demand into the electric-
ity system is that the transport energy would be captured by large facilities covered by the EU 
Emission Trading Scheme25. At its current state, vehicles as carbon emitters are very difficult to 
monitor and control due to their large number and a high level of geographic dispersion. Their 
introduction into the ETS would therefore increase the scope of the scheme and its ability to in-
fluence the overall emissions from the energy sector. 
4.5.3 IMPACT ON THE ABILITY OF THE SYSTEM TO INTEGRATE WIND 
Conventional electricity systems have been designed in such a way that generation follows de-
mand, where demand is mainly considered as passive i.e. non-responsive. With the rise in the 
capacity of intermittent renewable generation in the system there is increased uncertainty in the 
availability of these generators, and there is also a likelihood of surplus generation when system 
demand is low and the output from intermittent generators is high. This has been illustrated 
previously in Figure 4.7 and Figure 4.9. 
                                                             
25 The European Union Emissions Trading Scheme (EU ETS) is the largest multi-national emissions trading 
scheme in the world, launched in 2005. It currently covers more than 10,000 installations in the energy 
and industrial sectors. Under the scheme, large emitters of carbon dioxide within the EU must monitor 
and annually report their CO2 emissions, and they are obliged every year to return an amount of emission 
allowances to the government that is equivalent to their CO2 emissions in that year. 
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One of the key outputs of the modelling framework developed in this thesis is the annual volume 
of intermittent renewable output which needs to be curtailed due to a combination of low de-
mand and the output of conventional generation capacity that has to operate synchronised to 
the grid in order to maintain system security. 
EVs with their significant inherent storage capacity can potentially absorb the surplus genera-
tion thus avoiding the curtailment of zero marginal-cost and zero-carbon electricity if a con-
trolled EV charging regime is enforced. As an illustration of how controlled charging can adjust 
to the availability of wind output, while uncontrolled charging may not, Figure 4.15 presents the 
EV charging demand for the second and third day of the minimum demand week depicted in 
Figure 4.7 and Figure 4.9. EV charging is plotted against the net demand profile, which is found 
as the difference between the original system demand and available wind output in a given hour. 
Due to low system demand, surpluses of electricity occur during the early morning hours of both 
days due to very high wind output. The uncontrolled charging in this situation results in an EV 
demand profile which is largely synchronised with system demand, producing a significant in-
crease in total demand during peak periods. On the other hand, it contributes very little to avoid-
ing wind curtailment during off-peak hours due to very low charging demand during the surplus 
periods. In contrast, the controlled charging utilises the surplus (wind) energy during off-peak 
periods by shifting large amounts of EV charging demand to periods when surpluses occur, thus 
potentially avoiding wind curtailment while at the same time adding a far smaller charging de-
mand during peak periods. 
 
Figure 4.15. Optimised vs. non-optimised EV charging in the context of surplus wind generation 
The application of controlled EV charging can therefore be expected to save significant amounts 
of intermittent energy in a system with very high wind capacity. Figure 4.16 illustrates the an-
nual curtailment of wind output for the 2030 GB system as a function of EV penetration, for the 
three charging control strategies. Wind curtailment is expressed relative to annually available 
wind energy, which was equal to 109 TWh. The figure suggests that in the case of uncontrolled 
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EV charging a slight reduction in wind curtailment is observed as EV penetration increases ini-
tially. However, no further reduction is observed beyond the 50% EV penetration. As discussed 
above, this is the consequence of high EV demand periods coinciding with system peak demand, 
when absorbing wind output is less challenging in any case, while during low demand periods 
critical for wind curtailment the EV demand is virtually zero. 
 
Figure 4.16. Impact of EV charging strategy on relative annual wind energy curtailment 
Optimised EV charging strategies yield substantial reductions in wind curtailment. Similar to 
what has been observed for system operation cost and carbon emissions, gains due to bidirec-
tional charging are significantly higher than for the unidirectional case for lower EV penetra-
tions. As the share of EVs increases, the benefits of the unidirectional charging approach tend to 
converge with bidirectional charging control. Benefits of optimised EV charging are evident al-
ready at low EV penetrations. For instance, at 10% EV penetration the unidirectional charging 
control saves around a third of the curtailed wind, while bidirectional charging saves twice that 
amount. 
The magnitude of wind energy curtailment and the efficiency of different controlled charging 
strategies in reducing the curtailment will also depend on the inherent (generation) flexibility of 
the system. This is particularly critical if further decarbonisation of the system is pursued by ex-
panding less flexible low-carbon capacity, such as nuclear or CCS. Several sensitivity studies 
have therefore been performed for the reduced generation flexibility and for 0% to 100% EV 
penetrations. Generation portfolios for systems with different flexibilities are presented in Ta-
ble 4.6, where the “Medium” system is identical to the 2030 GB system studied thus far. The 
variation in flexibility is simulated by replacing gas CCGT capacity with nuclear units. 
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Table 4.6. Generation capacity for systems with different flexibility 
Generation capacity (GW) 
 Medium Low Very low 
Nuclear 10.0 20.0 30.0 
Coal 20.0 20.0 20.0 
Gas CCGT 35.0 25.0 15.0 
Gas OCGT 15.0 15.0 15.0 
Wind 35.6 35.6 35.6 
 
Figure 2.1 presents the calculated wind curtailment levels for three different flexibility levels 
and three EV charging strategy options. EV penetration is varied between 0% and 100%, in steps 
of 25%. Clearly, with less flexible generation system the expected levels of wind energy curtail-
ment could increase massively, potentially jeopardising the system integration of wind. In all 
analysed cases smart EV charging has the potential to deliver significant reductions in wind cur-
tailment, due to its ability to flexibly balance the fluctuations in wind output. 
 
Figure 4.17. Impact of EV charging strategy on wind curtailment for different system flexibility levels 
In conclusion, optimised EV charging may contribute greatly to an efficient integration of inter-
mittent wind output, in particular when wind is combined with less flexible low-carbon tech-
nologies. The flexibility of EVs can therefore provide critical support for the decarbonisation of 
the electricity system. 
4.6 CASE STUDY EV2: LOCAL IMPACT OF EV CHARGING 
When studying the impact of EV charging on the distribution network level, in particular on the 
need to reinforce the network in order to accommodate the additional EV demand, the analysis 
should take into consideration the configuration of the network in question as well as the as-
sumptions on the penetration, spatial distribution and driving patterns of EVs. However, these 
considerations are not studied in detail in the scope of this thesis. The focus of this case study is 
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to illustrate the impact of various approaches to EV charging control on the local (distribution) 
level. 
As discussed earlier, uncontrolled EV charging tends to increase the system peak occurring in 
late afternoon or early evening, which is when peaks are also typically observed in most distri-
bution networks. The cost associated with distribution networks is predominantly driven by the 
peak demand in a given network, as the peak determines the ratings of transformers, lines and 
other network components that need to be installed to enable the network to deliver electricity 
to customers at any point in time. For that reason, the bulk of distribution network cost is asso-
ciated with investing into new components, while any operating cost (i.e. cost depending on the 
quantity of electricity delivered through the distribution network) is typically very small in 
comparison. 
With respect to the above, an obvious way to optimise EV charging to minimise distribution in-
vestment cost would be to coordinate the charging with the objective of minimising local peak 
demand, following the formulation laid out in the relevant part of Section 4.4.3, i.e. in (4.9). 
Reference [7] analysed the value of smart EV charging for the reduction of reinforcement cost 
across GB distribution networks in the 2030 horizon. The modelling and optimisation of EVs is 
based on the approach described in this chapter. For the GB-wide assessment of reinforcement 
cost, it was assumed that the average driving patterns observed at the national level would be 
statistically similar to those at the local level across different GB distribution networks. In other 
words, for each of the networks studied, a representative sample of vehicles is extracted ran-
domly from the national database and distributed across customers in a given network. This was 
followed by incorporating EV charging load into the existing network demand and estimating 
the necessary reinforcement due to the additional EV load, depending on the charging strategy 
simulated (uncontrolled or optimised). 
The savings identified for the smart approach to charging are significant. According to [7], at 
25% EV penetration in 2030 the net present value of smart charging is estimated to be between 
£0.6bn and £2.3bn with respect to the avoided reinforcement cost in British LV and HV distribu-
tion networks.26 This clearly indicates that the value of smart EV charging for distribution net-
work management is considerable, even at a relatively modest EV penetration. 
Given that the variability of driving patterns at the local level is expected to be significantly 
higher than for the representative national sample, it is further interesting to analyse the cases 
of distribution networks where EV journeys tend to be much more focused on a certain time pe-
                                                             
26 The EV penetration in this analysis has been assumed to increase linearly from 0% to 5% between 2010 
and 2020, and then to 25% by 2030. 
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riod rather than being dispersed throughout the day similar to national average driving behav-
iour. Two such cases are considered here: 
 Commercial area, which is characterised by people commuting to work, and leaving once 
working hours are finished; and 
 Residential area, where people return home from work in the afternoon and early eve-
ning hours. 
For both types of distribution network areas a case study will be analysed with 5,000 EVs pre-
sent in the network. This has been chosen in order to represent a typical-sized MV distribution 
network in the UK, and to illustrate the impact of less diverse driving patterns compared to 
those observed at the national level. In contrast to the system-level study from Section 4.5, 
where the EV charging has been managed with the objective of minimising generation cost, this 
section presents the results of EV control performed at the distribution network level, carried 
out in order to minimise necessary network reinforcement cost. This objective is achieved 
through minimising the combined peak demand resulting from baseline electricity consumption 
in a given network and the EV demand. It should be noted that this analysis does not consider in 
any detail the configuration of a given distribution network, but rather lumps all electricity de-
mand together and minimises its maximum over a period of one day. 
4.6.1 COMMERCIAL AREA 
This section analyses the potential impact of driving patterns associated with commuting to a 
commercial (or administrative) area in the morning and making return journeys in the evening. 
The assumption here is that drivers will plug in their vehicles once they arrive to work, and 
charge them for the energy required to complete both of their assumed daily journeys. This im-
plicitly assumes that businesses employing those drivers have an adequate charging infrastruc-
ture installed at their premises. 
When sampling the journeys from the complete database (Table 4.3) for this case, the selection 
of rows (i.e. combinations of journeys) was restricted to those where the first journey (driving to 
work) takes place between 7am and 9am, while the second journey (leaving work) occurs be-
tween 4pm and 6pm. In case of uncontrolled charging, this will lead to more concentrated EV 
charging in the morning hours, given the assumed arrival times to commercial areas. 
Figure 4.18 presents the EV charging demand being added to the existing commercial area de-
mand, for uncontrolled and optimised charging strategies (with optimisation performed with 
respect to peak minimisation). It is assumed that 5,000 EVs commute to the area and back each 
working day, and that the baseline peak demand without EVs is 5.5 MW. As expected, in the un-
controlled case, there is a surge of EV charging demand in the morning hours when people ar-
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rive to work and assumedly start charging their vehicles. This results in the increase of peak 
demand to 14.5 MW, which is 2.6 times higher than without EV charging. On the other hand, the 
optimised charging approach manages to create only a small increase in the original peak de-
mand (from 5.5 to 6.2 MW, or by about 13%), while still delivering the same energy and ensur-
ing all vehicles are fully charged before their owners leave work. The potential of smart EV 
charging to dramatically reduce peak demand and the consequent reinforcement cost is there-
fore clearly visible from the figure. On the other hand, failing to incorporate smart EV charging in 
real-time network operation will result in massive degradation in network asset utilisation. For 
instance, according to the analysis in [7], uncontrolled EV charging in the analysed commercial 
area would cause around 30% of cables and 100% of transformers in the LV network to become 
overloaded, essentially requiring replacement or reinforcement. In contrast, overloading was 
observed for only 5% of cables and 0% of transformers if smart EV charging is applied. 
 
(a) 
 
(b) 
Figure 4.18. Uncontrolled (a) and optimised (b) EV charging in a commercial area with 5,000 EVs 
The opportunities for optimising EV charging (and applying other flexible demand technologies) 
to reduce network investment will clearly be very significant. It is important however to appre-
ciate that the optimal scheduling of EV charging will be highly time- and location-specific, and 
will require an appropriate infrastructure such as smart meters with advanced real-time func-
tionality and appropriate communication systems. Less refined time-of-use tariffs will fail to de-
liver the optimal management of peak demand, and could therefore potentially compromise the 
efficiency of smart EV charging in avoiding network reinforcement cost. 
4.6.2 RESIDENTIAL AREA 
In contrast to the commercial area, the residential distribution network was assumed to be 
characterised by people arriving back from work in late afternoon or early evening, and plugging 
in their vehicles as soon as they return from work. 
Figure 4.19 compares the demand profiles with uncontrolled and optimised EV charging for the 
residential area incorporating 5,000 EVs. The sample of vehicles included in the analysis was 
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selected based on the assumption that vehicles return home in the evening, between 6pm and 
8pm, and leave some time in the morning between 5am and 10am. 
As expected, uncontrolled charging of EVs causes the total peak demand to increase significantly, 
from 8.1 MW to 13 MW (i.e. by about 60%). With the optimised charging strategy the energy re-
quirements of EVs are shifted towards night hours when baseline network demand is typically 
low. Figure 4.19 illustrates how smart charging can supply the vehicles with the same energy 
respecting the time when vehicles are needed for their morning journeys, while avoiding the 
need to increase peak demand at all (the resulting secondary peak at 8 MW is lower than the 
original one in a network without EVs). The smart approach would hence avoid the need for 
network reinforcement, thus creating significant savings in investment cost. 
 
(a) 
 
(b) 
Figure 4.19. Uncontrolled (a) and optimised (b) EV charging in a residential area with 5,000 EVs 
 
4.7 CONCLUSION 
The analysis of the future GB electricity system presented in this chapter has demonstrated that, 
at the system level, uncontrolled EV charging might have a significant impact on peak system 
demand, as the total demand during peak periods may rise significantly for high penetrations of 
EV due to synchronisation of EV load and the original system demand. This would require sig-
nificant additional capacity of the system infrastructure (generation and networks) in order to 
maintain the system security at an acceptable level. The increase in capacity requirements 
driven by higher peak demand could be disproportionately higher than the increase in energy 
requirements for EV charging. 
Alternative EV charging strategies can potentially have a profound impact on the cost of design-
ing and operating the electricity system. In particular, the analysis in this chapter has shown that 
controlled charging can substantially reduce the cost of supplying additional EV demand due to 
the following factors: 
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 Lower usage of expensive (peaking) generators and higher usage of less expensive (base 
load) generators 
 Avoiding wind energy curtailment due to greater ability of the system to absorb inter-
mittent generation, leading to a reduced output of thermal generators. 
 Reduced carbon emissions and associated costs 
 Reduced provision of response by thermal generators resulting in lower efficiency 
losses, fewer synchronised generators, and reduced start-up costs. 
The exact extent of the impact of EV charging approach on the economic and environmental per-
formance of electricity systems is highly dependent on the characteristics of the incumbent sys-
tem such as generation technology mix, generator flexibility, fuel costs etc. 
Economic and environmental gains resulting from bidirectional control of EV charging and dis-
charging process (V2G concept) are found to be relatively marginal in the analysed electricity 
system, when compared to a controlled unidirectional charging. On the other hand, require-
ments on metering, control and communication infrastructure are likely to imply additional cost 
in case bidirectional energy flows are allowed. Further in-depth analysis is recommended that 
will involve all relevant factors in the cost-benefit assessment (ICT requirements, impact of dis-
charging on battery life etc.). 
Further analysis outlined the challenges associated with the large-scale electrification of the 
transport sector in the future GB electricity system from the aspect of distribution network im-
pact. Uncontrolled charging has been demonstrated to have a potentially dramatic impact on the 
increase of peak demand in local distribution networks. On the other hand, very significant op-
portunities have been identified for optimising EV charging so as to account for network con-
straints and minimise the need for additional investments. The analysis has shown that the value 
of coordinated EV charging control in NPV terms is in the order of billions of pounds, suggesting 
a strong case for changing the current network control paradigm from passive to active. 
 
 153 
CHAPTER 5. OPPORTUNITIES FOR SYSTEM MANAGEMENT 
USING FLEXIBLE RESIDENTIAL AND 
COMMERCIAL HEATING 
5.1 INTRODUCTION 
Electrification of heating sector, in both residential and commercial properties, is another area 
with significant potential for decarbonisation of the energy system. This process could occur 
both through replacing older gas- or oil-fired heating with electricity-based heating provided by 
electric heat pumps (HPs), and by using HPs as the preferred low-carbon heating option for new 
residential and commercial buildings. The key factor in reducing the carbon footprint of the elec-
trified heating sector is the assumption that future electricity systems will be largely carbon-
neutral as a result of adopting renewable, nuclear and other low-carbon generation technolo-
gies. 
The two main types of HPs include air-source HPs (ASHP) and closed-loop ground-source HPs 
(GSHP). The key parameter of HP performance is the Coefficient of Performance (COP). When 
HPs are used for heating, COP is defined as the ratio of the heat supplied to the energy carrier 
medium, and the electric input into the compressor, with typical values varying between 2 and 4. 
COP generally drops (i.e. the HP becomes less efficient) at lower temperatures of the heat source 
(air or ground). In that sense GSHPs generally provide a better energy performance as the 
ground or underground water provides a more stable temperature source than air, but on the 
other hand their installation costs are higher. 
As an example, the UK residential heating market consists of approximately 26 million dwell-
ings, with annual thermal demands typically in the range 10,000-30,000 kWh (thermal). This 
corresponds to thermal energy required for space heating and domestic hot water needs. The 
data on residential heat requirements used in this chapter is derived from empirical studies and 
field trials of micro-CHP and boiler systems conducted by the UK Carbon Trust [87]. 
Commercial premises on the other hand are slightly more difficult to analyse than the residential 
sector given the large variety of different types and sizes of buildings and businesses (e.g. offices, 
hotels, shops, public administration etc.), which is also reflected in how these customers con-
sume energy for heating. Nevertheless, given that commercial buildings tend to be larger than 
residential properties, with more complex Heating, Ventilation and Air-Conditioning (HVAC) 
systems, they offer good potential for providing a tangible volume of service to the system even 
without the need to aggregate the contribution of various small providers. 
 
PhD Thesis  –  Marko Aunedi  
154 
The potential of heating demand to provide flexible system services is inextricably linked to heat 
demand requirements and thermal characteristics of buildings. This chapter will therefore in-
vestigate several possibilities how thermal-based electricity demand can be used for system 
management. 
 Using thermal inertia of buildings. This approach to heating demand management takes 
advantage of the heat stored in buildings’ thermal masses, and uses this heat storage to 
alter the electricity consumption for heating with no significant adverse effect of cus-
tomer comfort, i.e. on the internal temperature levels. Obviously, as buildings lose their 
heat to the environment, their temperatures will need to be restored to normal levels 
relatively quickly, which limits the application of this type of demand control to occa-
sional peak demand management or fast and slow reserve services [88]. Another ap-
proach, described in [89], is to vary the temperature set points for heating in response to 
variation in electricity market prices, resulting in a better match between heat demand 
and wind power generation, as demonstrated on the example of the Irish system. 
 Using dedicated heat storage. Installation of thermal storage alongside heat pump-based 
heating systems can produce benefits for the end users by reducing the necessary maxi-
mum output (rating) of heat pump through decoupling of heat consumption from elec-
tricity usage.27 The flexibility of heat pump operation enabled by thermal storage could 
also be used to support system operation by performing a range of services. Given that 
the physical processes of storing heat energy into the storage and retrieving it at a later 
point can be separated by longer time periods, and the energy losses from storage that is 
idle are normally low, this type of thermal load would be well placed to offer services 
that involve shifting demand in time, such as peak demand management, balancing and 
operating reserve. An important benefit of using storage is also a potentially more effi-
cient integration of intermittent renewable generation, as demonstrated in [90]. 
In light of the above, this chapter will analyse the potential contribution of electrified heating to 
a more efficient management of future low-carbon systems through the following applications: 
 Using residential heat pumps with thermal storage for peak management 
 Using the heat inertia of commercial buildings for peak demand management 
 Ancillary services provision by commercial HVAC systems 
                                                             
27 For instance, in a HP system with 5 kW of maximum electricity consumption, if 2 kW of heat, expressed 
as electricity equivalent, can be obtained from a heat storage that has been charged during periods of 
lower heat demand (e.g. during night), this would mean that a smaller HP of 3 kW can be installed for the 
same output, clearly reducing the price of the HP system, given that the price of HPs is much more de-
pendent on the installed capacity than e.g. in the case of gas boilers. 
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Future heat pump systems may offer to the system a much broader range of services and there-
fore the above list is by no means exhaustive. Nevertheless, it provides an illustration of how the 
flexibility of heating systems can be introduced into the models for optimal power system man-
agement. 
5.2 USING RESIDENTIAL HEAT PUMPS WITH THERMAL STORAGE FOR PEAK MANAGEMENT 
Given the characteristics and constraints of heat pumps (i.e. low-temperature operation and 
hence reduced rate of heat delivery), a heat pump-based system could be accompanied with 
thermal storage in order to follow heat requirements more closely with lower ratings.28 That 
would potentially lead to more continuous operation of heat pumps. Heat storage will also pro-
vide an opportunity to optimise heat pump operation, not only to meet local heat requirements, 
but also to contribute to grid management. 
A considerable number of electricity customers in the UK already use a form of heat storage with 
electricity-based heating. These are however resistive heating systems with a rather unfavour-
able electricity-to-heat ratio of 1:1, equipped with storage heaters that store thermal energy 
during the evening or at night when electricity is available at lower cost29, and release the heat 
during the day as required. Although generally more expensive than gas-based heating, storage 
heaters are used in areas where there is no gas distribution network. The form of energy storage 
they provide is achieved using bricks or ceramic material, which is not very efficient or control-
lable because heat is dissipated during the day even when it is not needed by the user. 
UK’s long-term energy policy documents envisage a massive electrification of domestic and 
commercial heating sectors in the 2050 horizon. According to the Carbon Plan published by the 
Department of Energy and Climate Change (DECC) [5], in some scenarios up to 39% of residen-
tial and commercial heating demand in 2030 would be covered by HPs, while in the 2050 hori-
zon this would increase to 90%. Trajectories in DECC’s Carbon Plan pathways that describe the 
evolution of the UK heating sector by 2050 suggest a rather rapid improvement in building insu-
lation levels, depending on the selected development pathway. 
Carbon Plan pathways have been analysed in [13] from the aspect of how challenging it might 
become to balance the future systems based on renewable or other low-carbon generation, also 
looking at the way alternative balancing options (interconnections, storage, demand-side re-
sponse and flexible generation) could help in designing and operating these low-carbon systems. 
One of the flexible demand technologies considered as part of demand-side response was elec-
                                                             
28 Thermal storage can be relatively easily implemented by installing a hot water tank of sufficient size in 
the heating system, and fitting it with necessary control equipment. 
29 An example of a tariff system designed for this type of customers in the UK is the “Economy 7” tariff, 
which offers considerably lower prices for night-time electricity consumption (typically between midnight 
and 7am) when the cost of generating electricity is lower. 
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trified heat pump-based heating, whose flexibility was assumed to be enabled by the installation 
of hot water tank with the volume of 150 litres. The capability of tank of this size to enable flexi-
ble operation varied according to the consumption level and insulation quality assumed in dif-
ferent pathways. For instance, in a pathway characterised by a significant change in consumer 
behaviour and radical insulation improvements the hot water tank of this size will enable stor-
ing the heat equivalent to 1.5 hours’ worth of annual peak heat demand, while in a less energy-
efficient scenario with poorer insulation levels the same tank may store only about 50 minutes’ 
worth of peak demand. 
5.2.1 TYPICAL RESIDENTIAL HEAT PUMP OPERATION PROFILES 
Field trials carried out in the Micro-CHP Accelerator project [87] recorded the operation pat-
terns of gas boilers for 21 residential properties with good (Grade A) insulation on a cold winter 
day. The hourly temperature profile for that day is depicted in Figure 5.1. Heat demand profiles 
have been converted into equivalent electricity demand profiles of HPs assuming a COP corre-
sponding to the prevailing temperature levels.30 The resulting HP demand profiles have been 
calculated for both 5-minute and 1-hour resolutions. Figure 5.2a shows the average HP demand 
profile per dwelling in both time resolutions, while Figure 5.2b illustrates the two HP profiles for 
one selected dwelling (based on data collected in [87]). 
 
Figure 5.1. Daily temperature profile for a very cold day [87] 
                                                             
30 For simplicity, the COP value of 3 has been assumed in this case study. 
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(a) 
 
(b) 
Figure 5.2. HP demand profiles for a representative UK sample: (a) average demand over 21 dwellings, 
(b) demand for one selected dwelling [87] 
The average HP demand profiles in Figure 5.2a clearly reflect the consumers’ daily behaviour 
patterns for a working day. The heating demand picks up from around 6am, reaching a morning 
peak around 8am, when many people prepare to leave for work or school. Heating requirements 
then decrease towards mid-day, when they start increasing again and reach their peak between 
7pm and 9pm, at the level of 1.4 kW. Assuming that all 26 million households in the UK switch to 
this type of HP systems for heating, the additional electricity demand would peak at around 
36 GW, which is more than half of the peak demand currently experienced in the GB electricity 
system. 
The heating profile for one selected dwelling on the other hand, as depicted in Figure 5.2b, dis-
plays a lot more variability, where typical operation patterns are observed with distinct on and 
off operation of the heating system with time-driven control. The peak demand for an individual 
property reaches 4.35 kW when measured in 5-minute intervals, but only 2.75 kW in 1-hour 
resolution, occurring at around 7am in both representations. 
It is interesting to note that although there is significant difference between peak demand levels 
for an individual dwelling depending on whether 5-minute or 1-hour profiles are considered, the 
difference is negligible for the average demand profile. This seems to suggest that the noisy op-
erating profiles of individual heat pump systems become smoother when they are added to-
gether, and the effect of diversification becomes visible. For that reason, further analysis of the 
potential to manage HP systems equipped with dedicated thermal storage will focus on hourly 
resolution, which is able to capture the key characteristics of heating demand without a signifi-
cant loss of detail. Nevertheless, analysing a system with a finer time resolution, such as e.g. 5 
minutes, could be done using exactly the same approach as here. 
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5.2.2 USING RESIDENTIAL HEAT PUMPS WITH STORAGE FOR PEAK MANAGEMENT 
The mathematical formulation of the peak minimisation problem with residential heat pumps 
equipped with storage follows the structure of the available data, the key characteristics of 
which have been presented in Section 5.2.1. The optimisation will be formulated as linear pro-
gramming (LP) problem. 
It is assumed there are   heat pump operating profiles representing different individual dwell-
ings. In other words,   is the size of the sample of buildings used to represent the building 
stock in a wider area or even at the national level. If it is further assumed that the total number 
of households in the analysed area is   , then the total consumption of heat pumps in the rep-
resentative sample will need to be multiplied by        to represent all the buildings in the 
area. 
For a given dwelling d and time t within the scheduling period (typically covering one day), the 
level of (fixed) heating demand required by the user, expressed as equivalent electricity con-
sumption of HP is denoted by  
 . These correspond to the heating demand profiles presented in 
Figure 5.2. 
HP consumption of dwelling d at any time step t, expressed in kW and denoted by   
   
, is 
bounded above by its maximum installed power     
   
: 
   
        
   
 (5.1) 
The electricity equivalent of heat content stored in the thermal storage of dwelling d at time t 
needs to be less than or equal to the storage size: 
   
      
  (5.2) 
The initial energy content of heat storage for dwelling d is denoted by   
 , and is considered to be 
a decision variable in this optimisation framework. It is also bounded from above by the storage 
size: 
   
      
  (5.3) 
Constraints on the maximum charging or discharging of heat storage are formulated for each 
dwelling d and each time step t as follows: 
   
      
    
   (5.4) 
   
    
      
   (5.5) 
where   
   and   
   correspond to maximum charging and discharging power for storage of 
dwelling d, respectively. Obviously, if the heat output of the HP system is higher than the concur-
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rent heating requirement, the excess output   
      
  is used for charging the storage. Con-
versely, when HP produce less heat than specified by the user’s heat demand profile, the deficit 
  
    
   
 is supplied by discharging the heat storage. Constraint (5.4) obviously becomes re-
dundant if   
       
   
 for every d, and similarly (5.5) becomes redundant when   
   
       
   for all dwelling types. 
Heat storage balance equations need to take into account the state of charge in the previous time 
period and any charging or discharging taking place in period t. The balance equation for a single 
dwelling of type d and time t is expressed through the following pair of constraints:31 
   
      
     
      
        
  (5.6) 
   
      
     
      
     (5.7) 
In the above constraints   is used to denote the duration of the unit time interval, needed to link 
power and energy-based quantities in the relevant expressions. Inequalities (5.6) and (5.7) are 
very similar and differ only in the multiplication with the storage charging efficiency of dwelling 
d (   
 ). It needs to be noted at this point that in this model the energy losses associated with 
charging and discharging storage (i.e. the so-called cycle efficiency losses) occur only when stor-
age is charged, while any discharging of heat from the storage into the heating system occurs 
with 100% efficiency. This approach is equivalent to assuming two efficiency values, one for 
charging and another for discharging, the product of which would be equal to    
 . 
Based on these assumptions, constraints (5.6) and (5.7) work as follows: 
 If the heat storage is being charged, i.e.   
      
 , constraint (5.6) is more restrictive 
and is therefore actively limiting the storage charging power. The energy actually stored 
is obtained by reducing the energy used for charging by the efficiency factor    
 . 
 If the heat storage is being discharged, i.e.   
      
 , constraint (5.7) becomes more re-
strictive and is therefore actively limiting the storage discharging power. As already ex-
plained, discharging is assumed to occur without losses. 
It is also assumed there is no leakage losses from the storage, i.e. that its heat content does not 
decrease with time when storage is idle, i.e. that a unit of heat stored in it would remain stored 
                                                             
31 Inequalities are used instead of equality constraints in this case, because they enable a more efficient 
problem formulation, given that equality constraints are interpreted internally by LP solvers as two ine-
quality constraints of opposite directions. Inequalities suffice in this case as the problem is linear and con-
vex, so that putting less energy in the storage than the excess of heat output, or extracting more than the 
deficit of heat output (i.e. having both constraints (5.6) and (5.7) non-binding) would be suboptimal in 
that it would reduce the ability of storage to deliver peak demand reduction around the time of peak sys-
tem demand. 
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indefinitely. Although this is not entirely correct, it is sufficiently accurate for the shorter time 
horizons typically considered in this modelling approach (e.g. a 24-hour period). 
Constraints (5.6) and (5.7) are valid for all time steps where    . By analogy, the same con-
straints for the first time step in the scheduling period take the following form: 
   
    
     
      
        
  (5.8) 
   
    
     
      
     (5.9) 
In order to prevent that the storage becomes completely empty at the end of the scheduling pe-
riod in order to minimise the objective function (i.e. to have it equally capable of supporting sys-
tem management on the following day), the final state of charge of the heat storage for each 
dwelling d is set to be equal to the initial state of charge: 
   
    
  (5.10) 
where   
  is the storage state of charge at the end of the last time step of the scheduling period 
(T). Since the initial/final state of charge is treated as decision variable, its optimum value is 
found during the LP solving process along with other decision variables. 
The total consumption of all HP systems at time t in the area with    households is found by 
summing up the HP consumption of all dwelling types and scaling it up by the factor       : 
   
   
  
   
    
   
  
   
 (5.11) 
Assuming that the non-HP demand at time t in the analysed system is equal to   , the aggregate 
demand at the same time step is represented by      
  , which allows for the system peak de-
mand to be defined as: 
            
       (5.12) 
Finally, the objective function can now be formulated as: 
 
         
Subject to constraints (5.1)-(5.12) 
(5.13) 
The peak management approach described above can be applied to various system sizes, rang-
ing from small residential distribution systems to the overall national electricity supply system. 
The following section will demonstrate the capability of the peak management model to reduce 
the maximum demand in a residential distribution network with 5,000 customers. 
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5.2.3 CASE STUDY: USING HPS WITH THERMAL STORAGE FOR PEAK MANAGEMENT IN A 
RESIDENTIAL DISTRIBUTION NETWORK 
This section will analyse the potential to use HP systems in residential dwellings to reduce the 
peak demand in a residential distribution network, which could potentially bring substantial 
savings in distribution network investment, given that the distribution network cost is primarily 
driven by the capacity of network elements (lines, transformers etc.) that are required to supply 
a given level of electricity demand in the network. 
HP demand characteristics 
To illustrate variations in maximum instantaneous heat consumption across dwellings, as well 
as in the daily heating requirements (expressed as electricity equivalent), Figure 5.3 shows pairs 
of values (maximum output vs. daily energy) for all dwellings and for both 1-hour and 5-minute 
profiles. The figure also indicates the averages for maximum heating requirements across all 
dwellings for 1-hour and 5-minute profiles, also indicating the average daily energy require-
ment. As expected, 1-hour maximum outputs are lower than with 5-minute resolution, given that 
hourly profiles smooth out the short-term variations (see Figure 5.2). The highest 5-minute 
maximum observed among all dwellings is 5.32 kW, while for 1-hour resolution no dwelling ex-
ceeds 3.15 kW. 
 
Figure 5.3. Distribution of daily energy requirements and maximum heating power for the analysed dwell-
ing sample 
The flexibility in HP operation, i.e. the ability of the heating systems to decouple HP electricity 
consumption from the heating requirement profiles of the customers is assumed to be the result 
of the existence of thermal storage associated with HP systems. The size of the storage in this 
case study will be varied to investigate its impact on the ability of the flexible HP demand to re-
duce the peak demand in the local network. Storage sizes across different dwelling types will be 
varied in steps that are expressed as percentages of daily heating requirements for the respec-
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tive dwelling. The steps considered in this analysis include: (i) 5%, (ii) 10%, (iii) 15%, (iv) 20%, 
(v) 25%, and (iv) 50%.  
A parameter of interest that will be monitored across the case studies is the increase in total HP 
consumption due to the utilisation of storage. Clearly, if large volumes of heating demand are 
shifted in time so that they are supplied during off-peak periods through charging the heat stor-
age, and then discharged back from the storage during peak periods, this will cause energy 
losses due to the cycle efficiency of heat storage. The increased energy consumption will in-
crease the cost of electricity for the customers, but this increase will expectedly be minor com-
pared to the potential savings in distribution network cost (part of which would need to be re-
munerated to HP owners participating in demand-side response). 
The network that will be used is a residential network representative for GB, with 5,000 cus-
tomers. It is assumed that all 5,000 customers use ASHPs for heating, following the heating re-
quirements illustrated in Figure 5.2.32 This is the same residential distribution area that was 
analysed in Section 4.6.2, where the impact of EV charging was evaluated. With no storage avail-
able, i.e. with no ability to modify the operating patterns of HPs, the total demand profile for the 
analysed network is depicted in Figure 5.4, where HP demand has been added on top of the 
baseline (no-HP) network demand. 
 
Figure 5.4. Baseline demand and HP load for a network with 5,000 customers on a very cold day 
Figure 5.4 also indicates the daily electricity requirements for baseline and HP load profiles. It is 
evident that adding HP load to the domestic customer profile will create a substantial new elec-
tricity demand, in the amount of 77% of the baseline daily electricity requirements. The addi-
tional demand also results in a significantly higher peak, increasing it from 8.1 MW to 14.4 MW 
for the observed day. The increase of the total peak demand is accentuated by the fact that the 
heating demand and baseline demand profiles have similar patterns, with pronounced morning 
                                                             
32 It has been assumed that the customers in the analysed network do not use electricity for heating in the 
no-HP case. Their diversified peak per customer is therefore around 1 kW. 
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and late evening peaks. A possibility to flexibly shift demand in time, even if it implies energy 
losses for charging and discharging storage, would obviously provide significant opportunities 
to reduce the peak demand and consequently ease the requirements on the distribution network 
infrastructure. 
HP operation with heat storage 
Further examples assume that flexible HP operation is enabled through the installation of dedi-
cated heat storage of varying sizes, following the methodological approach described in Sec-
tion 5.2.2. Given that individual HP systems in different dwellings now do not need to exactly 
follow the heat demand profile, defining their maximum output levels (    
   
) becomes rele-
vant.33 In the main part of the studies performed in this section, it is assumed that the ratings of 
HP systems in different dwellings correspond to the maximum demand for heating observed in 
the 5-minute profiles in Figure 5.3. Further sensitivity analyses will investigate the impact of 
varying the installed capacity of HP on the ability to perform peak management. 
Figure 5.5 shows the peak reductions that can be achieved by putting heat storage installations 
of various sizes in the HP systems. Each of the charts indicates the new level of aggregate peak 
demand, as well as the level of the additional daily HP energy requirements (which increase with 
a more intensive use of storage because of the charging losses). Also, in each chart the uncon-
trolled HP load is depicted by thin dashed red line, in order to illustrate the changes in the shape 
of the aggregate demand diagram. Periods where the modified total demand is above the total 
demand of the uncontrolled case (such as e.g. around mid-day in Figure 5.5d) is when storage is 
being charged, and vice versa. 
                                                             
33 In the uncontrolled case the maximum HP output in each dwelling simply needed to be sufficient to 
supply the maximum hourly demand of the relevant heat demand profile. Any higher rating would not 
affect the HP operation in any way, while a lower rating would yield an infeasible system which is not ca-
pable of supplying the heating requirements. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 5.5. HP system operating profiles for different storage levels: (a) 5%, (b) 10%, (c) 15%, (d) 20%, 
(e) 25%, (f) 50% 
Results presented in Figure 5.5 allow for drawing the following conclusions: 
 Higher storage sizes enable a larger reduction of system peak demand. Storage of the 
size of 50% of daily energy requirements is able to completely flatten the aggregate de-
mand profile, reducing it from 14.4 MW in the uncontrolled case to only 8.7 MW, which is 
only 0.6 MW higher than in the system with no HP demand. Also, it can be observed that 
adding storage capacity in increments of 5% of equivalent daily demand yields the high-
est peak reduction if there is little or no storage already. For instance, the first 5% of 
storage size reduces the peak by 1.4 MW, while moving from 15% to 20% brings the 
peak down by only 0.7 MW. In other words, as the resulting demand diagram becomes 
8.1 MW 
13.0 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 89.4 MWh
8.1 MW 
12.0 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 90.1 MWh
8.1 MW 
11.2 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 90.8 MWh
8.1 MW 
10.5 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 92.1 MWh
8.1 MW 
9.8 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 92.1 MWh 8.1 MW 
8.7 MW 
0
5
10
15
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
HP load
Original demand
Total demand
E= 116 MWh
E= 92.5 MWh
Chapter 5 .Opportunit ies  for  System Management Using Flexible Heating Demand  
165 
flatter and the duration of the new peak correspondingly longer34, it becomes progres-
sively more difficult to reduce peak demand further by one megawatt. This diminishing 
return phenomenon also implies that the marginal value of an additional unit of heat 
storage capacity decreases at higher volumes of (already existing) storage. 
 Having a larger heat storage capacity available generally incurs higher energy losses 
from charging and discharging actions, in order to facilitate peak reduction. This is indi-
cated by the daily volumes of HP electricity demand in Figure 5.4 and Figure 5.5, which 
show that with 5% storage there is about 0.5 MWh increase in daily electricity require-
ment for HP operation, when compared to the uncontrolled case. It has to be noted how-
ever that even at this storage capacity the level of losses is not dramatically high, and 
does not exceed 4% of daily electricity requirements for heating. The importance of this 
additional consumption is further weakened by the fact that using heat storage to per-
form peak reduction in the network would occur only during a few cold winter days, i.e. 
it is not expected that peak management actions would occur on a continuous basis 
throughout the year. 
Taking into account both the cost of dedicated storage capacity as well as the cost of additional 
energy to cover the storage losses, it is evident that the economic cost of reducing system peak 
demand by 1 MW is the lowest for the first megawatt, after which it becomes increasingly more 
expensive to bring the peak down by a further megawatt. Storage installation cost and the cost of 
energy losses could therefore be interpreted as the implicit cost of peak reduction, although in a 
fair comparison this should also take into account the benefits for HP system owners who would 
need HPs with lower ratings if they opt for installing heat storage. 
Another important output of the proposed modelling approach is the operation of storage itself, 
i.e. the daily variation in its state-of-charge as a consequence of charging and discharging ac-
tions. To that end, Figure 5.6 presents the energy content level of storage for the six cases de-
picted in Figure 5.5. The quantity depicted in Figure 5.6 represents the aggregate heat storage 
content, i.e. the sum of energy stored across all dwelling types in the 5,000-customer network. 
The energy content is expressed in equivalent electricity units, to make it comparable to the HP 
outputs. For each storage capacity varying between 5% and 50% there is also an indication in 
the figure as to how the energy content variation compares to the theoretical maximum aggre-
gate energy content across all dwellings (this is indicated by short dashed lines above the points 
corresponding to the maximum storage content levels for different storage sizes). 
                                                             
34 Peak demand period in the uncontrolled case (Figure 5.4) only lasts for a few hours. On the other hand, 
with e.g. with 20% storage capacity (Figure 5.5d) the duration of peak demand is 15 hours. 
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Figure 5.6. Daily variations in aggregate energy content of storage for capacities between 5% and 50% 
For smaller storage sizes the storage generally starts with zero content, and then it is charged 
between approximately 8am and 3-4pm in order to achieve maximum content level just before 
the time of the evening peak occurring between 5pm and 7pm. For all storage sizes the energy 
content is rapidly discharged into the heating systems during the peak period in order to mini-
mise the use of electricity to run HPs. This is illustrated by a relatively high negative gradient of 
energy content between 5pm and 8pm in Figure 5.6. 
For high storage sizes of 25% and 50% pre-charging is also observed during morning hours (un-
til about 6am), in order to reduce the morning peak as well .This is because high storage sizes 
are capable of reducing the evening peak to the level below the morning one, which requires 
that morning peak is also managed in order to minimise the overall daily peak. Only in the case 
of 50% storage is the optimal initial storage content suggested by the model higher than zero, 
which can be explained by the need to build-up energy in the storage prior to the morning peak. 
It is also interesting to observe that the theoretical maximum energy content is not reached for 
any storage size, although the maximum content comes very close (with the exception of the 
50% storage size, where due to the fact that the aggregate daily profile is completely flattened, 
some of the storage capacity is obviously redundant). The reasons for this are the specific pro-
files of heating requirements for some dwellings. These dwellings i.e. their inhabitants do not 
require any heat during the system peak and can therefore make no contribution to peak reduc-
tion through heat storage actions. This is why the theoretically available maximum level of en-
ergy content is never fully utilised. 
Sensitivity to HP ratings 
In order to investigate the impact of installing heat storage on the necessary level of HP ratings, 
several sensitivity studies have been carried out for the 15% storage size with reduced HP rat-
ings. As mentioned before, the maximum HP output in studies thus far have been assumed to be 
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equal to maximum observed demand in 5-minute profiles, i.e.     
        
      . The HP ratings in 
sensitivity studies have been modified in the following manner: 
1. Maximum output reduced to 75% of maximum 5-minute output:     
            
      . 
The average HP rating is thus reduced from 3.52 kW to 2.64 kW. 
2. Maximum output reduced to maximum 1-hour output:     
        
     . The average HP 
rating is thus reduced from 3.52 kW to 2.58 kW (which is quite similar as the first sensi-
tivity study). 
3. Maximum output reduced to 80% of maximum 1-hour output:     
           
     . The av-
erage HP rating is thus further reduced to 2.06 kW. 
The idea behind these sensitivity studies is to test whether the reduced HP rating affect the ca-
pability of storage to support peak demand minimisation for the selected storage size (15%). In 
that respect, Figure 5.7 presents the HP operating patterns with 15% thermal storage for the 
alternative levels of HP rating, and this is contrasted to the results obtained assuming the ratings 
as in the first set of studies (Figure 5.5c). 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.7. HP operating profiles with 15% storage with HP ratings assumed at: (a)     
      , 
(b)         
      , (c)     
     , (d)        
      
The resulting operating schedules suggest that the detrimental impact on the capability of heat 
storage to deliver peak demand reductions as the result of lower HP ratings is of minor magni-
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tude. A slightly more visible effect is the increase of energy losses with higher HP ratings, al-
though this only occurs at the level of less than 3% of the previous value. The increase of losses 
results form lower HP ratings, i.e. reduced capability of HPs to supply peak heat demand on their 
own, which requires that more energy is charged into storage to support supplying peak heat 
demand. Higher volumes of charging and discharging then cause the energy losses to increase, 
although the scale of this increase is rather small at the assumed storage efficiency. 
It is interesting to note that HP operation with the rating of        
      (depicted in Figure 5.7d) is 
still able to deliver a substantial reduction in peak demand, although the HPs in that case are not 
large enough even to supply the daily peak heating demand requirements in 1-hour resolution. 
This clearly indicates that multiple benefits of heat storage can be achieved, i.e. that there is a 
synergy between using storage to mitigate peak demand in the network and using it to reduce 
the installation cost of HP for the end users. 
Figure 5.8 reveals that the usage pattern of storage does not change significantly either as the 
result of lower HP ratings. There is a slight increase in the initial storage content as HP ratings 
reduce, as well as a slight reduction in maximum attained storage content just prior to the peak 
period. Both effects can be explained by the fact that HPs with lower ratings cannot charge the 
storage as quickly as higher-rated HPs (especially given that when charging the storage, HPs also 
need to supply its own heat demand, i.e. charging only occurs through the difference between HP 
output and current heat demand). 
 
Figure 5.8. Daily variations in aggregate energy content of storage for 15% storage and different HP rat-
ings 
Concluding remarks 
Case studies conducted in this section have shown that HP systems equipped with dedicated 
heat storage can deliver significant reductions of peak demand in the local network. For in-
stance, with heat storage installation of the size equal to 25% of daily heat requirements, the in-
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crease in peak demand as a result of large-scale electrification of residential heating can be re-
duced from 78% above the original value to only 21% above original peak demand. In other 
words, this particular storage would be able to reduce the peak demand by 32%, from 14.4 MW 
to 9.8 MW. 
The value of this peak reduction in terms of avoided network reinforcement cost would clearly 
be massive. The analysis of the distribution network reinforcement cost resulting from large-
scale introduction of HPs in a semi-urban residential LV network has been carried out in [7]. For 
the analysed network it has been found that if no control is implemented over HP demand at 
50% of electrified heating, the percentages of overloaded distribution lines and transformers 
would amount to 36% and 73%, respectively, indicating a dramatic need for replacements or 
reinforcements of network assets. If on the other hand, smart management of flexible HP de-
mand is facilitated by installing heat storage in the amount of 25% of daily heat requirements, 
the percentages of overloaded assets would drop to 15% and 11%, for lines and transformers 
respectively. This would have a direct consequence of a massively reduced need to reinforce the 
network to accommodate new electrified heating demand. 
In addition to benefits to distribution network operators discussed above, heat storage could 
also bring significant savings to HP system users, through reducing the required installed power 
of HP systems, thereby reducing the installation cost for the user. Sensitivity studies carried out 
here indicate that the two categories of benefits are not mutually exclusive, i.e. that heat storage 
can provide (a bulk of) them simultaneously. 
It is important to note that in future low-carbon systems characterised by high electrification of 
both heating and transport demand there may be significant interaction between the flexibility 
provided by HPs and EVs. Given that shifting HP loads through heat storage incurs energy losses, 
while flexible EV loads can typically be shifted without losses, any peak demand management 
involving both types of flexible demand would first make use of flexible EV loads while minimis-
ing the need to shift HP load to achieve a flat load profile. This demonstrates the need to analyse 
the combined impact of all flexible demand technologies in the electricity system. Clearly, the 
load impact of electrifying the heat sector can be mitigated by appropriately controlling loads 
due to electrification of the transport sector, and vice versa. 
In the case with HPs only, a significant amount of heat-related load is shifted to the night period. 
On the other hand, in the combined optimisation with HPs and EVs, electric vehicle demand is 
shifted to the night while HP loading is only slightly modified from its original profile. 
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5.3 USING COMMERCIAL HVAC DEMAND FOR PEAK DEMAND MANAGEMENT 
The approach to peak management using flexible heating demand (also referred to more gener-
ally as HVAC35 demand) developed in this section involves larger commercial buildings, with the 
source of flexibility being the thermal mass of the building structure. The application can poten-
tially be extended to include residential dwellings as well, but the aim here is to demonstrate the 
methodology that will incorporate thermal behaviour of a building into the power system man-
agement. 
The application of domestic HP systems for peak management analysed in Section 5.2 enabled 
the heating load to be flexibly shifted through the installation of dedicated heat storage in resi-
dential dwellings, and their operation in tandem with the HPs. In contrast to that approach, this 
section does not make any assumptions on the existence of dedicated heat storage, but rather 
assumes that the thermal mass of buildings can be used as an embedded heat storage, which can 
be exploited to modify the typical heating demand patterns (within allowed limits), with the ob-
jective to support system management. 
Using flexible HVAC demand for peak management on a national level could potentially lead to a 
lower need for long-term reserve generation capacity while providing adequate system secu-
rity36. The provision of long-term reserve by conventional generation may not be efficient if it is 
needed relatively infrequently and only for power shortages of small magnitude, in which cases 
it may be preferable to modulate the consumption of certain loads rather than install backup 
capacity. The benefits of reduced peak would however come at the cost of thermal energy (for 
heating or cooling) not delivered i.e. of indoor comfort level changes. It is therefore critical to 
understand which control actions could be performed without significantly affecting the per-
ceived comfort level of users. 
Commercial buildings (hotels, offices, and retail stores) have been identified as most suitable to 
modulate HVAC operation for system support, as suggested by the demonstration trials carried 
out within a UK-based project [93]. Based on these trials, a representation of the HVAC energy 
consumption of commercial buildings has been estimated for the whole of the UK, in order to 
project the results of the demonstration site onto a larger scale and thus assess the system-level 
value of flexible HVAC demand. To that end, the analysis considered a very diverse set of build-
ing types, including different sizes, insulation levels, temperature set point schedules and loca-
                                                             
35 Heating, ventilation and air conditioning. 
36 The required level of system security is commonly expressed as the maximum allowed level of the Loss 
of Load Expectation (LOLE). LOLE is expressed as the number of hours per year when load is expected to 
exceed the available generation, and its maximum allowed values are typically in the order of several 
hours per year. 
Chapter 5 .Opportunit ies  for  System Management Using Flexible Heating Demand  
171 
tions, all of which have been assessed using a widely accepted building thermal simulation tool 
EnergyPlus [94]. 
The analysis presented in this section draws heavily on the work carried out in a recent study on 
the potential of flexible demand carried out for the UK Technology Strategy Board [101]. 
5.3.1 SECOND-ORDER THERMAL MODEL OF BUILDINGS 
While thermal building simulations with an advanced tool are the prerequisite to gain baseline 
understanding of thermal demand response, direct interaction of the EnergyPlus tool with large-
scale electricity system scheduling tools is a challenging task given that they cannot be coupled 
to work simultaneously. A simplified analytical model for building thermal response has there-
fore been adopted and validated through EnergyPlus simulations. This so-called 2nd order model 
(2OM) [102] is capable to capture the two most significant time constants that play a role in the 
building dynamic thermal behaviour. The two time constants include a “faster” one, representing 
the thermal capacity of the internal air mass, and a “slower” one representing the thermal mass 
of the building fabric. While such a model is an approximate representation of the building be-
haviour, if the model parameters are appropriately tuned based on an adequate reference (such 
as Energy Plus simulations or actual measurement data), the overall outputs show a very good 
degree of accuracy, which is fully acceptable to use in system-level studies considering the large 
level of uncertainty inherent to a number of other factors. The second order model with its pa-
rameters is represented in Figure 5.9.  
 
Figure 5.9. Equivalent thermal network in the 2nd order model 
Symbols in Figure 5.9 have the following meaning: 
 Ti is a state variable representing the average indoor air temperature (a single zone 
mode is assumed here); 
 Tm is a state variable representing the average temperature of the building structure (i.e. 
walls); 
 To is the outdoor temperature; 
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 kI is the “fast response” thermal conductance, due to ventilation heat losses, window 
losses, and so on, between the indoor air mass and the outdoor (with the assumed infi-
nite thermal capacity); this is also known as lightweight inside-to-outside conductance; 
 ki is the thermal conductance between the indoor air and the building fabric (inside-to-
structural conductance); 
 ko is the thermal conductance between the building fabric and the outdoor (structural-
to- outside conductance);  
 Ca is the effective thermal capacity of the indoor air (the “air mass”), which also captures 
the presence of internal structures (such as different rooms, partitions, and so on) and 
solids; 
 Cm is the overall thermal capacity of the structure of the building (the “structural mass”); 
and  
 Q is the generic heat power supply term that directly acts on the indoor air (rate at which 
thermal energy is delivered inside the building from all sources); this includes solar 
gains, internal gains due to equipment and people, and contribution from HVAC devices 
as heating or cooling in order to keep the indoor temperature at desired set points. 
The 2OM thermal network can be mathematically represented in terms of differential heat bal-
ance equations at the equivalent air and building structure points: 
   
    
  
                       (5.14) 
   
    
  
                     (5.15) 
Equation (5.14) links the rate of change of the internal air temperature with the rate of heat ex-
change between air and building structure (the first term) and between air and the outdoor en-
vironment (the second term), as well as the rate of heat transfer from additional heat sources 
(internal and external gains or HVAC activity). The rate of temperature change will be equal to 
zero (i.e. the temperature will be constant) when the heating rate (i.e. thermal power) Q exactly 
balances the two loss terms. The rate of change of the building structure temperature is analo-
gously described by (5.15). 
In order to introduce the above equations into power system optimisation models that work 
with finite-length time intervals, it is necessary to discretise the heat balance equation. After 
substituting        with        and        with       , the system (5.14)-(5.15) can be writ-
ten as the following pair of finite difference equations: 
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                                       (5.16) 
 
    
  
 
 
  
                                  (5.17) 
Equations (5.16)-(5.17) further express the rates of temperature change as functions    and    of 
the time-varying quantities in the model (          ). 
As suggested by the relevant literature on numerical solving procedures for differential equa-
tions [103], there are three basic approaches to discretising differential equations into finite dif-
ference equations. For brevity, they are listed here for the indoor air temperature only, with t 
denoting the time index at which the values of variables are taken (assuming the time interval 
between t and     is equal to   ): 
1. Forward Euler. The finite differences in temperatures are (explicitly) expressed as for-
ward differences: 
 
           
  
                               (5.18) 
2. Backward Euler. The finite differences in temperatures are (implicitly) expressed as 
backward differences: 
 
           
  
                       (5.19) 
3. Crank-Nicolson. The finite differences in temperatures are (implicitly) expressed as cen-
tral differences: 
 
           
  
 
 
 
                              
 
 
                      (5.20) 
Expressions for the wall temperature    would be analogous to expressions (5.18)-(5.20). Obvi-
ously, the expression (5.18) allows for explicitly expressing air temperature at time t (    ) as a 
function of problem variables at previous time period (                  ), while expressions 
(5.19) and (5.20) are implicit representations of      given that it appears on both sides in the 
equations. 
Due to its good accuracy and stability performance, the Crank-Nicolson method is used in the 
remainder of this section. The heat balance equations thus take the following form: 
 
            
 
 
 
  
  
                                          
 
 
 
 
  
  
                                 
(5.21) 
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(5.22) 
The application of 2OM requires the knowledge of the five equivalent thermal parameters (two 
capacitances and three resistances). In order to estimate these, the building structure character-
istics of a large number of commercial buildings have been simulated in [101] using the Energy-
Plus tool based on detailed building representation. This was used to run a system identification 
algorithm based on minimising the least square distance between indoor temperature profiles 
generated by the 2OM and by EnergyPlus and estimate the necessary thermal parameters. 
In order to convert thermal output represented in the 2OM (  ) into electrical HVAC load, the 
net heat supply to the indoor space is separated into the following components: 
        
         
        (5.23) 
where     
     and     
     represent the heat supplied by an HVAC system when heating or ex-
tracted when cooling, respectively, while    denotes the profile of the internal heat gain due to 
solar gain, occupancy, equipment and lighting inside the buildings. 
The electricity demand for HVAC operation in heating and cooling modes is then obtained using 
the temperature-dependent Coefficient of Performance (COP): 
  
    
    
    
    
  
 
              
 
    
    
    
    
  (5.24) 
COP in both heating and cooling operation modes is a function of the difference between the 
outdoor temperature and the output temperature of hot water delivered to the heating system 
(typically between 45 and 55 °C). The relationship between the COP and the temperature differ-
ence for an ASHP has been estimated from tabular data provided by an equipment manufac-
turer, and is depicted in Figure 5.10. 
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Figure 5.10. Temperature dependence of COP in HVAC systems 
5.3.2 INCLUDING HVAC LOAD IN THE PEAK MANAGEMENT FORMULATION 
Including HVAC demand in the peak minimisation problem is carried out based on the following 
assumptions: 
 There are B different building types, each one is indexed by b, and the total number of 
buildings of type b is equal to  . 
 Each building has a predefined pattern of heating and cooling set points, denoted by     
  
and     
 , respectively, where t is the time index taking values between 1 and T during the 
analysed period. 
 A building of type b is defined by its 2OM thermal parameters (  
    
    
    
    
 ), and 
has a predefined pattern of internal heat gains   
 , while the relevant air and structure 
temperatures at time t are denoted with     
  and     
 , respectively. 
 Maximum operating power (rating) of the HVAC system of building b for heating and 
cooling is given by     
     and     
    , respectively. 
 In order to provide flexibility to the system, the HVAC system of each building is allowed 
to deviate from the heating and cooling set points by a certain number of degrees, which 
can generally also vary with time. Therefore,     
     and     
     are used to denote the 
maximum allowed temperature deviations above the cooling set point     
  and below the 
heating set point     
 , respectively. In order to account for the discomfort caused to the 
users, these allowed deviations are penalised by a moderate cost    
    in the objective 
function. This cost is expressed in monetary units per hour and per degree of tempera-
ture deviation. 
 Furthermore, in order to avoid infeasibilities (such as e.g. when the temperature needs 
to ramp up quickly from the low night set point to a high day set point, while the HVAC 
system is limited in power), further temperature deviations are allowed, up to the level 
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of     
     and     
     for positive and negative deviations, respectively. These “forced” de-
viations are penalised in the objective function using a high cost coefficient    
   , which 
is about two orders of magnitude higher than the cost coefficient associated with the al-
lowed temperature deviations (   
   ) and is expressed in same units. 
The optimisation problem is then formulated as follows. Electrical power consumed by the 
HVAC system of building b for heating and cooling is limited by the power rating: 
       
         
     (5.25) 
       
         
     (5.26) 
Heat balance equations take the following form for building type b: 
 
    
        
   
 
 
 
 
  
  
    
        
        
     
        
        
        
          
         
          
          
    
 
 
 
 
  
  
    
      
      
     
      
      
        
        
         
        
        
   
(5.27) 
 
    
        
  
 
 
 
  
  
    
        
        
     
        
        
     
 
 
 
 
  
  
    
      
      
     
      
      
    
(5.28) 
In equations a simplified assumption is made where COP values for heating and cooling modes 
are constant throughout the study period. 
The indoor temperature is bounded from below and above by the heating/cooling set points, 
adjusted for any decisions to exercise allowed ( ) and forced ( ) deviations: 
     
      
      
         
     (5.29) 
     
      
      
         
     (5.30) 
The decisions to exercise allowed or forced deviations are limited by their maximum permitted 
values: 
     
         
         
         
     (5.31) 
     
         
         
         
     (5.32) 
The aggregate peak demand is quantified as the maximum across all time intervals of the sum of 
the baseline system demand that excludes HVAC demand (  ) and the aggregate HVAC demand 
across all building types: 
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    (5.33) 
Finally, the objective function to be minimised will contain not only the new peak demand (as in 
Section 5.2), but also the cost terms associated with the following items: 
 Penalties for temperature deviations within the allowed range 
 Penalties for temperature deviations outside the allowed range (forced deviations) 
 Cost of energy for HVAC operation 
The cost of energy for HVAC operation is quantified in a straightforward manner, by assuming a 
fixed cost of a megawatt-hour of electricity used by the HVAC devices, denoted by   .37 Further-
more, given that the terms associated with the energy consumption and temperature deviations 
are all expressed in monetary units, the equivalent cost of a given level of peak demand also 
needs to be quantified as cost in the objective function. This is implemented by assuming a fixed 
cost per megawatt of capacity (  ), which represents the cost of the generation capacity that 
would need to be installed in the system in order to supply peak demand. Obviously, any reduc-
tion in peak demand resulting from HVAC control actions will reduce the requirements for ade-
quate generation capacity in the system, which can be translated into economic benefits due to 
avoided need to invest in generation capacity. 
The cost-based minimisation of peak, where the cost of peak demand is considered in parallel 
with the cost of consumer discomfort due to increased magnitudes of temperature deviation and 
the cost of supplying the energy needed to operate the HVAC system, allows for finding appro-
priate tradeoffs between different cost categories. For instance, the reduction of peak through 
the modification of HVAC demand may require that more energy is used on a daily level in order 
to reduce consumption during system peak periods (e.g. due to pre-heating of the building in 
order to be able to reduce the heating requirements at a later point), and this approach should 
facilitate finding the most efficient trade-offs between investment and operation cost, taking into 
account phenomena such as heat losses and energy payback. Similar reasoning could be applied 
to the trade-off between the cost of discomfort and the cost of peak demand. 
Following the above considerations, the objective function is finally formulated as follows: 
                                                             
37 If the cost of energy is not considered, the model may produce non-realistic results. For instance, during 
winter the largest reduction of peak can be achieved by increasing the heating consumption throughout 
the day by keeping the building at a very high temperature and then cutting the heating down during sys-
tem peak. This approach would obviously be highly inefficient as it would completely ignore the increased 
cost of energy required to keep the building at a warmer temperature than what is actually required by 
the users. 
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Subject to constraints (5.25)-(5.33) 
(5.34) 
In the above problem formulation   represents the duration of the unit time interval. The appli-
cation of this algorithm on a realistic electricity system is presented in the next section. 
5.3.3 CASE STUDY: USING FLEXIBLE HVAC LOAD FOR SYSTEM PEAK DEMAND MANAGEMENT 
System characteristics 
The peak minimisation model using flexible HVAC demand is demonstrated on the GB system, 
assuming there are three different building types capable of providing flexibility in using their 
HVAC systems. The building types include an office, a hotel and a retail outlet, and all buildings 
have been assumed to be of average size and average insulation level. This will by no means rep-
resent the entire portfolio of commercial buildings equipped with HVAC systems, and the diver-
sity in the simulated building group will undoubtedly be lower: however this will still be useful 
to demonstrate the capability of the developed modelling framework and gain first insights into 
the potential of HVAC loads to contribute to peak demand management. 
The study will include the peak demand week in 2009, and it will be assumed that flexible HVAC 
systems represent a new demand that is not included in the original demand profile. It is further 
assumed that the demand in the remainder of the year is lower than in the observed week, i.e. 
that any HVAC control actions aimed at reducing the system peak would occur only during this 
week. 
Given that peak demand in the GB system occurs in winter, variables and parameters associated 
with cooling will not be particularly relevant; this could however be very much different in a sys-
tem characterised by high summer consumption due to significant air conditioning load. 
The parameters of the simulated system are summarised in Table 5.1. 
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Table 5.1. Parameters of the system with flexible HVAC demand 
System parameter Value 
System peak demand (GW) 58.9 
Number of buildings per type  
- Hotel 3,747 
- Office 128,363 
- Retail 206,340 
Cost of generation capacity (£/kW/yr) 40 
Cost of electricity (£/MWh) 100 
Maximum allowed deviation (°C) 1/2/3/4 
Cost of allowed deviation (£/°C/hr) 2 
Maximum forced deviation (°C) 10 
Cost of forced deviation (£/°C/hr) 200 
Unit time interval (hr) 1 
 
Table 5.2 summarises the thermal parameters of individual building types, as well as the HVAC 
operating parameters. The COP in this case study is assumed to be constant within the observed 
week. 
Table 5.2. Thermal parameters of buildings and HVAC systems 
Parameter Hotel Office Retail 
   [W/K] 6,425 893 725 
   [W/K] 1,623 691 312 
   [W/K] 1,380 302 97 
   [MJ/K] 18.74 4.72 1.44 
   [MJ/K] 844 325 466 
  
     [kW] 20 8 4 
  
     [kW] 20 8 4 
COPH, COPC 3 3 3 
 
The temperature profile for the analysed week (Monday-Sunday) is given in Figure 5.11, while 
Figure 5.12 presents weekly heating and cooling set point profiles for the three building types, 
as well as the profiles of internal heat gains. Both set point profiles and the internal heat gain 
patterns reflect different patterns of use for individual building types. Hotels have a regular daily 
pattern which does not change on weekends, reflecting the continuous occupancy pattern of ho-
tels. Offices on the other hand are intensively used during working hours (9am-6pm), while out-
side these hours and on weekends the heating temperature setting is reverted to a rather low 
setback value of 12 °C. Retail spaces are used throughout the week during opening hours (which 
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are slightly longer on Saturdays and shorter on Sundays), reverting to the setback value of 10 °C 
during the night. 
 
Figure 5.11. Temperature profile for the peak demand week 
-1.7
11.2
-5
0
5
10
0 24 48 72 96 120 144 168
T
e
m
p
e
ra
tu
re
 (
°C
)
Time (h)
Chapter 5 .Opportunit ies  for  System Management Using Flexible Heating Demand  
181 
  
(a) 
  
(b) 
  
(c) 
Figure 5.12. HVAC set point profiles (left) and internal heat gains (right) for: (a) hotel, (b) office, (c) retail 
space 
HVAC demand without control actions 
In the initial step, the HVAC demand profile is evaluated without pursuing the objective of peak 
demand reduction. This is implemented by eliminating the first term from the objective function 
in (5.34). The model then effectively minimises the use of energy by HVAC systems, i.e. main-
tains the indoor temperatures within the allowed ranges while keeping the electricity consump-
tion at minimum. At the assumed level of energy cost and the cost of allowed temperature devia-
tions there is no incentive for the model to allow the temperature to deviate outside the range 
defined by normal set points. 
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Total system demand, obtained as the sum of the original system demand (assumed to exclude 
the HVAC demand of interest) and the HVAC load quantified using the 2OM, is presented in Fig-
ure 5.13, which depicts the contributions of original demand and HVAC load to total demand. 
Although the contribution of HVAC load of commercial buildings considered in this analysis to 
the total demand is relatively modest in energy terms, its impact on peak system demand is visi-
ble with the rise of about 1.2 GW, as indicated in Figure 5.13 for the maximum original and total 
demand occurring during the second day of the observed week. 
 
Figure 5.13. HVAC contribution to total electricity demand in the uncontrolled case 
Figure 5.13 also illustrates the shape of the aggregate HVAC load of commercial buildings (plot-
ted against the right-hand side axis). The HVAC demand peaks at around 1.3 GW, which broadly 
corresponds with the level of daytime load observed on workdays. 
Temperature patterns in all three building types are illustrated in Figure 5.14, where indoor and 
wall temperatures (    
  and     
 ) are plotted against heating and cooling set points. Figure 5.14 
also indicates the operating pattern of HVAC electricity demand for heating, which is plotted 
against the right axis. 
Several observations can be formulated with respect to the thermal behaviour of buildings: 
 The indoor temperature in all cases follows the heating set point, given that this strategy 
ensures the minimum energy consumption. The indoor temperature curves and heating 
set point profiles are therefore found to overlap for a great majority of time. A slight ex-
ception to this are the temperature profiles of office and retail buildings during the sec-
ond half of the observed week. Given that the outdoor temperatures on those days ex-
ceeds the low night setback temperatures (at around 10 °C), the indoor temperature 
rises above the minimum allowed temperature even without the need to use heating 
from HVAC systems. This occurrence is not observed in the case of the hotel, as its night-
time setback temperatures are considerably higher (18 °C).  
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 Given that the analysed peak demand week occurs in winter, the cooling set points are 
not binding at any point in time. 
 Temperatures of the building structure (i.e. wall temperatures) vary in a much narrower 
range than indoor temperatures, by not more than 2 °C over the course of the week. This 
follows from a much larger thermal capacity of the building fabric when compared to the 
thermal capacity of indoor air, which contributes to a very slow rate of change of the wall 
temperatures. 
 Due to its size, the hotel consumes the greatest amount of electricity for indoor space 
heating, and therefore has the highest HVAC rating. 
 
(a) Hotel 
 
(b) Office 
 
(c) Retail 
Figure 5.14. Temperatures and HVAC operating patterns without demand control: (a) hotel, (b) office, 
(c) retail space 
HVAC demand control with free temperature excursions 
In the first approach to the management of flexible HVAC demand (with the objective to reduce 
system peak demand), it is assumed that any temperature excursion is allowed within the range 
defined by heating set points as the lower bound and cooling set point as the upper bound. The 
optimisation approach therefore follows the formulation of problem (5.34) with heating and 
cooling set points defined as in Figure 5.12, and the allowed temperature deviation for control 
actions set to:     
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The temperature profiles and the HVAC demand patterns for this control approach are pre-
sented in Figure 5.15. An immediate observation is that the model responds to the objective of 
peak minimisation by pre-heating the buildings in the days and hours prior to the time of peak 
demand on Tuesday evening. Given that the temperature is allowed to vary in a relatively broad 
range between heating and cooling set points, the indoor temperatures during the first two days 
reach significantly higher levels than in the uncontrolled case, so that a maximum reduction in 
aggregate HVAC consumption could be achieved during system peak conditions. 
 
(a) Hotel 
 
(b) Office 
 
(c) Retail 
Figure 5.15. Temperatures and HVAC operating patterns with demand control and free temperature ex-
cursions: (a) hotel, (b) office, (c) retail space 
The level to which a building is pre-heated is bounded by: (i) the maximum heating output of the 
HVAC system (as in the case of the hotel), and (ii) by the cooling set point profiles (as in the case 
of the office). For retail space, the preheating seems to be limited by both drivers at different 
parts of the day. 
A further consequence of pre-heating is a visible increase in building fabric temperature during 
the first two days, when compared to the uncontrolled case. The wall temperature increment 
varies between 2 °C in hotels and retail spaces, and 3.7 °C in the case of offices. This behaviour of 
HVAC systems could be interpreted as using the thermal mass of the building fabric as heat stor-
age, which is charged ahead of the peak, so that it can be discharged during the peak to minimise 
the use of electricity. Storing thermal energy into the building fabric is an indirect process which 
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requires that the heat supplied by HVAC systems is first transferred to the indoor air, from 
which it is then absorbed by the building structure.38 This process inevitably generates heat 
losses given that there is no way of stopping the release of heat from the building fabric into the 
outdoor environment. This represents the fundamental difference to the dedicated heat storage 
assumed in the analysis of residential HP systems in Section 5.2. As the result of storing heat in 
the building thermal mass, the night-time temperatures of the retail building increase compared 
to the uncontrolled case. 
Pre-heating the buildings in order to optimise their response with respect to peak demand 
minimisation obviously requires that the volume of HVAC electricity demand is considerably 
increased. During the first two days, the HVAC control approach with free temperature excur-
sions within the allowed range results in an increase in electricity consumption of 125%. Never-
theless, the cost of additional electricity is outweighed by the saved capacity of peaking plants 
that are not any more needed on the system, i.e. the model finds the optimal trade-off between 
the reduction of peaking capacity cost and the cost of increased electricity consumption. 
The allowed temperature deviation of up to 2 °C is activated in all three building types during 
the hour of the system peak, when the indoor temperatures drop below the heating set point 
defined for that hour. It is also used in offices to preheat the building to a temperature which is 
higher than the cooling set point, in order to enable a steeper drop in electricity use for heating 
during the peak hour. One can also observe that offices also perform temperature control within 
set point boundaries during the evening of the third day of the week (Wednesday), with the ob-
jective to reduce a secondary peak occurring on that day. This becomes relevant because the 
HVAC control actions reduce the Tuesday peak to the level which is lower than the uncontrolled 
Wednesday peak. 
The approach to HVAC control with free temperature excursions within the allowed range might 
be unacceptable from the aspect of user comfort level, as it would expose the employees and 
customers to considerable temperature variations. The next section therefore investigates the 
capability of HVAC control which prevents pre-heating of the buildings. 
HVAC demand control with fixed temperature profiles 
The pre-heating of buildings used to maximise the peak reduction potential of HVAC systems in 
the previous section may be undesirable from the customer comfort perspective. This section 
therefore assumes that no preheating is allowed to occur on a longer time scale, apart from the 
                                                             
38 According to the thermal building model presented in Figure 5.9, the heat injected into the indoor air is 
only partly transferred to the building structure, as some of it is transferred (i.e. lost) directly to the out-
side environment through the conductance   . 
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one enforced as part of the allowed temperature deviations (assumed at the level of 2 °C as in 
the previous section). 
This is implemented in the model by modifying the heating and cooling set points     
  and     
   
appearing in constraints (5.29) and (5.30) i.e. setting both of these profiles to exactly follow the 
indoor temperature profiles     
   obtained as the result of the uncontrolled case simulation: 
     
      
      
   (5.35) 
This ensures that HVAC systems follow the temperature profiles requiring minimum energy. 
Any deviations from those profiles are treated as allowed or forced deviations and penalised ap-
propriately in the objective function. In other words, unlike in the free temperature excursion 
case, where the indoor temperature was allowed to deviate from the uncontrolled case without 
penalisation (as long as it was within the boundaries defined by heating and cooling set points), 
any deviation from the uncontrolled pattern in the fixed temperature approach is penalised. 
Temperature profiles and HVAC electricity consumption for the fixed temperature control ap-
proach are shown in Figure 5.16. There is a marked difference when compared to the free tem-
perature excursion approach in Figure 5.15 – there is no more pre-heating taking place during 
the first day and a half of the week. Deviations from the uncontrolled case are much smaller and 
are concentrated in a few hours before and including the system peak demand. For instance, in 
the case of hotels, the indoor temperature rises to 23 °C three to four hours before the onset of 
the system peak, which is achieved by running the heating system at maximum output. This al-
lows the model to rapidly reduce the heating electricity requirement to less than 50% of the 
maximum output during the peak demand hour. A similar phenomenon is observed for offices, 
although the positive deviation here occurs for only one hour. The retail building does not utilise 
any positive temperature deviations, but only allows a negative deviation during the peak hour, 
precipitating the indoor temperature drop that would otherwise occur an hour later. 
Unlike offices and retail buildings, hotels need to recover the indoor temperature to the previ-
ously maintained level once the system peak has subsided. Their control actions therefore dis-
play a sequence of positive (allowed) temperature deviations followed by a negative deviation 
during the peak hour, after which the temperature is restored at the pre-control level. Offices 
and retail buildings on the other hand would reduce their temperatures to low night-time set-
back levels about an hour after the system peak, if no control was executed. Their temperature 
drop is therefore only moved slightly backward in time as the result of the peak management 
control actions. 
Given that no longer-term pre-heating takes place, the variations of the building structure tem-
peratures are again minimal, similar as in the uncontrolled case. Also, because of the modified 
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set points in constraints (5.29) and (5.30), original cooling set point profiles are of no relevance 
for indoor temperatures, i.e. they are not binding at any point in time. 
 
(a) Hotel 
 
(b) Office 
 
(c) Retail 
Figure 5.16. Temperatures and HVAC operating patterns with demand control and fixed temperature pro-
files (2 °C deviation): (a) hotel, (b) office, (c) retail space 
To illustrate how the controllable HVAC model responds to higher level of flexibility, Figure 5.17 
presents the temperature and HVAC power profiles for the fixed temperature control if the 
maximum allowed deviation level is increased to 4 °C. It can be observed that hotels and offices 
now utilise temperature control not only during Tuesday, but also on Wednesday, indicating that 
the original peak has been reduced to a level where both daily peaks need to be reduced through 
HVAC control action. 
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(a) Hotel 
 
(b) Office 
 
(c) Retail 
Figure 5.17. Temperatures and HVAC operating patterns with demand control and fixed temperature pro-
files (4 °C deviation): (a) hotel, (b) office, (c) retail space 
Summary of peak reduction capability of controllable HVAC demand 
The results of the case studies so far have shown that controllable HVAC demand adjusts to vari-
ous control approaches and allowed flexibility levels by executing different patterns of control 
actions. To further illuminate the impact of the flexibility and control approach on the HVAC op-
erating patterns, Figure 5.18 illustrates the impact of different control parameters on the behav-
iour of HVAC in hotels during the peak demand day (Tuesday). In particular, the flexibility pa-
rameter of interest which is varied in the studies depicted in Figure 5.18 is the allowed level of 
temperature deviation from the set point level, which takes values between 1 and 4 °C. For ref-
erence, the temperature and electricity demand patterns from the uncontrolled case are also 
plotted. The indoor temperatures are plotted against the left axis, while the HVAC power con-
sumption is plotted against the right axis. 
At higher flexibility levels, the model is allowed to schedule a higher temperature drop (i.e. nega-
tive deviation) during the system peak hour, also resulting in a decreased HVAC consumption 
during that hour. In addition, as the degree of flexibility rises, the model also uses the allowed 
deviation to increase the indoor temperature immediately before the temperature drop during 
the peak hour, as this allows for an even greater reduction of HVAC power consumption, due to 
the fact that the temperature drop starts from a higher level. This trend is however limited by 
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the maximum heat output of the HVAC system, so that e.g. an increase from 2 °C deviation to 3 °C 
deviation cannot significantly increase the temperature just before the peak hour drop given 
that at 2 °C deviation the HVAC system is already operating at maximum output during the three 
hours before the peak. The model therefore responds by increasing the HVAC output to maxi-
mum even earlier (at around 10am), to enable a small increase in the temperature reached just 
before the peak. A further increase in the allowed deviation to 4 °C does not lead to a change in 
the HVAC operating pattern before the peak (i.e. the patterns for temperature and HVAC demand 
overlap with those at 3 °C deviation, except for the peak hour), as there is obviously very little to 
be gained by starting the preheating even earlier (the increase in temperature preceding peak 
would be minimal, at the cost of additional electricity consumption and prolonged duration of 
temperature deviations). 
 
Figure 5.18. Temperature and HVAC demand profiles in hotels on Tuesday for different levels of flexibility 
It is evident that successively increasing the level of flexibility enables further reductions in 
HVAC power during the system peak. Compared to the uncontrolled case, the following reduc-
tions in hotel HVAC demand during the peak hour are observed: (i) 23% (1 °C), (ii) 47% (2 °C), 
(iii) 68% (3 °C) and (iv) 88% (4 °C). These reductions illustrate how much the aggregate HVAC 
load can be expected to reduce during system peak conditions as the result of HVAC control ac-
tions. 
Figure 5.19 illustrates the impact on system peak reduction of different control approaches and 
flexibility levels. The figure depicts two groups of curves: (i) total demand, and (ii) HVAC de-
mand (which is plotted against the right axis). Both groups also contain a depiction of the re-
spective quantity in the uncontrolled case, while total demand is also compared with the level of 
demand not including HVAC load (“Original”). Furthermore, the demand diagrams involving 
HVAC control include the cases with fixed temperature control with deviations between 1 °C and 
4 °C, as well as the free temperature excursion case with the allowed deviation of 2 °C (“Free”). 
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Figure 5.19. Total demand and aggregate HVAC load during peak hours for different levels of flexibility 
As expected, increased levels of temperature flexibility are capable of delivering higher peak re-
ductions. The HVAC demand during the peak hour (17) in the fixed temperature control case 
reduces virtually linearly, dropping to less than half of the original HVAC load for the highest al-
lowed deviation level (4 °C). In all cases with fixed temperature control the aggregate HVAC de-
mand increases in the hour immediately before the peak, and to a lesser extent in the hour just 
after the peak. As illustrated earlier on the example of a hotel, this strategy is adopted to enable 
the maximum possible reduction in HVAC demand during the peak hour. 
It is interesting to observe that the peak reduction capability of the free temperature excursion 
control with 2 °C deviation is very similar to that of the fixed temperature control with 4 °C de-
viation, given that the former approach is allowed to pre-heat the buildings without penalties, 
which enables this strategy to build up the temperatures of both indoor air and building struc-
ture to higher levels before the onset of system peak. The similarity of the impact of the two 
strategies with different flexibility levels is not reflected in the temperature and HVAC consump-
tion patterns, which are markedly different for the two cases, as shown in Figure 5.15 and Fig-
ure 5.17. 
In the case studies carried out in this section the system peak demand becomes reduced from 
the level of 60,126 MW in the uncontrolled case to 59,402 MW in the fixed temperature control 
with 4 °C deviation, where the highest peak reduction is observed. System peak reductions for 
all cases are listed in Table 5.3, along with the change in weekly electricity consumption during 
the peak demand week when compared to the uncontrolled case. 
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Table 5.3. Peak reduction and increase in energy requirement resulting from different HVAC control ap-
proaches 
HVAC control 
Total system 
peak 
[MW] 
Peak 
reduction 
[MW] 
Energy 
difference 
[GWh] 
Cost 
reduction 
[£m/year] 
Uncontrolled 60,126 - -  
Fixed temperature 
control 
1 °C 59,944 182 –0.00 6.32 
2 °C 59,762 364 –0.05 12.64 
3 °C 59,581 545 –0.10 18.70 
4 °C 59,402 724 –0.21 24.42 
Free temperature excursion 
(2 °C) 
59,415 711 32.08 23.38 
 
It is interesting to note that the control strategy with free temperature excursion requires a sig-
nificantly higher amount of electricity, i.e. it increases the electricity consumption of the HVAC 
systems by 32 GWh (about 36%) compared to the baseline (uncontrolled) case. Assuming the 
electricity cost of £100/MWh, this increase in energy required to preheat the buildings would 
generate additional cost in the amount of £3.2m. On the other hand, this HVAC control approach 
would save 711 MW in peaking plant capacity, which, based on the assumption of annualised 
cost of this capacity of £40/kW/year, would result in a benefit of £28.5m, clearly outweighing 
the additional energy cost. 
Fixed temperature control on the other hand requires slightly less energy than the uncontrolled 
case, which follows from the fact that: (i) no pre-heating takes place, and (ii) the magnitude of 
positive allowed deviations is broadly balanced out by negative deviations, so the net effect of 
energy consumption is very small. 
Table 5.3 also lists in the last column the equivalent cost savings as the result of flexible HVAC 
control. As specified in the model objective function (5.34), the cost differential between the un-
controlled case and the flexible HVAC control cases is found by comparing three cost categories: 
cost of electricity for HVAC operation, cost of peaking plant capacity and the cost of temperature 
deviations. The results suggest that the economic benefits of smart HVAC control increase in a 
roughly linear relationship with the allowed level of temperature flexibility. This is further illus-
trated in Figure 5.20, where the individual components of net system savings are shown for dif-
ferent control strategies. The annual cost savings are dominated by savings in avoided peaking 
plant investment cost, which are to a small extent offset by increased cost due to penalties for 
temperature deviation as the result of HVAC control. In the case of control strategy with free 
temperature excursions, the additional electricity cost is also visible as a negative benefit. 
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Figure 5.20. Components of annual cost savings from controllable HVAC load 
Figure 5.21 quantifies the benefits of smart HVAC control allocated across individual building 
types. The allocation has been carried out by dividing the cost savings with the total installed 
HVAC power in all buildings. The resulting economic benefits per kilowatt of HVAC capacity are 
indicated on top of the bar charts in Figure 5.21 for each control strategy. If this is further ex-
pressed on the building level, the benefit per kilowatt of HVAC capacity needs to be multiplied 
with the installed HVAC power per building (20 kW for hotels, 8 kW for offices and 4 kW for re-
tail buildings), which results in the building-level benefits represented by different bars in Fig-
ure 5.21 (note that this approach for allocating benefits yields savings per building that are in 
direct proportion to the installed HVAC capacity of the buildings, i.e. following the ratio 
20 : 8 : 4). 
 
Figure 5.21. Allocation of cost savings across different building types 
As mentioned earlier, the benefits per building (as well as per kilowatt of HVAC capacity) in-
crease roughly linearly with the level of flexibility allowed. This performance indicator also 
shows a very similar contribution of the control strategy with free temperature excursion with 
2 °C deviation as the fixed temperature control strategy with 4 °C deviation. 
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To conclude the presentation of results for this case study, it is worth mentioning that positive 
net benefits achieved through flexible HVAC operation indicate that the average benefits of 
HVAC control in terms of reduced peaking plant investment cost greatly outweigh the average 
cost incurred by a given strategy. Such a relationship suggests that for a given strategy the cost 
of reducing the peak by the first 1 MW is far smaller than the cost of installing the same capacity 
in peaking plants. However, as the peak gets progressively reduced, the marginal cost of reduc-
ing peak by 1 MW increases, until it reaches the equilibrium with the cost of plant capacity. From 
that point onwards, although the gross benefit of further reducing system peak might increase 
further, this would be more than offset by the additional cost of electricity and temperature de-
viations needed to bring about further peak reduction. The optimal solution therefore repre-
sents the situation where the marginal cost of 1 MW peak reduction is exactly balanced by the 
marginal benefit of reducing peaking plant capacity by 1 MW.  
5.3.4 CONCLUSIONS 
This section presented an analytical approach to estimating the potential contribution of flexible 
commercial HVAC demand to the reduction of system peak demand and a consequent invest-
ment savings in peaking plant capacity. In order to describe the thermal behaviour of different 
commercial buildings with sufficient accuracy, a second-order thermal model of buildings is em-
ployed, with parameters chosen to provide the best fit with the detailed thermal simulations of 
the analysed buildings. 
While it is rather difficult to reach a general conclusion on the potential role of commercial 
buildings due to their great diversity, the case studies carried out in this section illustrated how 
the flexibility in terms of slightly reduced comfort levels of short duration can significantly con-
tribute to reducing system peak demand i.e. the cost of peaking plant capacity. Sensitivity analy-
sis around the allowed flexibility levels (expressed in the number of degrees Celsius that the 
temperature can deviate from pre-defined set points) showed that higher flexibility results in a 
more substantial peak reduction. The studies have further shown that the adoption of control 
strategy with free temperature excursion (i.e. allowing pre-heating of the buildings) increases 
the capability of flexible HVAC demand to reduce maximum demand, although it remains to be 
investigated whether such a strategy would be acceptable from the users’ comfort perspective. 
In order to carry out a fully comprehensive assessment, more commercial building types should 
be included in the analysis based on appropriate statistical data and thermal parameters, while 
the time frame of the analysis should ideally be extended to one year, or at least to that part of 
the year when peak demand is expected to occur. 
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5.4 ANCILLARY SERVICE PROVISION BY COMMERCIAL HVAC SYSTEMS 
Ancillary services in power systems, and in particular frequency response and reserve services, 
are needed to ensure that supply and demand balancing can be performed in the system under 
all reasonably possible conditions without affecting the security of operation. In order to guaran-
tee system integrity, the system operator needs to take into account all possible sources of un-
certainty and schedule the right amount of response and reserve services to be procured at any 
point in time. In particular, three forms of uncertainties are expected to be dominant in a system 
with large penetration of intermittent renewable generation in the future: (i) uncertainty of 
wind forecast for various lead times; (ii) uncertainty due to possible generator outages; and 
(iii) uncertainty due to demand forecast errors. As discussed in earlier chapters of this thesis, 
there is likely to be a general increase in the volume of reserve requirements and the corre-
sponding cost due to reduced generation flexibility and increased operational uncertainty. In 
this context, there is a clear scope for flexible demand such as controllable HVAC load to support 
system operation by providing balancing services instead of conventional generators. 
The key aspect of the evaluation of the potential of flexible demand to provide ancillary services 
is therefore the ability of the scheduling model developed in Chapter 3 to capture the interaction 
between response, reserve and energy provision from generators and demand side, taking into 
account their cost characteristics and dynamic capabilities. Considering for instance response 
services in isolation from reserve and energy, or provision of services from generators inde-
pendently of demand, would provide potentially inefficient solutions. 
The approach to providing ancillary services through flexible load management has been elabo-
rated in [95], where direct load control has been integrated with interruptible load management 
to provide reserve-related ancillary services. A similar approach has been explored in [97] for 
generic loads and in [96] for electric space heating demand. Reference [98] addresses the issue 
of frequency regulation by frequency-sensitive loads and estimates the aggregate response 
characteristic of refrigeration, space heating and water heating loads, in the form similar to gen-
erators. 
As indicated by trials described in [99], the air conditioning loads in hotel buildings are very well 
suited to provide fast frequency regulation, given that they are able to respond to the require-
ment to reduce the load very quickly. According to [100], some features of flexible demand make 
it an even more efficient resource for providing fast frequency regulation than generators. 
Based on the work undertaken in [101] this section develops sophisticated demand flexibility 
models and incorporates them in the generation scheduling model based on the information 
gathered through EnergyPlus thermal simulations, the building second order model, and real 
data from the HVAC devices in the project demonstration sites. This enables an estimate of the 
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potential for the provision of a range of ancillary services in future GB systems by flexible HVAC 
demand. 
5.4.1 CAPABILITY OF FLEXIBLE HVAC DEMAND TO PROVIDE ANCILLARY SERVICES 
The capability of HVAC devices to provide ancillary services such as operational reserve and fre-
quency response will depend on the load reduction each individual HVAC system can perform 
without compromising the user comfort levels beyond the tolerable level of indoor temperature 
variations. In this respect, based on realistic operating practices observed in the actual commer-
cial buildings, it has been assumed that the HVAC system of each building can be allowed to de-
crease its heating or cooling consumption to a fraction of normal-regime level during a 15-
minute interval without any noticeable adverse consequences for the indoor temperature. Nev-
ertheless, as soon as this 15-minute control period is over, the temperature will be restored to 
the previous level, and it is assumed that further 60 minutes are needed for the building to reach 
its steady-state operating level. During these 60 minutes, the consumption gradually ramps back 
up towards the initial load (which can be interpreted as a capacity-based control), and then 
slightly overshoots it (bringing along a power and energy payback) to compensate for the lower 
energy delivery during the control period. 
While other control actions could be simulated, such as of longer duration, it would be more dif-
ficult to estimate the power that could be changed without affecting the comfort level, or an al-
ternative analytical model such as the 2nd order model used for security studies should be used 
to support the analysis. However, it is likely that longer control actions would allow much less 
power to be modulated without breaching the comfort level constraints, and in terms of flexible 
HVAC portfolio management 15-minute control actions are likely to be the most flexible strategy 
bringing the highest benefits. This consideration has also been supported by the practical opera-
tion of the installed HVAC systems in actual buildings, where a great majority of the virtual offers 
tested in the DD-FD project [93] are based on power reduction periods of 15 minutes. Neverthe-
less, the model developed here is sufficiently general and could be applied to other control 
strategies, once suitable calibration is carried out based on simulations or real measurements. 
An example of the “15 plus 60 minutes” cycle is illustrated in Figure 5.22. The generic con-
trol/payback profile of a single device has been calibrated using EnergyPlus simulations of rep-
resentative buildings as well as the typical HVAC operational characteristics observed in the 
flexible HVAC demonstration sites, so that it broadly represents the behaviour of the entire 
building pool. It is also important to highlight that during the considered time window, no other 
control action is allowed. The representation therefore reproduces the realistic flexible HVAC 
settings in the demonstration sites where a “black window” of one hour is imposed after each 
control action in order to allow temperature recovery. 
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Figure 5.22. Assumed control and payback cycle for an HVAC device 
The diagram in Figure 5.22 assumes that the maximum load decrease   
  that a given HVAC sys-
tem b can perform at a given time t during the 15-minute control period corresponds to 1 p.u. 
This generic representation allows for appropriate scaling depending on the magnitude of the 
load, while also enabling a quicker analysis. The diagram also indicates the reduction and in-
crease (i.e. payback) of energy demand compared to the uncontrolled case through areas shaded 
in light red and light blue, respectively. In this particular case the reduction outweighs the en-
ergy payback, indicating that the total energy demand of controlled HVAC devices is lower than 
in the uncontrolled case, as the result of lower delivery of heat during the control period. 
Starting from the generic profile in Figure 5.22, the objective is to estimate the volume of a par-
ticular ancillary service that a portfolio of multiple HVAC devices could provide to the system. 
This will clearly depend on the required duration of the service, which can vary from a few min-
utes to a few hours. Because of the fixed control and payback profile of each device, the control 
strategy of the entire portfolio will need to cycle through different HVAC subgroups within the 
available portfolio in order to provide a service of certain magnitude and duration, without im-
posing any significant energy payback requirements on the system after the expiry of the control 
period. 
A straightforward approach to controlling subgroups of HVAC devices in order to provide the 
response or reserve service of a specified duration is to divide them into subgroups of identical 
size. Since control-payback cycle in Figure 5.22 lasts for 5 periods of 15 min, it seems justified to 
deploy (i.e. start the control cycles of) 20% of devices at any given interval, and cycle through 
them until the end of the required service duration. Figure 5.23 illustrates the aggregate effect of 
such simple control strategy for the example of upward reserve service provided in the duration 
of 2 hours. The required service provision occurs between     and    . It can be observed 
how in each of the eight 15-minute intervals during the service provision period a different sub-
group representing 20% of the total HVAC pool is deployed. The aggregate demand profile of the 
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entire HVAC portfolio is also depicted in the figure and expressed in p.u., where 1 p.u. corre-
sponds to the demand reduction of    
 , where   is the total number of (identical) HVAC de-
vices associated with building type b in the portfolio. 
 
Figure 5.23. Aggregate reserve service provision by a portfolio of HVAC devices with proportional cycling 
through subgroups 
It can be noted that this approach to HVAC portfolio control produces two undesirable effects: 
(i) gradual decrease of aggregate HVAC contribution during (beginning of) the control period, 
and (ii) considerable power and energy payback at the beginning of recovery period. The result-
ing aggregate demand profile deviates considerably from the desired profile illustrated in Fig-
ure 5.24. 
 
Figure 5.24. Desired HVAC demand profile for the provision of ancillary services 
In order to overcome the issues with proportional cycling, a separate optimisation algorithm is 
developed that determines the optimal control scheme of the entire HVAC portfolio and sched-
ules individual devices’ control cycles so that the maximum possible amount of power (    ) can 
be provided for the required service duration. The algorithm uses the following nomenclature: 
     Maximum attainable level of service of given duration from a portfolio of HVAC devices 
   Duration of control-payback cycle of one HVAC device, expressed as the number of unit 
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    Duration of control period of the entire HVAC portfolio during which an ancillary ser-
vice needs to be provided, expressed as the number of unit intervals 
     Duration of the observed scheduling period in unit intervals 
   Demand in p.u. of an individual HVAC device at interval   of its control-payback period, 
as defined in Figure 5.22 (        ) 
   Proportion of HVAC devices in the portfolio deployed at time interval   (i.e. the propor-
tion of devices starting their control-payback cycle at t) 
It is assumed that the ancillary service provision by the HVAC portfolio is required to start at 
   , i.e. that no control action takes place before    : 
              (5.36) 
Given that a device deployed at time t is not available for deployment until     , the sum of 
HVAC devices deployed in any successive    intervals cannot exceed the total number of devices: 
    
      
   
                     (5.37) 
Finally, the aggregate demand reduction across all deployed subgroups and for all time intervals 
during the required service duration of     is made equal to the variable     , which represents 
the level of ancillary service provided by the HVAC portfolio during the service provision win-
dow. After the expiry of the service delivery window, there is a further requirement that no en-
ergy payback occurs, i.e. that the aggregate demand reduction of the portfolio cannot become 
negative: 
          
  
   
 
                   
              
  (5.38) 
It is worth noting that the above constraint requires that the level of demand reduction during 
the service provision window is constant. 
Based on these constraints, the maximum level of ancillary service provided by the pool of HVAC 
devices is found by maximising the variable     : 
 
        
Subject to constraints (5.36)-(5.38) 
(5.39) 
The results of the optimisation of HVAC portfolio control are presented in Figure 5.25, based on 
the control-payback profile of an individual device as in Figure 5.22 and the following parameter 
values:     ,      ,        . It can be observed that the algorithm, instead of scheduling 
HVAC devices in fixed proportions (as in Figure 5.23), adjusts the proportion of devices de-
ployed in each interval, in order to obtain a flat ancillary service provision profile during the 2-
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hour window. Also, there is no demand increase i.e. payback after the end of the service provi-
sion window. It is important to note that this still requires controlling the HVAC devices for 
some time after the service provision has ended, as illustrated in Figure 5.25 by the non-zero 
proportion of deployed devices even after    . Broadly speaking, it takes HVAC devices about 
an hour to return to the state before the control action, which means there will be limited capa-
bility to follow a second instruction to provide an ancillary service during that time. Neverthe-
less, as most ancillary services are not needed that frequently and also envisage that a certain 
recovery period will be needed by the service provider before being able to supply the service 
again, this would not have a particularly detrimental impact on the potential of HVAC loads to 
contribute to ancillary service provision in the electricity system. 
 
Figure 5.25. Optimised control of HVAC portfolio and the resulting aggregate demand reduction profile 
The p.u. values of aggregate HVAC power reduction should be interpreted with respect to maxi-
mum theoretical 15-minute demand reduction by the entire portfolio (    
 ). As an example, for 
a portfolio consisting of 500 HVAC units, each one of which is capable of reducing its demand by 
3 kW at a given point in time, the maximum 2-hour reserve that the HVAC portfolio can provide 
at that time using the strategy in Figure 5.25 is equal to:                  . 
As a result of the proposed control algorithm the aggregate load reduction will be higher for 
shorter required durations, i.e. higher volume of shorter duration services can be provided. This 
is illustrated in Figure 5.26, where the results of the control algorithm are presented for service 
durations of 0.25 h, 0.5 h, 1 h and 2 h.  
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Figure 5.26. Optimised control of HVAC portfolio for different service durations 
For instance, if the HVAC portfolio needs to reduce the overall load for 30 minutes, only 56% of 
the sum of the individual 15-minute power drops (equivalent to 1 p.u.) could be obtained; if the 
required load reduction (i.e. service provision) period was 2 hours, the contribution reduces to 
only 22% of the sum of individual contributions. The solid lines in the negative quadrant of Fig-
ure 5.26 represent the aggregate load reduction of all HVAC devices if the required service dura-
tion varies between 15 minutes and 2 hours, while dashed lines in the positive quadrant 
represent the share of devices that should be deployed at each time step when providing the 
services of different durations. 
The above analysis allows for the quantification of the potential contribution of HVAC systems to 
a range of ancillary services in the GB market. Services such as fast frequency response and fast 
reserve require a rapid delivery inside a 15-minute period (provided that the HVAC control 
equipment is able to respond quickly enough), while services such as Short-term Operating Re-
serve (STOR) require a slower response, but the delivery needs to occur during a longer period 
(i.e. 2 hours). For those reasons, it will be assumed that the frequency response and fast reserve 
services from HVAC can be provided in the volume corresponding to the 15-minute provision, 
while STOR, i.e. a standing reserve service, will be associated with the 2-hour delivery window. 
It is also worth mentioning that a similar reasoning could be applied to the provision of energy-
based services (for instance, for energy arbitrage in the wholesale market or balancing energy 
provision in the balancing mechanism), although this is not included in the scope of the analysis 
in this section. 
Due to the assumptions made in the quantification of HVAC devices’ capability to provide ancil-
lary services, their potential contribution at any given time will depend on the expected baseline 
consumption at that time. This baseline consumption has been obtained for a representative 
portfolio of UK commercial buildings using the 2nd order model described earlier, covering the 
period of one year based on a representative annual temperature profile. Obviously, given the 
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seasonal nature of HVAC demand, the energy requirements in winter are expected to be signifi-
cantly higher than in summer, which will also be reflected in higher capability to provide ancil-
lary services during the colder part of the year. 
5.4.2 QUANTIFYING THE SYSTEM VALUE OF ANCILLARY SERVICE PROVISION BY CONTROLLA-
BLE HVAC DEMAND 
In order to estimate the economic and environmental value of ancillary services provided by 
flexible HVAC load, it is necessary to simulate the annual system operation with and without the 
HVAC services available for system management. This is carried out by introducing appropriate 
modifications in the formulation of the multi-unit commitment model proposed in Chapter 3, 
accounting for the contribution of HVAC to ancillary services currently predominantly provided 
by generators. The case study carried out in this section will also compare how the value of the 
services provided by HVAC changes from the current situation towards a future system based on 
high intermittent renewable capacity and lower flexibility of generation plants. 
The system operation is simulated for one year with hourly time resolution, using representa-
tive UK demand data, HVAC flexibility parameters (as estimated for the representative portfolio 
of commercial buildings) and wind profiles relevant for the UK situation. Considering the annual 
demand variations enables the model to capture temporal diversity due to daily (day/night cy-
cle), weekly (workday, Saturday and Sunday cycles) and seasonal variations. Realistic tempera-
ture variations are used to estimate the baseline HVAC demand, which is the basis for establish-
ing their potential for ancillary service provision. The level of response and reserve require-
ments in the system has been modified to incorporate the uncertainty of wind for a given pene-
tration level, while ensuring that the risk of violating frequency limits remains unchanged rela-
tive to the current situation. 
A major value of flexible demand to support system operation can be attributed to the possibility 
of providing ancillary services, for instance by replacing standing reserve. However, further op-
tions are available as well, such as the possibility of replacing conventional plant to provide fre-
quency response or synchronised reserve.  
A critical driver for the value created by flexible HVAC demand is the reduction of the operation 
cost and CO2 emissions associated with balancing relative to the base case without demand 
flexibility. Using HVAC devices to replace services provided by conventional generators such as 
frequency response and synchronised reserve, it is possible to operate fewer generators part-
loaded and improve their operating efficiency and consequently their environmental footprint. 
Furthermore, due to the fact that fewer generators potentially need to be online, there is a pos-
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sibility to reduce the need to curtail intermittent renewable energy output (such as wind) at 
times when this output is very high and demand relatively low. 
In order to incorporate the flexible HVAC contribution to ancillary services in the system sched-
uling model, the following notation is introduced: 
  Time interval (hour) within the scheduling period (       ) 
  Building type index (       ) 
  
  Baseline (uncontrolled) electricity demand for HVAC operation in building b at time t 
  
  Maximum allowed reduction of HVAC demand in building b at time t expressed as the 
fraction of HVAC load (  
    
    
 ) 
   Maximum provision of an ancillary service of duration X by a portfolio of HVAC loads 
expressed as the fraction of maximum achievable 15-minute reduction in aggregate 
HVAC load    
  (   corresponds to the      obtained in Section 5.4.1 when      ) 
  
  Contribution of flexible HVAC demand of building type b to upward frequency response 
at time t 
  
    
 Contribution of flexible HVAC demand of building type b to upward fast (spinning) re-
serve at time t 
  
     Contribution of flexible HVAC demand of building type b to upward slow (standing) re-
serve at time t 
  Penetration of flexible HVAC devices, i.e. the share of HVAC systems that are participat-
ing in providing ancillary services 
The constraints ensuring the fulfilment of reserve and response requirement laid out in Chapter 
3 are now modified to include the contribution of HVAC: 
      
  
 
   
    
 
 
   
   
  
 (5.40) 
      
  
 
   
    
    
 
   
   
    
 (5.41) 
        
      
    
 
   
   
    
 (5.42) 
Constraints (5.40), (5.41) and (5.42) represent the requirements for upward frequency re-
sponse, spinning reserve and standing reserve, respectively. In addition to generators, these 
constraints now also capture the potential contribution of HVAC demand to these ancillary ser-
vices. It is assumed that frequency response and fast (spinning) reserve can be delivered by 
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HVAC through the 15-minute time window, while slow (standing) reserve requires delivery in a 
2-hour window. 
The capability of flexible HVAC demand to provide these ancillary services is limited by its de-
mand level at a given time, and the following constraints ensure that the sum of services pro-
vided does not exceed the overall HVAC capability at time t: 
   
              
   
    (5.43) 
   
                  
   
    (5.44) 
   
               
   
    (5.45) 
 
  
 
      
 
  
    
      
 
  
    
   
    
   
    (5.46) 
Flags    ,      and      are used to enable (when set to 1) or disable (when at 0) the provision 
of a given ancillary services by HVAC. 
5.4.3 CASE STUDY: THE VALUE OF ANCILLARY SERVICES PROVIDED BY FLEXIBLE HVAC DE-
MAND IN CURRENT AND FUTURE GB SYSTEMS 
System scenarios 
The value of flexible demand greatly depends on the system in which it operates. If the flexibility 
of the generators in the system is large and inexpensive to obtain, the benefits from adding flexi-
ble demand are likely to be modest. On the other hand, if flexible HVAC demand is integrated 
into a system with a large share of renewable and less flexible low-carbon generation technolo-
gies (such as nuclear and CCS), their flexibility is expected to bring significantly more value in 
terms of improved efficiency of system operation. In order to capture the range of these values, 
the case study conducted in this section investigates the value of the provision of ancillary ser-
vices from HVAC in two different environments: 
(a) Current electricity system, and 
(b) Projected future system in 2030. 
Table 5.4 summarises the key elements of both scenarios. 
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Table 5.4. Generation and demand background for current and future systems 
 Current Future 
Generation capacity (GW) 
Nuclear/CCS 10 20 
Coal 35 20 
Gas CCGT 30 35 
Gas OCGT 2 10 
Wind 5.2 30 
Demand characteristics 
Annual demand (TWh) 330 363 
Peak demand (GW) 58.9 58.2 
 
In line with the decarbonisation objective, the future system is characterised by much higher 
wind and nuclear/CCS capacity, while the capacity of coal is reduced. The current system on the 
other hand is a high-level representation of today’s UK generation mix. 
Flexible demand scenarios 
In both of the analysed systems the proportion of HVAC devices capable to contribute to system 
ancillary services (or flexible HVAC penetration levels) has been varied to assess how the pene-
tration of controllable HVAC load affects the economic and environmental value expressed per 
unit of flexible HVAC capacity. The following penetrations have been simulated: 0%, 50%, 100% 
and 150% of the estimated baseline case. This wide range of penetration levels has been chosen 
for simulation with the following objectives: 
i. Establishing the trend of benefits for increasing levels of controllability within the cur-
rent estimated portfolio; 
ii. Providing information on the benefits in the presence of uncertainty in the installed 
HVAC stock; 
iii. Extrapolating the estimated benefits to potentially larger penetration of HVAC systems 
in the future, where additional space heating and air conditioning demand might become 
supplied by the electricity system. 
For each flexible HVAC penetration in a given system, the following cases have been analysed 
with respect to the ability of HVAC demand to provide ancillary services: 
1. No ancillary services from HVAC; 
2. Frequency response from HVAC; 
3. Fast reserve from HVAC; 
4. Standing reserve (STOR) from HVAC; 
5. All three services provided simultaneously by HVAC. 
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In the case where all three services can be provided by HVAC it has been taken into account that 
any part of available HVAC capacity can only be used to provide one service at a given time in-
stance, as stipulated by constraint (5.46). 
The multi-unit generation scheduling model developed in Chapter 3 has been used to evaluate 
the annual operation cost and carbon emissions in the case where no HVAC control is available 
and in cases where HVAC can provide system services. The savings in operation cost and any 
resulting emission reduction are attributed to HVAC devices and expressed in monetary units 
per unit of flexible HVAC capacity, to facilitate comparison across different flexible HVAC pene-
tration levels. 
With respect to the capability of individual HVAC systems to reduce their outputs during a 15-
minute control period, as elaborated in Section 5.4.1, it was assumed that a reduction to 30% of 
the uncontrolled consumption level is feasible (i.e.   
      for all t and b) without any signifi-
cant compromises on the comfort level. 
Cost savings from flexible HVAC operation 
The annual cost savings from flexible HVAC for different regimes of ancillary services provision 
in the current system are shown in Figure 5.27. The value of ancillary services per unit of flexible 
HVAC capacity drops as the flexible HVAC penetration increases. In other words, there is a satu-
ration effect when moving towards higher HVAC penetrations, meaning that the first megawatts 
of flexible HVAC added to the system create higher benefits than subsequent ones. 
 
Figure 5.27. Economic value of ancillary services provision from HVAC in the current system 
When all three ancillary services are obtained from HVAC simultaneously, this generates the 
highest system value, which can reach up to £7/kW of HVAC for a calendar year. The capitalised 
value of these annual cost savings would amount to roughly 10 times more, i.e. in the order of 
£70÷80 per kW. One of the key influential drivers for the economic benefits of HVAC (also appli-
cable to other benefit categories discussed later in this section) is the seasonality effect, which 
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plays a crucial role in terms of availability of HVAC to provide ancillary services during different 
parts of the year. Due to typical climate conditions prevailing in the UK, there is very little need 
for cooling during the summer, or hardly any as for instance in Scotland. This implies that the 
flexible capacity of HVAC available for ancillary services will be very limited during warmer 
summer months, having a detrimental impact on the value of HVAC flexibility over the year. The 
HVAC potential in other countries, especially those with hotter summers, could be much higher. 
Another clear finding from the simulations on the current system is that the most valuable ser-
vice potentially provided by HVAC flexible demand is frequency response. This is because this 
service is the most expensive to obtain from the generators, as they not only need to be off-
loaded to provide response, but also can provide only a part of the unused capacity as response 
due to the dynamic nature of disturbance events requiring the utilisation of response. 
It has to be highlighted that the frequency response as such needs to be delivered very quickly 
(within seconds), either in a continuous fashion or triggered by events such as significant fre-
quency deviations from the nominal value (e.g. automatic load disconnections) or direct load 
control from system operators or aggregators. Typical maximum delivery times are in the order 
of one-two seconds up to few tens of seconds. In this respect, the HVAC devices considered in 
this analysis have the capability to offload to a preset minimum output level (in the order of 30% 
of the nominal load) within seconds, which suggests they can be potentially used for frequency 
response provision. 
Similarly to frequency response, fast reserve also has a relatively high value (albeit lower than 
response), for the same reason of avoiding part-loaded operation of conventional generators. 
Typical delivery times are within one or two minutes, a time frame in which HVAC devices can 
comfortably be modulated. 
Standing reserve (STOR) results in a lower value, which occurs for two reasons: (i) the ability of 
HVAC to provide this service is more limited than for response and fast reserve due to the longer 
duration of the delivery window; and (ii) this service does not require offloading generators and 
consequent efficiency losses, so its value comes from the avoided expected exercise cost of 
standing reserve generators, and this value is not very high due to lower frequency of utilisation 
of standing reserve. It has to be noted that this analysis did not take into account the possible 
impact of flexible HVAC on displacing the necessary backup capacity of standing plants (typically 
OCGT units), which would expectedly result in an increase in the value of this service. 
The values of annual savings in operation cost from HVAC for the assumed 2030 system are 
given in Figure 5.28. The variations between values of different services are similar as before, 
with the response being even more dominant than in the current system. At 50% penetration for 
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instance, the value of all three services being provided is the same as the value of frequency re-
sponse provision only, suggesting that even if all three services would be available from flexible 
HVAC demand, all of its flexibility would be utilised to provide frequency response to generate 
the maximum benefits for the system. When HVAC penetration is increased, a part of HVAC ca-
pacity is also used for providing other services, as the opportunities in the market for frequency 
response become limited. 
 
Figure 5.28. Economic value of ancillary services provision from HVAC in the future system 
The absolute level of cost savings per unit HVAC capacity has increased by a factor of 2.5 to 3 
compared to the current system, so that the annual value reaches up to £17/kW per year. This 
comes as a consequence of dramatically increased response and reserve requirements in the 
presence of large intermittent wind capacity, combined with increased levels of less flexible low-
carbon generation capacity. Higher values of operational cost savings imply that the business 
case for flexible HVAC devices in future low-carbon systems might be significantly more favour-
able than today, especially if the low-carbon agenda continues promoting less flexible technolo-
gies that can deliver the most substantial carbon savings. Also, the fact that frequency response 
provision seems to generate the highest value suggests that certain adjustments at the equip-
ment manufacturing level (for instance, speeding up the device dynamics) or at the market or-
ganisation level (for instance, accelerating or bypassing intermediate transactions between ag-
gregators and system operators) might improve the efficiency of providing response and thus 
enable a substantial volume of system benefits to materialise. 
Utilisation of generation technologies 
In addition to the annual cost performance of the system with and without flexible HVAC de-
mand, it is also interesting to examine how the hour-to-hour operation of the power system 
changes as a consequence of HVAC devices providing ancillary services. 
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Figure 5.29 shows the generation dispatch for a winter week in the current system for cases 
with no contribution of HVAC to ancillary services and when all three services are provided. The 
wind capacity in the system is rather low, and in addition the week represented is a week with 
low wind output. The bulk of electricity is provided by baseline nuclear plants, followed by gas 
(CCGT) units and coal units at the top of the merit order. HVAC consumption is assumed to be 
contained in the system demand, and is plotted in the bottom of the chart for reference. As HVAC 
devices are not assumed to participate in system balancing by altering their consumption in 
normal operation, their impact on generation dispatch is not directly discernible, and differences 
between dispatches with and without HVAC contributing to ancillary services are not great. 
However, it is possible to notice that the usage of coal units in night periods between days be-
comes lower in the flexible HVAC case. As HVAC devices provide reserve and response services, 
less conventional capacity needs to be kept online, resulting in less coal units being used over-
night. Although gas units would be able to provide the entire energy in the overnight periods, 
support from coal units is still needed in order to maintain sufficient reserve and response avail-
able in case of unforeseen difficulties in the system. 
 
Figure 5.29. Generation dispatch for a winter week in the current system with (right) and without (left) 
ancillary services provided by HVAC 
Generation dispatch is determined in such a way that at each time instance there is sufficient 
spare capacity to provide the system with reserve according to the requirements. This provision 
of reserve is depicted in Figure 5.30. Without the contribution from HVAC, the reserve is evi-
dently provided by a mix of spinning generators (mostly coal) and standing units (OCGT). HVAC 
consumption is plotted again for reference. When HVAC is allowed to provide fast reserve and 
STOR service, it replaces some of the conventional capacity used to provide both spinning and 
standing components of reserve. Furthermore, the contribution of gas increases at the expense 
of coal, resulting from part of gas capacity being released from providing frequency response 
(this is discussed below). One can also note how the contribution from HVAC follows the avail-
ability pattern determined by its consumption curve, so that very little or no service is provided 
during the night hours when the HVAC consumption is low. 
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Figure 5.30. Reserve provision for a winter week in the current system with (right) and without (left) an-
cillary services provided by HVAC 
Finally, Figure 5.31 describes how frequency response is provided for the same winter week in 
the current system. Similarly to reserve provision without HVAC participation, most response is 
obtained from conventional, i.e. coal units. With HVAC acting as a source of frequency response, 
it displaces a large volume of frequency response provided by coal. However, due to the lower 
ability to act during the night i.e. lower baseline HVAC consumption, HVAC can not provide a 
frequency response continuously all on its own, and still needs to be supported by conventional 
generators in the system (especially during the night time). 
 
Figure 5.31. Frequency response provision for a winter week in the current system with (right) and with-
out (left) ancillary services provided by HVAC 
Figure 5.32, Figure 5.33 and Figure 5.34 present the same results (generator dispatch, reserve 
and response provision, respectively) for a summer week, where wind output is relatively high 
compared to its installed capacity. The impact on dispatch is similar as before; the output of coal 
units is reduced as less unused capacity of conventional generators is needed to maintain the 
required reserve and response levels. HVAC contribution to reserve is quite limited and re-
stricted only to daytime hours of workdays, as the lower HVAC consumption during summer 
leaves much less room for flexible HVAC operation. Finally, frequency response is being pro-
vided by HVAC to the extent possible during daytime hours. With response being the most valu-
able service (as demonstrated earlier with annual values for different service types), available 
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HVAC capacity is used primarily to provide response, and any unused part is then used to pro-
vide fast or standing reserve. The fact that HVAC consumption is significantly lower during 
summer than in winter considerably reduces the HVAC potential for providing system services. 
 
Figure 5.32. Generation dispatch for a summer week in the current system with (right) and without (left) 
ancillary services provided by HVAC 
 
Figure 5.33. Reserve provision for a summer week in the current system with (right) and without (left) 
ancillary services provided by HVAC 
 
Figure 5.34. Frequency response provision for a summer week in the current system with (right) and 
without (left) ancillary services provided by HVAC 
To complete the discussion on generation dispatch, Figure 5.35 and Figure 5.36 present the gen-
eration dispatch and frequency response provision for a winter week in the 2030 system (re-
serve provision is omitted here for brevity). Again, HVAC is able to displace the use of some coal 
capacity from dispatch towards the end of the week, as it is able to provide the majority of the 
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response during daytime. In the night hours however, as well as over the weekend, HVAC needs 
to be supported by conventional capacity, in part because the response requirements in the fu-
ture system are roughly double the size compared to the current case. The increased response 
requirements are primarily caused by high output fluctuations of wind generation. In the gen-
eration scheduling model wind is allowed to contribute to frequency response at a given hour if 
it has been curtailed in that hour. This is the reason why some contribution from wind to fre-
quency response is observed in the case without the provision of ancillary services by HVAC, 
while the introduction of flexible HVAC eliminates the need for any wind curtailment during that 
week. 
 
Figure 5.35. Generation dispatch for a winter week in the future system with (right) and without (left) 
ancillary services provided by HVAC 
 
Figure 5.36. Frequency response provision for a winter week in the future system with (right) and without 
(left) ancillary services provided by HVAC 
Finally Figure 5.37 and Figure 5.38 illustrate the generation dispatch and frequency response 
provision in the future system for a summer week with high wind output. As the generation dis-
patch diagrams demonstrate, a massive amount of wind output has to be curtailed as the conse-
quence of low demand and high must-run (nuclear) generation. The existence of flexible demand 
in the system in this situation does not alleviate the curtailment problem (which is why the two 
dispatch diagrams differ only marginally), because of a very low HVAC demand during summer 
and a correspondingly limited capability to provide flexible ancillary services to the system. High 
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levels of wind curtailment are also reflected in the mix of frequency response providers – for 
most of the time the curtailed wind is the sole source of frequency response, with occasional in-
tervals when gas generators take over the response provision. If flexible HVAC is available to 
provide frequency response, it only displaces relatively small volumes of response provided by 
gas and wind, a direct consequence of low HVAC demand during summer which leaves little ca-
pacity to provide ancillary services. 
 
Figure 5.37. Generation dispatch for a summer week in the future system with (right) and without (left) 
ancillary services provided by HVAC 
 
Figure 5.38. Frequency response provision for a summer week in the future system with (right) and with-
out (left) ancillary services provided by HVAC 
Environmental value of flexible HVAC operation 
In addition to benefits arising from savings in system operation cost, flexible HVAC operation 
can also deliver significant improvements in the environmental performance of the electricity 
system. In this case study two environmental aspects are discussed: (i) reduced carbon emis-
sions from conventional generation,39 and (ii) reduced volume of curtailed wind output, i.e. im-
proved ability of the system to integrate intermittent renewable generation. 
Figure 5.39 shows how much carbon could be saved by using flexible HVAC demand to provide 
ancillary services in the current system. Carbon reduction is quantified as the annual amount of 
                                                             
39 The analysis of environmental impact of flexible HVAC demand could easily be extended to other pollut-
ants emitted by conventional generation technologies. 
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CO2 saved compared with the case without flexible HVAC operation, divided with the installed 
HVAC capacity and expressed per kilowatt of HVAC capacity (similar to economic benefits). The 
amount of avoided emissions can exceed 600 kg/kW/year in the current system, if all ancillary 
services are offered by HVAC systems. If expressed as a monetary value using a rough estimate 
for the CO2 allowance price of £20 per tonne, this saving would amount to an additional value of 
about £12/kW/year. The variation of values across different services is similar to the variation 
of cost savings. It needs to be noted that the value for STOR service is zero here as the scheduling 
model does not simulate the utilisation of standing reserve (but rather only determines how 
much needs to be made available in case of need). In reality, there is likely to be an additional 
emission saving for STOR as well, although it is not expected to be substantial, given the less fre-
quent utilisation of the service. 
 
Figure 5.39. Carbon emission reduction from flexible HVAC operation in the current system 
Figure 5.40 shows the carbon savings for the future system. As this system is assumed to be 
much less carbon-intensive, it is not surprising that the emission savings here are accordingly 
lower. Nevertheless, the 300 kg per kW of emission reduction in this case could still add up to 
£6/kW/year to the value of flexible HVAC capacity. 
 
Figure 5.40. Carbon emission reduction from flexible HVAC operation in the future system 
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As mentioned earlier, using flexible HVAC to provide ancillary services such as response and re-
serve can release generator capacity, and require fewer conventional units to be online and op-
erate part-loaded. This can in turn reduce the need to curtail wind output at times of high wind 
and low demand, thus increasing the volume of wind energy that can be effectively integrated 
into the system. 
This effect is not very pronounced for small wind penetrations, which is the case in today’s sys-
tem. It is therefore more interesting to analyse how the flexible demand might affect wind cur-
tailment in the future system with a significantly higher wind capacity. Figure 5.41 shows how 
the percentage of annually curtailed wind energy (in the assumed 2030 system) would change 
as a result of using flexible HVAC to provide ancillary services. 
 
Figure 5.41. Impact of flexible HVAC on reducing wind curtailment in the future system 
It can be observed that flexible HVAC demand can help reduce wind curtailment to some extent, 
although far from eliminating it. Part of the reason lies in the way HVAC devices operate during 
the course of the year. As discussed earlier, the bulk of wind curtailment is expected to occur 
during low demand conditions, such as night hours or summer season. It is exactly during these 
periods that HVAC devices operate at a very low or even zero power, which severely reduces 
their ability to contribute to ancillary services through load reduction. Their ability to signifi-
cantly reduce wind curtailment is therefore rather limited. 
Conclusions 
HVAC systems in commercial buildings investigated in this section are assumed to possess cer-
tain flexibility in how they operate, as a result of thermal characteristics of the buildings, i.e. 
their ability to store heat and release it later without a notable change in comfort level. This sec-
tion has presented the methodology how to integrate generation system scheduling and thermal 
behaviour of commercial buildings. Based on detailed thermal modelling, it was possible to 
simulate how flexible HVAC systems could provide ancillary services of different durations by 
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temporarily reducing their heating/cooling consumption (i.e. during a 15-minute interval) and 
restoring it shortly afterwards. The control actions of individual buildings have been optimised 
using a separate model to quantify the maximum contribution of an ensemble of HVAC devices 
to an ancillary service of certain type and duration. 
The results of the annual scheduling studies suggest that the most valuable service provided by 
HVAC is frequency response, which is closely followed by fast reserve provision. The value of 
STOR service seems to be significantly lower, partly because this service is less costly to provide 
using existing generators, and partly because the potential of HVAC to sustain continued service 
through 15-minute action of individual devices is much lower when the required service dura-
tion is longer. The largest value is achieved when all three services are offered simultaneously. 
In all cases the value per unit of flexible HVAC capacity reduces when the share of participating 
HVAC devices increases; in other words, market saturation is taking place, where the first 
megawatts of flexible capacity yield a higher value than subsequent ones. 
It has been shown that, although HVAC devices have not been assumed to participate in energy 
scheduling (as this would require too frequent interruption of normal operation patterns and 
expected comfort levels), they do positively affect the dispatch of conventional generators by 
providing some of reserve and response services, which in turn requires less conventional units 
to run part-loaded and improves their operational efficiency. As frequency response is the most 
costly service to obtain from conventional generators, available HVAC capacity is primarily di-
rected towards providing response, with the remaining capacity being allocated between fast 
and standing reserve, in order to make full use of HVAC contribution. 
In addition to improving the economical performance of the system, using HVAC for providing 
system services can also improve the environmental footprint of electricity generation. This fol-
lows from the lower fuel consumption for the same output, i.e. greater efficiency of conventional 
plants. The greatest emission savings are achieved when HVAC provides frequency response, 
and the smallest for STOR provision. On top of carbon emission reductions, HVAC can to certain 
extent support wind integration in the future system, by reducing the necessary wind curtail-
ment to balance the system; however this effect is found to be limited, saving no more than one 
to two percentage points of curtailed energy. 
It needs to be mentioned that the typical HVAC usage pattern throughout the year will represent 
a major limiting factor for HVAC contribution to ancillary services. HVAC consumption in the UK 
is relatively low during night hours and in summer, which leaves little space to provide flexible 
system services by modulating the consumption. In other words, although the potential of HVAC 
to support system operation might be significant during winter months due to higher consump-
tion, over the course of a year this will be diluted by far lower contribution during the warmer 
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part of the year. The modelling framework employed here has been able to perform a proper 
valuation of HVAC contribution considering all relevant factors. 
5.5 CONCLUSIONS 
This chapter has analysed in detail several applications of electrical heating loads to support ef-
ficient investment and operation of electricity systems. Case studies analysed in this chapter in-
clude: (i) the application of domestic HP systems fitted with heat storage for peak demand man-
agement at the local distribution network level; (ii) using commercial HVAC demand for system-
level peak management; and (iii) provision of ancillary services by flexible HVAC systems. All of 
the analysed applications of electrical heating systems suggest that significant benefits for the 
system and the society in general can be achieved by implementing smart control strategies 
rather than merely integrating them into the grid as passive demand. 
Case studies conducted on residential HP systems equipped with dedicated heat storage have 
shown that these can deliver significant reductions of peak demand in the local network. As an 
illustration, with heat storage size of 25% of daily heat requirements, the increase in peak de-
mand as a result of large-scale electrification of residential heating can be reduced from 78% 
above the original value to only 21% above the original peak. This peak reduction would obvi-
ously result in a significantly lower network reinforcement cost. In addition to benefits to distri-
bution network operators (DNOs), heat storage in residential HP systems could also bring sig-
nificant savings to HP system users, by reducing the required installed power of HP systems, and 
hence reducing the installation cost for the user. Benefits for HP users and DNOs are not mutu-
ally exclusive, i.e. installing heat storage in residential HP systems can generate savings for both 
users and network operators. 
The analysis of commercial HVAC systems contributing to system-level peak management has 
been conducted based on a second-order thermal model of buildings. Case studies illustrated 
how the flexibility of temperature management in commercial buildings in terms of slightly re-
duced comfort levels of short duration can significantly contribute to reducing system peak de-
mand i.e. the cost of peaking plant capacity. System peak reduction for the building portfolio 
considered in this chapter can amount to over 700 MW. Sensitivity analysis around the allowed 
flexibility levels (i.e. level of allowed temperature deviations from pre-defined set points) 
showed that higher flexibility results in a more substantial peak reduction. The studies have fur-
ther shown that the adoption of control strategy with free temperature excursion (i.e. allowing 
pre-heating of the buildings) increases the capability of flexible HVAC demand to reduce maxi-
mum demand, although it remains to be investigated whether such a strategy would be accept-
able from the users’ comfort perspective. 
Chapter 5 .Opportunit ies  for  System Management Using Flexible Heating Demand  
217 
The analysis of the capability of commercial HVAC systems to provide ancillary services to the 
system suggests that the most valuable service provided by HVAC is frequency response, which 
is closely followed by fast reserve provision. The value of STOR service seems to be significantly 
lower, while the largest value is achieved when all three services are offered simultaneously. 
Savings delivered by flexible HVAC systems providing ancillary services established in this chap-
ter could be up to £7/kW/year in the current system, and up to £17/kW/year in the future sys-
tem. In addition to improving the economical performance of the system, using HVAC for provid-
ing system services can also improve the environmental footprint of electricity generation, 
namely its carbon emissions and the ability to avoid wind curtailment, although the latter effect 
is found to be limited. HVAC usage pattern throughout the year will represent a major limiting 
factor for HVAC contribution to ancillary services, given that HVAC consumption in the UK is 
relatively low during night hours and in summer, which leaves little space to provide system 
services.  
A key prerequisite for exploiting the flexibility inherent to thermal loads is to understand the 
underlying thermal behaviour of buildings and the needs of the customers, so that an appropri-
ate assessment of potential flexibility can be made. This introduces additional levels of complex-
ity into the operation and control of electricity systems, and this will clearly require novel ICT 
and control solutions to be implemented to allow the smart integration of a large number of 
flexible heat loads into system management. The analysis conducted in this chapter suggests 
that ignoring the potential of heating demand to provide flexibility to the system and failing to 
integrate it into a smart system operation paradigm might result in unnecessarily high cost be-
ing borne by end customers. 
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CHAPTER 6. ROLE OF SMART DOMESTIC APPLIANCES IN 
SUPPORTING SYSTEM OPERATION 
6.1 INTRODUCTION 
Smart domestic appliances represent an area where a potentially large flexible demand resource 
could be tapped to support more efficient operation and design of electricity systems, through 
reducing peak demand, eliminating network congestion, increasing the operational efficiency of 
the system and facilitating the integration of intermittent renewable electricity generation. In 
future systems operating under ever tighter carbon emission constraints, smart appliances (SAs) 
might also provide benefits in the form of reduced environmental emissions. 
Household appliances form a significant part of energy consumption, representing around 10% 
of the total annual energy consumption in the UK.40 The principle of operating these appliances 
in a smart way involves modifying the typical appliance usage patterns according to the condi-
tions in the system, using smart appliances as sources of demand-side flexibility [19]. Smart ap-
pliances would then be able to provide a range of services to the electricity system, such as gen-
eration/demand balancing, frequency control, standing reserve, peak reduction and network 
congestion management [105]. 
Involving domestic and small commercial customers in demand response schemes incorporating 
domestic appliances has not experienced large-scale utilisation in the past. This is because thou-
sands of customers need to be involved to provide a tangible amount of variable power and a 
significant investment is required to install control hardware into a large number of appliances. 
Furthermore, a reliable communication infrastructure is required to send command signals from 
a utility or a system operator to multiple customers, which are widely geographically spread. 
The opportunity to carry out flexible demand control on appliances is becoming more practical 
at a domestic level with the appearance of smart appliances in the market.41 Also, recent devel-
opments in information and communication technologies (ICT) have enabled a substantial re-
duction of the cost of required communication and control solutions. When these technological 
advances are combined with the increased need for flexibility that is expected to arise in future 
systems characterised by low-carbon generation technologies, this opens up a large potential for 
                                                             
40 This estimate has been made based on the analysis carried out in the Intelligent Energy Europe Smart-A 
project (www.smart-a.org) [104]. 
41 Many appliances today are already equipped with delayed start time functions, which could be used by 
consumers to change their starting times, e.g. in order to take advantage of time-of-use tariffs. Smart ap-
pliances enhance this functionality further by allowing a more intelligent control that may or may not in-
volve the intervention of the consumer. 
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using flexible smart appliances in the domestic and small commercial sector in order to manage 
the system more efficiently. 
An estimate of the average diversified daily demand patterns of different appliance categories in 
the UK, obtained through the analysis in the Smart-A project [104], is illustrated in Figure 4.12. 
The figure represents the forecasted demand in the domestic sector in year 2025, based on the 
assumptions made on the penetration levels of nine appliance types considered in the analysis 
and developments in terms of their efficiencies.42 It is evident that some appliances, e.g. refrig-
erators (RF) and freezers (FR) have a nearly constant demand within the day, while others, such 
as dishwashers (DW), have a visibly higher demand in the evening. The aggregated system de-
mand from domestic appliances represents a significant share of the system demand, reaching a 
peak load of around 8 GW. Also, the peak in domestic appliance demand occurs at about the 
same time as the peak in total system demand, in the early evening hours (6-7pm). As a result, 
there is considerable potential to use these types of loads to provide demand-side flexibility. 
 
RF: Refrigerator FR: Freezer CP: Circulation Pump 
WM: Washing Machine TD: Tumble Dryer DW: Dishwasher 
OS: Oven and Stove AC: Air Conditioning WH: Water Heater 
Figure 6.1. Average daily demand of domestic appliances in the UK estimated in [104] 
The way in which appliances are used, i.e. in which they provide useful services to their users, 
determines how these appliances could potentially be used to provide support to system man-
agement. Two distinct appliance groups can be identified in that respect: 
1. Occasional usage appliances. These appliances are typically used not more often than 
once or twice daily. When they are used, they normally follow a given consumption pro-
file for the duration of their operating cycle. Also, these appliances are used more during 
the day, especially the peak hours, while their night usage is significantly lower. The ex-
                                                             
42 The study also considered resistive electric heating, which is not included here due to its highly seasonal 
character. The use of flexible thermal demand is discussed in detail in Chapter 5. Other electricity consum-
ing devices in private households are typically used by consumers “on demand” (e.g. computers, audio and 
video sets and lighting) and thus do not allow for much load shifting. 
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amples for such appliances include washing machines (WM), dishwashers (DW) and 
tumble dryers (TD), the so called wet appliances.  
2. Continuous usage appliances. This group includes appliances that operate in a continuous 
manner, such as for instance refrigerators (RF) and freezers (FR), which need to operate 
throughout the day to maintain their internal temperatures within the required range. 
This is typically achieved by following a cyclical operating pattern associated with 
switching the compressors on (in cooling mode) and off (in idle mode) to enable tem-
perature regulation. The duty cycle involved (i.e. one exchange of on and off modes) 
typically lasts for about an hour, during which an appliance is on for about 15-20 min-
utes and off for the rest of the hour. 
Fundamental differences between how these two groups of appliances are used also give rise to 
different uses of the flexibility they can provide to the system. Occasional usage appliances are 
well suited for demand shifting, given that the users’ comfort is not significantly compromised 
by delaying the operating cycle of the appliance by a few hours.43 They could therefore be effi-
ciently used for the purposes of peak minimisation, network congestion management, system 
balancing and slow reserve provision, all of which typically require a few hours’ notification 
[19]. This sort of appliances on the other hand would not be suitable to provide fast reserve ser-
vices, as these would require unplanned interruptions in operating cycles to respond to sudden 
disturbances in the system, and that would have detrimental impact on the level of useful ser-
vice provided to the user. 
The properties of continuous usage appliances (such as refrigeration) allow them to contribute 
to system operation in a way complementary to occasional usage appliances. Due to the need to 
operate in continuous cycles during the entire day, refrigeration appliances are not capable of 
postponing their demand for a few hours without seriously compromising the cabinet tempera-
tures, potentially leading to food-related health and safety issues. These appliances could there-
fore not sensibly contribute to objectives such as peak minimisation or network congestion 
management. However, they could contribute to the provision of fast frequency regulation ser-
vices by modifying their average consumption, as this would only involve a short-term deviation 
from steady-state temperatures. Another argument in favour of their participation in frequency 
regulation is the fact that there is an almost constant average consumption during the day, 
meaning that these appliances would be able to provide a stable level of regulation service 
throughout the day, potentially avoiding the need to source these services from more expensive 
providers such as conventional generators [106]. 
                                                             
43 As an example, a user might be largely indifferent to whether his dishwasher does the washing up 
straight after the dirty dishes have been put into the machine, or if it is delayed until early next morning. 
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The consumer acceptance study towards smart domestic appliances carried out in the Smart-A 
project [107], revealed a high acceptance level for allowing load-shifting, including e.g. delay the 
start of washing cycles or intermediate interruptions of the operation of appliances. Despite a 
rather positive attitude of consumers towards smart appliances, there will be always a gap be-
tween real actions and attitudes, so these findings need to be taken with a reserve. 
The survey showed that the majority (77%) of the consumers would accept postponing opera-
tion cycles, with the level of flexibility depending on the appliance type. Washing clothes is more 
sensitive as consumers are reluctant to leave the device operating unattended and the clothes 
wet inside the machine; they would therefore allow only short delays of up to 3 hours. For DW 
the flexibility is comparatively higher (more than 3 hours) because consumers do not put the 
same importance on the time when the device operates. Finally, the smart operation of refrigera-
tors and freezers shows a very high acceptance level as long as the safety in terms of food quality 
is guaranteed. 
For the reasons explained above, the remainder of this chapter will take two separate routes 
when investigating the value of flexible domestic appliances: 
 Assessing the impact of smart refrigeration providing frequency regulation services on 
the system 
 Evaluating the impact of smart wet appliances on peak management in distribution net-
works 
6.2 USING SMART REFRIGERATION FOR PROVIDING SYSTEM SERVICES 
Increase of penetration of intermittent renewable power connected to the GB electricity system 
will increase the requirements for frequency regulation services. If these services are met by 
conventional plant running part-loaded, this will not only reduce the system operational effi-
ciency but will also limit the ability of the system to accommodate renewable generation. This 
chapter therefore proposes a methodology to assess the value of the Smart Refrigeration (SR) 
through the application of the Dynamic Demand (DD) concept, which enables domestic refrig-
eration appliances to contribute to frequency regulation through an advanced stochastic algo-
rithm. 
The benefits of SR providing frequency response through the DD concept will be determined for 
a range of future low-carbon generation systems, using the efficient generation scheduling 
model from Chapter 3, which includes scheduling of frequency regulation and reserve services. 
The analysis also considers the potential impact of wind generation on system inertia and re-
sponse provision. 
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6.2.1 BACKGROUND 
Electricity systems throughout the world are expected to undergo fundamental changes in the 
coming decades, due to the fact that the reduction of carbon emissions from electricity genera-
tion requires that large volumes of wind and other intermittent renewable capacity are inte-
grated in the system. Electricity produced by wind generation is variable and difficult to predict 
and at present it does not provide services needed to balance demand and supply in real time. 
This is very different from the majority of conventional generation, which not only provides en-
ergy but also vital control services necessary to maintain the integrity of the power system. 
Integrating large amounts of intermittent renewables into the electricity system will impose a 
significant demand for additional flexibility, in particular for the ancillary services associated 
with system balancing [10]. Increased requirements for real-time ancillary services, if provided 
by conventional generation running part-loaded, will not only reduce the efficiency of system 
operation, but may also significantly undermine the ability of the system to absorb intermittent 
renewable output. 
Many electrical appliances (such as refrigeration devices) are not time-critical, and they typically 
operate in duty cycles, switching between on and off states e.g. to maintain the inside tempera-
ture within given boundaries. The Dynamic Demand (DD) concept explores their flexibility by 
enabling such appliances to contribute to frequency regulation through altering their duty cycles 
in response to frequency deviations from the nominal value of 50 Hz. By displacing the regula-
tion service provided by conventional generators, the DD concept could increase the overall fuel 
efficiency of conventional generators and reduce carbon emissions as a result. Furthermore, the 
flexibility released by using DD would improve the system’s ability to integrate variable renew-
able output. 
Practical issues around the implementation of frequency-based demand control have been dis-
cussed in [108], while advantages of centralised and decentralised frequency control using de-
mand response have been studied in [109], where control actions include the disconnection of 
air-conditioning and water heating loads. 
The concept of decentralised demand control for frequency response provision is demonstrated 
and laboratory-tested in [110] for a portfolio of domestic loads. The portfolio included refrigera-
tion devices, while the control algorithm involved a simple disconnection of loads and reconnec-
tion after a predefined time has passed or the frequency had recovered. The authors of [96] in-
vestigate the behaviour of frequency-controlled space heating load, taking into account the 
thermodynamic behaviour of buildings, i.e. their heating requirements based on thermostat set-
tings and outdoor temperature. Using demand for frequency control by adjusting the tempera-
ture set points of water heaters has been analysed in [97]. Reference [98] addresses the issue of 
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response provision by frequency-sensitive loads in a decentralised fashion and proceeds to es-
timate the aggregate response characteristic of refrigeration, space heating and water heating 
loads, in the form similar to generators. 
Previous research on the DD concept using refrigerators has shown that it can be applied to re-
spond to sudden power plant outages, and thus reduce the cost of reserve power required to 
deal with such events. Reference [111] demonstrates the concept and applicability of DD, pro-
viding a rough estimate of potential economic benefits. The potential benefit of DD for economic 
and environmental performance of the electricity system has been estimated in [106], by simu-
lating annual system operation while taking into account response and reserve requirements. In 
both [111] and [106] the duty cycles of appliances are varied as linear functions of frequency 
deviation from its nominal value. However, such simple feedback schemes can prove inadequate 
in achieving the desired performance, as individual appliances tend to synchronize and lose di-
versity. This, in turn, may lead to unacceptable levels of payback in energy demand when the 
appliances recover their steady-state operating temperatures. Also, they can ultimately lead to 
unstable oscillations in grid frequency. 
The problem of Dynamic Demand management is also addressed in [112] in the context of cen-
tralised model predictive control (MPC), with the appliances being able to receive and execute 
commands that are generated by a central processing node. The approach is applied to problems 
in which there is considerable supply variation due to the large share of intermittent renewable 
sources, without specifically addressing events such as generator failures. 
This section develops a novel approach to estimate the economic and environmental benefits of 
introducing DD-based frequency response, using an advanced stochastic control algorithm to 
control the duty cycles of domestic refrigerators.44 The decentralised stochastic DD control 
framework proposed in [113] is applied, which steers the temperature probability densities to-
wards desired distributions, while maintaining the temperatures within the desired range. In 
this algorithm the classical hysteresis-based refrigerator controllers are replaced by an optimal 
control of the transitions between ON and OFF operating states of the appliances (and, therefore, 
power consumption), ensuring that during load recovery the population of refrigerators is suffi-
ciently diversified, hence avoiding undesirable overshoot and instability phenomena. The algo-
rithm is simulated for a wide range of system conditions in order to quantify the response con-
tribution of a single appliance. 
The economic and environmental benefits of DD for the system are then assessed using the out-
puts of dynamic power system simulations. The assessment is performed using the efficient 
                                                             
44 Similar control schemes could be employed for other appliances that require energy storage in the form 
of heat, such as freezers or water heaters. 
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large-scale generation scheduling algorithm from Chapter 3, which has been developed to simu-
late the annual operation while considering frequency response contributions from conven-
tional generators, wind generators and DD-enabled appliances. Estimated system benefits in-
clude operating cost reduction, reduced carbon emissions and avoided wind curtailment, and 
are determined for a wide range of current and possible future system configurations. 
6.2.2 THE MECHANISM OF SMART REFRIGERATION CONTROL 
Refrigerators normally operate by switching between ON and OFF states. Switching off occurs 
when refrigerators reach their minimum internal temperature (Tmin), upon which the tempera-
ture increases until it reaches the maximum level (Tmax), thus signalling the compressor to 
switch back on. A typical refrigerator demand pattern is illustrated in Figure 6.2a, with tempera-
ture settings for Tmin and Tmax of 4 °C and 8 °C, respectively. The evolution of temperature inside 
the refrigerator is depicted in blue colour and plotted against the left-hand side axis, while the 
on/off states of the refrigerator (i.e. its electricity consumption pattern) is plotted in red against 
the right-hand side axis. 
 
(a) 
 
(b) 
Figure 6.2. Refrigerator demand pattern in uncontrolled (a) and DD mode (b) 
From the figure, it is rather straightforward to deduce that the duration of one operating cycle is 
49 minutes, with about 10 minutes in ON mode and the remainder in OFF mode (resulting in the 
duty cycle ratio of 21%). For a large population of refrigerators, such as e.g. on a national level 
including millions of appliances, the variations in individual refrigerator demand patterns would 
cancel out, so that the aggregate demand profile would be almost constant at the level of power 
rating of all refrigeration devices multiplied by the duty cycle ratio. For instance, assuming the 
nominal consumption of an average refrigerator of 140 W (when ON), and the total number of 
refrigerators in the UK households of 40 million, implies that the aggregate refrigeration de-
mand would be relatively stable at the level of around 1.2 GW. This is fairly consistent with the 
estimated aggregate demand curves for RF and FR categories shown in Figure 4.12. 
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Figure 6.2b on the other hand illustrates how refrigeration consumption patterns could be al-
tered in response to a sudden and significant frequency deviation from the nominal value. It is 
assumed that system frequency experiences a sudden drop 2 hours after t = 0. For the sake of 
simplicity and clarity of presentation it is further assumed that the smart refrigerator control 
responds to this frequency drop by increasing its lower temperature set point Tmin from 4 °C to 
6.5 °C. This results in the smart refrigerator controller instantaneously stopping its compressor 
at t = 2 h, given that the temperature at that instance is around 6 °C, i.e. lower than the new set 
point. The new set point results in the shortening of the operating cycle to around 20 minutes, 
although the duty cycle ratio does not change significantly. The critical phenomenon is the one 
that occurs during the period circled in green in Figure 6.2b. During that period the consumption 
of the analysed refrigerator drops from the level of its nominal power (which would be con-
sumed if no control was exercised) to zero, and continues to be zero for about 20 minutes. The 
frequency sensitive control of refrigerator duty cycles would have the same effect on all refrig-
erators that have been on at t = 2 h and at a temperature lower than the new minimum set point. 
The aggregate effect of this on a large number of refrigerators with diversified demand patterns 
would be the reduction in aggregate demand compared to the uncontrolled case. Given that this 
reduction occurs very quickly (i.e. within seconds), it can be very conveniently used to provide 
fast frequency regulation in a similar fashion as large-scale generators. 
Nevertheless, refrigerators differ from conventional generators in terms of providing frequency 
regulation, because altering the operating cycles to reduce aggregate consumption disturbs the 
diversity of temperatures in the population of refrigerators, as the energy is effectively extracted 
from the cooled content of the refrigerators and temporarily delivered to the system. This en-
ergy (or at least the part of it) needs to be recovered when refrigerators restore their pre-
disturbance temperature diversity, and this effect is commonly referred to as payback. Managing 
this energy payback requires attention in order to avoid excessive increase in the aggregate re-
frigerator consumption that would create further challenges for system operation. The issue of 
controlling payback is discussed in detail in the next section which introduces an advanced sto-
chastic DD control algorithm. 
6.2.3 STOCHASTIC CONTROL OF SMART REFRIGERATORS 
This section contains a summary description of the stochastic DD control algorithm developed in 
[113], which is used to assess the contribution that smart refrigerators can provide to system 
frequency regulation and its corresponding value in terms of economic and environmental bene-
fits. 
As described in [112], the evolution of the temperature Tt follows a first-order, affine ordinary 
differential equation (ODE): 
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 (6.1) 
Scalar parameters A, mc, η and Q denote thermal conductance, thermal mass, coefficient of per-
formance and power rating of the refrigerator, respectively. The ambient temperature T0 is as-
sumed to be constant. 
In order to implement a stochastic control algorithm, the model (4.3) is replaced by one where 
appliances behave as Markov jump linear systems [114], i.e. switched affine systems driven by a 
stochastic process associated to a finite Markov chain. The stochastic refrigerator model consists 
of an OFF and an ON state, and transition probability rates between them are denoted by λ1 and 
λ2, as illustrated graphically in Figure 4.9. 
 
Figure 6.3. Markov chain model of refrigerator behaviour 
The following notation is introduced in Figure 4.9: 
   
 
  
                  
  
 
 (6.2) 
This allows the ODE in (4.3) to be rewritten as follows: 
 
                      
                        
 (6.3) 
where TOFF denotes the ambient temperature and TON the steady-state temperature reached by a 
refrigerator which is always ON. Parameter a is the thermal dispersion coefficient. 
Furthermore,        and         are used to denote the probability of a single refrigerator re-
siding in the ON and OFF state, respectively (                 holds for any t). The evolu-
tion of these probabilities is then described by the following pair of equations: 
 
                            
                             
(6.4) 
             
ON 
              
OFF 
λ1 
λ2 
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For each given pair of non-negative numbers        , the vector                 
 
, converges 
to a unique stationary distribution           
 , where: 
     
  
     
      
  
     
 (6.5) 
    also represents the average duty cycle of a single appliance, which is therefore entirely de-
termined by the transition rates    and   . 
Given that the proposed control algorithm involves random switching, it follows that the tem-
perature T(t) is itself a random variable. Reference [113] shows that, for the model of Figure 4.9 
it is possible to obtain partial differential equations (PDEs) that describe the time evolution of 
the probability distribution of the temperature T(t), as well as ODEs that describe the evolution 
of the first two moments associated with that distribution, and asymptotic (steady-state) values 
for these moments. It is therefore shown that for the model of Figure 4.9, the mean E[T(t)] and 
variance v(t) of the temperature T(t) converge (for constant values of    and   ) asymptotically 
to: 
         
  
     
     
  
     
    (6.6) 
                
 
     
                 
 (6.7) 
Equations (6.6) and (6.7) are the basis for constructing the stochastic control strategy. As dem-
onstrated in [113], (decentralised) DD control of the refrigerator appliances can be achieved by 
selecting appropriate transition rates    and    as functions of the magnitude of frequency de-
viation      . 
The transition rates    and    are determined by fixing a desired value for the operating tem-
perature variance     , and by specifying a desired average temperature     , or a desired aver-
age duty cycle     . In case the latter approach is adopted,    and    are obtained from the fol-
lowing expressions: 
          
       
    
           
         
          
 
    
  (6.8) 
               
       
    
           
 
          
 
    
  (6.9) 
The decentralised control strategy is therefore to vary      as a linear function of the frequency 
deviation: 
                      (6.10) 
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where K is a constant gain, and      is the nominal value of the steady-state duty cycle when 
there is no frequency deviation in the grid (    ). 
The control scheme described above results in a time-inhomogeneous Markov chain for the 
ON/OFF switching process, where individual appliances obey the following simple algorithm 
(RND denotes a random number, uniformly distributed in the interval [0,1]): 
 When device switches to ON mode: 
1. Set t0 = t and r = RND 
2. Start evaluating the integral:              
 
  
 
3. Switch to OFF at time s, for which:           
 When device switches to OFF mode: 
1. Set t0 = t and r = RND 
2. Start evaluating the integral:              
 
  
 
3. Switch to ON at time s, for which:           
More details regarding the stochastic algorithm outlined above, as well as its stability analysis, 
can be found in [113], where it is shown that, under this scheme, the closed-loop system is lo-
cally asymptotically stable regardless of parameter values and control gains. 
The random control method described in this section results in average switching times that are 
shorter than the ones encountered with standard hysteretic methods. It might be therefore more 
appropriate for practical applications to consider a hybrid controller, which combines both hys-
teresis-based control (for “normal” operating conditions) and the random controller (for “emer-
gency” cases). Such a combined approach would not jeopardize the lifetime of the appliance, as 
the random controller would only be triggered in the rare case of a major power plant failure.45 
“Normal” operation can be resumed after a few hours, when the population of appliances will be 
sufficiently diversified. 
In addition, as the random controller only regulates the mean and variance of a refrigerator’s 
temperature, it is desirable to introduce safety thresholds Tmax and Tmin, which help to avoid 
temperature excursions beyond “safe” levels. If these thresholds are exceeded, the appliance 
forcibly switches ON (or, respectively, OFF), overriding the control action. 
Finally, simulation studies have indicated that, even though the random controller generally 
outperforms the simple linear feedback schemes, the latter respond significantly faster at the 
onset of a generation loss, where the initial frequency drop is very sharp. For this reason, it is 
advantageous to make the Tmin safety threshold frequency-dependent to allow the controller to 
                                                             
45 The trigger mechanism would be a significant frequency deviation from the nominal value, e.g. in the 
order of 0.2 Hz. 
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respond faster at the onset of a failure. This is done by adopting the Variable Constrained algo-
rithm from [113], where the modified Tmin set point is linearly dependent on frequency devia-
tion: 
                 (6.11) 
In the above,   is a (positive) constant of proportionality. The implementation of this algorithm 
differs only slightly from the basic version outlined above – for example, when the device is ON, 
Step 3 would have to be replaced by the following statement. 
3. Switch to OFF at time              , where s is such that           and    is such 
that           . 
6.2.4 DYNAMIC MODELLING OF POWER SYSTEM WITH SMART REFRIGERATION 
The amount of response required from conventional generators in the GB power system is pres-
ently determined as a function of system demand and the maximum generation loss in the sys-
tem [115]. This section presents the methodology used to quantify the reduction in the amount 
of response requirement from synchronised conventional generation when DD refrigerators are 
connected to the power system. The corresponding amounts are determined for a range of dif-
ferent system loading conditions, different generation outages and various levels of DD penetra-
tion (i.e. shares of appliances equipped with DD technology). The requirement in all cases is that 
the amount of response procured by the system, shared between conventional generation and 
DD appliances, is able to maintain the system frequency within 0.5 Hz of the nominal value for a 
normal infeed (generation) loss, and within 0.8 Hz for an infrequent infeed loss. 
Current UK security standards define the normal infeed loss at the level of 1,000 MW, and the 
infrequent loss at 1,320 MW; from about 2020 onwards however, this is expected to increase to 
1,320 MW and 1,800 MW for normal and infrequent losses, respectively, in order to accommo-
date the connection of larger units to the system. 
A simulation tool has been developed to examine the closed-loop performance, by connecting a 
large number of stochastically controlled refrigerator objects to a Power System Frequency Re-
sponse Model as outlined below. This allows for the quantification of demand contribution to 
frequency regulation for a wide range of system conditions. 
Power System Frequency Response Model 
A standard low-order system frequency response model [116] is used in this paper, where the 
power system consists of an equivalent steam power plant with reheating, and an equivalent 
representation of the system inertia with an appropriate load damping constant (Figure 6.4). 
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Figure 6.4. Power system frequency response model 
In this system model, the response of the power system to a plant failure is simulated by adding 
a step increase in ΔPL equal to the plant loss. The model then shows the change in system fre-
quency (from the nominal 50 Hz) as Δω. The parameters of the model have been calibrated so 
that, for normal and infrequent loss sizes, the system frequency drop is arrested at –0.5 Hz, and 
–0.8 Hz, respectively, as stipulated by the GB power system security standards. Other symbols in 
Figure 6.4 denote mechanical/electrical power (ΔPm), governor speed regulation (R), fraction of 
power generated by the high-pressure turbine (FH), reheat time constant (TR), inertia constant 
(M), load damping constant (D) and the mechanical power gain factor (Km). Suitable values for 
these parameters are chosen to match the GB system [117]. 
The model in Figure 6.4 is capable of capturing the behaviour of DD appliances connected to the 
system, as they represent a change in load which is added to the model as ΔPf. 
Simulation setup 
Numerical simulations were carried out by considering the model of Figure 6.4 connected to 
both DD and non-DD appliances. Each of the two simulated sets included 10,000 individual ap-
pliances, while the total power consumption of the simulated refrigerator groups was scaled up 
to reflect the total number of household refrigerators in the UK (40 million appliances), as well 
as the desired penetration of DD appliances. 
Reference values for the refrigerator model were taken from [112], assuming a nominal power 
consumption of 140 W per appliance and a typical duty cycle of approximately 22%. Model pa-
rameters a, TON and TOFF were set to 1.28×10–4 s–1, –45.4 °C and 20 °C, respectively. The state and 
temperature of each simulated refrigerator were randomly initialised, while model parameters 
for each appliance were also randomly chosen from a [–15%, +15%] uniform window around 
the aforementioned reference values. 
Contribution of DD appliances to frequency response 
The combined power system and refrigeration models based on the stochastic control algorithm 
described earlier in this section are used to estimate the new (reduced) system response re-
quirements from conventional generation for different penetrations of DD refrigerators. This 
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was done by running the simulation model of Figure 6.4 in conjunction with the DD-controlled 
refrigerator models to schedule sufficient response for generation losses of 1 GW, 1.32 GW and 
1.8 GW. In each case, the required generator response capacity was found which allowed the 
system to arrest the frequency drop at 49.5 Hz (for a normal loss), and 49.2 Hz (for an infre-
quent loss). As in [113], the assumed duration of the loss was 15 minutes, followed by a recovery 
to the original levels within 10 minutes. 
According to [113], the desirable behaviour of stochastically controlled appliances during gen-
eration outage comes at the cost of longer temperature recovery times, governed by a time con-
stant equal to 1/a. For the assumptions made in this paper, this constant exceeds 2 hours, indi-
cating that a complete recovery of appliance temperatures requires several hours. Such a long 
time needed to restore the response capability is not acceptable, given the possibility of another 
generation outage during the recovery phase, in which case additional generation capacity 
would need to be engaged (although the probability of two major outages in close succession is 
very low). A modification has therefore been introduced into the stochastic control algorithm, 
where we require that only half of the appliances in the DD population are utilised during any 
particular disturbance event.46 The remaining half is then ready to be utilised in case there is a 
second generation loss before the population of the first group of appliances completely re-
establishes diversity. This was done in order to make the level of service comparable to genera-
tors, which are expected to be ready to provide response shortly after reserve providers have 
taken over the balancing from response providers. 
As expected, response requirements from generators have been found to decrease with an in-
crease in penetration of DD appliances, as progressively more generation capacity is displaced 
by flexible demand. In some cases with high DD penetration levels and high demand, the appli-
ances are even able to completely eliminate the need for primary frequency response from con-
ventional generation. 
In order to use the outputs of the above simulations in the value assessment model presented in 
the next section, the contribution of DD appliances to frequency response has been quantified 
and expressed per single appliance by dividing the displaced generation capacity      
    with the 
total number of appliances NF and the share of appliances participating in the DD control (DD 
penetration) βF, for any given level of demand d and the size of generation loss PL: 
                                                             
46 This was implemented in a decentralised fashion by using a random number generator in each simu-
lated appliance, which, at the onset of a generation loss (detected via a sharp frequency drop), decides 
whether that particular appliance would provide DD response or not. 
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 (6.12) 
The magnitude of this contribution is depicted in Figure 6.5 for a range of system conditions and 
DD penetration levels, as well as for three critical sizes of generation loss. In order to avoid con-
fusion when expressing response contribution from a single appliance, only those cases are plot-
ted where DD does not completely eliminate the need for frequency response from generators. 
Complete substitution of generators is observed in cases with high demand, high DD penetration 
and lower infeed loss magnitudes, due to lower response requirements. 
 
(a) 
 
(b) 
 
(c) 
Figure 6.5. Contribution of Dynamic Demand to frequency response (per appliance): a) for 1 GW loss; 
b) for 1.32 GW loss; c) for 1.8 GW loss 
Based on a large number of simulations, the response contribution of refrigerators has been 
fairly robust, with the average contribution between 17.3 and 18.1 W per appliance. The vari-
ability of the results is understood to be a consequence of randomised algorithm parameters and 
a limited number of appliances in the simulated sample. To ensure the robustness of findings, a 
conservative value of  
      per appliance is adopted as an input into the value assessment 
of DD. 
Two more sets of simulations have been carried out to quantify the impact of a different value of 
thermal conductance A (higher A implies poorer insulation of the refrigerator). Studies have 
been done for thermal conductance values equal to: i) double; and (ii) half the original amount 
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used in the simulations. With the conductance of 2A (i.e. poorer insulation) the response contri-
bution of 35 W per refrigerator has been obtained. This higher value is expected, given that the 
duty cycle of these refrigerators increases to around 43%, which also means their aggregate 
steady-state consumption is higher than in the original case. When a disturbance occurs in the 
system, these appliances are hence able to reduce their load by a higher amount and generate 
higher contribution to response provision. In the opposite situation, with the thermal conduc-
tance of 0.5A, a lower response contribution is obtained, in the amount of 10 W per appliance. 
The impact of variations in thermal parameters of refrigerators is also tested in the value as-
sessment model. 
6.2.5 VALUE ASSESSMENT OF SMART REFRIGERATION 
Methodology for evaluating system operation 
At the core of the proposed methodology is the detailed annual simulation of power system op-
eration on an hourly basis, based on the large-scale MILP scheduling algorithm developed in 
Chapter 3. The optimal economic operation of the system is determined considering daily and 
seasonal demand and wind output variations over the course of one year, while considering the 
contribution from DD. The objective of the multi-unit commitment problem formulation is to 
minimise the system operation cost for the day ahead, which consists of no-load cost, variable 
operation cost and start-up cost of generation. 
A key element of the model is the requirement to maintain a certain level of frequency response 
in the system, which according to (3.29) is ensured by contracting response services from con-
ventional generators (    
  
), and wind if allowed (    
  
). DD appliances that are capable of provid-
ing frequency response now enter the equation as an additional provider: 
      
  
 
   
     
         
    
  
 (6.13) 
where the meanings of βF and NF are the same as in (6.12) and   
  is the average contribution of 
individual appliance to frequency response obtained from simulations in Section 6.2.4. Obvi-
ously, the contribution from DD appliances will reduce the requirements on conventional gen-
erators to provide response, thus reducing the need to keep part-loaded generators in operation. 
Primary frequency response requirements have been assessed using National Grid’s curves 
[118]. Response requirement curves have been further modified to account for the effect of 
short-term wind fluctuations for a given installed wind capacity. 
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Evaluating the benefits of DD 
The economic value of DD in a particular case study is determined by the avoided annual system 
operation cost, when compared to the appropriate base case scenario without DD. To ensure 
comparability, the benefits of DD are expressed per individual appliance participating in the re-
sponse service. Based on the annual savings per appliance, the capitalised value of savings is cal-
culated assuming a 12-year lifetime of a refrigerator and 5% discount rate. 
Environmental benefits of DD covered in this analysis include avoided carbon emissions from 
the electricity system (the economic benefit of which is also taken into account by incorporating 
the cost of carbon into conventional generators’ operating cost), and reduced need to curtail 
wind output. 
6.2.6 CASE STUDY: THE VALUE OF SMART REFRIGERATORS PROVIDING FREQUENCY REGULA-
TION IN FUTURE GB SYSTEM 
Simulated scenarios for the GB system 
The benefits of DD are assessed for the current GB system, as well as for two different future 
low-carbon development pathways with the 2050 horizon. The scenarios include: 
 CUR2011: based on today’s generation technology mix and 2011 GB demand 
 RES2030 and RES2050: renewable-based system in years 2030 and 2050 
 NUC2030 and NUC2050: nuclear-based system in years 2030 and 2050 
Generation and demand backgrounds for these five scenarios are provided in Table 6.1.47 
Table 6.1. Generation and demand in different scenarios 
 CUR2011 RES2030 RES2050 NUC2030 NUC2050 
Generation capacity (GW) 
Nuclear 10 7.5 16 27 75 
Coal 35 2 0 2 0 
Gas CCGT 30 75 75 79 100 
Gas OCGT 2 10 15 5 5 
Coal CCS - 1.5 9 0.5 0.5 
Gas CCS - 3 14 1 1 
Wind 6 77 108 29 22 
Demand characteristics 
Annual demand (TWh) 319 433 527 463 595 
Peak demand (GW) 55.7 103.9 143.8 116.7 189.5 
 
                                                             
47 Sources: 2011 demand is based on National Grid data [119] (excluding supply from the interconnec-
tors). Installed wind capacity in 2011 is taken from RenewableUK’s website [120]. 2030 and 2050 genera-
tion and demand backgrounds are based on UK Department of Energy and Climate Change (DECC) 2050 
pathways [5], [13]. 
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On top of these scenarios, two different cases are simulated with respect to the contribution of 
wind to system inertia and frequency regulation. In the first set of studies no contribution from 
wind to inertia and response is envisaged, reflecting today’s operating practice. The second set 
of studies (marked in the charts with “W” appended to scenario name, e.g. RES2030W), assumes 
that wind contributes to system inertia and response in 2030 and 2050 in a manner similar to 
synchronous generators [123], [124]. 
Based on the scheduling model of Chapter 3 which also included the contribution of smart re-
frigerators to system frequency regulation, annual simulations of system operation are run on a 
day-by-day basis, quantifying the corresponding cost and CO2 emissions. The information on 
wind output is based on a representative UK profile, which has been appropriately scaled to rep-
resent the assumed installed wind capacity. 
Fuel prices in 2011 have been estimated at the level of £2.5/GJ for coal and £5.7/GJ for gas, while 
in 2030 and 2050 these prices have been assumed at the level of £2.65/GJ for coal and £6.64/GJ 
for gas [125]. Carbon price is also included in generation cost. For 2011 it was assumed to be 
£6/tCO2, whereas in 2030 the assumption was taken from DECC’s Traded Carbon Price Projec-
tions, at the level of £74.2/tCO2. Emissions from fossil fuel-based electricity generation have 
been quantified using internationally accepted emission factors published by the Intergovern-
mental Panel on Climate Change (IPCC) [126]. 
Economic benefits of DD in the GB system 
Savings per appliance for a given scenario have been calculated by capitalising the annual sav-
ings per appliance. The results of the case studies are presented in Figure 6.6. The left half of the 
figure presents the results for all scenarios and cases analysed, while the one on the right only 
shows the scenarios where wind contributes to system inertia and frequency regulation (i.e. W-
scenarios), given that the values involved are much smaller than in the first set of studies and 
thus less visible in the chart on the left. 
The results suggest a significant difference in the economic value of DD between the current sys-
tem and the 2030 and 2050 scenarios. Benefits in the current system, which vary between £8.5 
and £9.5 per appliance, are significantly lower than in future systems. Largest savings are 
achieved in RES2050 and NUC2050 scenario, where the value per appliance can exceed the £500 
threshold. This is followed by RES2030 and NUC2030 scenarios, with the value of around £300 
and £200, respectively. 
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(a) 
 
(b) 
Figure 6.6. Cost savings per appliance for different DD penetrations for all scenarios (a) and for W-
scenarios only (b) 
In the alternative set of studies, where wind was assumed to contribute to system inertia and 
frequency response similarly to synchronous generators, the value of DD is found to be much 
smaller, i.e. between £40 and £60 per appliance in 2030 and 2050 scenarios (about an order of 
magnitude smaller than if wind generators are controlled in the same way as today). It is also 
worth noting that the value per appliance does not vary significantly with different DD penetra-
tions in any of the simulated scenarios (with the slight exception of the NUC2050W scenario). 
Environmental benefits of DD in the GB system 
As indicated in Figure 6.7, DD refrigerators may reduce carbon emissions from the current elec-
tricity sector by about 13-16 kgCO2 per appliance annually. Due to large differences between 
carbon savings in different scenarios, the results are plotted against a logarithmic scale. 
In the future, if wind turbines are controlled using today’s practice, emission reductions of up to 
300 kgCO2 per appliance could be achieved, with the highest reduction observed in RES2050 
scenario. For future systems where wind contributes to system inertia and response, the 
achieved emission savings are significantly lower (between 19 and 33 kgCO2 per appliance) than 
in the first set of studies. There is again limited variation in the emission reduction per appliance 
as DD penetration increases. 
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Figure 6.7. Avoided carbon emissions per appliance 
Figure 6.8 illustrates the impact of DD on necessary wind curtailment in the system. The benefit 
of DD in this regard is expressed by quantifying the avoided volume of annually curtailed wind 
output due to the deployment of DD refrigerators, and dividing this amount by the number of 
appliances. Expectedly, the curtailment levels are the lowest in today’s system characterised by 
a relatively low installed wind capacity, and so is the reduction of wind curtailment caused by 
DD actions. Given that the values of saved wind output in the CUR2011 scenario are 2-3 orders 
of magnitude lower than for other scenarios (i.e. very close to zero), they have been omitted 
from the chart so as not to impair the legibility of other results. 
On the other hand, the highest curtailment reduction is observed in future scenarios dominated 
by wind generation (RES2030 and RES2050) and without any contribution of wind to system 
inertia and response, where between 29% and 44% of available wind output cannot be ab-
sorbed by the system without DD. In these two cases, between 370 and 535 kWh of wind output 
is saved annually per appliance. Avoided curtailment drops to between 39 and 93 kWh per ap-
pliance in Renewable scenarios with advanced wind turbine control, and in all Nuclear scenarios 
regardless of the wind control strategy. 
 
Figure 6.8. Avoided wind curtailment per appliance 
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Impact of refrigerator thermal parameters 
The impact of varying thermal parameters (i.e. thermal conductance) of refrigerators is illus-
trated in Figure 5.1, where annual cost savings per appliance are presented for the two selected 
scenarios (RES2030 and RES2030W), and for multiples of original thermal conductance of 0.5A, 
A and 2A. 
 
Figure 6.9. Cost savings per appliance for different thermal parameters 
The results indicate that thermal conductance has a significant impact on the value of DD-
enabled frequency response provision. There is an almost exactly proportional relationship be-
tween thermal conductance and the value per refrigerator, so that refrigerators with 2A (i.e. 
worse insulation) generate twice as much value compared to the original case, while those with 
0.5A (i.e. better insulation) generate only half of that value. 
It is interesting to note further that the value in the case of refrigerators with 2A decreases more 
rapidly with increasing DD penetration, i.e. there seems to be a saturation effect causing that the 
addition of new appliances generates less benefit if there already are many DD appliances on the 
system. 
Key findings 
The results of the simulations suggest that deploying DD-based refrigerators in the GB system 
could generate considerable savings in system cost. These savings are however very much de-
pendent on the system in which DD is used. Systems such as the current one in GB, where there 
is still significant flexibility in the form of dispatchable conventional generators, allow for rela-
tively modest economic benefits of the DD concept of around £8.50-9.50 per appliance. 
In future low-carbon systems on the other hand, such as the ones assumed in Renewable and 
Nuclear scenarios, the level of flexibility of generation plant tends to be much lower, while the 
requirements for frequency regulation increase. When this is coupled with higher fuel and car-
bon prices assumed in the future system, the value provided by DD can increase to between 
10
100
1000
25% 50% 75% 100%
C
o
st
 s
a
v
in
g
s 
p
e
r 
fr
id
g
e
 (
£
/
a
p
p
l)
DD penetration
RES2030 (2A)
RES2030 (A)
RES2030 (0.5A)
RES2030W (2A)
RES2030W (A)
RES2030W (0.5A)
PhD Thesis  –  Marko Aunedi  
240 
£200 and £500 per appliance, for the case where wind makes no contribution to system inertia 
and response. If on the other hand wind generation adopts a more active role in providing sys-
tem security, the value of DD would drop to roughly £50 per appliance. 
In order to establish whether it is economically justified to deploy DD on a large scale, a full cost-
benefit analysis would be needed considering the actual cost of installing DD controllers into 
refrigerators. Cost estimates for additional control equipment vary considerably; for instance, 
the cost of £16 per appliance is cited in [97], while reference [127] makes an estimate of £1.4-2.7 
per appliance. 
An additional set of sensitivity studies has been carried out to investigate the impact of fuel and 
carbon prices on the savings generated by DD. The results suggest that in 2030 and 2050 scenar-
ios, when reducing the prices to 2011 level, the cost benefits of DD reduce by about 40% com-
pared to the results based on 2030 prices. 
The assessment of benefits generated by refrigerators with different thermal parameters (i.e. 
insulation level) reveals that appliances with poorer insulation are able to achieve higher sav-
ings per appliance due to the higher contribution to response and higher duty cycles. On the 
other hand, such appliances would be much less efficient, which is not compatible with the ob-
jective of improving energy efficiency. Refrigerators with better insulation demonstrate an op-
posite effect – their energy consumption is lower, but so is the level of frequency response they 
can provide. Nevertheless, despite the lower response provision, the results suggest there is still 
considerable scope for these appliances to generate benefits for the system. 
6.2.7 CONCLUSIONS 
This section demonstrated and applied an advanced and theoretically robust stochastic control 
algorithm in order to simulate and valuate the dynamic behaviour of domestic appliances con-
tributing to frequency regulation using controllable domestic refrigerators. Unlike linear and 
deterministic control algorithms, the stochastic control scheme ensures the stability of the sys-
tem and avoids the issue of energy payback. Simulations have been performed for a wide range 
of representative system conditions, resulting in a very robust value for the response contribu-
tion of a single appliance. 
The contribution of responsive demand to supporting frequency regulation has been used as 
input in the large-scale scheduling model, which, in addition to energy scheduling, incorporates 
frequency response requirements, while considering response contributions from conventional 
generators, wind generators and demand response. This enabled the quantification of the eco-
nomic and environmental benefits of responsive demand for a range of GB system scenarios. 
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The results indicate that DD has the potential to generate considerable operating cost savings 
and carbon emission reductions in future systems. This is particularly noticeable in intensely 
low-carbon scenarios (Renewable and Nuclear), where the value of DD varies between about 
£300 and £500 per appliance for Renewable scenarios, i.e. between £200 and £450 in Nuclear 
scenarios. Benefits of DD in the current system appear to be more modest at around £10 per ap-
pliance. A further finding is that the cost savings of DD are highly sensitive to the thermal insula-
tion level of refrigerators, so that more efficient refrigerators with better insulation tend to gen-
erate lower benefits. Finally, our studies demonstrate that DD benefits would drop significantly 
to around £50 per appliance, i.e. by an order of magnitude if wind generators provide inertia and 
frequency regulation services to the system. 
Radically higher cost savings of DD in future systems are driven by the following factors: (i) 
higher fuel and carbon prices in the future; (ii) higher overall level of response requirement and 
therefore higher cost of response provision; and (iii) higher impact of DD on reducing wind cur-
tailment. The results appear to suggest a favourable business case for using DD in future power 
systems, although a proper assessment would also need to consider the additional cost of install-
ing DD control equipment. 
Case studies also indicate a substantial environmental benefit of deploying DD, with carbon 
emissions reduced by up to 330 kgCO2 per appliance per year. DD has also been found to enable 
a considerable reduction of curtailed wind energy, by reducing the capacity of conventional 
units running part-loaded in order to provide frequency regulation services. 
Future work in this area would benefit from a further analysis of wind turbine inertia and re-
sponse, as this seems to be a critically important driver for the value of demand response. Other 
issues requiring attention include: switching frequency of DD appliances and its impact on ap-
pliance lifetimes; the impact of frequency drop threshold that activates stochastic control; and 
frequency of occurrences of generation loss events. 
The per-appliance contribution to response could have been higher had a conservative approach 
not been adopted where only half of appliances participate in response provision following a 
disturbance event. This might not be the optimal approach. Additional case studies suggest the 
value per appliance could double if they are all allowed to respond to a sudden frequency devia-
tion. However, in that case there would need to be additional generation capacity providing re-
sponse during the hours when DD refrigerators recover their steady-state temperatures, and 
that would require extra cost, also having a negative impact on the value of DD. More research is 
needed to understand the trade-off between the level of response provision by DD and the nec-
essary reserve services. 
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6.3 USING SMART WET APPLIANCES FOR DISTRIBUTION NETWORK PEAK MANAGEMENT 
As outlined in Section 6.1, smart wet appliances, typically used occasionally i.e. once per day, of-
fer a promising potential for delivering a range of benefits to a power system, such as e.g. peak 
minimisation, network congestion management, system balancing and standing reserve. Contri-
bution of smart appliances to system balancing, reserve and congestion management has been 
studied in considerable detail in [19] and [128]. This section will therefore focus on addressing 
the issue of using smart appliances to reduce peak demand in the local distribution network. 
6.3.1 APPLIANCE CHARACTERISTICS 
The analysis carried out in this section includes three flexible wet appliance types: DW, WM and 
washer-dryer (WD)48. These have been selected based on data availability and the expected 
flexibility potential; however the methodology could be easily extended to other appliances that 
are used in a similar way. 
In order to quantify the potential benefits of shifting appliance demand cycles in time, one needs 
to establish the number of appliances starting operation at each instance in time. This is derived 
from the diversified demand profile associated with each appliance type together with the cor-
responding operating cycle. An example of these profiles is shown in Figure 5.2 for the UK wash-
ing machines data. 
 
(a) 
 
(b) 
Figure 6.10. Diversified demand of WMs in the UK (a) and consumption per one washing cycle (b) 
The diversified profile in Figure 5.2a represents the aggregated and normalised demand of an 
average WM. This suggests that most households use their washing machines early in the morn-
ing or in the evening. The WM demand per washing cycle (Figure 5.2b) shows a visibly higher 
demand during the water heating phase at the beginning of the cycle (of up to 2 kW), with a 
smaller demand rise also visible in the spinning phase towards the end of the cycle. This infor-
mation is used to assess the number of appliances starting their cycles in each time interval. 
                                                             
48 The WD is a combination of a WM and a TD whose consumption cycle corresponds to the cycle of a 
washing machine followed by the cycle of a dryer. 
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A summary of their operating parameters and allowed shifting times for the three wet appli-
ances is given in Table 6.2. Customer acceptance surveys conducted in the Smart-A project have 
been used to support the assumed shifting times tolerated by appliance owners. Penetration 
rates have been assumed to reflect the current or near-future share of households that own a 
given appliance type and are willing to allow its flexible operation. 
Table 6.2. Operating parameters of smart appliances 
Appliance type Penetration factor Shifting capability Cycle duration 
Washing machine 1h 20% 1 h 2 h 
Washing machine 2h 20% 2 h 2 h 
Washing machine 3h 20% 3 h 2 h 
Aggregated WM 60% Up to 3 hours 2 h 
Dishwasher 20% 6 h 2 h 
Washer-dryer 20% 3 h 4 h 
 
6.3.2 ESTIMATING THE NUMBER OF APPLIANCES STARTING THEIR OPERATING CYCLES AT 
DIFFERENT TIMES OF DAY 
One of the key input requirements for the appliance scheduling model is the expected number of 
controllable appliances available for control at each time step. It is possible to estimate the num-
ber of devices starting operation at each time step based on diversified appliance demand curves 
such as the one presented in Figure 5.2a. The diversified profile represents the normalised (av-
erage) demand per device, as seen by the electricity system. The aggregate daily demand of all 
appliances of a given type is obtained by multiplying the diversified profile by the number of 
households in the system, and by appliance penetration factor (i.e. the percentage of households 
possessing the device). The expected number of devices operating at each time step is derived 
based on data in Figure 5.2 using the disaggregation algorithm developed in [129]. 
Let   represent the number of time steps in the observed period (e.g. one day). The diversified 
load curve for the appliance of type k is obtained from Figure 5.2a by multiplying the normalised 
profile by the total number of devices of type   in the system. This results in a time series of val-
ues   
  of power, for each time step t and for each device type k. 
Also, let    represent the duration of the device operating cycle and   
               the 
consumption of a single device at each time step of its cycle. If   
  denotes the number of devices 
of type k starting their consumption cycles at time  , then the aggregate consumption   
  at time 
  has to comprise the demand of the devices starting their consumption at   and the demand of 
the devices that started their consumption before t, and whose operating cycles have not fin-
ished before t: 
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 (6.14) 
The above equation is valid for each t, yielding a system of T equations with the same number of 
unknowns   
 . Solving the system gives the expected number of appliances starting their operat-
ing cycles at each time step. An example based on the case of washing machines is shown in Fig-
ure 6.11 for an example system containing 1,000 WMs and a diversified demand curve given in 
Figure 5.2a. 
 
Figure 6.11. Estimated number of devices starting their operation at different hours of day 
6.3.3 SCHEDULING ALGORITHM FOR SMART WET APPLIANCES 
The appliance scheduling algorithm is run ahead of real time, before the start of the control pe-
riod (typically one day ahead), and finds the optimal control actions. These control actions de-
termine for each device type and time step the number of devices whose operating cycles would 
be delayed i.e. shifted from that time step towards the end of the scheduling period. 
Let    
  denote the (non-negative) integer decision variable for the number of type   appliances 
that were originally scheduled to start their cycles at time  , but are scheduled by the model to 
start their cycles at time        . The assumed number of different appliance types is K. 
Furthermore, let   
  denote the first possible time step where the appliance of type  , starting its 
cycle at time  , can be shifted to. Although this parameter can be given explicitly as input data to 
simulate different customer-related constraints, it is typically assumed that the first possible 
time step for shifting is the one just after the initially intended cycle start:   
     . 
The number of successive time steps starting from   
  which are further allowed as possible de-
layed cycle start times for appliance of type k at time t is denoted by  
 . If shifting for a specific 
device is not allowed or not possible at time t, then  
   . If shifting is allowed, the number of 
feasible cycle start time steps is determined taking into account that the operating cycle should 
be completed within the time horizon T, and it must not be longer than the maximum allowed 
shifting time for that type of device     
 : 
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     (6.15) 
As before,    represents the operating cycle duration for the type k appliance, while T is the 
number of steps in the scheduling period. 
Only forward shifting of appliance demand is allowed in the algorithm, i.e. cycle start times can-
not be moved to an earlier time: 
    
                      
        
    
   (6.16) 
For each appliance type k and time step t, the total number of appliances whose cycles are 
shifted from t to later time steps cannot exceed the total number of appliances originally ex-
pected to start their cycles at time t: 
     
 
 
   
   
  (6.17) 
The demand shifting actions exercised on smart wet appliances will have the effect of reducing 
the aggregate system demand due to operating cycles being shifted to a later time, but also of 
increasing the total demand when delayed appliances eventually start their cycles.49 Aggregate 
demand reduction at time t resulting from control actions that shift demand of all appliances 
away from time t is denoted by  
 , while similarly the demand increase at time t is denoted by 
  
 . The two quantities are linked to shifting decisions through the following expressions: 
   
       
    
 
 
   
   
 
   
           
      
 
 
   
     
    
   
 
   
 (6.18) 
   
       
    
 
 
   
   
 
   
           
      
 
 
   
     
    
   
 
   
 (6.19) 
In (6.18) the first term on the right-hand side refers to the decrease in demand at time   due to 
the decisions to delay the cycles of appliances that were originally expected to start their cycles 
exactly at  . The second terms captures the effect of decreased demand at   due to the decisions 
to delay the cycles of appliances that were originally supposed to start their consumption some 
time before  , but whose operating cycles would still include time step t. The two terms in (6.19) 
can be explained in an analogous manner. Note that the total increased energy is always equal to 
total reduced energy:   
 
     
 
 . 
                                                             
49 The latter might be interpreted as energy payback, although in this case its mechanism is much simpler 
than for thermal loads. In other words, the total demand of appliances within the observed scheduling 
period does not change, it is only temporally shifted. 
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6.3.4 INCLUDING SMART APPLIANCES IN PEAK MINIMISATION PROBLEM 
The above demand scheduling algorithm is rather general and can be applied to different opti-
misation problems, such as peak minimisation, loss minimisation, system balancing, network 
congestion management etc. The common denominator for all these applications is that the 
original load profile changes shape due to shifting actions of smart appliances. The new load 
profile  
    is calculated as the original demand  
    
 plus increased demand   
  minus re-
duced demand  
 : 
   
      
    
   
    
  (6.20) 
The new peak demand to be minimised is obtained through the following set of inequalities: 
         
        (6.21) 
Based on the problem description laid out thus far, it is possible to formulate the peak minimisa-
tion problem using smart wet appliances: 
 
         
Subject to constraints (6.16)-(6.21) 
(6.22) 
The peak minimisation approach can be applied on various levels i.e. system sizes. In this thesis 
it will be demonstrated on the example of minimising the peak in a distribution network consist-
ing of 2,500 residential customers. 
6.3.5 CASE STUDY: SMART APPLIANCES REDUCING PEAK DEMAND IN DISTRIBUTION NET-
WORKS 
The peak minimisation approach using controllable wet appliances is applied on a residential 
distribution network with 2,500 customers. Diversified load profile per customer for the peak 
demand day has been estimated based on the data relevant for GB residential customers used in 
[7]. This diversified profile peaks at around 1 kW per customer, bringing the peak demand for 
the entire network under consideration to around 2.5 MW. The time when the peak occurs is 
around 5pm, as indicated in Figure 6.12. 
An analysis was carried out to demonstrate the capability of controllable smart appliances to 
reduce peak load in a distribution network for two different levels of penetration of smart appli-
ances: 
 Present level of penetration of wet appliances (Figure 6.12a), where 80% of household 
customers have a smart WM (or a WM+TD) and 20% of households have a smart DW; 
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 Full penetration of smart wet appliances (Figure 6.12b), where 100% of household cus-
tomers have a smart WM (or a WM+TD) and a smart DW.50 
The two cases are presented in Figure 6.12, where the left chart corresponds to current appli-
ance penetration, and the right one assumes full penetration. Both the original and modified 
peak demand are indicated in the charts, suggesting peak reductions of 8.4% and 15.8% for cur-
rent and full penetration, respectively. Obviously, due to higher flexibility, full penetration of 
smart wet appliances is capable of delivering a larger peak reduction than the current appliance 
penetration. 
 
(a) 
 
(b) 
Figure 6.12. Reduced peak load in a distribution network for today’s penetration (a) and with full penetra-
tion of smart appliances (b) 
The charts in Figure 6.12 also indicate the energy reduction and energy payback, defined by the 
area between the original and modified demand profiles. The two quantities are obviously equal 
in volume in each of the two cases, however their volume reflects the fact that the magnitude of 
control actions with full penetration is greater. 
The strategy proposed by the scheduling algorithm is to delay the operating cycles of a large 
number of appliances around the time of peak demand i.e. between 4pm and 6pm, which has the 
effect of reduced consumption at the time of system peak, but also causes an increase in demand 
in later evening hours (after 8pm). Given that the investment in the capacity of distribution net-
work components is primarily driven by demand during peak conditions, the reduction of peak 
using smart appliances can potentially deliver considerable savings in distribution network in-
vestment cost. 
6.4 CONCLUSION 
This section presented the methodology to assess the value of flexibility provided by smart do-
mestic appliances. Two distinct groups of appliances have been considered: occasional usage 
                                                             
50 The possible impact of higher penetration of smart appliances on the shape and magnitude of original 
demand profile has been ignored in this analysis, i.e. it has been assumed that the aggregate demand pro-
file is the same regardless of the appliance penetration rates. 
2.48 MW
0
1
2
3
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
Original demand New demand
Reduction
Payback
2.27 MW
2.48 MW
0
1
2
3
0 6 12 18 24
D
e
m
a
n
d
 (
M
W
)
Time (h)
Original demand New demand
Reduction
Payback
2.09 MW
PhD Thesis  –  Marko Aunedi  
248 
appliances and continuous usage appliances. Services that these two appliance categories could 
provide to the system (and in particular to future low-carbon systems where the value of these 
services is expected to increase dramatically), would differ based on how the appliances nor-
mally operate. 
Continuous usage appliances, such as refrigeration devices, would be well suited to provide fast 
frequency regulation, and this section has described a control algorithm that could be used for 
this purpose, as well as the methodology to assess the economic and environmental benefits of 
smart refrigeration control. The case study performed on the future low-carbon GB system sug-
gests that the value of frequency regulation provided by smart refrigeration could increase to 
very high levels, given that smart refrigeration has the potential to increase the efficiency of 
utilisation of conventional generators, while also saving substantial amounts of wind energy 
from being curtailed. 
Occasional usage appliances, such as washing machines and dishwashers, are better suited to be 
used for peak minimisation, system balancing, network congestion management or standing re-
serve provision. An example has been analysed in this section where smart wet appliances are 
used to minimise peak demand in a residential distribution network, and are able to reduce the 
original peak by a substantial amount, potentially saving considerable amount of distribution 
network investment. 
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CHAPTER 7. BENEFITS OF FLEXIBLE DEMAND AGGREGATION 
THROUGH THE VPP CONCEPT 
7.1 INTRODUCTION 
In a traditional electricity system environment, the connection of potentially flexible loads and 
other Distributed Energy Resources (DERs)51 has been carried out following the “fit and forget” 
paradigm based on the notion of passive distribution networks, where the secure and reliable 
operation of the system is ensured through the redundancy of assets. Under this regime, DERs 
are not visible to the system except as negative demand, and although they can displace energy 
produced by centralised generation, they cannot contribute to system balancing or to the provi-
sion of ancillary services. In other words, the system support and security activities continue to 
be provided by large-scale generation, which in a future characterised by high penetration of 
flexible DER may lead to unnecessarily high cost of investment and operation of the system. 
In order to enable an efficient integration of flexible demand and other DERs into the future sys-
tem, a decentralised operating paradigm is needed which allows DERs to participate in both en-
ergy market and system management, displacing not only energy produced by central genera-
tion but also its controllability and capacity. This paradigm shift will require a new technical ar-
chitecture along with an appropriate commercial and regulatory framework [130]. 
A number of related concepts have been proposed to introduce intelligent operation and control 
of DERs at the customer level [131]. Microgrid is an energy system paradigm formed by the in-
terconnection of small-scale generation, storage devices and controllable loads at low-voltage 
distribution systems [132]. Such systems can be operated interconnected to the power grid, or 
islanded, if disconnected from the grid, and can be controlled in various ways, such as through 
centralised control [133] or via price-based signals [134]. Smart grid represents a system opera-
tion paradigm involving real-time demand-supply and network management through the appli-
cation of alternative smart-grid technologies, involving a paradigm shift in network control phi-
losophy from preventive to corrective control, making use of advanced grid control functionality 
facilitated by appropriate communication infrastructure that can increase asset utilisation and 
avoid or postpone generation and network reinforcements [135]. 
Virtual Power Plant (VPP) represents a concept where flexible loads and other DERs are aggre-
gated into controllable portfolios, enabling the DERs to have system visibility, controllability and 
impact similar to a transmission-connected generator [136]. The VPP concept is explored in 
                                                             
51 Distributed Energy Resources is a generic term which refers to small scale distributed generators, dis-
tributed storage installations and flexible demand in distribution networks. 
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more detail in the remainder of this chapter, focusing on the representation of a DER portfolio 
when faced with the uncertainty regarding the DER availability and market prices. Part of the 
analysis presented in this chapter has been carried out in the FP6 FENIX project [137]. 
7.2 THE CONCEPT OF VIRTUAL POWER PLANT 
The idea behind the VPP is to represent a portfolio of DERs in a similar way to centralised gen-
erators connected to the transmission grid, as indicated by Figure 4.2. 
 
Figure 7.1. Representation of DER portfolio as VPP [136] 
A conventional large-scale generator can be characterised by a number of operating parameters, 
such as output schedule, generation limits, cost characteristics etc., which an individual plant can 
use to interact directly with other market participants to offer services and make contracts. Also, 
a large generator can contribute to system management by communicating directly with the 
transmission system operator or through market-based transactions. When considered alone, 
DERs do not have sufficient capacity or controllability to contribute to these system manage-
ment and market-based activities in the way large-scale generators can. Also, it would be pro-
hibitively difficult to establish a direct communication and control between the system operator 
and potentially millions of flexible demand devices and other DERs. However, if a portfolio of 
DERs is aggregated into a VPP, it can become a viable resource for participating in the market for 
energy or flexible system services [138]. 
VPP creates a single operating profile from the multitude of parameters characterising each DER 
and incorporates spatial (i.e. network) constraints into its description of the capabilities of the 
portfolio. In addition to parameters usually associated with traditional transmission-connected 
generation, such as scheduled output, ramp rates, voltage regulation capability, reserve etc., VPP 
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also incorporates parameters of controllable demands, such as demand price elasticity and load 
recovery patterns. 
Two aspects of VPP characterisation are distinguished in [136]: Commercial and Technical VPP. 
Commercial VPP can be used to facilitate DER trading in the wholesale energy markets (e.g. for-
ward markets and the power exchange), while Technical VPP can provide services to support 
transmission system management (e.g. various types of reserve, frequency and voltage regula-
tion etc.). The work presented in this chapter will focus on the Commercial VPP, i.e. the aggrega-
tion of DERs for the purpose of market participation. 
7.3 AGGREGATION METHODOLOGY 
In a traditional environment individual small DERs cannot afford the cost and the risk of actively 
participating in the electricity market due to their size and the relatively high uncertainty of 
their availability. This particularly applies to those markets where the cost of imbalance caused 
by market participants is penalised on a cost-reflective basis, which creates a commercial bar-
rier for some DER technologies, such as small-scale flexible loads or combined heat and power 
(CHP) and renewable generators, whose output is not driven by electricity demand but by heat 
requirement or the availability of primary energy. To counteract these issues, small DER cus-
tomers typically sell their electricity output at pre-agreed prices to an electricity supplier or an-
other market participant, thus avoiding the risk of paying a penalty for not being able to meet 
their contracted scheduled output. However, given that this risk is now absorbed by the suppli-
ers, the prices offered for such fixed contracts are typically lower than the actual value of DER 
output itself. 
It has been shown in [88] on the example of spinning reserve that in this context the aggregated 
contribution of many small flexible loads can provide a more reliable service than a set of sev-
eral large generators with the same total capacity, even if the availability factors for generating 
units and flexible loads are the same. This presents a strong case for the aggregation of small re-
sources and indicates how the “strength in numbers” principle can help extract benefits from a 
portfolio of uncertain resources. 
The aim of aggregating a portfolio of DER into a commercial VPP is to enable its market partici-
pation in a manner similar to a conventional power plant. The method of aggregation should be 
chosen in a way that reduces imbalance risk compared with individual DER operation in the 
market and maximises commercial opportunities for the portfolio as a whole, while at the same 
time taking into account the uncertainties related to the availability of individual DERs. 
Characterisation of a DER portfolio in terms of market access, from the point of view of the port-
folio operator, needs to provide a market strategy that will determine the quantity of electricity 
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that will be offered at the day-ahead market for a given price level. The analysis in this section 
therefore focuses on the day-ahead market and the subsequent settlement of imbalances at the 
balancing market [139]. However, similar reasoning can be used even if multiple market seg-
ments (e.g. longer-term bilateral forward markets) are addressed simultaneously. 
7.3.1 STOCHASTIC PROGRAMMING 
Due to the uncertainties surrounding the availability of individual DERs, the characterisation of a 
DER portfolio will be based on the techniques of stochastic programming with the aim of deter-
mining optimal quantities of electricity that are to be offered in the day-ahead market for a given 
set (or probability distributions) of day-ahead and imbalance prices. 
Stochastic programming is a framework for modelling optimisation problems that involve un-
certainty [51]. Its goal is to find a policy that maximises or minimises the expectation of some 
function of the decisions and the random variables. 
A fundamental assumption in stochastic programming is that the probability distribution of all 
random parameters is known (whether discrete or continuous). Although this is not always the 
case, even a rough estimate of probability distribution can provide better results than relying on 
a deterministic approach based on expected values. Discretely distributed random variables en-
able the formulation of a linear stochastic problem in the form of a deterministic equivalent prob-
lem (DEP), which can be solved using numerous tools and methods available for ordinary linear 
programmes. 
Stochastic problems can be formulated as two-stage or multiple-stage, depending on the number 
of time instances when decisions have to be made. Usually a decision has to be made in the first 
stage, and then a random event (or a series of events) occurs. Once a random event has oc-
curred, some recourse actions can be taken (e.g. to penalise for violation of some constraints) in 
the second and subsequent stages. Optimal decision is then sought with respect to the expected 
value of the objective function, where probability distributions of all random events are taken 
into account. 
The most widely applied and studied stochastic programming models are two-stage linear pro-
grams. Here the decision maker takes some action in the first stage, after which a random event 
occurs, affecting the outcome of the first-stage decision. A recourse decision can then be made in 
the second stage to rectify the effects experienced as the result of the first-stage decision. The 
optimal policy from such a model is a single first-stage policy and a collection of recourse deci-
sions defining which second-stage action should be taken in response to each random outcome. 
A typical formulation of a very common type of stochastic problem, a two-stage stochastic linear 
program with fixed recourse, is given as follows: 
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(7.1) 
The distinction is made here between the first stage decisions and the second stage decisions. 
The first-stage decisions are represented by the vector x. First-stage parameter vectors and ma-
trices c, b and A correspond to the vector x. In the second stage, a number of random events 
    may occur. For any realisation ω, the second-stage problem parameters q(ω), h(ω) and 
T(ω) become known. Each component of q, h and T is a possible random variable. ξ denotes a set 
of random variables (depending on outcomes ω), while    represents mathematical expectation 
with respect to distribution of random variables in ξ. 
After the vector x has been decided in the first stage, in presence of uncertainty, a random event 
occurs, which makes second-stage data known. Then the second-stage decision        has to be 
taken, in order to perform corrective actions or recourse decisions. These decisions depend on 
the outcome of the random event, but also on the decision taken in the first stage (x).  
The objective function in (7.1) contains a deterministic term     and the expectation of the sec-
ond-stage objective           taken over all realisations of the random event ω. For each ω 
and for a first-stage decision x, the value        in the second-stage term is itself the solution of 
a linear program. This allows for the formulation of the DEP. For a given ω the expected second-
stage value function is defined as: 
            
 
                             (7.2) 
Finally, the deterministic equivalent program is formulated as follows: 
 
              
        
   
 
(7.3) 
First-stage decisions x should then be chosen taking into account their future effects, which is 
measured by the value function or recourse function     which quantifies the expected value of 
taking a particular decision x. 
Generally, stochastic optimisation provides better solutions as compared to ordinary determi-
nistic optimisation using the expected values of random entities. Stochastic solutions outper-
form deterministic ones in terms of the expected value of objective function, when all random 
events are taken into account along with their respective probabilities. 
In this section the uncertainty of random outcomes will be presented through scenarios, which 
will describe the possible realisations of all quantities in the problem that are assumed to exhibit 
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probabilistic behaviour: market prices (both forward and imbalance prices), generator availabil-
ity and flexible load availability. The optimal market strategy for the day-ahead market will be 
sought with respect to the maximum expected profit from market transactions. 
7.3.2 PROBLEM FORMULATION 
The underlying assumption for all cases analysed in this section is that a portfolio of DERs is 
faced with uncertain forecasts of their available output, as well as of prices on the day-ahead and 
balancing market. The portfolio operator wants to determine a set of offers to be submitted at 
the day-ahead market, so that the expected profit of the portfolio is at its maximum, taking into 
account the exposure to the balancing market in case when the offered quantity is not delivered, 
or an excess energy is supplied to the system. Imbalances are assumed to be settled using a pair 
of cash-out prices (as is the case in the UK market): 
 System Buy Price (SBP) for short participants (those that deliver less energy than what 
they have contracted for in the day-ahead market), and 
 System Sell Price (SSP) for long participants (those that deliver more energy than the 
contracted amount). 
Price forecasts for the day ahead, for both energy and balancing markets are assumed to be 
available to the portfolio operator. However, the forecasts contain not only the expected set of 
prices for all half-hourly periods52, but also high and low values for each of the three prices at 
each time instance, with the corresponding probabilities assigned to these values (normally 
these probabilities are lower than the one for the central expected value). 
By superimposing all possible values of the available capacity of the individual DERs, and possi-
ble market prices at a certain time, it is possible to construct a number of different combinations, 
which in the context of stochastic optimisation are referred to as scenarios. The expected profit 
in each of the scenarios is found as the difference between the expected revenues from the day-
ahead market on one side, and the expected net payments in the balancing markets and ex-
pected generation cost on the other. Optimal offers for the day-ahead market are hence sought 
with respect to the maximum expected profit across all scenarios respecting their probabilities: 
    
 
                
     
      
     
           
 
 
  
 (7.4) 
where    is the offered quantity at time  ,53 s is the scenario index,    is the probability of sce-
nario s,     
  and     
  are energy surplus and shortage, respectively, and        is the output of gen-
                                                             
52 Half-hourly periods are used for settlement in the UK electricity market. 
53 Note that    does not have a scenario index, given that this is a decision made in the first stage, i.e. which 
is common for all scenario realisations in the second stage. 
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erator   at time   in scenario  .     is the day-ahead market price, and     
  and     
  are imbalance 
prices (SSP and SBP) at time   in scenario  .    is the generation cost of generator  . A very sim-
ple representation of small conventional generators is used here, where the generation cost per 
unit of output is constant, and there are only upper bounds on individual generator outputs de-
fined by their available capacity in each scenario: 
                    (7.5) 
The upper bounds on available capacity will also apply to intermittent renewable generators 
(e.g. wind), where      then represents the available wind output in scenario s. 
Energy balance constraints link the variables representing energy surplus (    
 ), shortage (    
 ), 
contracted quantity (  ) and generator outputs (      ) in each time interval and in each scenario: 
     
      
         
 
           (7.6) 
It is worth noting that both     
  and     
  represent recourse actions, i.e. purchases and sales in the 
imbalance market once the uncertainties are resolved. Both of these variables are non-negative, 
and the above formulation ensures they cannot both be non-zero in any time t, even in the ab-
sence of explicit binary variables. This is made possible by the assumption that     
           
  
for any s and t, which generally holds in all practical market situations, and which make it eco-
nomically irrational to be exposed to both surplus and shortage of energy at the same time. 
The problem (5.36)-(7.6) is separable in time, given that there are no inter-temporal dependen-
cies between the decision variables. For this reason, the problem can be solved in a simplified 
way, by solving it independently for each time instance t. 
As outlined above, the solution for    then suggests the optimal quantity to be offered at the day-
ahead market with respect to maximum expected profit across all possible realisations of uncer-
tain events. In a general case, this set of half-hourly values will differ from the values that would 
be obtained by simply taking the expected values of available generator capacity and market 
prices as the basis for decision making. 
In order to perform the necessary calculations, the optimisation model described above has 
been implemented in the FICO Xpress optimisation tool [72]. 
7.4 CASE STUDY: AGGREGATION OF DER FOR DAY-AHEAD MARKET PARTICIPATION 
The approach outlined in the previous section will be demonstrated on several case studies, 
each one looking at a different composition of the analysed DER portfolio. 
PhD Thesis  –  Marko Aunedi  
256 
 Case A includes only conventional distributed generators whose availability to generate 
electricity is uncertain. In other words, at the time of scheduled delivery each generator 
can be found in one of two states – either fully available or unavailable, with each one as-
signed a certain probability. 
 In Case B a wind generator is exposed to the day-ahead and balancing markets. The un-
certainty of wind output is modelled through several states of available capacity with 
given probabilities. The variation of the values around the central value is gradually in-
creased towards the end of the scheduling period, which is in line with the fact that wind 
output forecasts tend to be less reliable for longer lead times. 
 Case C represents the combination of A and B, i.e. a portfolio combining both conven-
tional and wind generators. The same values of generator capacities and state probabili-
ties are retained to enable comparison between cases. 
7.4.1 INPUT DATA 
Market prices 
Estimates of half-hourly market prices are obtained from the information officially published by 
Elexon, who operate the UK balancing market [140]. The prices considered in this analysis are 
based on historic prices for workdays in May 2008. Three central price forecasts are constructed 
for this purpose, one for the day-ahead market price, and two for imbalance prices SSP and SBP. 
Along with the central price forecasts, each price series is accompanied by two additional fore-
casts – a higher one and a lower one. In a given period during the day it is assumed that the 
prices will take their central value with probability 0.6, while higher and lower forecasts are 
each taken with probability 0.2. Figure 7.2 shows all three price forecasts and their assumed 
variations. 
 
Figure 7.2. Forecasts for day-ahead and imbalance prices 
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It is worth noting that in line with the price assumptions used when developing the model in 
Section 7.3.2, the SBP is always higher than the day-ahead market price, while the SSP is always 
lower than the market price in a given price scenario. Although the sequence of the prices does 
not change during the day, the distance between the market price and the two imbalance prices 
does vary depending on the circumstances in the system. A clear example for this is the level of 
prices projected during the afternoon system peak demand. Given that this is the period when 
the most expensive generation capacity in the system is deployed, adding an additional negative 
imbalance would incur significant cost and this is reflected in a very high SBP (much higher than 
the day-ahead price). Also, the SSP at the same period is very close to the day-ahead price, indi-
cating that the penalty for supplying extra energy into the system would not be severe given that 
the system is calling on the expensive peaking plants to supply the peak demand. Any partici-
pant that is long at that time is therefore reimbursed using a relatively high SSP which is only 
slightly lower than the day-ahead price. 
Due to the size of the generators considered in this analysis, it is assumed that they act as price 
takers, i.e. that they cannot influence the market price through their actions, but only decide 
whether to sell their output at the prevailing market price or not. 
Generators 
The cost and availability information of the DER forming the VPP portfolios in different cases are 
summarised in Table 1.1. Conventional generators are characterised by their capacity, operating 
cost and availability. Their total installed capacity is 30 MW, but the expected available capacity, 
taking into account generator availability rates, is only 18.85 MW. In addition to generators, the 
parameters presented in Table 1.1 could also be used for a simplified representation of flexible 
loads, which are able to reduce their consumption for a given price, delivering this service with a 
given probability. 
The wind generator, on the other hand, is defined by its capacity probability table, i.e. the likeli-
hood of being able to provide different levels of output. As indicated in the table, the probabili-
ties of some capacity levels change within the scheduling period, reflecting the fact that wind 
output forecasts become less reliable when looking farther in the future. The range of probabil-
ity values indicated in the table represents the initial and final values, and the intermediate val-
ues have been linearly interpolated. 
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Table 7.1. DER cost and availability parameters 
Case A: Conventional generators 
No. Capacity (MW) Cost (£/MWh) Availability (%) 
1 5 50 65 
2 10 40 70 
3 8 45 55 
4 7 48 60 
   
Case B: Wind generator 
No. Output (MW) 
Probability: 
Start / End (%) 
1 5 5 / 12 
2 10 20 / 20 
3 15 50 / 36 
4 20 20 / 20 
5 25 5 / 12 
 
7.4.2 RESULTS 
The results of the optimisation using the approach elaborated in this section include the optimal 
day-ahead market offering strategy for the entire day, comprising 48 half-hourly values of the 
optimal volume that should be offered to the day-ahead market. The model also allows for the 
quantification of the expected profits achieved in each half-hourly interval of the day. The opti-
misation results for Cases A, B and C are presented in Figure 7.3, Figure 7.4 and Figure 7.5, re-
spectively. In each figure the performance of the optimal strategy based on stochastic optimisa-
tion is compared to the deterministic strategy based purely on expected values of available gen-
erator capacity and market prices, but which was exposed to uncertainty when calculating the 
expected profits. 
 
Figure 7.3. Market offers and expected profits for Case A 
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Figure 7.4. Market offers and expected profits for Case B 
 
Figure 7.5. Market offers and expected profits for Case C 
Clearly, when both strategies are exposed to uncertain DER availabilities and market prices, the 
stochastic strategy consistently outperforms the one based on expectations. This is the result of 
the fact that the stochastic strategy tends to adapt better to risk profiles encountered in different 
times of the day, i.e. to uncertainty of day-ahead and imbalance prices. 
The adaptability of the stochastic approach is very well illustrated by decisions made during dif-
ferent times of day. For instance, as already discussed, the profile of imbalance prices during the 
late afternoon peak (around 5pm) is significantly skewed towards higher price levels i.e. the SSP 
is very close to the day-ahead price, while the SBP is significantly higher. The stochastic strategy 
responds to this by offering less energy at the day-ahead market during system peak in order to 
reduce the risk of being penalised at an excessively high SBP. 
On the other hand, towards the end of the scheduling horizon (between 10pm and midnight) the 
opposite asymmetry is observed, i.e. the imbalance prices are skewed towards lower price lev-
els. The stochastic strategy responds to that accordingly by offering more energy than is ex-
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pected to be available, in order to reduce exposure to the risk of receiving very low SSP for the 
energy delivered in addition to the volume sold in the day-ahead market. 
Deterministic bidding strategy is not capable of this sort of adjustment to different imbalance 
price profiles as it is based on the assumption that the available output is exactly known in ad-
vance (and equal to the expected output), which does not envisage any imbalance penalties in 
the first-stage decision making (although imbalances would inevitably occur whenever there is 
uncertainty associated with the performance of the portfolio and the projected prices). 
Table 7.2 summarises the expected daily profits for both stochastic and deterministic offering 
strategies. It is important to note the increase of total expected profit when conventional and 
wind portfolios are aggregated, compared to the sum of profits of Cases A and B. This aggrega-
tion benefit occurs both for the stochastic and deterministic strategy, implying that significant 
synergistic effects can be achieved by aggregating wind and conventional generators, i.e. by per-
forming risk management through firming up wind generation by conventional generators in the 
portfolio. The improved performance is the result of the increased flexibility in Case C, which 
allows for internal balancing within the portfolio once the uncertainties regarding the prices and 
availabilities are resolved. 
Table 7.2. Expected daily profits for different DER aggregation cases 
 Expected daily profit (£) 
 Stochastic offers Deterministic offers Difference 
Case A 22,146 21,510 636 
Case B 49,981 49,674 307 
Case C 73,871 73,158 713 
Aggregation 
benefit (C−A−B) 
1,744 1,974 n/a 
 
The improvement after applying the stochastic strategy instead of the expectation-based one 
varies between 0.6% (Case B) and 3% (Case A), while in the combined case this value is around 
1%. Gains achieved from aggregating conventional and wind portfolios amount to 2.4% of the 
sum of profits in Cases A and B. The benefits achieved by adopting a stochastic offering strategy 
do not appear massive; its impact is however likely to be more visible if the gross profit consid-
ered in this analysis was further reduced by fixed cost components (i.e. those not related to the 
level of electricity output), such as investment annuities or fixed operation and maintenance 
cost.  
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7.4.3 CONCLUSIONS 
This section has provided a description of a model that can be used to determine the optimal 
strategy of offering electricity at the day-ahead market for a portfolio of DERs aggregated using 
the VPP concept. The model incorporates the stochastic nature of the problem by taking into ac-
count the uncertainty profiles of generator output and the forecasts of day-ahead and imbalance 
prices. The results demonstrate that the proposed approach is able to adapt the offering strategy 
to the risk profile that the portfolio is exposed to in different times of the day. Furthermore, the 
results suggest that significant synergic effects can be achieved by aggregating wind and conven-
tional generators into a single portfolio. This is a consequence of increased flexibility in perform-
ing intra-day internal portfolio balancing, thus reducing exposure to imbalance prices. 
It is worth mentioning here that as the number of DERs with probabilistic features increases in 
the portfolio, it is expected that the aggregate uncertainty of their behaviour will reduce in rela-
tive terms (under the assumption that their behaviour is independent from each other). In such 
circumstances it might no longer be necessary to focus on the availability of individual DERs, as 
their aggregate availability will be very stable, but it might rather become critical to assess their 
flexibility to contribute to market risk management and provision of ancillary services in the 
system following unforeseen system disturbances (e.g. when there is an outage of a large gen-
erator in the system). 
Achieving an efficient integration of DERs into the future electricity system operation and design 
will cause a significant increase in the complexity of system management, which will rely on 
support from a significantly larger pool of resources (potentially millions) across wider network 
areas. In order to ensure a smooth transition towards more active networks, appropriate com-
mercial and regulatory frameworks will need to be developed, while utilising advanced informa-
tion, communication and control infrastructures to support this development. The necessary 
increase in complexity should be more than compensated by the ability to capture the true value 
of DERs in the system, thus optimising the utilisation of system capacity and the efficiency of op-
eration. 
The key challenge in the effective system integration of DERs is demonstrating that they can de-
liver the functionality and reliable performance needed for real-time control of the power sys-
tem. This will require a shift from a traditional central control philosophy, currently used to con-
trol hundreds of large generators to a new distributed control paradigm applicable for the op-
eration of hundreds of thousands or millions of generators and controllable loads. Agent-based 
control of DERs appears to be a very fruitful area for future research on the topic [141],[142]. In 
order to efficiently implement new control approaches to real-time system operation, it will be-
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come necessary to apply new ICT technologies and solutions, effectively integrating the electri-
cal delivery system and the information system that controls it [143]. 
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CHAPTER 8. CONCLUSIONS AND FUTURE WORK 
This thesis proposed a novel analytical framework for assessing the contribution of various 
Flexible Demand technologies to more efficient operation and design of future low-carbon sys-
tems. This chapter highlights the key contributions of this thesis and outlines the most promis-
ing avenues for further research. 
8.1 EFFICIENT GENERATION SCHEDULING FOR LOW-CARBON SYSTEMS 
Chapter 3 of this thesis developed a computationally efficient annual generation scheduling al-
gorithm for assessing the economic and environmental performance of low-carbon systems 
characterised by a high penetration of intermittent renewable capacity. This algorithm is capa-
ble of performing a simultaneous optimisation of electricity generation and the provision of an-
cillary services such as operating reserve and frequency response. 
The generation scheduling model is based on a multi-unit representation of generating capacity, 
resulting in a potentially far lower number of integer variables than with binary commitment 
decisions. Testing the multi-unit commitment model against a basic unit commitment for indi-
vidual units demonstrated that computational time could be drastically reduced (by 57 times), 
with a very small sacrifice in the accuracy of the optimal solution. 
The multi-unit scheduling model developed in this thesis was used to quantify the impact of in-
creased penetration of wind and nuclear capacity on the operation of the future UK electricity 
system, with particular emphasis on the provision of response and reserve services. The results 
indicate that increasing wind capacity up to 30 GW provides significant savings in operation cost 
and reduces carbon emissions, with an acceptable level of additional balancing cost. The level of 
additional balancing cost of wind estimated in Chapter 3 ranged between £1.3 and £2.6 per 
MWh of absorbed wind output, which is very well aligned with other studies estimating the cost 
of intermittency. At 30 GW wind penetration, the system starts to curtail increasingly higher 
volumes of intermittent wind output, which could rapidly escalate for wind penetrations beyond 
30 GW making it less efficient to accommodate very high wind penetrations using today’s oper-
ating practices. 
8.2 BENEFITS OF INCLUDING FLEXIBLE DEMAND IN SYSTEM MANAGEMENT 
This thesis identified and described a broad range of potential roles for FD in future electricity 
systems, characterised by intermittent renewable and other low-carbon technologies, as well as 
the electrification of transport and heating sectors. Key system-level benefits of deploying FD 
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identified in this work include the improved long-term system security, more efficient system 
balancing and ancillary services, and improved utilisation of generation and network capacity. 
In this thesis, several novel approaches to detailed bottom-up FD modelling have been devel-
oped, with the objective to carry out a quantitative system impact assessment of a number of FD 
categories, while modelling in detail the useful services provided by various types of FD. Case 
study results suggest that system-level benefits of using FD can be substantial, especially in sys-
tems with scarce operational flexibility, such as those based on very high contribution of inter-
mittent renewable electricity and a significant share of electrified transport and heating de-
mand. 
8.2.1 ELECTRIC VEHICLES 
Chapter 4 presented a bottom-up EV demand model based on detailed transport statistics rele-
vant for the UK context. The approach presented transforms the raw driving behaviour data into 
energy requirements of EV from the grid and timings when vehicles are stationary and could 
potentially participate in EV charging management. The EV chapter has further devised a novel 
methodology to include the flexibility of EVs into generation system scheduling in order to opti-
mise EV charging from the system cost perspective, while at the same time ensuring that vehicle 
users’ mobility requirements are not compromised. EV charging management formulations pro-
posed in this thesis can address both cost and peak minimisation problems. 
Case studies carried out by applying the new methodology on the future UK system have shown 
that uncontrolled EV charging might have a significant impact on peak system demand, as the 
total demand during peak periods may rise significantly for high penetrations of EV due to the 
synchronisation of EV load and the original system demand. This would require significant addi-
tional capacity of the system infrastructure (generation and networks) in order to maintain the 
system security at an acceptable level. The increase in capacity requirements driven by higher 
peak demand could be disproportionately higher than the increase in energy requirements for 
EV charging. 
The analysis has further shown that controlled charging can substantially reduce the cost of 
supplying additional EV demand due to: (i) lower usage of peaking generators and higher usage 
of base load generators; (ii) avoiding wind energy curtailment; (iii) reduced carbon emissions 
and associated costs; and (iv) reduced provision of frequency response by thermal generators. 
Incremental gains from bidirectional control of EV charging and discharging (V2G) are found to 
be relatively marginal in the analysed system. 
Large-scale electrification of the transport sector is also challenging from the aspect of distribu-
tion network impact. Uncontrolled charging has been demonstrated to have a potentially dra-
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matic impact on the increase of peak demand in local distribution networks. On the other hand, 
very significant opportunities have been identified for optimising EV charging so as to account 
for network constraints and minimise the need for additional investments. 
8.2.2 ELECTRIFIED HEATING 
Several applications of flexible electrical heating loads to support efficient investment and op-
eration of electricity systems have been analysed. A key prerequisite for exploiting the flexibility 
inherent to thermal loads is to understand the underlying thermal behaviour of buildings and 
the needs of the customers, so that an appropriate assessment of potential flexibility can be 
made.  
Chapter 5 addressed the issue of flexible heat load management by developing three different 
algorithms to simulate and optimise heat demand management: 
 Optimising the operation of residential HP systems fitted with heat storage to minimise 
peak demand 
 Optimising commercial HVAC system operation by allowing small temperature devia-
tions, i.e. using building fabric as implicit heat storage, with the objective of reducing sys-
tem peak demand (based on the second-order thermal model of buildings) 
 Optimising the contribution of flexible commercial HVAC systems to providing ancillary 
services (reserve and response) in power systems 
Case studies in Chapter 5 illustrated the following applications of the advanced modelling ap-
proaches for flexible electric heat demand: (i) application of domestic HP systems fitted with 
heat storage for peak demand management at the local system level; (ii) using commercial HVAC 
demand for system-level peak management in the UK system; and (iii) provision of ancillary 
services in the UK system by flexible commercial HVAC loads. All of the analysed applications of 
electrical heating systems suggest that significant benefits for the system can be achieved by im-
plementing smart control strategies rather than merely integrating them into the grid as passive 
demand. Ignoring this potential i.e. failing to integrate flexible heating loads into a smart system 
operation paradigm might result in unnecessarily high cost being borne by end customers. 
Flexible heating demand operation introduces additional levels of complexity into the operation 
and control of electricity systems, and this will clearly require novel ICT and control solutions to 
be implemented to allow the smart integration of a large number of flexible heat loads into sys-
tem management.  
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8.2.3 SMART APPLIANCES 
Two distinct groups of appliances were considered in the analysis: occasional usage appliances 
(washing machines) and continuous usage appliances (e.g. refrigerators). Services that these 
two appliance categories could provide to the system differ based on how the appliances nor-
mally operate. 
Continuous usage appliances, such as refrigeration devices, are well suited to provide fast fre-
quency regulation. Chapter 6 therefore described an advanced stochastic refrigerator control 
algorithm developed outside this thesis, as well as the methodology specifically developed to 
assess the economic and environmental benefits of smart refrigeration control. This assessment 
was based on the efficient generation scheduling algorithm developed in Chapter 3, in particular 
on its ability to simultaneously consider electricity generation and frequency response provi-
sion. Refrigerator control was implemented ensuring that there is no compromise on the quality 
of food inside the cabinet i.e. preventing any temperature excursions outside the safe range. The 
case study performed on the future low-carbon GB system suggests that the value of frequency 
regulation provided by smart refrigeration could increase to very high levels, given that smart 
refrigeration has the potential to increase the efficiency of utilisation of conventional generators, 
while also saving substantial amounts of wind energy from being curtailed. 
Occasional usage appliances, such as washing machines and dishwashers, are better suited to be 
used for peak minimisation, system balancing, network congestion management or standing re-
serve provision. In order to quantify the impact of smart domestic wet appliances, Chapter 6 de-
scribes and applies a bottom-up demand shifting algorithm developed in the relevant literature 
and applies it to the peak minimisation problem. Case studies carried out with flexible domestic 
appliances have shown that smart wet appliances used to minimise peak demand in a local resi-
dential area are able to reduce the original peak by a substantial amount, potentially saving con-
siderable amount of distribution network investment. 
8.3 FUTURE WORK 
Based on the findings of this thesis, several important research areas are identified that deserve 
attention in future work: 
 Impact of FD on investment in generation capacity. The analysis carried out in this thesis 
indicated potentially significant operating cost savings from using FD, while there is also 
great potential to reduce peak demand. Reduced peak demand would require less gen-
eration capacity to be built, and in future work the quantification of savings in genera-
tion investment cost will need to be properly understood. Similarly, because FD can im-
prove the utilisation of generation capacity, the optimal generation portfolio might 
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change in the presence of FD, e.g. to include less peaking units, and more baseload to 
mid-merit plants. Hence, it would be important to understand to what extent FD could 
act as a driver for a shift in generation technology. 
 Impact of FD on market prices. Because of the ability of FD to successfully shift demand 
away from the peak periods that require the utilisation of the most expensive peaking 
units, it can be expected that FD will also significantly alter the electricity price profile in 
future low-carbon systems, i.e. reduce price volatility. Appropriate modelling framework 
needs to be developed to quantify how the market participation of FD technologies 
would affect the overall electricity price level and volatility. 
 Risk profile of the system. FD participants are likely to appear in large numbers (poten-
tially millions), and their reliability performance, generally speaking, is considerably dif-
ferent from and far less understood than for conventional generators. It is therefore vital 
to understand the impact of the system integration of a large number of FD devices on 
the risk of experiencing problems in supplying the demand, in order to ensure that the 
level of security of supply does not deteriorate as a result of FD integration. 
 Decentralised control schemes. Benefits of FD in this thesis have been assessed based on a 
fundamental cost minimisation approach assuming a centralised optimisation. This is 
not likely to be feasible in practice given the level of dispersion of individual FD partici-
pants. A paradigm shift is therefore necessary to move from the centralised control of a 
relatively smaller number of large generators to distributed control schemes involving 
potentially millions of small-scale participants. Appropriate decentralised control solu-
tions will need to be developed in order for the widespread participation of FD to mate-
rialise. 
 Cost of ICT and control infrastructure. The approach in this thesis focused on the benefits 
of FD technologies, assuming that they would become available at no additional cost to 
ensure the controllability of FD. However, harnessing demand flexibility will inevitably 
require investing into appropriate communication and control equipment and solutions. 
The level of this investment is currently not fully understood, and additional research in 
this area is needed to provide a clearer estimate of the cost of enabling FD participation. 
 Impact of charging strategies on EV battery lifetimes. As indicated in the case studies 
quantifying the benefits of controlled EV charging, allowing bidirectional power flows to 
and from EV batteries would bring certain benefits over unidirectional flows. However, 
more frequent charge-discharge cycles are likely to have a negative impact on the ex-
pected battery life. Further in-depth analysis is recommended that will quantify the im-
pact i.e. the additional cost associated with V2G operation due to shorter battery life 
spans. 
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APPENDIX A: OVERVIEW OF SYSTEM RESPONSE AND RESERVE 
REQUIREMENTS IN THE UK 
An overriding factor in the operation of power systems is the need to maintain system security, 
i.e. to supply customers with electricity, while meeting the quality of supply requirements at all 
times. Constancy of power system frequency is a key measure of the quality of power supply, 
defined by its frequency and voltage. Traditionally security at the system level is associated with 
the ability of the system to follow changes in demand. 
System security involves operation and design practices, including appropriate levels of reserve 
and flexibility, necessary to keep the system operating under a range of conditions including: 
credible plant outage, predictable and uncertain variations in demand and availability of pri-
mary generation resources including wind. 
One important aspect of system security is the ability to balance supply and demand over vari-
ous time scales. This is performed using a mix of regulated services defined by the UK Grid Code 
(such as frequency response and reactive support), and a spectrum of commercial services (such 
as standing reserve). 
FREQUENCY RESPONSE SERVICES 
System frequency is a continuously changing variable that is determined and controlled by the 
balance between supply and demand. If demand is greater than generation, the frequency falls 
below 50 Hz while if generation is greater than demand, the frequency rises above 50 Hz. The 
balance between demand and generation must be automatically and continually maintained in 
order to meet performance targets of the system frequency set in narrow limits around 50 Hz. 
Larger deviations from the nominal frequency value would cause significant damage to the elec-
trical equipment and endanger people safety. A detailed overview of frequency regulation ser-
vices in the UK can be found in [144] and [74]. 
The UK Grid Code requires the system frequency to be maintained at ±1% of the nominal system 
frequency (50 Hz), except in abnormal or exceptional circumstances. The responsibility of the 
system operator, such as National Grid Electricity Transmission (NGET) in the UK, is to procure 
ancillary services to meet this requirement to ensure that the system can withstand the largest 
credible generator outage (currently 1,320 MW). 
The frequency containment operational policy currently adopted by the system operator is 
based on the following requirements: 
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 Under normal operating conditions frequency needs to be maintained within ±0.2 Hz of 
the nominal system frequency; 
 For a sudden generation loss or demand changes up to 300 MW the maximum frequency 
changes will be limited to ±0.2 Hz of the nominal system frequency; 
 For a sudden generation loss or demand changes within the interval from 300 MW to 
1000 MW the maximum frequency changes will be limited to ±0.5 Hz of the nominal sys-
tem frequency; 
 For a sudden generation loss within the interval of 1000 MW to 1320 MW the maximum 
frequency changes will be limited to –0.8 Hz with frequency restored to 49.5 Hz within 1 
minute. 
For any loss larger than 1320 MW the event will be treated as an emergency condition and 
automatic low frequency load shedding will start at 48.8 Hz. In the event of reaching frequencies 
above 52.2 Hz or below 47 Hz independent protection action is permitted to protect generators. 
To meet the requirements described above the system operator needs to manage frequency con-
tinuously. System operator utilises a range of ancillary services that operate over different time 
scales in order to manage system frequency effectively. 
In short term, over the operational time scales from a second over to an hour and a day, ade-
quate response and reserve needs to be procured from generators and demand, to maintain sys-
tem operation in the event of a sudden generation outage. In the long term, from months to 
years, it is important that sufficient plant capacity margin is present. 
To handle short-term response and reserve needs, a system operator needs to ensure that the 
system is able to meet forecasted demand plus a margin above this, to deal with the uncertainty 
in demand and generation in the system. This means that the system needs to procure response 
for frequency control and operational reserve to achieve an acceptable level of security of sup-
ply. 
Response requirements change with the time scales and are detailed below: 
Primary Response is defined as the automatic increase in output or decrease in demand, in re-
sponse to a fall in frequency that occurs in the period 0 to 10 seconds from the time of the fre-
quency fall and is sustained for a further 20 seconds. Primary response has the purpose of arrest-
ing the frequency fall, following a loss of generation, until secondary response becomes available. 
The primary response requirement is defined as the response 10 seconds after the loss of genera-
tion that would result in a frequency drop of –0.5 Hz for a significant or -0.8 Hz for an abnormal 
event. 
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Secondary Response is defined as the automatic increase in output or decrease in demand in re-
sponse to frequency fall that is fully available 30 seconds from the time of the frequency fall, and 
is sustained at least for further 30 minutes. The objective of secondary response is to contain and 
partially recover the frequency after the fall has been arrested. 
High Frequency Response is defined as the automatic decrease in output in response to a fre-
quency rise that occurs in the period 0 to 10 seconds immediately after frequency rise and is sus-
tainable thereafter. High frequency response has the purpose to arrest and contain the rise in fre-
quency following a loss in demand. 
Figure A.1 illustrates the sequence and interaction between different types of response services 
for an abnormal generation loss event. 
 
Figure A.1. Typical response to a large plant failure in the UK system 
The requirements for a certain volume of frequency response services is determined by the sys-
tem operator (i.e. National Grid in the UK), and published in the form of curves that specify the 
necessary response for a given demand level and size of generation loss. This information is 
provided by National Grid in the form of response requirement curves. Details concerning how 
these curves are calculated can be found in [145] and [115]. 
An example of response requirement curves is presented in Figure A.2, where the response 
curves are shown for the frequency drop of -0.5 Hz and a range of generation loss sizes. Simi-
larly, Figure A.3 shows the frequency response requirements for generation losses larger than 
1000 MW, with an allowed frequency drop of -0.8 Hz. 
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Figure A.2. Primary response requirements for –0.5 Hz frequency drop 
 
Figure A.3. Primary response requirements for –0.8 Hz frequency drop 
RESERVE SERVICES 
Reserve is used to take over from frequency response services, to re-establish the level of re-
sponse capability following a short term generation outage. These requirements are met by 
partly loaded synchronous plants, providing spinning reserve, and by non-synchronous sources 
such as stand-by generators, storage and demand reduction providing standing reserve [146]. 
The combination of spinning and standing reserve forms the operational reserve required to 
cover the changes in generation (conventional and wind) and demand that take place before real 
time. The requirement for operational reserve is related to the statistics of credible generator 
outages, along with demand and wind forecast errors. The volume of reserve held is based on 
the probability of changes in wind, demand and available generation as real-time approaches. 
Effectively the amount of reserve procured represents the level of operational risk that is being 
accepted and varies by time of the day, type of day and time of the year. 
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Spinning reserve corresponds to the unused capacity of part-loaded plants scheduled and is 
typically required to be delivered in time scales of 5 to 10 minutes. Standing reserve is provided 
by non-synchronised plants along with demand side and storage, and is required to be delivered 
within time scales of 20 minutes. 
The first reserve category likely to be deployed is the spinning reserve, which has low utilisation 
cost, covering for more frequent and smaller imbalances. Standing reserve has a lower holding 
cost than spinning reserve, but has higher utilisation cost so it is likely to be deployed for less 
frequent but larger imbalances. 
The correct allocation between spinning and standing reserve must be made by looking both at 
the available plants and alternative solutions to ensure that a minimum cost solution is realised. 
Therefore, in order for the standing reserve to be economic, it needs to displace spinning re-
serve. The benefits of displacing spinning reserve can be extended from economic to environ-
mental when CO2 emissions are taken into account. Providing operational reserve by part-
loading synchronised plants reduces plant efficiency and increases the plant CO2 emissions. Con-
sequently the benefits of reducing the number of part-loaded plants by considering standing re-
serve options include operation cost and emissions reduction. 
Additional to this, system operator also schedules contingency reserve at longer time scales, 
from 4 to 16 hours ahead, to cover for potential demand and wind forecast errors and plant 
losses. 
To conclude, the management of frequency by the system operator requires the use of a combi-
nation of response and reserve services provided at minimum economical and environmental 
costs. According to National Grid’s website the annual payments for frequency response in 2010 
amounted to about £140 million, while payments for various reserve services in the same period 
were £152 million. 
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APPENDIX B: TEST SYSTEM DATA 
Table B.1. Generation unit data for the test case in Section 3.2.4 
Type 
i   
               
                        
        
       
           
  
   
       
  
   
  
 
 
MW MW MW MW £ £/MWh £/MWh £/MWh £ h 
 
MW MW/h MW/h MW 
 
U12 
1 2.4 5.6 8.8 12 24.049 25.749 25.911 26.073 0 0/0 -1 0 48 60 1.2 0.5 
2 2.4 5.6 8.8 12 24.055 25.887 26.057 26.226 0 0/0 -1 0 48 60 1.2 0.5 
3 2.4 5.6 8.8 12 24.262 26.027 26.206 26.385 0 0/0 -1 0 48 60 1.2 0.5 
4 2.4 5.6 8.8 12 24.378 26.159 26.341 26.523 0 0/0 -1 0 48 60 1.2 0.5 
5 2.4 5.6 8.8 12 24.504 26.290 26.473 26.656 0 0/0 -1 0 48 60 1.2 0.5 
U20 
6 4 9.3 14.7 20 117.307 37.711 37.839 37.967 20 0/0 -1 0 30.5 70 2 0.5 
7 4 9.3 14.7 20 117.638 37.832 37.966 38.101 20 0/0 -1 0 30.5 70 2 0.5 
8 4 9.3 14.7 20 117.950 37.958 38.103 38.249 20 0/0 -1 0 30.5 70 2 0.5 
9 4 9.3 14.7 20 118.287 38.081 38.233 38.386 20 0/0 -1 0 30.5 70 2 0.5 
U76 
10 15.2 35.5 55.7 76 76.392 13.773 14.130 14.486 50 3/2 3 76 38.5 80 7.6 0.5 
11 15.2 35.5 55.7 76 76.500 13.805 14.166 14.526 50 3/2 3 76 38.5 80 7.6 0.5 
12 15.2 35.5 55.7 76 76.558 14.261 14.630 14.999 50 3/2 3 76 38.5 80 7.6 0.5 
13 15.2 35.5 55.7 76 76.612 13.878 14.255 14.632 50 3/2 3 76 38.5 80 7.6 0.5 
U100 
14 25 50 75 100 210.145 18.465 18.775 19.085 70 4/2 -3 0 51 74 10 0.5 
15 25 50 75 100 210.710 18.558 18.863 19.168 70 4/2 -3 0 51 74 10 0.5 
16 25 50 75 100 211.275 18.65 18.95 19.25 70 4/2 -3 0 51 74 10 0.5 
U155 
17 54.3 87.9 121.4 155 120.788 11.348 11.657 11.966 150 5/3 5 155 55 78 15.5 0.5 
18 54.3 87.9 121.4 155 120.605 11.383 11.699 12.014 150 5/3 5 155 55 78 15.5 0.5 
19 54.3 87.9 121.4 155 120.416 11.419 11.742 12.064 150 5/3 5 155 55 78 15.5 0.5 
20 54.3 87.9 121.4 155 120.218 11.455 11.784 12.113 150 5/3 5 155 55 78 15.5 0.5 
U197 
21 68.9 111.6 154.3 197 239.139 23.469 23.691 23.913 200 5/4 -4 0 55 99 19.7 0.5 
22 68.9 111.6 154.3 197 239.657 23.569 23.791 24.013 200 5/4 -4 0 55 99 19.7 0.5 
23 68.9 111.6 154.3 197 240.184 23.669 23.891 24.113 200 5/4 -4 0 55 99 19.7 0.5 
U350 24 140 210 280 350 132.957 11.387 11.597 11.807 300 8/5 10 350 70 120 35 0.5 
U400 
25 100 200 300 400 172.002 8.062 8.442 8.822 500 8/5 10 400 50.5 100 40 0.5 
26 100 200 300 400 173.910 8.073 8.453 8.833 500 8/5 10 400 50.5 100 40 0.5 
 
Table B.2. Demand and response requirements data for the test case 
t      
  
 t      
  
 
 
MW MW  MW MW 
1 1550 203.2 13 2440 90.2 
2 1580 199.4 14 2400 95.2 
3 1540 204.4 15 2470 86.3 
4 1550 203.2 16 2500 82.5 
5 1600 196.8 17 2400 95.2 
6 1700 184.1 18 2380 97.8 
7 1850 165.1 19 2350 101.6 
8 2280 110.5 20 2400 95.2 
9 2390 96.5 21 2450 88.9 
10 2450 88.9 22 2330 104.1 
11 2520 80.0 23 2050 139.7 
12 2440 90.2 24 1690 185.4 
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Table B.3. Generation dispatch for Case 1 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 0 0 400 0 350 800 1550 
2 0 0 0 0 430 0 350 800 1580 
3 0 0 0 0 390 0 350 800 1540 
4 0 0 0 0 400 0 350 800 1550 
5 0 0 0 0 450 0 350 800 1600 
6 0 0 0 0 550 0 350 800 1700 
7 0 0 80 0 620 0 350 800 1850 
8 6 0 304 200 620 0 350 800 2280 
9 16 0 304 300 620 0 350 800 2390 
10 0 0 304 300 620 76 350 800 2450 
11 0 0 304 300 620 146 350 800 2520 
12 0 0 304 297.1 620 68.9 350 800 2440 
13 0 0 304 297.1 620 68.9 350 800 2440 
14 0 0 304 257.1 620 68.9 350 800 2400 
15 0 0 304 300 620 96 350 800 2470 
16 0 0 304 300 620 126 350 800 2500 
17 26 0 304 300 620 0 350 800 2400 
18 6 0 304 300 620 0 350 800 2380 
19 0 0 304 276 620 0 350 800 2350 
20 26 0 304 300 620 0 350 800 2400 
21 60 16 304 300 620 0 350 800 2450 
22 0 0 304 256 620 0 350 800 2330 
23 0 0 280 0 620 0 350 800 2050 
24 0 0 0 0 540 0 350 800 1690 
 
Table B.4. Generation dispatch for Case 2 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 0 0 442.29 0 307.71 800 1550 
2 0 0 0 0 430 0 350 800 1580 
3 0 0 0 0 390 0 350 800 1540 
4 0 0 0 0 400 0 350 800 1550 
5 0 0 0 0 450 0 350 800 1600 
6 0 0 30 0 520 0 350 800 1700 
7 0 0 150 0 550 0 350 800 1850 
8 53 0 304 153 620 0 350 800 2280 
9 16 0 304 300 620 0 350 800 2390 
10 7.1 0 304 300 620 68.9 350 800 2450 
11 22.1 0 304 300 620 123.9 350 800 2520 
12 0 0 304 297.1 620 68.9 350 800 2440 
13 0 0 304 297.1 620 68.9 350 800 2440 
14 0 0 304 257.1 620 68.9 350 800 2400 
15 0 0 304 300 620 96 350 800 2470 
16 27 0 304 300 620 99 350 800 2500 
17 22 4 304 300 620 0 350 800 2400 
18 6 0 304 300 620 0 350 800 2380 
19 0 0 304 276 620 0 350 800 2350 
20 26 0 304 300 620 0 350 800 2400 
21 60 16 304 300 620 0 350 800 2450 
22 34 0 304 222 620 0 350 800 2330 
23 0 0 280 0 620 0 350 800 2050 
24 0 0 0 0 540 0 350 800 1690 
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Table B.5. Generation dispatch for Case 3 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 64.5 0 405.5 0 280 800 1550 
2 0 0 94.5 0 405.5 0 280 800 1580 
3 0 0 54.5 0 405.5 0 280 800 1540 
4 0 0 64.5 0 405.5 0 280 800 1550 
5 0 0 76 0 444 0 280 800 1600 
6 0 0 100 25 485.72 0 289.28 800 1700 
7 4.8 0 150 50 495.2 0 350 800 1850 
8 12 0 215 145.2 620 137.8 350 800 2280 
9 9.6 0 260.4 143.3 620 206.7 350 800 2390 
10 12 0 270 147 620 251 350 800 2450 
11 12 0 270 147 620 321 350 800 2520 
12 12 0 270 147 620 241 350 800 2440 
13 12 0 270 147 620 241 350 800 2440 
14 12 0 270 141.3 620 206.7 350 800 2400 
15 12 0 270 147 620 271 350 800 2470 
16 12 0 270 147 620 301 350 800 2500 
17 12 0 270 141.3 620 206.7 350 800 2400 
18 7.2 0 250.8 145.3 620 206.7 350 800 2380 
19 2.4 0 231.6 139.3 620 206.7 350 800 2350 
20 12 0 270 141.3 620 206.7 350 800 2400 
21 12 0 270 147 620 251 350 800 2450 
22 12 0 215 147 620 186 350 800 2330 
23 4.8 0 150 75.1 601.2 68.9 350 800 2050 
24 9.6 0 118 0 482.4 0 280 800 1690 
 
Table B.6. Reserve dispatch for Case 3 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 115.5 0 214.5 0 70 0 400 
2 0 0 115.5 0 214.5 0 70 0 400 
3 0 0 115.5 0 214.5 0 70 0 400 
4 0 0 115.5 0 214.5 0 70 0 400 
5 0 0 154 0 176 0 70 0 400 
6 0 0 154 51 134.28 0 60.72 0 400 
7 19.2 0 154 102 124.8 0 0 0 400 
8 48 0 89 153 0 110 0 0 400 
9 38.4 0 43.6 153 0 165 0 0 400 
10 48 0 34 153 0 165 0 0 400 
11 48 0 34 153 0 165 0 0 400 
12 48 0 34 153 0 165 0 0 400 
13 48 0 34 153 0 165 0 0 400 
14 48 0 34 153 0 165 0 0 400 
15 48 0 34 153 0 165 0 0 400 
16 48 0 34 153 0 165 0 0 400 
17 48 0 34 153 0 165 0 0 400 
18 28.8 0 53.2 153 0 165 0 0 400 
19 9.6 0 72.4 153 0 165 0 0 400 
20 48 0 34 153 0 165 0 0 400 
21 48 0 34 153 0 165 0 0 400 
22 48 0 89 153 0 110 0 0 400 
23 19.2 0 154 153 18.8 55 0 0 400 
24 38.4 0 154 0 137.6 0 70 0 400 
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Table B.7. Generation dispatch for Case 4 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 83.55 75 403 0 280 708.45 1550 
2 4.8 0 81.93 75 417.4 0 280 720.87 1580 
3 0 0 76.09 75 403 0 280 705.91 1540 
4 0 0 83.55 75 403 0 280 708.45 1550 
5 7.2 0 84.85 75 424.6 0 280 728.35 1600 
6 12 8 89.2 81.25 463 0 280 766.55 1700 
7 12 0 84.06 75 494 68.9 316.04 800 1850 
8 9.6 0 217.65 76.05 620 206.7 350 800 2280 
9 12 0 255.18 87 620 265.82 350 800 2390 
10 12 4 286 87.42 620 290.58 350 800 2450 
11 12 12 304 119.2 620 302.8 350 800 2520 
12 12 0 267.88 87 620 303.12 350 800 2440 
13 12 0 267.88 87 620 303.12 350 800 2440 
14 12 0 257.72 87 620 273.28 350 800 2400 
15 12 4 286 92.50 620 305.5 350 800 2470 
16 12 12 304 114.12 620 287.88 350 800 2500 
17 12 0 257.72 87 620 273.28 350 800 2400 
18 12 0 252.64 87 620 258.36 350 800 2380 
19 12 0 245.03 87 620 235.97 350 800 2350 
20 12 0 257.72 87 620 273.28 350 800 2400 
21 12 4 286 87.42 620 290.58 350 800 2450 
22 12 0 239.95 87 620 221.05 350 800 2330 
23 9.6 0 127.77 75 549.83 137.8 350 800 2050 
24 12 8 8 75 463 0 280 764 1690 
 
Table B.8. Reserve dispatch for Case 4 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 154 153 93 0 0 0 400 
2 14.4 0 154 153 78.6 0 0 0 400 
3 0 0 154 153 93 0 0 0 400 
4 0 0 154 153 93 0 0 0 400 
5 21.6 0 154 153 71.4 0 0 0 400 
6 36 24 154 153 33 0 0 0 400 
7 36 0 154 153 2 55 0 0 400 
8 38.4 0 43.6 153 0 165 0 0 400 
9 48 0 34 153 0 165 0 0 400 
10 48 16 18 153 0 165 0 0 400 
11 48 48 0 139 0 165 0 0 400 
12 48 0 34 153 0 165 0 0 400 
13 45.88 0 36.11 153 0 165 0 0 400 
14 48 0 34 153 0 165 0 0 400 
15 48 16 18 153 0 165 0 0 400 
16 48 48 0 139 0 165 0 0 400 
17 48 0 34 153 0 165 0 0 400 
18 45.84 0 36.16 153 0 165 0 0 400 
19 38.23 0 43.77 153 0 165 0 0 400 
20 36 0 46 153 0 165 0 0 400 
21 48 16 18 153 0 165 0 0 400 
22 48 0 34 153 0 165 0 0 400 
23 28.8 0 108.33 152.87 0 110 0 0 400 
24 36 24 154 153 33 0 0 0 400 
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Table B.9. Frequency response dispatch for Case 4 
Hour U12 U20 U76 U100 U155 U197 U350 U400 Total 
1 0 0 30.4 30 62 0 35 45.77 203.17 
2 2.4 0 30.4 30 62 0 35 39.57 199.37 
3 0 0 30.4 30 62 0 35 47.04 204.44 
4 0 0 30.4 30 62 0 35 45.77 203.17 
5 3.6 0 30.4 30 62 0 35 35.83 196.83 
6 6 4 30.4 30 62 0 35 16.73 184.13 
7 6 0 30.4 30 62 19.7 16.98 0 165.08 
8 0 0 21.38 30 0 59.1 0 0 110.48 
9 0 0 7.41 30 0 59.1 0 0 96.51 
10 0 0 0 29.79 0 59.1 0 0 88.89 
11 0 0 0 20.9 0 59.1 0 0 80.00 
12 0 0 1.06 30 0 59.1 0 0 90.16 
13 1.06 0 0 30 0 59.1 0 0 90.16 
14 0 0 6.14 30 0 59.1 0 0 95.24 
15 0 0 0 27.25 0 59.1 0 0 86.35 
16 0 0 0 23.44 0 59.1 0 0 82.54 
17 0 0 6.14 30 0 59.1 0 0 95.24 
18 1.08 0 7.6 30 0 59.1 0 0 97.78 
19 4.89 0 7.6 30 0 59.1 0 0 101.59 
20 6 0 0.14 30 0 59.1 0 0 95.24 
21 0 0 0 29.79 0 59.1 0 0 88.89 
22 0 0 15.03 30 0 59.1 0 0 104.13 
23 4.8 0 30.4 30 35.08 39.4 0 0 139.68 
24 6 4 30.4 30 62 0 35 18 185.40 
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APPENDIX C: SUMMARY OF CASE STUDIES 
Table C.1. Overview of algorithms and key assumptions used in case studies 
Section Case study Algorithm 
Scheduling 
horizon 
Key underlying assumptions 
Chapter 3 
3.2.3 
Validation of single-unit com-
mitment model 
Basic unit commitment 24 h 
Power generation system based 
on [48], as detailed in Table 3.1. 
Number of generators: 100 
units (10 different types) 
Total installed capacity: 
16,620 MW 
Peak load: 15,000 MW 
3.2.4 
Daily unit commitment with 
individual unit representation 
Basic unit commitment 24 h 
Power generation system based 
on test systems in [46] and [47], 
as detailed in Table B.1. 
Number of generators: 26 units 
(8 different types) 
Total installed capacity: 
3,105 MW 
Peak load: 2,520 MW 
3.3.7 
Verification of computation 
speed-up with MUC 
Multi-unit commitment 24 h 
Power generation system based 
on [48], as detailed in Table 3.1. 
Number of generators: 100 
units (10 different types) 
Total installed capacity: 
16,620 MW 
Peak load: 15,000 MW 
3.3.8 
Annual economic and envi-
ronmental performance of 
simplified low-carbon UK sys-
tem 
Multi-unit commitment 8,760 h 
Simplified UK generation sys-
tem, as detailed in Table 3.6. 
Installed generation capacity: 
coal 20 GW, gas 50 GW, nuclear 
6-15 GW, wind 0-30 GW 
Peak load: 66.7 GW 
Chapter 4 
4.5 
Impact of EV charging on 2030 
UK system 
Multi-unit commitment 
with EVs 
8,760 h 
Simplified 2030 UK generation 
system, as detailed in Table 4.4. 
Installed generation capacity: 
coal 20 GW, gas CCGT 35 GW, 
gas OCGT 10 GW, nuclear 
10 GW, wind 35.6 GW 
Peak load: 58.2 GW 
Number of EVs: 0-34 million 
4.6.1 
Impact of EV charging on 
commercial distribution area 
Peak minimisation with 
EVs 
24 h 
Commercial area with 5,000 
EVs 
Baseline peak demand: 5.5 MW 
4.6.2 
Impact of EV charging on resi-
dential distribution area 
Peak minimisation with 
EVs 
24 h 
Residential area with 5,000 
customers and 5,000 EVs 
Baseline peak demand: 8.1 MW 
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Section Case study Algorithm 
Scheduling 
horizon 
Key underlying assumptions 
Chapter 5 
5.2.3 
Using HPs with thermal storage 
for peak management in resi-
dential distribution network 
Peak minimisation with 
HPs 
24 h 
Residential area with 5,000 
customers and 5,000 HPs 
Baseline peak demand: 8.1 MW 
Number of dwelling types: 21 
Average daily electricity de-
mand for heating: 17.8 kWh 
Heat storage size: 0-25% of 
daily heat requirements 
5.3.3 
Using flexible HVAC load for 
system peak demand manage-
ment 
Peak minimisation with 
HVAC second-order 
model 
168 h 
Peak demand week in UK sys-
tem in 2009 
System peak demand: 58.9 GW 
Number of participating com-
mercial buildings: 3,747 hotels, 
128,363 offices, 206,340 retail 
spaces 
5.4.3 
Value of ancillary services (AS) 
provided by flexible HVAC de-
mand in current and future GB 
systems 
Multi-unit commitment 
with HVAC contribu-
tion to AS 
8,760 h 
Current and future (2030) UK 
generation system, as detailed 
in Table 5.4. 
Current: 
Installed generation capacity: 
coal 35 GW, gas CCGT 30 GW, 
gas OCGT 2 GW, nuclear 10 GW, 
wind 5.2 GW 
Peak load: 58.9 GW 
Future: 
Installed generation capacity: 
coal 20 GW, gas CCGT 35 GW, 
gas OCGT 10 GW, nuclear 
20 GW, wind 30 GW 
Peak load: 58.2 GW 
Chapter 6 
6.2.6 
Value of smart refrigerators 
providing frequency regulation 
in future UK system 
Multi-unit commitment 
with refrigerator con-
tribution to response 
8,760 h 
UK system scenarios: 
 CUR2011: based on today’s 
generation technology mix 
and 2011 UK demand 
 RES2030 and RES2050: 
renewable-based system in 
years 2030 and 2050 
 NUC2030 and NUC2050: 
nuclear-based system in 
years 2030 and 2050 
Detailed generation and de-
mand assumptions for all sce-
narios provided in Table 6.1. 
6.3.5 
Smart appliances reducing 
peak demand in distribution 
networks 
Peak minimisation with 
SAs 
24 h 
Residential distribution net-
work with 2,500 customers 
Number of SAs: 2,500-5,000 
Peak load: 2.5 MW 
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Section Case study Algorithm 
Scheduling 
horizon 
Key underlying assumptions 
Chapter 7 
7.4 
Aggregation of DER for day-
ahead market participation 
Stochastic profit opti-
misation 
24 h 
Portfolio of conventional DG 
(30 MW) and wind (30 MW) 
offering energy at the day-
ahead market 
Scenarios for day-ahead market 
prices and imbalance penalties 
 
