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This paper is concerned with the relationship between the stability of certain 
linear processes, which are not necessarily semi-groups, and their Laplace 
transforms. 
This paper is an extension of some work presented at the 1980 Banach 
Semester on Control [4]. Its object is to study the stability of certain linear 
processes by examining their Laplace transforms. As is well known, if T(t) is 
a C, semi-group in a Banach space, is compact for t > 0 and A is its 
infinitesimal generator, then T(t) decays exponentially if and only if the 
resolvent operator @Z--A)-’ is analytic in Re s > 0. Since usually much 
more is known about the structure of the resolvent operator than of 7’(t), it is 
often easier to determine stability by examining the resolvent. There are also 
many examples of linear processes which are not generated by semi-groups 
having readily described Laplace transforms which play a role analogous to 
that of resolvent operators. For example, Miller [8] obtained a necessary and 
sufficient condition for the Lz stability of certain integrodifferential equations 
in R” by showing that their Laplace transform must be analytic in Re s > 0. 
Even processes which do generate semi-groups uch as linear autonomous 
delayed and neutral functional differential equations often have their stability 
determined by the Laplace transforms of their fundamental transformations 
which are not resolvents of semi-groups. For instance Henry [6] obtained 
results along these lines for D-stable linear autonomous neutral systems in 
R”, even though the semi-groups generated by these systems are not compact 
for t > 0. 
The paper has four sections. Section 1 consists of preliminaries, the most 
important of which are Assumptions 1.1 and 1.2. Assumption 1.3 is an 
observation which follows from the first two assumptions. In these 
assumptions conditions are imposed on the linear systems which guarantee 
that the regions of analyticity of their Laplace transforms determines their 
stability properties. Section 2 gives a necessary and sufficient condition for 
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the systems of this paper to be what is called uniformly Lz stable, namely, 
that their transforms be analytic in Re s > 0. Section 3 considers parametric 
systems whose stability properties are preserved as the parameters vary. The 
major result is that if a parametric system is uniformly L2 stable for one 
value of the parameter, then their exists a maxima1 relatively open set in the 
parameter space for which this property is preserved. In the same section an 
application is given of this property (Theorem 3.2) which reduces the 
condition to looking at a two-parameter family of infinitestimal generators of 
semi-groups each of whose members are uniformly L* .stable. 
Section 4 consists of examples. The first one is of a semi-group which does 
not satisfy Assumption 1.1 and has a point of its spectrum at s = 0, but 
whose motions decay to zero as t tends to infinity. Examples 2 through 5 are 
applications of Section 3 and 4. Example 5 is a first-order integrodifferential 
equation depending on a parameter h > 0. This system is embedded in a 
second-order delay system and has the property that for h = 0 all solutions 
are constant and for 0 < h < 7r/2@ all solutions are uniformly L* stable. 
1. PRELIMINARIES 
Z will denote the complex plane. H will denote a real Hilbert space and 
H, its complexification. The zero vector in any Banach space will be denoted 
by 0. The space of bounded linear transformations for H, into itself will be 
denoted by [H,] and the identity mapping by I. The norms in any Banach 
space considered in this paper will be denoted by 1 . ] and the inner product 
in any Hilbert space by ( . , . ). The symbols L [ [0, T), X] and L2 [ [0, T), X] 
will denote respectively the Bochner absolutely integrable and Bochner 
square integrable mappings from [0, 7)--+X, where X is a metric space and 
T< 00. Usually X will be H, [H,] or R ’ = [0, co). 
Assumption 1.1. A,, will denote the infinitesimal generator of a C, semi- 
group, T(t), defined on H. It is assumed that T(t) is compact for t > 0 and 
satisfies the condition that there exist real numbers M, and w such that 
for Re s > o. 
Assumption 1.2. Let K: Z-+ [H,], 0: Z-t [H,] and fi Z+ H, satisfy the 
conditions: 
(i, For Re s > - /3, @ > 0, z(s) is analytic such that IZ?(s)] < p < 1 
and A,K(s) c [H,]. 
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(ii) o(s) is analytic in some neighborhood of Re s > 0 and 
1 &)I <M, < co if Re s > 0. An alternative assumption on e(s) is (ii’) e(s) 
isanalyticinRes>-~,~>0,and)~(s)~<MM,<coinRes>-/?. 
(iii) The mapping T is a finite Laplace transform of the mapping 
lEL2[[0, q,q. 
Let x,, E H and Assumptions 1.1 and 1.2 hold. We shall study a linear 
process on H whose Laplace transform is given by 
X(s, x0, I) = [(SZ - A,)(Z - K(s)) - Q(s)] - ’ [x, + r(s)]. (1.2) 
Some well-known linear systems covered by (1.2) are 
qs, x0) = (SZ - A o) - I x0 (1.3) 
(C, semi-groups, compact for t > 0), 
i(t, x,,) =&x(t) + (’ Q(t - o) x(o) da, (1.4) 
0 
where 
e(s) = jom Q(t) eBS’ dt E [H,] 
(integrodifferential equations) and 
g [x(t9))- 5 Bjx(t-h,V#)]=AIJx(t,#) + 5 Ajx(t-hj9#)Y (1.5) 
j=l j=l 
where O<h,<h,caaa < h, = h, 4 and 4 are L, integrable .over [-h, 01, 
{Ajl and VoBjl are in [H,], and ICj’=, Bje-““jl < 1 if Re s > -/II, p > 0. 
System (1.5) has the Laplace transform (see, e.g., 121). 
K 
Z- 2 Bje-shi 
9(O) 
j=l 
epsfofhj) (Aj#(b) + Bj$(a)) da . 
I 
(1.6) 
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Notice that in (1.6) integration by parts yields 
l(s) =,g* jy,,e -“‘“+h’)(Aj  Bj) (b(u) da I 
and 
which conform to (1.2). 
Assumption 1.3. From now on we shall assume without any loss of 
generality that the spectrum, a(A,), of A, lies in Re s < -/3, p > 0. To see 
this, observe that we may choose I > 0 such that [sZ - (A, - AZ)] - ’ has its 
spectrum in Re s < - p and we can rewrite 
(sl-A,)(Z-Z?(s))-e(s)= (sZ-(A,-lZ))(Z-K(s))-o(s)-n(Z-E(s)), 
(1.7) 
where +Q(s) + J(Z - K(s)) satisfies (ii) in Assumption 1.2. 
PROPOSITION 1.1. Define 
s(s) = [ (sZ - A,)(Z - K(s)) - o(s)] - I. (1.8) 
Then at those points in Re s > - p where it is analytic g(s) is a compact 
operator. 
ProoJ The proof is a consequence of Assumptions 1.1, 1.2 and 1.3, the 
compactness of T(t) for t > 0 and the representation 
g(s)= [Z-(Z-~(s))-‘(sZ-A,)-‘~(s)]-‘(Z-K(s))~,(sZ-A,)-‘. (1.9) 
PROPOSITION 1.2. In Re s 2 0, s(s) can have at most a finite number of 
poles and these occur where the operator valued function 
[(I-E(s))-‘(sl-A,)-’ o(s)] (1.10) 
has one as an eigenvalue. Moreover the generalized eigenspace at these 
points is Jinite dimensional. 
ProoJ: The finiteness of the poles of s(s) in Re s > 0 is a consequence of 
Assumptions 1.1 and 1.2 and Lemma 13 in [5, p. 5921. The finite dimen- 
sionality of the generalized eigenspaces i due to the compactness of (1.10) 
for Re s > 0. 
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2. THE STABILITY OF (1.2) 
Let S(t) denote the inverse Laplace transform of S(s). Then (1.2) is the 
Laplace transform of 
x(t, X0) 1= S(t) x0 + jr S(t - a) Z(u) da. (2.1) 
0 
Notice in (1.2) we do not assume that K(s) or e(s) are transforms of real- 
valued mappings only that (1.2) is a Laplace transform. For example, if](s) 
is the Laplace transform offlt), then e-“f(s) represents the transform of 
g(t) =f(t - 117 t> 1, 
I &>I = 03 O<t< 1, 
although e-’ is the transform of no real-valued function. 
We could also consider systems of the form 
x(t, x0, 1) = S,(t) x0 + j’ S*(t - a) Z(u) da, 
0 
where the Laplace transforms of S, and S, satisfy Assumptions 1.1 and 1.2. 
This is not done because we believe it obfuscates a basically simple idea. 
However, Eq. (1.6) may be viewed in this form. The relationship between S, 
and S, being given by 




The following lemma and its corollary easily follow from Theorem V in 
[9, P. 81. 
LEMMA 2.1. Let f(s) be analytic from the havplane Re s > u into [H,] 
(or H,) and such that If(s)1 < M/Is - u 1 for Re s > u. Then there exists 
s: 1% a)-, [Kl (or HA such that for Re s suficiently large 
f(s) = jam e-“f(t) dt. 
Moreover for any E > 0 f(t) can be written in the form 
f(t) = g(t) e’“+ ‘)‘, 
wheregEL,[[O, a), [f&l) (orL2[P, ~),H,). 
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COROLLARY 2.1. If u ( 0, then the function f(t) in Lemma 2.1 can be 
represented in the form f(t) = g(t) e-“‘, u < - a, where a > 0 and 
gEL,[[O, (x,1, P,ll. HencefEL[[R ah F411. 
DEFINITION 2.1. The solutions of (2.1) are said to be uniformly L, stable 
if 
I omlx(t,xo, ~)l’dtOf[lxo12 + 14”l
for all x,, E H and I E L2[ [0, 7’), H], where M is finite and independent of x,, 
and 1. 
DEFINITION 2.2. The solutions of (2.1) are said to be uniformly exponen- 
tially stable if for t > 0 
I-%x0, 01 <Me-“‘[lx,l + 1~11, 
where M < co and a > 0 do not depend on x0 and 1. 
LEMMA 2.2. Zf s(s) has no poles in Re s > 0, then system (2.1) is 
uniformly L, stable. 
Proof: Observe, that if s(s) has no poles in Re s > 0, then because of 
Assumptions 1.1, 1.2 and 1.3 we can write 
S(t) x0 = i j” ,!?(io) eiw’ x0 dw (2.2) 00 
and it follows from Theorem V in [9, p. 81, that ) S(t)/ is in L,[ [0, co), R ‘I. 
Since the support of 1 is on [0, T], it follows that for t > T 
g(t) = f S(t - u) Z(a) do = jr S(t - a) l(u) da. 
0 0 
Hence for some M 
5 ; I &I* dt < jm [j’/S(t-u)~*dujr/l(u)12du]dt T 0 0 
~Tjo~~S(u)~2dujoT~l(u)~2du$8/(lijo~~S(u)l’du. (2.3) 




LEMMA 2.3. If s(s) has poles in Re s > 0, then there exists solutions of 
(2.2) which are not irt L2[ [0, co), H]. If there is a pole in Re s > 0, then 
there is a solution which diverges exponentially. 
Proof. According to Proposition 1.2 there are at most a finite number of 
poles of g(s) in Re s > 0. Suppose s = puo is such a point. By Proposition 1.2 
the generalized null space, IV@,,), of p,, is finite dimensional and in some 
neighborhood of p,,, g(s) must have a Laurent expansion of the form 
SC4 = $- 0 - ~0)~~ R&o), (2.4) 
k,,= -ino 
where R _ m, Q+,) # 0 (see, e.g., [7]). Let x, # 0 be such that R -,,Ju,,) x0 # 0 
and C&J a positively oriented circle in 2 with center p,, which contains no 
other poles of s(s) on its boundary or interior. Let pu, ..., ,un be the remaining 
points in Re s >, 0 at which g(s) has poles. Let C_cU,), 1 Q j < n, be circles 
about ,uj which contain only pj as singularities of S(s). About each of these 
points we can write 
-mj=ki 
where R -mjol/) f 0. We can now write 
s(s) x0 = (f(s) x0 - i 2 
j=O -mj=ki 
Rkj(uj)(s --pj)‘jxo) 
+ \:: $ Rkj(uj)(s -,uj)kj x0. 
j=O -&kj 
(2.6) 
The quantity within the parenthesis on the right side of (2.6) is L,-integrable 
over (-ice, ia) and has no singularities in Re s > 0. Thus we can write 
S(t) x0 = +-J_“, eiW’ [g(im) - 5 2 
j=O -ml=kj 
Rkjbj)(S -PjIk’] XII do (2 7) 
e”,!?(s) x0 ds. 
By Assumption 1.1 and the Plancherel theorem the first term on the right 
side of (2.7) is in L2[ [0, co), Zf,] and each of the terms in the summation are 
of the form 
mj- I 
&f(S) X0 ds = erd kTo pki(t) qkj’ 
I 
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where the pkj(f) are polynomials in t, the qkj are in H, and 
m-1 
Pm,-lmm,-1 = t (mj - I)! R-m@j)xoe 
All these terms cannot be zero since 
prl- 1 
(m, - l)! 
euo’R -,,(uo) x0 # 0. 
This proves the lemma. 
THEOREM 2.1. System (2.1) is uniformly L, stable if and only ifs(s) has 
no poles in Re s > 0. 
Proof By Lemma 2.2, s(s) is uniformly L2 stable if it has no poles in 
s > 0. On the other hand, if s(s) is uniformly L, stable, by Lemma 2.3, it 
can have no poles in Re s > 0. 
When S(t) is a Co semi-group there is a wehknown result, called the 
Perron Condition (see, e.g., [l]), which states that S(t) is uniformly exponen- 
tially stable if and only if for all measurable f: [0, co) + H which are essen- 
tially bounded the mapping 
x(t, OJ) = [’ S(t - a) f(o) da 
‘0 
(2.8) 
is uniformly bounded on [0, 03). A similar condition holds for (2.1). 
COROLLARY 2.1. Let Assumptions 1.1 and 1.2 hold. If for all measurable 
j [0, co) + H which are essentially bounded the mapping (2.8) is uniformly 
bounded, then system (2.1) is uniformly L2 stable. 
Proof: If g(s) has a pole of order m at po, Re pclo >0, there exists x0 in H 
such that (2.7) is satisfied and R _ ,,&,) x0 # 0. Let f(t) = x0, then f(s) = x0/s 
and S(s) x0/s is the inverse Laplace transform of 
i 
I 
S(o) x0 do 
0 
which becomes unbounded. If s(s) has a pole of order m at s = iw, o real, 
we choose x0 such that R -,(iw) x0 # 0 and let f(t) = x0 cos wt. Again we 
see by (2.7) that 
I 
t 
S(t - a)(cos ON) x0 do 
0 
becomes unbounded. 
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COROLLARY 2.2. If g(s) has no poles in Re s > 0 and only poles on 
Re s = 0 with Laurent expansion of the form 
R-,(n) s-l + R(s) = %s), 
where R(s) is analytic for Re s > 0, then all solutions of (2.1) can be written 
in the form 
where x,(t, x,, 1) is uniformly L, stable and Ix,@, x0, I)1 is bounded for all 
t > 0. 
Proof: The proof is a consequence of Eq. (2.7) in the proof of 
Theorem 2.1, where kj = - 1 for all j. 
THEOREM 2.2. Let Assumptions 1.1 and 1.3 hold and Assumption 1.2 
except that (ii) is replaced by (ii’) and assume that 
i?(s) = (I - i?(s)) - ’ (d - A,) - ’ (2.9) 
is the Laplace transform of a untformly exponentially stable process R(t), i.e., 
for all t > 0 
(R(t)1 < Me-“, 5 > 0. (2.10) 
Then (2.1) is uniformly exponentially stable if and only if there exists a > 0 
such that 
[I-(I-K(s))-‘@I-A,)-‘Q(s)]-’ 
is analytic for all s in Re s > - a, i.e., s(s) is analytic in Re s > - a. 
Proof. Let us rewrite F(s) in the form 
g(s) = (I - K(s)) - ’ (sZ - A,) - ’ + (I - K(s)) - ’ (sl - A,) - ’ e(s) g(s). (2.11) 
(i) Assume s(s) is analytic in Re s > - a, where a < j?. Then the 
second term on the right side of (2.11) is analytic in Re s > - a. Moreover 
along any vertical Re s = - a + E, E > 0, it is in L[(--co, co), II,]. Thus for 
0 < r < a we can write 
W = NO + & jI;;iI e”‘(I-E(s))-‘(sl-A,,)’ e(s) $(s)ds 
= R(t) + e-*‘RI(t), (2.12) 
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where ]R,(t)] <It4 for some M < co, which proves that (2.1) is uniformly 
exponentially stable. 
(ii) If (2.1) is uniformly exponentially stable, we know from 
Lemma 2.3 that s(s) can have no poles in Re s > 0. However since (ii’) 
holds in Assumption 1.2 only a finite number of poles of s(s) can occur in 
Re s > -/I/2. Thus if s(s) has poles in Re s < 0. 
-6 = max[Re s: g(s) has a pole in Re s < 0) 
must exist and must be strictly less than zero. This completes the proof. 
3. STABILITY AND PARAMETRIC DEPENDENCE 
Let Q c Rm be simply connected. 
Assumption 3.1. (i) There is a mapping h: Q + R ’ which is continuous 
and a mapping I(s, a) which is for each a a finite Laplace transform whose 
support is over [0, h(a)]. The inverse transform of $s, a) will be denoted by 
l(t, a). 
(ii) 0: Z x R + [H,] is simultaneously continuous in a and analytic 
in some neighborhood of Res 20 and such that for all a in R and 
Res>O]e(s,a)]<M. 
(iii) K: Z, X 0 is simultaneously continuous in a and analytic in 
Res>-8, p>O, and for all aE0 and Res>-/?I@s,a)l<p( 1. We 
also assume A,@, a) E [H,] for all s and a. 
We consider the system whose Laplace transform is given by 
f(s, x0, Z, a) = [ (sl - A,)(1 - l?(s, a)) - e(s, a)] - ’ [x, + @, a)]. (3.1) 
Let 
&,a)= [(sl-A&I--E(s,a))-g(s,a)]-‘, (3.2) 
and denote the inverse transforms of (3.1) and (3.2) respectively by 
x(t, x,,, 1, a) and S(t, a). Thus 
x(6 x0, 1, a) = S(t, a) [x0 + ,f’ S(t - u, a) l(0, a) da]. 
0 
(3.3) 
We see by Theorem 2.1 that for a E R fixed, (3.3) will be uniformly L* 
stable if and only if s(s, a) is analytic in Re s > 0. 
LEMMA 3.1. Let (3.3) be uniformly L2 stable for a, E f2. Then there 
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exists a maximal relatively open set U(a,) c 0, containing a,,, such that 
(3.3) is uniformly L, stable for all a E U(a,). 
Prooj”. We need only to prove (3.3) is uniformly L, stable in some 
relatively open neighborhood of a,. This is done by contradiction. Thus 
suppose there exists {a,} c R which converges to a,, and {s,} c Re s > 0 
such that (Z - Z?(s,, a,))-’ (s,Z - A,))’ &s,, a,) has one as an eigenvalue. 
Since Assumptions 1.1, 1.2 and 1.3 hold, it follows that (s,,} must lie in some 
compact set in Re s > 0. Hence we can find a subsequence of ((s,, a,)), 
which we take to be the original sequence, which converges to a limit 
(so, a,). But by compactness and continuity it follows that 
(I--(s,,a,))-‘(s,Z-A,)-’ !2<so,a,> 
must also have one as an eigenvalue. This implies that s(s, aO) is not 
analytic in Re s > 0 which is a contradiction. 
THEOREM 3.1. Let (3.3) be uniformly L2 stable for a, and U(a,) be the 
maximal relatively open set described in Lemma 3.1. Zf a, is on the boundary 
of Q(a,) but not in fI(a,), then s(s, a,) has one or more poles on Re s = 0 
and the remainder, if any, in Re s < 0. 
Proof. Clearly ,!?(s, ai) cannot have all its poles in Re s < 0 for then by 
Theorem 2.1 a, would be in J2(a,). Suppose g(s, a,) has a pole at 1, 
Re ,l > 0. Let C(J) be a positively oriented circle in Re s > 0 which has I as 
its center and no other poles of s(s, aI) on its boundary or interior. Then in 
some annular neighborhood of A, g(s, a,) has the Laurent expansion 
S(s,a,)= f Rj(s-AIly’, 
j= -m 
where m > -1 and R-m # 0. In fact (see, e.g., [7]) 
R 
1 
-m=-Y 2nl 1 (s - njm- ’ $s, a,> ds. c(A) 
(3.4) 
There exist {a,} c U(a,) converging to a,. By continuity and compactness 
?$s, a,,) converges to S(s, a) on C(A). Thus for n sufficiently large 
R-,(a,)=&jccA, (s-A)“-’ s(s, a,)ds#O. 
This is impossible since {a,} c U(a,). Hence s(s, a,) can have no pole in 
Re s > 0. On the other hand, since g(s, a,) does not correspond to a 
uniformly L, stable process it must have at least one pole in Re s > 0. 
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In Section 4 we shall give some examples of the manner in which 
Theorem 3.1 may be employed. For example, suppose we wish to determine 
whether a given system (2.1) is uniformly L, stable. We attempt o embed it 
within a family of the form (3.3) in such a way that for some a, it is 
relatively easy to determine that (3.3) at a,, is uniformly L* stable. Then we 
seek to estimate the maximal open set, U(a,), mentioned in Lemma 3.1 and 
show that the a corresponding to the original system is in U(a,). 
A practical application of Theorem 3.1 is the following theorem. 
THEOREM 3.2. Let 
S(s,a)=[sZ--A,-&,a)]-‘. 
Suppose for some a,, E Q, g(s, a,,) is analytic in Re s > 0 and for all w real 
and a in R 
A, + Q(iw, a) (3.7) 
generates an uniformly exponentially stable semi-group. Then system (3.3) is 
uniformly L2 stable for all a in a. 
Proof: The proof is a consequence of the fact that the spectrum of (3.7) 
always lies in Re s < 0. Hence s(s, a) can have no poles on Re s = 0 for any 
a in J2. 
4. SOME EXAMPLES 
The first example is of a C, semi-group which does not satisfy 
Assumption 1.1 and is not uniformly L, stable. However, even though zero 
is in the spectrum of its infinitesimal generator, all solutions of the system 
tend to zero in norm as t tends to infinity. 
EXAMPLE 4.1. In the real sequence space 1, = (aj}, 1 <j < co, with norm 
la/= (f aj)l12 < a 
j=l 
consider the semi-group defined by 
T(t) a = {e”jaj}. 
The infinitesimal generator of T(t) is 
A,a = {+aj}, 
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which does not satisfy Assumption 1.1. The spectrum of A, is the sequence 
{l/j}, 1 <j < co, plus 0, each point l/j is in the point spectrum and 0 is in 
the continuous spectrum. It is easily seen that for all a E I, 
I m>4+0 as t-03, 
but that T(t) is not uniformly L, stable. For if it were, being a C, semi- 
group, it would be uniformly exponentially stable (see, e.g., [ 1, Theorem 1 I). 
EXAMPLE 4.2. Consider the scalar integrodifferential equation 
i(t) = -x(t) - j-’ K(t - a) x(u) da, (4.1) 
0 
where the Laplace transform of K in (4.1) is 
1 l-ems - 
s s+l 
= K(s). 




-I = S(s). 
S s+l 
To determine the stability behavior of (4.1) we consider an auxiliary system 
whose Laplace transform %(s, h), h 2 0, is 
qs h)= 
L 






Clearly, when h = 0, the poles of s(s, 0) are in Re s < 0. Applying 
Theorem 3.1 we seek the maximal interval of L* stability by finding the 
smallest value of h > 0 such that 
(io)’ + 2(i0)~ + (io) + 1 - ePiwh = 0, w real, w = 0. (4.5) 
Letting wh = a and separating the real and imaginary parts of (4.5) we 
obtain 
-w3+w+sina=0, 
-2w*+ 1 -cosa=0. (4.6) 
Solving for sin a and cos a in (4.6) we can write 
1 = sin*a + cos*a = (w’ + w)’ + (-2~’ + l)*. 
(4.2) 
(4.3) 
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This leads to 
w’(w’ + 3)(02 - 1) = 0 
whose only real solutions are f 1. However only sin a = 0 and cosa = -1 
satisfy (4.6). When’ a = 7c, we obtain h = aw = 71 as the smallest value of h. 
Hence 1 is in the maximal relatively open set U(0) of Theorem 3.1, and (4.1) 
is uniformly L2 stable. Moreover, since (ii’) in Assumption 1.2 is also 
satisfied, the system is uniformly exponentially stable. 
EXAMPLE 4.3. Consider the system whose Laplace transform has s(s, h) 
as follows: 
where h > 0. For h = 0 the system is uniformly exponentially stable. Let us 
try to find the smallest value of h, if such exists, for which (4.7) has a pole 
on the imaginary axis. As in Example 4.2 we set s = iw, w real, and a = wh 
and substitute these values into (4.7). This leads, after separation of the real 
and imaginary parts, to 
0 sin a + 5 + 2 cos a = 0, 
20 + w cos a - 2 sin a = 0. (4.8) 
Elimination of w in both equations leads to 
2cos2a+9sina- 12=0 (4.9) 
which has no solution for any real value of a. Thus the system is uniformly 
L2 stable for all h > 0. Moreover since 
[ ( (s+l) l- 3+;-$h)]-l= (;:::::)+=m 
has an inverse Laplace transform R(t) such that 
where 
a=min 1 !fZ 
I I ‘h’ 
we see, by Theorem 2.2, that all solutions are uniformly exponentially stable. 
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EXAMPLE 4.4. Let 0 <x < 1, t > 0 and h > 0. Consider the partial 
integrodifferential equation 
$ (x, t) = 2 (x, t) + j;iqt - a)p(x, a) do, (4.10) 
where 
40, t> =P(L t) = 0, 
A4x9 0) = $(x> 
and K(t) has the Laplace transform 
j$) = L (1 -e-9 
s s+l * 
Let 
U(x, s) = jom e-sfp(x, t) dt. 
Then the formal Laplace transform of (4.10) (which can be shown to be 
correct) satisifes 
$(x, s) = [s - f (l;;;‘“‘] qx, s) -#(x), (4.11) 
U(0, s) = U( 1) s) = 0. (4.12) 
The poles of the resulting transformation g(S; h) are the points at which 
sinh 
(see, e.g., [3] for a procedure for computing this result). 
But these are the points which satisfy one of the equations 
s _ L (1 - e-9 = -n2nz 
2 ss1 
> n = 1, 2,... . (4.12) 
For h = 0, these occur at {--n2rr2}. Thus (4.10) is uniformly exponentially 
stable for h = 0. To determine the limit of uniform L, stability we seek the 
smallest h > 0 for which s = iw has a solution for one of the equations 
(4.12). Notice if o = 0, h = z* is a solution of (4.12) for n = 1. Let us 
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attempt o find a smaller value of h. Assume io # 0, then (4.12) is satisfied 
if 
?(s + 1) - (1 - e-sh) = -(s* + s) n27+ = iw 
holds for one of the equations. Separating real and imaginary parts of the 
above equation we obtain 
-o*(l + n’n’) - 1 + cos cob = 0, 
-co3 + n27c2u - sin oh = 0. 
(4.13) 
Eliminating cos wh and sin wh from the above equations we obtain after 
factoring out o* 
co4 + (1 + n”7r”) 0.1’ t (2 t 2n2n2 + n47r4) = 0. 
But this equation has no real solutions in cu. Thus h = r* is the smallest 
value of h for which the system has a pole on the imaginary axis. Moreover 
since (1 - ems”)/@ t 1) is analytic in Re s > -1 and uniformly bounded 
there, we see by Theorem 2.2 that for 0 < h < 7~’ system (4.10) is uniformly 
exponentially stable. 
The next example is one which can be embedded in a retarded second- 
order system with one discrete delay. The reason for including it is that is a 
relatively simple system for which an increase in the delay increases 
stability. 
EXAMPLE 4.5. Consider the scalar system 




= S(s, h) 
which is related to the system 
[s* + (1 - eFsh)]-‘. 
Notice (4.16) is the transform of 





x(0) = 1 and x(t) = 0 if t < 0. 
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In any case at h = 0, (4.15) has the pole s = 0. We let h > 0 but 
“suffkiently” small. Then notice that s = 0 is not a pole of (4.15) and that 
the poles satisfy 
s* + 1 - eCsh = 0. (4.17) 
If (4.17) has a solution with Re s > 0, then we must have 
Is*+ ll=le-Shl < 1. 
We substitute s= re”, then the above inequality becomes 
i.e., 
r4 + 2r2 cos 28 < 0, 
r* < -2 cos 28. 





Notice that if s, satisfies (4.17), so does its conjugate S; . Thus we may 
assume a solution of (4.17) such that Re s > 0 has Im s > 0. However any 
solution of (4.17) with Re s > 0 must, by (4.18), be bounded by the closed 
curve 
r2 = -2 cos 28. (4.20) 
If Im s > 0 for such a solution, then 
(4.2 1) 
But this means Im s = y > 0. Since, by (4.20), lyl < \/z and our solution 
satisfies (4.19), if we choose 0 < h < n/2& we see that cos hy > 0 and 
sin hy > 0. Thus our solution of (4.19) must satisfy 2xy = - emxh sin hy < 0 
which means x < 0, a contradiction. Hence for 0 < h < 7r/2@ there are no 
poles of (4.15) in Re s > 0. To find the maximal such interval [0, h,) for 
which (4.15) has no poles in Re s > 0 we solve 
,y* + 1 - e-sh = 0 
for s = io, w # 0. This leads to 
-co*+ l-cosoh=O, 
sin wh = 0, 
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which yield w = \/z and h = X/G. Hence (4.14) is uniformly exponentially 
stable for 0 < h < z/\/z 
REFERENCES 
1. R. DATKO, Uniform asymptotic stability of evolutionary processes in a Banach space, 
SIAM J. Math. Anal. 3 (1972), 428-445. 
2. R. DATKO, Linear autonomous neutral differential equations in a Banach space, J. 
D@erential Equations 24 (1977), 258-274. 
3. R. DATKO, Applications of the finite Laplace transform to linear control problems, SIAM 
J. Control Optim. 18 (1980), l-20. 
4. R. DATKO, The uniform exponential stability of certain linear processes in a Hilbert phase 
space, in “Proceedings of the 1980 Banach Semester on Control,” to appear. 
5. N. DUNFORD AND I. T. SCHWARTZ, “Linear Operators,” Vol. 1, Wiley, New York, 1958. 
6. D. HENRY, Linear autonomous neutral functional differential equations, J. Dzfirential 
Equations 15 (1974), 106-128. 
7. E. HILLE AND R. S. PHILLIPS, “Functional Analysis and Semi-Groups,” Amer. Math. Sot. 
Colloquium Publications Vol. 31, Amer. Math. Sot., Providence, RI., 1957. 
8. R. K. MILLER, Asymptotic stability and perturbations for linear integrodifferential systems, 
in “Delay and Functional Differential Equations and Their Applications” (K. Schmitt, 
Ed.), Academic Press, New York, 1972. 
9. R. E. A. C. PALEY AND N. WIENER, “Fourier Transforms in the Complex Domain,” Amer. 
Math. Sot. Colloquium Publications Vol. 19, Amer. Math. Sot., Providence, RI., 1934. 
