We propose a new modeling approach to option valuation, in which the volatility and skewness of returns are functions of three distinct, but dependent, stochastic components: Two components modeling short and long run volatility risk and a third component capturing shocks to return skewness that are unspanned by shocks to volatility. The model state dynamics follows a matrix jump diffusion, provides efficient pricing formulae for plain vanilla options and nests a number of existing multi-factor affine models. We introduce dynamic interactions between the different components by relating the persistence and local variance of the volatility factors to the degree of return skewness, and vice versa. We estimate our model using S&P 500 index option data. We find that models with unspanned skewness components and dynamic interactions provide better pricing performance and a more accurate description of the joint dynamics of the implied volatility surface, both in-sample and out-of-sample. These findings support the use of option pricing models with (i) at least three distinct components driving the volatility and skewness of returns, (ii) skewness components that are not completely spanned by volatility shocks and (iii) interactions between the distinct component dynamics.
I. Introduction
This paper proposes a new modeling framework for option valuation, in which three distinct stochastic components drive the joint dynamics of return volatility and skewness: Two components modeling short and long run volatility risk and a third component reflecting variations of return skewness that are not completely spanned by shocks to volatility. In contrast to other approaches, we introduce dynamic interactions between the different model components by making the persistence and local variance of the volatility factors a function of the degree of return skewness, and vice versa. The model state dynamics is driven by an affine matrix jump diffusion, provides efficient pricing formulae for plain vanilla options by means of standard transform methods, and nests as special cases a number of two-and three-factor affine option pricing models in the literature, such as the Bates (2000) two-factor jump diffusion model or multi-factor Heston (1993)-type models.
Using S&P 500 index options data from January 1996 to September 2008, we estimate our model and study its performance for option valuation. We find that three-component models with unspanned stochastic skewness and dynamic interactions provide a superior pricing performance over a number of other two-and three-component volatility models in the literature, both in-sample and out-of-sample. We find that the unspanned stochastic skewness component significantly improves the model performance of both pure diffusion and jump diffusion models along the moneyness dimension. Moreover, estimated dynamic interactions between volatility and stochastic skewness components are significant and help to explains part of the joint variations of the implied volatility skew along the maturity dimension.
To understand the motivation of modeling (i) a stochastic skewness component unspanned by volatility shocks and (ii) a dynamic interaction between skewness and volatility components, we present in Figure 1 some scatter plots of the one-month maturity skew of the implied volatility surface of S&P 500 options, plotted against the at-the-money term structure of the smile (grey points in each plot). In order to isolate smile components that are largely unspanned by variations of the level of the volatility, each scatter plot is stratified with respect to different levels of the at-the-money implied volatility, ranging between 0.1 and 0. First, we see that in each panel the variability of the one month skew and term structure proxies is quite substantial. This feature indeed suggests that a fraction of these variations is not explained by the level of the volatility, which indicates the potential presence of an implied volatility dynamics driven by several sources of time-varying risk.
Second, stochastic volatility models with a stochastic skewness spanned by independent volatility components tend to fail in generating (i) the large variability of the skew of index options and (ii) the joint relation between slope and term structure across different volatility states. To highlight this point, we estimate the Bates (2000) model and plot in Figure 1 the fitted model-implied one-month skew against the model-implied term structure of the smile (black points). We find that while the model can generate a degree of variation in the model-implied term structure similar to the one in the data, it tends to imply a much more limited variation along the moneyness dimension, especially compared with the empirical patterns of the one-month skew in the data. This empirical evidence suggests the presence of interesting skew dynamics, which might only be weakly linked to shocks in either the level or the term structure of the implied volatility smile. Therefore, option valuation settings where shocks to return skewness are assumed completely spanned by shocks to the latent volatility components might be overly restrictive for modeling these dynamic aspects of the smile of S&P 500 index options.
Third, the tight link between skew and term structure of two-factor option valuation models with independent volatility components might imply an overly simplified dynamics also for the term structure of model-implied volatility skews. This feature is illustrated in Figure 2 , where we plot the twelve month skew of the smile against the one month skew in the data (gray points). Each scatter plot is again stratified with respect to different levels of the at-the-money implied volatility. For comparability across maturities, moneyness is measured in units of the Black-Scholes delta of the corresponding options. In the data, the degree of variability of the skew at one and twelve months maturities is similar, especially for the low volatility state (left Panel in Figure 2 ). The model-implied twelve month and one month skews of the Bates (2000) model (black points) feature, as expected, a lower variability than the data. At the same time, it appears that the model has an even larger difficulty in generating a sufficient variability of the twelve month skews, especially in the low volatility state. Overall, this preliminary empirical evidence motivates our interest in option valuation models featuring multiple volatility components that dynamically interact with a return skewness not completely spanned by volatility shocks.
Our work borrows from a large literature documenting the time variation of the equity volatility and its negative co-movement with returns. In the option pricing literature, stochastic volatility processes linked to a negative skewness of returns are key ingredients of most valuation models aiming at generating well-known pricing biases of Back-Scholes model.
1 The current state of the art in this literature specifies the underlying return dynamics as driven by several components that follow independent volatility processes, each negatively related to return shocks. A number of recent studies shows that these models tend to perform better than single factor stochastic volatility models in pricing. In contrast to single-factor models, multiple component models can generate a degree of stochastic skewness that can help to capture part of the time variation of the smile along the moneyness dimension. Moreover, when the distinct volatility components feature different persistence 1 See, for example Backus, Foresi, Li and Wu (1997) or Li and Pearson (2005) .
properties, these models also tend to better capture the behaviour of the implied volatility surface along the maturity dimension. Bates (2000) specifies two jump-diffusion components driven by independent volatility processes and studies empirically the relative performance of pure diffusion models and models augmented by Poisson-normal jumps. Using S&P 500 futures option data from 1988 to 1993, he documents the negative skew of the smile after the 1987 crash and concludes that models with jumps better reconcile return and option data. Christoffersen, Heston and Jacobs (2007) focus on the ability of a pure diffusion version of the Bates (2000) model in explaining the option implied volatility dynamics. They document that these models improve the pricing performance relative to single-factor volatility settings, both in-sample and out-of-sample, because they imply a higher degree of flexibility in modeling conditional skewness and kurtosis of returns in dependence of the overall level of the volatility. Using time-changed Levy processes, Huang and Wu (2004) study two-component jump diffusion models with different types of jump specifications. They document that models with high frequency jumps and volatility variations deriving from both the instantaneous variance of the diffusion component and the arrival rate of the jump component better capture the behavior of S&P 500 index options. They also find that the diffusion induced volatility exhibits a larger instantaneous variation, but the jump induced volatility features a much higher persistence. Finally, Carr and Wu (2008) propose a threecomponent model based on three different sources of variation in volatility: Time varying financial leverage, time-varying business risk and self-exciting market behavior. The first component follows a CEV-type dynamics in order to model a dependence of the volatility on the level of financial leverage. The second component specifies volatility feedback effects modeled by a Heston (1993)-type volatility model. The third component models self-exciting market behavior using a high frequency pure-jump Levy-process. The model is estimated using about a decade of over-the-counter equity index options data and is shown to perform well in pricing equity index options. All these specifications model the equity index return as a sum of independent components driven by separate and independent volatility processess. While all other models are based on a two factor volatility dynamics, the specification in Carr and Wu (2008) models three distinct sources of independent volatility variation. Their empirical results support three factor models as convenient settings to describe the overall shape of the implied volatility surface of equity index options. We borrow from this insight and specify a three-factor state dynamics for returns volatility and skewness, but we use a completely different modeling approach, starting from the family of matrix jump diffusions introduced in Leippold and Trojani (2008) .
We specify a two-component model for the volatility and introduce a third component linked to stochastic skewness variations that are potentially not completely spanned by shocks to the two volatility factors. In this sense, our model comprises a component for unspanned stochastic skewness. This model feature allows us in the first place to obtain a wider range of model-implied degrees of risk neutral skewness, thus improving along the moneyness dimension in the description of the implied volatility smile. As a second important model feature, the dynamics of the volatility and skewness components admit feedbacks that impact on the persistence and local variance of volatility and skewness shocks. Therefore, the risk neutral skewness and term structure of the volatility in our model interact dynamically, leading to a more flexible family of implied volatility patterns along the moneyness and maturity dimensions. We find theoretically and empirically that these features improve the modeling of the implied volatility of equity index options relative to benchmark models not featuring unspanned skewness and dynamic interactions. The more detailed theoretical and empirical contributions are as follows.
First, starting from the state dynamics of a general matrix jump diffusion, we derive a class of tractable option valuation models featuring both a two-factor volatility and an unspanned skewness component that interacts dynamically with the volatility. To this end, we introduce a new representation of the state variables in terms of a two-component dynamics for the volatility and a third distinct skewness component. We present simple economic interpretations for the new state space, in terms of distinct volatility and unspanned skewness components, and show how several affine jump diffusion models like the Bates (2000) model are naturally nested in our framework. Second, we characterize theoretically the directions along which our model can improve on the performance of affine multi-factor models with no unspanned skewness and no dynamic interactions in producing a more flexible implied volatility smile. Third, we estimate two versions of our model, with and without Poissonnormal jumps in returns, using about ten years of S&P 500 index option data. We evaluate the in-sample and out-of sample option pricing performance relative to the Bates (2000) twofactor model as well as two-and three-factor Heston (1993)-type volatility models. Overall, we find that our model outperforms the benchmark models, with average in-sample and out-of-sample absolute pricing errors lower by 18.8% and 11.2% for models with and without Poisson-normal jumps, respectively, and with a model-implied co-movement of implied volatility level, skew and term structure more consistent with the data.
The article proceeds as follows. Section 2 introduces our modeling approach and discusses key properties of our model specifications. Starting from an affine matrix jump diffusion dynamics, it derives a class of three-component option valuation models with two-factor volatility, unspanned stochastic skewness and dynamic interactions between skewness and volatility. It also shows that a variety of well-known two-and three-factor affine option pricing models in the literature are nested by our setting. Section 3 introduces our model estimation procedure and presents the empirical findings. Section 4 discusses main model implications as well as in-sample and out-of-sample pricing performance of our approach relative to other benchmarks without dynamic interactions. Section 5 concludes. Proofs are in the Appendix.
II. Model
In this section, we introduce our modeling methodology. To motivate our approach, we start from the Bates (2000) two-factor volatility model. We then make use of the matrix jump diffusion theory in Leippold and Trojani (2008) to show how this model can be naturally generalized in order to feature a distinct unspanned stochastic skewness component that dynamically interacts with the volatility. We then study the main features of our modeling approach and show theoretically how it can deliver a more general implied volatility behavior than Bates (2000)-type models, or similar affine jump diffusion settings.
A. A Two-Component Benchmark Volatility Model with Poisson-Normal Jumps
Bates (2000) proposes a two-component jump diffusion model that allows for closed-form prices of European options. This model features both an independent two-factor volatility dynamics and Poisson-Normal return jumps with a stochastic intensity. Volatility components are potentially correlated with returns. It follows that the model features two different important channels for generating a stochastic return skewness: The standard feed-back effect between returns and volatility components and a time-varying probability of return jumps. Moreover, the potentially different persistence of the volatility components can generate interesting term structure of volatility patterns in this model. By assumption, shocks to stochastic skewness in the model are completely spanned by shocks in the volatility components, and the distinct volatility factors are independent.
Let S t denote the value of an equity index at time t, r and q be the (constant) interest rate and dividend yield, and v 1t , v 2t be the two independent volatility components. Under the risk neutral probability measure, the return dynamic of S t is given by:
where z 1 , z 2 are independent standard Brownian motions. The two independent volatility components follow the dynamics:
where w 1 and w 2 are two further independent standard Brownian motions, having correlation ρ 1 and ρ 2 with z 1 and z 2 , respectively. Return jumps follow a Poisson-Normal process kdN t with a stochastic jump probability
and a jump size k distributed as ln
This model includes as a special case Heston (1993)-type two-factor volatility models and has several attractive features for option valuation. First, it admits a two-factor feed-back effect between returns and their volatility V t , which generates a first channel of time varying risk-neutral skewness through the stochastic correlation of returns and volatility:
Second, the time varying jump probability λ t dt produces a further channel of stochastic risk neutral skewness, which can feature a substantially different persistence from the volatility feed-back channel. Therefore, these two sources of risk neutral skewness can impact potentially in a very different way the option implied volatility skew at short and long maturities. Third, the volatility components can feature distinct mean reversion speeds β i and volatilities of volatility σ i . Thus the model is also able to generate a stochastic term structure of volatility by the time varying composition of the total return variance V t over time.
Even if the model is able to generate a very useful degree of variation in implied volatilities along both the moneyness and term structure dimensions, the empirical evidence in Figure 1 suggests that there is still an important fraction of potential skew variations that is not as well captured. In particular, while the model can approximately capture the unconditional variability of the implied volatility term structure, it appears that is it more restricted in generating the empirical variability of the implied volatility skew. Intuitively, the main reason for this feature is that all model-implied variations in risk neutral skewness have to be generated by shocks in one of the two volatility components. This follows from the fact that stochastic intensities and volatility feedbacks are functions of v 1t and v 2t via the specification (3) and (4), respectively. At the estimated model parameters, this property implies a tight link between volatility term structure and skewness, which is not well supported by the data. In order to weaken this link and to obtain an option valuation setting more consistent with the dynamic implied volatility features of Figure 1 , we extend the Bates (2000) model by a stochastic skewness component that is not completely spanned by shocks to short and long run volatility.
B. Unspanned Skewness and Dynamic Volatility Interactions in a Model with PoissonNormal Jumps
We extend the Bates (2000) option valuation setting by a state variable v 12t modeling an unspanned stochastic skewness component that interacts dynamically with the volatility. We achieve this task by specifying the short and long run volatility components as the diagonal elements of a symmetric 2 × 2 matrix affine diffusion X t having v 12t as its out-of-diagonal element:
In order to obtain a well-defined process for the volatility components, a natural choice is to consider state dynamics ensuring that X t is positive definite.
B.1. Specification of the State Dynamics for Volatility and Unspanned Skewness
The state dynamics of X t are detailed by the next assumption.
Assumption 1
The symmetric matrix process X t follows the affine dynamics
where Ω, M, Q are 2 × 2 matrices and B t is a 2 × 2 standard Brownian motion. √ X t denotes the unique symmetric square root of symmetric positive definite matrix X t .
X t is the matrix diffusion process first introduced by Bru (1991) . This process is a matrixvalued extension of the univariate square-root process that gained popularity in the term structure and stochastic volatility literature; see, e.g., Cox, Ingersoll and Ross (1985) and Heston (1993) . Process (6) has many convenient properties that make it ideal to model multivariate financial risks. First, if ΩΩ Q Q, then X t is positive semi-definite. Under this condition, the diagonal elements v 1t , v 2t are well-defined volatility processes with potentially different persistence features. If ΩΩ 3Q Q, then X t is positive definite and no volatility component can reach the zero boundary. Second, when matrices Ω, Q and M are diagonal, then (v 1t , v 2t ) defines an autonomous Markov process with components distributed as independent Heston (1993) -type volatility models. Under these constraints, the Bates (2000) two-factor state dynamics is nested by the dynamics of the diagonal elements in (6). More generally, when matrices Ω, M or Q are not diagonal, the joint dynamics of v 1t , v 2t and v 12t features conditional interactions, both in the drift and diffusion parts of equation (6). Third, the process is affine and has closed-form Laplace transform expressions that imply very convenient and tractable expressions for the prices of European options.
B.2. Specification of the Return Dynamics
We introduce a convenient return dynamics, implying a stochastic skewness component unspanned by volatility shocks. To achieve this objective, we proceed along three dimensions.
(i) First, we borrow from Bates (2000) and specify the diffusive part of the return volatility as the sum of the two volatility components in X t :
where k is the iid jump size as in Bates (2000) model and tr(·) is the trace operator. This feature implies that shocks to the diffusive volatility component in returns are not completely spanned by shocks in the out-of-diagonal element v 12t , and viceversa. By linking v 12t to a return component modeling stochastic skewness, it is then possible to introduce a skewness component that is unspanned by volatility shocks.
(ii) Second, we specify a feed-back effect between return and volatility that potentially depends on v 12t . For tractability, we specify feed-back effects that preserve an affine dependence on X t :
for some upper triangular 2 × 2 matrix P . Note that when P is diagonal, (8) collapses to the Bates (2000) specification of volatility feed-backs.
(iii) Third, we specify an affine stochastic intensity for jumps in returns, which potentially depends on v 12t :
where λ 0 ≥ 0 and Λ is an upper triangular matrix with elements Λ ij that are positive on the diagonal. When Λ is a diagonal matrix, the Bates (2000) specification of a stochastic intensity emerges.
In order to generate the feed-back effects (8), it is convenient to correlate shocks between returns and state dynamics (6). To preserve an affine structure, we can specify as in DaFonseca, Grasselli and Tebaldi (2008) a 2 × 2 standard Brownian motion as follows:
where W is another 2 × 2 standard Brownian motion, independent of B, and R is a 2 × 2 upper triangular matrix with elements R ij such that I 2 − RR is positive semi-definite. Note that equation (10) implies, after simple calculations:
The right hand side of these two equations is consistent with properties (7) and (8), respectively, for P = R Q. Thus, if we specify by tr √ X t dZ t the diffusion component of returns, we naturally obtain an affine jump diffusion model featuring the desired properties (7), (8) and (9). The resulting return dynamics is summarized in Assumption 2.
Assumption 2 Under the risk neutral probability measure, the dynamics of S t is given by:
where X t follows the dynamics (6), Z is defined in (10), and return jumps follow a PoissonNormal process kdN t featuring jump intensity (9) and an iid jump size k distributed as
Model (11) belongs to the class of matrix affine jump diffusions introduced in Leippold and Trojani (2008) . The affine return and state dynamics implies closed form Laplace transforms and an efficient computation of plain vanilla option prices by transform methods; see also Carr and Madan (1999) and Duffie, Pan and Singleton (2000) , among others. The model naturally nests a number of affine jump diffusions in the literature. Therefore, it provides a consistent framework for studying and comparing the performance of these models in capturing the behavior of the index option implied volatility surface. Unspanned skewness features can arise when either Λ or R are not diagonal. Similarly, dynamic interactions between volatility and skewness components can emerge when either M or Q are not diagonal. When matrices M, Q, Ω, R and Λ are all diagonal, model (11) collapses to Bates (2000) model. If in addition the jump component is removed (λ 0 = 0 and Λ = 0), then we obtain the two-factor Heston (1993)-type volatility model studied by Christoffersen et al. (2007) . By construction, these diagonal models feature independent volatility components with no dynamic interaction, together with a return skewness spanned by v 1t and v 2t . The pure diffusion model in DaFonseca et al. (2008) arises for λ 0 = 0 and Λ = 0 when either M, Q, Ω or R are not diagonal. This setting provides dynamic interactions and volatility feedbacks not spanned by volatility shocks. In addition, the full jump diffusion setting features an unspanned skewness component related to v 12t via the time varying jump probability.
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We can classify all models nested within our framework, in dependence of their total number r of state variables and their number q of stochastic skewness components unspanned by the volatility components. Pure diffusion models are denoted by SV and jump diffusion models by SV J. In general, any model can be then classified as SV r,q or SV J r,q . Table 1 provides an overview of the models nested by our Assumption 2.
[Insert Table 1 about here.]
B.3. Option Valuation
A useful feature of the matrix AJD underlying model (6), (11) is that we can specify interacting volatility components and unspanned skewness features by means of an affine state dynamics. This property allows us to compute in closed form the risk neutral Laplace transform of returns when for some β > 1 condition ΩΩ = βQ Q holds. This last property ensures a Wishart-type conditional distribution for matrix state X T . The conditional Laplace transform expression for Y T in model (6), (11) reads:
2
We provide in Appendix A.A explicit parameter constraints under which different affine jump diffusion models in the literature are nested by our framework.
−1 C 21 (τ ) and 2 × 2 matrices C ij (τ ) are the ij−th blocks of the matrix exponential:
The explicit expressions for the 2 × 2 matrix C 0 is:
and real-valued function B(τ ) is given by:
where log(·) is a matrix logarithm; see also Leippold and Trojani (2008) .
The closed form Laplace transform (12) allows for an efficient computation of the prices of plain vanilla options by transform methods; see again Carr and Madan (1999) and Duffie et al. (2000) , among others. In contrast to, for instance, Bates (2000) and Heston (1993) type volatility models, the computation of the return transform in our model cannot be reduced to calculations that involve scalar exponential and logarithmic functions, since the solutions for C ij (τ ) in (13) and for B(τ ) in the Appendix are expressed by means of a matrix exponential and a matrix logarithm, respectively. This feature makes the evaluation of Laplace transform (12) two orders of magnitude more costly than, for instance, in Bates (2000) model. We obtain an efficient computation of pricing transforms in our model by means of the Cosine-FastFourierTransform (CosFFT) method in Fang and Oosterlee (2008) . As shown by Fang and Oosterlee (2008) , the CosFFT-method is very efficient in option pricing settings that are homogenous in the price of the underlying asset, like in our model.
The price C t (x, T ) (P t (x, T )) of a plain vanilla call (put) option with relative moneyness x = ln(S t /K) and maturity T is then computed by means of a trigonometric series with pay-off dependent coefficients (U k ) k∈N detailed in the Appendix. For instance, for calls the CosFFT expression reads:
where a and b are suitable integration boundaries, i = √ −1 and Re(·) denotes the real part of a complex number.
C. Main Model Features
A simple interpretation for the economic role of the state variables driving the volatility and skewness dynamics in our model is obtained by a suitable re-parametrization of X t 's state space. Using this parametrization, we can better achieve several goals. First, we obtain simple interpretations for the main model mechanics in terms of three state variables directly linked to (i) the level of the volatility, (ii) the composition of the volatility and (iii) the stochastic skewness of returns. Second, we can naturally nest in our framework several stochastic volatility models in the literature, in order to identify the directions of improvement of our setting in modeling the return and volatility dynamics.
C.1. State Reparametrization
Since X t is a symmetric positive definite matrix, we can always write it as
where V t is a 2×2 diagonal matrix of positive eigenvalues V 1t , V 2t and
is a 2×2 orthogonal matrix of eigenvectors having unit norm. Note that V t = tr(X t ) = tr(V t ) = V 1t + V 2t . Therefore, the sum of V 1t and V 2t naturally parametrizes the spot volatility of returns. Similarly, the difference (or the ratio) of V 1t and V 2t naturally measures the composition of the return volatility in two components having potentially different persistence and volatility of volatility. To understand the role played by state matrix O t , note that the volatility feedback effect in our model can be written as:
coordinates:
Using the state variables (V 1t , V 2t , α t ), we can now conveniently decompose state matrix X t into a volatility part, a volatility composition part and a stochastic volatility feedback correction as follows.
Lemma 1 (V -ξ-α decomposition) The symmetric 2 × 2 state matrix X t can be decomposed into a volatility part,
, and a stochastic volatility feedback effect U(α t ) as follows:
where Id 2 is the 2 × 2 identity matrix and
Decompositions (21), (22) feature a number of useful properties. First, they isolate the volatility level (V 1t + V 2t ) from the volatility structure (
This feature allows us to identify more easily volatility level and volatility composition effects on the structure of the implied volatility smile. Second, they isolate from volatility level and volatility composition effects a state matrix U(α t ) capturing volatility feedback effects not spanned by volatility shocks. Note that U(α t ) is a reflection matrix with trace zero, determinant minus one and such that all components are bounded in the interval [−1, 1]. Therefore, it can be conveniently used to specify different correlation processes, such as, for instance, those needed to specify stochastic volatility feedback effects.
Nested models. 
For cos(2α t ) = 1, we obtain the state space of models in class SV (J) 2,0 , featuring two volatility components and no additional stochastic feedback component U(α t ):
where ρ i , i = 1, 2, is the i−th diagonal element of matrix RQ . If in addition ξ t = 1, then we obtain the state space of single factor volatility models in class SV (J) 1,0 :
Thus, matrix state X t is uniquely linked to state (V t , ξ t , α t ) in a way that conveniently parametrizes differences in the volatility structure implied by our model from the volatility features of SV (J) 1,0 and SV (J) 2,0 models.
C.2. Unspanned skewness, interacting volatility components and short-maturity smile asymptotics
How do interacting volatility components and unspanned skewness affect the potential shape of the implied volatility smile in our setting? Intuitively, unspanned skewness might be linked to a broader range of implied volatility skew variations not spanned by the level and the at-the-money term structure of the implied volatility smile. Similarly, dynamic interactions between volatility and skewness components might be linked to a broader class of implied volatility skew term structures. We study these aspects in more detail in this section.
Let IV t (T, K) be the Black-Scholes option implied volatility at time t for maturity T and strike price K, and consider the following approximation of the implied volatility smile:
where
S t is the skew for short maturities, i.e., the short maturity limit of the derivative of the at-the-money implied volatility with respect to moneyness K/S t . M t is the smile term structure for short maturities, i.e., the short maturity limit of the derivative with respect to maturity T . Finally, C t is the smile convexity for short maturities.
Approximation (28) provides a useful tool to study the main structural link between the specification of a stochastic volatility model and the corresponding smile features in terms of a low-dimensional set of state variables V t , S t , M t and C t .
5 In particular, we are interested in 4 See, among others, Dumas, Fleming and Whaley (1998), Durrleman (2004) and Durrleman and Karoui (2007) . Theoretically, approximation (28) performs well when T − t and (K − S t )/S t are small relative to the understanding how our model can generate variations of the implied volatility slope and term structure, which are not spanned by volatility level and volatility composition effects. To this end, we can resort to our reparametrization of matrix state X t in terms of the volatility level, V t ≥ 0, the volatility composition, ξ t = V 1 /V t ∈ [0, 1], and an unspanned skewness components, parametrized by angle α t ∈ [−π/2, π/2].
We use the estimated parameters of our model in Section IV.B. and consider for illustration purposes two fix volatility levels √ V t = 0.1 and √ V t = 0.2. We compute for different admissible values of states ξ t and α t two proxies for the model implied quantities S t and M t . When we vary ξ t , while keeping α t constant, we obtain the range of admissible combinations (S t , M t ) attainable by modifying only the composition of the spot volatility. When varying α t , while keeping ξ t fixed, we obtain the admissible range of combinations (S t , M t ) attainable without varying the level and composition of the spot volatility, i.e., the range of additional combinations generated by the unspanned skewness component in our model. The left (right) panel of Figure 3 presents the model implied (S t , M t ) combinations for a spot volatility
In both panels, we obtain a quite large range of admissible S t and M t values when both ξ t and α t vary. For fixed ξ t , the model-implied admissible points (S t , M t ) are described by a curve similar to an ellipsis having the following features. First, the location and shape of the ellipsis is different across volatility levels. Second, the distance of each ellipsis from its center is decreasing in ξ t . Third, the unspanned skewness parameter α t determines the actual position of combination (S t , M t ) on the ellipsis. It follows that the unspanned skewness component can generate a wide range of variability in (S t , M t ) even when the level and composition of the volatility is fixed. For instance, in the right panel, for a fix volatility composition ξ t = 0.1, (S t , M t ) can vary from approximately (−0.5, 0.3) to about (0.0, −0.45) when α t varies from −0.25π to 0.25π. The special case of a model with no unspanned skewness (α t = 0) implies admissible combinations (S t , M t ) that are on a straight line parametrized by ξ t ∈ [0, 1]. Apparently, this feature constraints quite substantially the admissible model implied volatility slopes and term structures in each given regime of the spot volatility.
The particular shape of the (S t , M t ) combinations attainable in our model, similar to an ellipsis, is linked to the matrix structure of our state space. To see this, it is useful to consider for brevity the pure diffusion stochastic volatility model. For this case, the following relations between the structural volatility dynamics and the short maturity behavior of the typical scale of the problem, i.e, (K − S t ) 2 /S 2 t 1 and V t (T − t) 1. Empirically, we can quantify the accuracy of approximation (28) by a regression of IV (t, T ) on a constant, (K − S t )/S t , T − t and (K − S t ) 2 /S smile can be derived:
It follows that (i) the volatility feedback effect and (ii) the risk neutral drift of the volatility are key model features related to the short maturity behavior of the smile, since they appear as leading terms in (30) and (31). Using Lemma 1, we obtain:
In these equations, term U(α t ) sheds additional light on the role of parameters Q, R and skewness factor α t in generating unspanned stochastic skewness. Note that:
Thus, equations (32) and (33) describe an exact ellipse in (Cov t (dS t /S t , dV t ), E t (dV t )) coordinates. Its center (tr(RQ ), tr(M )) is the leading term of the Heston model (SV 1,0 ). Then the factor 2ξ − 1 describes the distance of a deviation from this center, while 2α describes the direction of this deviation.
III. Empricial Analysis

A. Data source and characteristics
We use call options on the S&P 500 index traded at the CBOE (ticker symbol SPX). These options have become a de-facto standard for testing new option pricing models because of their liquidity, their European style and the absence of institutional regularities. We obtained a sample of almost 13 years of end-of-day prices (Jan 1996 to Sept 2008) with maturities up to one year.
We apply the cleaning procedures outlined in Bakshi, Cao and Chen (1997) and eliminate all options with midquotes below $0.375, with zero bid price and with a bid price larger than the ask. We further eliminate stale quotes (i.e. bid or ask identical to the previous trading day), prices that violate arbitrage bounds, duplicate entries and prices where the bid-ask spread is smaller than the minimum tick size (i.e. five cents for prices below $3 and ten cents else). As in Bakshi et al., we also drop options with a time to maturity of less than 10 days. We disregard trading volume, being aware that our data may occasionally be based on quotes or exchange models. Apart from this data cleaning, we perform no cuts in moneyness in order to ensure a data set that is as rich and as challenging as possible. On average, we retain 171 observations per trading day, with an average time to maturity of 145 days and an average moneyness S/K of 1.05.
For the estimation, we use two sub-samples for computational reasons and to allow for true out-of sample evaluation. The "monthly" sub-sample containing 59 monthly observations from 2000-2004 is used for parameter estimation 7 . We use such a restricted data set for computational purposes and to allow for true out-of sample evaluation. The "daily" sub-sample contains daily data for the same 2000-2004 period. This leaves the largest part of our "full" sample (1996-Sept 2008) for out-of sample analysis. For a summary statistics of the data, see Table 2 .
[Insert Table 2 Interest rate are taken as observed and are obtained by linearly interpolating the US yield curve from Optionmetrics. Implicit dividend yields are calculated from a put-call parity regression of at the money (0.9 ≤ K/S 0 ≤ 1.1) options, separately for each trading day and each maturity.
B. Estimation procedure
As our main emphasis is on the pricing implications of unspanned stochastic skewness and jumps, we choose a cross-sectional pricing approach, leaving the physical state dynamics for later studies. Our estimation goal is to obtain one constant set of parameters with standard errors as well as a time series of the latent state. We refrain from re-estimating the model parameters in regular intervals, e.g. yearly, because any change in parameters would open arbitrage opportunities and violate the assumptions on which every latent factor model is based.
We estimate the parameter set θ = {M, R, Q, K, λ 0 , Λ,k, δ} using maximum likelihood estimation. For details on the parameter identification, see Appendix B.A..Our point estimate is θ = arg max
with the relative pricing errors e t = C i (θ, X * t (θ)) − C i /F t and the conditional variancecovariance matrix Ω t , whereĈ i denotes the model-impled price and C i denotes the observed price. This approach is similar to Bates (2000) , except that we do not correct for possible autocorrelations in the error term. The conditionally implied state X * t is estimated using nonlinear least squares:
The matrix structure of our model commands a new approach to the problem of jointly estimating the parameters and the latent state. A widely use approach is to iterate between parameter estimation with fixed state and state estimation with fixed parameters, see for example Christoffersen et al. (2007) . This approach, which depends on a good guess for initial values of the state, failed for our model, because α cannot be guessed. We therefore opt for the computationally intensive nested optimization, i.e. estimating the optimal state X * t (θ) for every candidate parameter vector θ and maximizing over the likelihood L(θ) evaluated at X * t . We calculate the standard errors of the parameter vector by approximating its covariance matrix using the BHHH method.
For the parameter estimation, we use just 59 observations from 2000-2004 in our "monthly" subsample. The use of this small sample greatly reduces the computational cost of our nested approach, without a significant performance tradeoff. As shown in Table 3 , the pricing performance of the "daily sample" differs by less than five percent from the "monthly" sample used for parameter estimation.
Once we have obtained the point estimate forθ, we estimate the time series of the latent state for the "full" sample by evaluating (37) atθ independently for every trading day.
The result of our estimation are the 10 (no jumps) viz. 16 (with jumps) components of θ and 3 × 3206 = 9618 elements of the time series of the latent state. With these, we price 546'971 options in the "full" sample.
Estimation of reference models. We use exactly the same data and estimation strategy for the reference models, i.e. the nested maximum likelihood optimization based on monthly data.
IV. Results
A. Pricing performance
We start the analysis of our results with a discussion of the pricing performance. We choose the daily root mean squared pricing error in dollars as our principal metric. For each trading day and each model, we calculate
This produces a time series ( t ) of daily rms errors for each model. The mean daily error is a measure of overall goodness of fit, while its standard deviation σ is a measure of the overall reliability of the model. Additionally, we consider the day with the best and worst error as well as the overall fraction of option prices within the bid-ask spread. Table 3 gives an overview of our pricing measures for our model and the four reference models. As our main goal is to emphasize the importance of an interaction factor to capture unspanned skewness, we focus our comparison on comparing our three factor model without (SV 3,1 ) and with jumps (SV J 3,1 ) to is two factor relatives SV 2,0 and SV J 2,0 . Results for the one factor models are given for reference only.
Our results are divided into three panels for each of our sub-samples. We find that the performance for the "monthly" and the "daily" sample are almost identical and take this as a confirmation of our strategy to estimate the model parameters on the "monthly" sub-sample. Because of the similarity, we focus on the "daily" sample for in-sample analysis.
We find that our model with jumps (SV J 3,1 ) outperforms its two factor sibling SV J 2.0 by 14%. Likewise, the model without jumps (SV 3,1 ) outperforms the two factor case SV 2,0 by 13%. Out of sample, these values are even better. The out-performance rises to 27,8% viz. 21%. We take this as an indication that this superior performance is not caused by overfitting, but by the increased flexibility of the model.
[Insert Table 3 about here.]
The gain in performance of is not evenly spread. As an example we compare our model without jumps (SV 3,1 ) to its two-factor sibling SV 2,0 in the "full" sample. On a third of the days, the models perform equally well, i.e. their daily errors are within ±10% of each other. At the other end of the spectrum, there is a considerable number of days on which our model shows an exceptional out-performance: it bests its competitor by more than 40% on about a fifth of the days. Furthermore, the outperformance is larger where it is most needed. If we split the sample at the median daily error into "good" and "bad" days, we outperform the 2-factor model by 12.5% on the good days, but by 29.5% on the bad ones. Figure 4 shows a quantile plot of the daily errors. The gap between the models widens considerably beyond the 80% (90%) quantile for models without (with) jumps. The outperformance and its skewed distribution can be directly attributed to our interaction factor α. Figure 5 plots the outperformance of the diffusive model against α. A nonparametric regression shows a U-shaped pattern with a minimum of almost no improvement around α = 0. The reason for this behavior can be found in (22) and more precisely in the nesting feature of our model. For values of α ≈ 0, our model nests a two factor model, offering little gain over the pure two factor models. The more α approaches ±π/4, the more potent the interaction factor becomes and the larger the possible performance gain. In a large fraction of our sample, interaction factor α close to zero and there is little improvement. Large deviations from zero happen rather rarely, but when they happen, they lead to a huge performance gain.
[Insert Figure 5 about here.] Figure 6 depicts a time series of the daily rms pricing errors ( t ). Two major financial crisis happened in the almost 14 years in our sample. The Russian debt crisis in August 1998 and the begin of the subprime crisis in August 2007. All models have difficulties accommodating extreme events, and our model is no exception. Thanks to the interaction factor α, our model is, however, better equipped to cope with the onset and and aftermath of a crisis. When we repeat the model comparison for the aftermath of the Russian crisis (August 1998-December 1999), we find an above-average out-performance of 35% (50%) for the models without (with) jumps. Inspection of the time series of the implied state in Figure 8 shows that α deviates significantly from zero for the two periods of crisis, strengthening the link between out-performance and α. 
B. Risk neutral model parameters
We report the point estimates and standard errors for the risk-neutral parameters M, R, Q and k and estimates for the benchmark models in Table 4 . We propose a two step approach to interpreting and comparing the model parameters: a static and subsequently a dynamic comparison. In order to facilitate the comparison, we convert the results of the benchmark models into our notation as outlined in Appendix A.A. We report these values in Table 4 .
[Insert Table 4 about here.]
B.1. Static parameter analysis
In this first step, we compare the diagonal elements of our parameter matrices to those of the benchmark models. As discussed in section ??, our model becomes similar to a two factor model if α = 0. Our static analysis is a good approximation, because α ≈ 0 for a large fraction of our sample.
This static analysis highlights a few similarities among all models. The mean reversion parameters M ii are all in the same range. All two factor models have a large factor with fast mean reversion and large volatility of volatility parameter 8 Q ii . Correlations R ii between innovations in returns and volatility fall all in the range between −0.48 and −0.85, with jump models displaying a larger leverage effect. There is one noteworthy difference between our model and the two factor benchmark models. We enforce the Feller condition (k > 1), while both two factor models violate it at least for one factor. This facilitates the trade-off between volatility of volatility and long-term volatility at the cost of a possibly inconsistent or erratic time series behaviour of the implied state.
B.2. Dynamic parameter analysis
While the static analysis allowed for a first discussion of the diagonal elements of our parameter matrices, the matrix nature of our model requires a dynamic approach to fully appreciate the role of each parameter, especially the out-of diagonal elements M 21 , Q 12 and R 12 . Their role can only be assessed in the context of the dynamics of the volatility factors V 1 and V 2 . It is possible to derive this dynamics for the SV (J) 3,1 model as 9 :
At first glance, processes (39) look like ordinary Ornstein-Uhlenbeck processes with an additional term that prevents the crossing of V 1 and V 2 . The major difference, however, are the stochastic coefficients M (α) ii t and Q(α) ii t . These permit α to locally change the mean reversion and volatility of volatility of the processes V i . As discussed in the previous section, α deviates significantly from zero for only one fifth of the sample. It is however on these days, that our model brings the most benefit. We report these time-varying mean-reversion and volatility parameters in Figure 7 . The fact that O is a rotation matrix implies that tr(M ) = tr(M ), i.e.M 11 andM 22 always move in opposite directions. The same is true for Q.
[Insert Figure 7 Note that the mean reversion term M X t and the stochastic volatility term √ X t dB t Q are duplicated in order to guarantee the symmetry of process (6). Thus, the factor mean reversion speed in our model is (2M ii ) −1 and the factor volatility of volatility is √ 2Q ii .
of the eigenvalues 10 . In the context of our model, this means that V 1 and V 2 never cross.
This necessitates a new interpretation of the state. So far, individual state components in the SV (J) 2,0 were often identified by their mean reversion speed as "slow" and "fast" factors, with the fast one usually carrying a larger weight and having a higher volatility of volatility. In our parametrization, this interpretation is not helpful any more, because the mean reversion speed of the factors becomes stochastic. We rather speak of a "small" and "large" factor according to the ordering of the eigenvalues.
An additional interesting feature is the fact that M 11 t changes sign and becomes positive for part of our sample. This does not mean, however, that the volatility process itself becomes explosive. Non-explosiveness of the volatility process is ensured because the (static) mean reversion parameter M is negative definite. Figure 8 and 9 show the implied state obtained by inverting (37) in cartesian coordinates and decomposed into (V 1 , V 2 , α). The result is somewhat noisy, because we calculate the state separately for each of the 3206 trading days and do not penalize large innovations. Still, we can immediately identify that the two volatility factors never cross and that one factor -V 2 -is much larger than the other one. This is in contrast to the benchmark two-factor models, in which both volatility factors are of the same order of magnitude and cross occasionally, The structure of the state dynamics has already been discussed in detail in section II.C.2..Now we put our theoretical considerations to the empirical test. To do so, we profit again from decomposition (22), which allows us to separate the volatility level from the volatility composition and the stochastic interaction factor. In our emprical exercise, we will relate this state representation to the following observables: the volatility level V 1/2 t , the skewness S t and the term structure M t as defined in (28).
C. Implied state
C.1. Volatility level
We easily identify the spot volatility level to be the square root of the sum of V 1 and V 2 , i.e.:
The identifiaction of a level factor is not specific to our model, in fact, all 10 See Bru (1991) for more details.
benchmark models can be interpreted in the way that the sum of the volatility factors is the short-term implied variance. In Figure 11 we illustrate this relationship by comparing V 1/2 t to a proxy for the spot implied volatility and find that both match extremely well.
[Insert Figure 11 about here.]
C.2. Volatility structure
We have already discussed the elliptical shape of the feasible combinations of skewness S and term structure M in Section II.. These values cannot be arbitrarily increased; for example M 11 − M 22 is limited by the requirement that both values be negative, as M needs to be negative definite. Furthermore, the parameters M, Q and R are all three linked to the long-term volatility, which also needs to match the data.
D. Correlation structure
Figure 12 aims at decomposing the relative contributions of ξ and α to the correlation dS/S, dV . To do so, we take ξ on every trading day as fixed and report the maximal and minimal values of dS/S, dV that can be achieved by varying α. We then plot the actual model-implied correlation and add the theoretical maximal and minimal limits as dashed lines.
[Insert Figure 
E. Dynamic properties of the model-implied volatility surface
To analyze the dynamic properties of the volatility surfaces, we perform a principal component analysis on the implied volatility along a standardized grid of maturities (1,2,3,4,6,9,12 months) and moneynesses (Black-Scholes delta of 20,30,40,50,60,70 and 80) . We do so for the data and for the model-implied surfaces of each of the models under consideration. The results are reported in Table 5 . It is no big surprise that the one (two) factor models show a very low fraction of variance explained beyond the first (second) principal component and are therefore unable to capture unspanned stochastic skewness. The results show that our model comes closest to matching the data, but our third principal component -being the most important among the considered models -still lags in importance considerably behind the data.
[Insert Table 5 about here.]
In a further step we derive proxies for the level, smirk, curvature and term structure (TS) in the data and the model-implied volatility surfaces. We analyze the structure of correlations between these four quantities, as they may constitute an important dynamic property of option prices and thus capture distinct features of the models. In the SV 1,0 model, in which the term structure is entirely determined by the (one) level factor, we observe a correlation of almost −1 between the two. Our diffusive model matches the data remarkably well for level-smirk, level-TS and smirk-TS. Correlations involving the curvature are slightly worse, but this should be of no worry as they are beyond the scope of a three factor model.
[Insert Table 6 about here.]
V. Conclusions
Using a new modeling methodology, in which the volatility and skewness of returns are functions of three distinct, but dependent, stochastic components, we analyze the pricing of S&P 500 index options. In contrast to other approaches in the literature, in our model short and long run volatility components drive the spot volatility, while a third component captures shocks to return skewness not spanned by shocks to volatility. In this way, we obtain implied volatility dynamics featuring a degree of variation in implied volatility skews that is largely unrelated to both the level and the term structure of at-the-money implied volatilities. We specify the model state dynamics using an affine matrix jump diffusion that allows us to derive efficient pricing formulae for plain vanilla options by means of standard transform methods. At the same time, we obtain a number of other well-known models in the literature, such as Bates (2000) two-factor jump diffusion model or multi-factor Heston (1993)-type models, as special cases nested in our modeling setting.
Using S&P 500 index options data from January 1996 to September 2008, we estimate our model and study its main properties for option valuation purposes. We find that threecomponent models with unspanned stochastic skewness provide a superior pricing performance over a number of other benchmark two-and three-component affine volatility models in the literature, both in-sample and out-of-sample, with reductions in the average root mean square pricing error between 15% and 25%, depending on the model choice. Pricing improvements due to the unspanned stochastic skewness feature are substantial, both for pure-diffusion and jump-diffusion models, but they are not uniformly distributed over time.
They tend to be larger in subperiods where benchmark affine models produce a particularly poor overall fit of the implied volatility smile of S&P 500 index options, with differences in root mean square pricing error across models that can reach peaks of about 50%, like, for instance, during the Russian crisis between August 1998 and December 1999. Overall, these findings support the use of option pricing models featuring three distinct components driving volatility and return skewness, a stochastic skewness not completely spanned by volatility shocks, and dynamic interactions between volatility and skewness components.
A Nested models
Below we list how the parameters as described in the original papers can be converted into our notation.
A. Diffusive models
For all nested diffusive models, the jump parameters λ 0 , Λ, δ,k are zero.
One volatility factor The model in Heston (1993) obtains by setting the state a positive scalar X t = v t and
Two volatility factors The model of Christoffersen et al. (2007) obtains by setting the state a positive diagonal matrix X t = 
B. Jump models
One volatility factor The model of Bates (1996) obtains by setting n = 1, the state a positive scalar X t = V t and
Two volatility factors The model of Bates (2000) obtains by setting
B Proofs and additional expressions
Proof of Lemma 1. Starting point is the matrix diagonalization (18).
. For the last line, we used the standard cos 2 α = 1 2 cos 2α + 1 ;
1 − cos 2α and sin α cos α = 1 2 sin 2α.
The above result can be used to decompose expressions of the type T r[M X t ] with M a (general) parameter matrix and X t the symmetric, positive definite state matrix:
A. Identification
A.1. Parameter identification
Every diffusion process is uniquely characterized by its infinitesimal generator. The infinitesimal generator of the joint process of stock returns and volatility is:
with the matrix differential operator (D) ij = ∂ ∂X ij and the infinitesimal generator of the Wishart process:
Parameter identification requires that the infinitesimal generator be unique for each set of parameters k, M, R, Q given any state X. Maximal identification aims at achieving this goal through the minimal set of restrictions on the parameters. Equations (40) and (41) feature two ambiguities that have to be resolved.
Firstly, Q and R appear only in the expressions Q T Q and RQ, requiring a choice for their signs and a canonical definition for Q. We choose Q to be the unique Choleski decomposition of Q T Q, i.e. upper triangular and positive definite.
Secondly, (40) and (41) (41) finally adds the requirement that P T = P −1 ,
i.e. P is a rotation matrix. 11 The matrix P can only be chosen implicitly via a parameter restriction. Among the several possibilities to do so, we choose to set M lower triangular.
12
The maximal identified model has 11 parameters: θ = {m 11 , m 21 , m 22 , q 11 , q 12 , q 22 , r 11 , r 12 , r 21 , r 22 , k}.
Some parameters are restricted in sign or size. Identification requires q 11 > 0 and q 22 > 0.
To ensure that the process is non-explosive, M needes to be negative definite (i.e. m 11 < 0 and m 22 < 0) and k > 1. Also, the eigenvalues of R T R have to be lower than 1 in absolute value to ensure the existence of √ 1 − R T R in (10).
A.2. State identification
All option prices C(·) t of one trading day are a function of the parameters θ and the day's state X t . Once the parameters are identified, the pricing function C = C( · ; θ, X) can be inverted for the three distinct components of the state X t using at least three option prices. To force the implied state to be symmetric and positive definite, we represent it by {V 1 > 0, V 2 > 0, α t } as introduced in Section II.C.1..
11
One can make a similar argument by analyzing the dynamics of X in (6). Again, only the products Q T Q and RQ are identified and the trace of X allows for one (common) rotation. Yet alternatively, the argument can be based on the Laplace transform (??). Only the products Q T Q and RQ appear in the expression for the Laplace transform Ψ(.) = exp{T r[A(τ )X] + bY + c}, which allows for a common rotation of X and A(τ ). A simple calculation reveals that a rotation of A(τ ) is equivalent to a common rotation of M, R and Q.
12
This also influences the interpretation of the state: The factor α t and subsequently U(α t ) can only be interpreted in relative terms, as α t is shifted by the implicit rotation by P .
C Expressions for the CosFFT-method
The following expressions are taken form Fang and Oosterlee (2008) for the convenience of the reader. If the Laplace transform can be separated as into Ψ = exp(γY t ) · Ψ levy , the price of a plain vanilla option is
with the expansion coefficients
and 
Q22
Figure 7: Dynamic parameter analysis for the model without jumps. Top: mean reversion parametersM 11 for the small factor (full line) andM 22 for the large factor (dashed line). The red lines depict the case for the nested two-factor model (i.e. α = 0). Bottom: vol of vol parametersQ 11 for the small factor (full line) andQ 22 for the large factor (dashed line). Again, the red lines depict the nested two factor case. Figure 14 : Our model captures a large part of the skewness (S) and term structure (M) components that are not spanned by the volatility level. The black dots represent the short term skew and term structure in the data as defined in 28. To subtract out level effects, we stratify into three volatility ranges (9-11%, 18-22%, 27-33%).
The set of achievable term structure/skew combinations, as defined in (28) is an ellipse the shape of which depends heavily on the volatility level in our model. We plot this shape for the lower (full line) and upper end (dashed line) of each volatility range. Note how the model captures almost all data points and matches the increasing range in term structures for higher volatility levels.
Blue points indicate the model-implied values. The lines crossing the ellipse are the achievable sets for a restricted model without interaction factor (α = 0). Table 1 : List of models nested in our framework: r denotes the total number of state variables out of which q there are are stochastic skewness components. Parameter restrictions for the nesting are given in the appendix.
Sample "monthly" "daily" "full" Time frame 2000-2004 2000-2004 1996- Table 2 : Summary statistics of the data.
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In order to nest this model in our framework, one needs to extend the state matrix X t as well as the parameter matrices M, R and Q to be 3 × 3 diagonal matrices. (Wishart) 2 97.54 2.20 0.14 0.07 Table 5 : Number of factors identified by the mean eigenvalue criterion and percentage of variance explained by different principal components for whole sample (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) .
Data Table 6 : Unconditional factor correlations for the extended sample (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) .
