Accurate wind power and wind speed forecasting remains a critical challenge in wind power systems management. This paper proposes an ultra short-time forecasting method based on the Takagi-Sugeno (T-S) fuzzy model for wind power and wind speed. The model does not rely on a large amount of historical data and can obtain accurate forecasting results though efficient linearization. The proposed method employs meteorological measurements as input. Next, the antecedent and the consequent parameters of the forecasting model are identified by the fuzzy c-means clustering algorithm and the recursive least squares method. From these components, the T-S fuzzy model is obtained. Wind farms located in China (Shanxi Province) and in Ireland (County Kerry) are considered as cases with which to validate the proposed forecasting method. The forecasting results are compared with results from the contemporary machine learning-based models including support vector machine (SVM), the combined model of SVM and empirical mode decomposition, and back propagation neural network methods. The results show that the proposed T-S fuzzy model can effectively improve the precision of the short-term wind power forecasting.
Introduction
As a result of advances in power electronic design and manufacturing as well as growing concerns about global warming and related government financial incentives, wind energy has become the fastest-growing new energy source in the past two decades. Global wind turbine capacity increased by 52.5 GW in 2017, a slight increase from 51 GW in 2016. The overall capacity of all wind turbines installed worldwide by the end of 2017 reached 539 GW [1] . Wind energy is random, intermittent, and uncontrollable. A large-scale wind power grid connection will have a significant impact on the stability of power systems and also bring many challenges to ionization balance, power system safety, and power quality. To reduce wind uncertainty, energy managers and power operators need to make accurate forecasts of wind speed and power. In addition, accurate prediction results have a major impact on the design of wind farm layout, wind farm, and grid management. Therefore, the accurate prediction of wind speed has become an urgent and important task with tangible benefits [2] .
Wind power and wind speed forecasting methods are classified into statistical methods and physical methods [3] . Physical methods describe the physical conversion process of wind energy into electric energy. The numerical weather prediction (NWP) is a representative method that employs numerical solutions of partial differential equations, based on thermodynamics and fluid mechanics models, to describe weather changes; the NWP formulates corresponding weather forecasting mechanism based on various features and parameters including air pressure, wind direction, humidity, wind speed, and other meteorological elements at different heights [4] . Air temperature, air pressure, The paper is organized as follows. In Section 2, the approach of T-S fuzzy model is introduced, including which methods are selected to build the model. Section 3 introduces the process of forecasting wind power and wind speed based on T-S fuzzy model. Parameters and input variables are obtained. The error indices are selected to evaluate the performance of the proposed model and compare the proposed model with other traditional approaches. Section 4 describes the case study, including the data processing and description as well as the results analysis of the experiment. Actual measured data with different cases is used to build model and evaluate model forecasting performance by calculating forecast accuracy metrics and comparing with SVM, EMD-SVM, and BPNN. Here, a SVM model is built with LIBSVM [27] and an EMD model is built with EMD in the Matlab toolbox [28] . For BPNN, the hidden layer is set as 15 and the tanh function is selected as activation function. Finally, a brief summary of the paper is given in Section 5.
Methodology

The Approach of Takagi-Sugeno (T-S) Fuzzy Model
The T-S fuzzy model, proposed by Takagi and Sugeno, has great linearization ability though expressing complex nonlinear system with a number of linear or nearly linear subsystems. Theoretically, the T-S model can be infinitely closed to a nonlinear dynamical system if the fuzzy rules are selected appropriately [29] . Figure 1 presents the basic structure of the T-S fuzzy model which includes two parts, the antecedent structure and consequent structure, respectively. Here xi is the input of the model; Sn is the n-th sub system; μn is the membership degree for input variable to Sn; Rule n is the fuzzy rule for Sn; yn is the output of the n-th subsystem; wn is the weight for the n-th subsystem to total output; y is the output of the model.
The most import part to build the T-S fuzzy model is to select the appropriate fuzzy rule for every subsystem, select the appropriate algorithm to identify the model to obtain all the parameters including membership degree, cluster, cluster centers, parameters in the rules. In this paper, fuzzy c-means (FCM) cluster algorithm is selected to identify the antecedent structure and the recursive least squares (RLS) method is selected to identify the consequent structure.
Fuzzy C-Means (FCM) Algorithm
FCM is a well-known clustering algorithm. In a non-fuzzy clustering algorithm, each data point can only belong to exactly one cluster. In fuzzy clustering, data points can be classified to multiple clusters. In contrast to other clustering algorithms, in FCM, each data point can belong to more than one cluster. The identification includes the following steps: Here x i is the input of the model; S n is the n-th sub system; µ n is the membership degree for input variable to S n ; Rule n is the fuzzy rule for S n ; y n is the output of the n-th subsystem; w n is the weight for the n-th subsystem to total output; y is the output of the model.
FCM is a well-known clustering algorithm. In a non-fuzzy clustering algorithm, each data point can only belong to exactly one cluster. In fuzzy clustering, data points can be classified to multiple clusters. In contrast to other clustering algorithms, in FCM, each data point can belong to more than one cluster. The identification includes the following steps:
Step (1) Give an initial membership matrix U 0 ; Set ε a small positive number; Input data set Z to be clustered; Set the number of cluster set C, the fuzzy index m and the iteration l = 0; Step (2) Obtain the updated clustering center v i according to (1);
Step (3) Obtain the updated distance norm and the objective function according to (2) and (3);
Step (4) Obtain the update membership matrix according to (4);
Step (5) Stop the iteration when J i+1 − J i <ε, otherwise, set l = l + 1, return to Step 2;
is a vector of the clusters' center; µ ik is the membership degree of z k relative to the cluster center v i ; C is the number of clusters; n is the number of samples; m is the fuzzy exponential; D ik 2 is the square inner product distance norm; A determines the shape of the cluster, set A = I, where I is the unit matrix.
Recursive Least Squares (RLS) Algorithm
The RLS is used to identify consequent parameters of the T-S fuzzy model. Set m(k) = [x 1 (k) x 2 (k)...x n (k)], where n is the number of the input variables. The identification steps are summarized as follows:
Step (1) Determine the input and the output data sequence according to the measured data;
Step (2) Set the initial values for θ(k) and P(k);
Step (3) Compute θ(k), P(k), w(k) as shown in (5);
Step (4) Set k = k + 1, go to Step 3;
Here, λ is the forgetting factor which is generally selected from interval [0.95, 1]; θ(k) is the parameter matrix to be identified; P(k) is the covariance matrix; w(k) is the gain matrix; m(k) is the input matrix; y(k + 1) is output.
Proposed Forecasting Model for Wind Speed and Wind Power
The proposed model is built to forecast ultra short-term wind power and wind speed. The inputs and the parameters of model are important, including which variables should be selected as the model input and how many clusters into which the data should be divided. The error index is also important to evaluate the performance of the proposed model. the model input and how many clusters into which the data should be divided. The error index is also important to evaluate the performance of the proposed model. Data set mn(k) with cluster center vn
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Model evaluating
Error Index
Because there is no universal criterion to evaluate models, several common models quality metrics are adopted here. It is critical to select reasonable criteria to evaluate the performance of the proposed method. In this model, the error indices are the root mean squares of the errors (RMSE), the mean absolute error (MAE), the mean percentage absolute error (MAPE), and the relative error (RE). RMSE reflects the closeness of error distribution and MAE reflects the amplitude of the errors; MAPE is equivalent to standardized MAE which reflects absolute corresponding degree. RE is used to reflect the amount of large errors. In addition, the index of agreement developed by Willmott as a standardized measure of the degree of model prediction error and varies between 0 and 1. A value 
Because there is no universal criterion to evaluate models, several common models quality metrics are adopted here. It is critical to select reasonable criteria to evaluate the performance of the proposed method. In this model, the error indices are the root mean squares of the errors (RMSE), the mean absolute error (MAE), the mean percentage absolute error (MAPE), and the relative error (RE). RMSE reflects the closeness of error distribution and MAE reflects the amplitude of the errors; MAPE is equivalent to standardized MAE which reflects absolute corresponding degree. RE is used to reflect the amount of large errors. In addition, the index of agreement developed by Willmott as a standardized measure of the degree of model prediction error and varies between 0 and 1. A value of 1 indicates a perfect match, and 0 indicates no agreement at all. The index of agreement can detect additive and proportional differences in the observed and forecasting means and variances, the IA can be used to confirm the validity of the over performance [30] . All of these indicators are used to estimate the proposed method. The expressions are as follows:
Here, n is the length of the testing vector of considered time series,ŷ i is the i-th forecasting value, y is the mean value of all forecasting value, y i is the i-th measured value.
Parameters
The T-S fuzzy model with the simplest structure is expressed as follows [18] :
Here, R i is the i-th rule; n is number of the general fuzzy rules; x i is the input variable; y i is the output of i-th rule. A ir is the r-th fuzzy set in the i-th rule.
In consideration of the calculation and accuracy, there are three main rules for wind speed forecasting model and for the wind power forecasting model. There are two clusters for wind speed forecasting model and four clusters for wind power forecasting. Therefore, the final outputs for wind power and wind speed, respectively, can be expressed as follows: y wind power = w wp1 y wind power1 + w wp2 y wind power2 + w wp3 y wind power3 (12) y wind speed = w ws1 y wind speed1 + w ws2 y wind speed2 + w ws3 y wind speed3
Here, y wind power is the final output of wind power forecasting; y wind speed is the final output of wind speed forecasting; W wpi is the weight of the output from the i-th wind power forecasting sub-model; W wsi is the weight of the output from the i-th wind speed forecasting sub-model.
Input Variables
The process of wind speed and wind power generation is complex, given the significant meteorological factors such as humidity, temperature, and air pressure. Therefore, a features analysis was performed. The correlation between wind speed and historical wind speed as well as other meteorological measurements has been previously studied. Meteorological information from weather stations cannot contribute significantly to forecasting wind speed and wind power. Therefore, historical retrospective data is selected as the input for forecasting model. To decide how many input variables Here, WP i is the wind power i hour before the predicted point. According to Table 1 , the performance of the model for forecasting wind power is best when the input variables are the four historically measured wind powers before the point to be predicted.
Here, WS i is the wind speed i hours before the predicted time point. As seen in Table 2 , the performance of the forecasting model is best when the inputs are the three historically measured wind speed before the point to be predicted. Therefore, the y wind power i and y wind speedi can be expressed as follows:
Case Study
Data Sets
This paper collected the historical data of a wind farm located in Shanxi Province in China and a wind farm located in County Kerry in Ireland. The 200 values were used for training s to build the forecasting model. The 96 values were used as the testing data to evaluate the performance of the model. The forecasting results are compared with actual data and the forecasting results from other three ML based forecasting models.
Data Processing
Atmospheric conditions measurement systems provide valuable information for wind forecasts. But such measurements often include errors and are prone to other factors, including data loss and corruption during transmission [31] . Therefore, it is necessary to improve data processing for building a more accurate forecasting model. In this paper, the two-way comparison method [32] is selected to identify and modify the abnormal data. The row data and the processed data are shown in Figure 3 . As seen in Figure 3 , there are some abnormal data in the time series like continuous zeros and missing values. Following data processing, the more effective sample set was obtained to do the following study. Figure 4 is the series of wind power and wind speed after data processing. As seen in Figure 4 , the abnormal data is modified like data between 15:00 and 17:00 h. Therefore, the more effective sample set was obtained to do the following study. As seen in Figure 3 , there are some abnormal data in the time series like continuous zeros and missing values. Following data processing, the more effective sample set was obtained to do the following study. Figure 4 is the series of wind power and wind speed after data processing. As seen in Figure 4 , the abnormal data is modified like data between 15:00 and 17:00 h. Therefore, the more effective sample set was obtained to do the following study. As seen in Figure 3 , there are some abnormal data in the time series like continuous zeros and missing values. Following data processing, the more effective sample set was obtained to do the following study. Figure 4 is the series of wind power and wind speed after data processing. As seen in Figure 4 , the abnormal data is modified like data between 15:00 and 17:00 h. Therefore, the more effective sample set was obtained to do the following study.
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(a) The originally collected data is normalized according to (16) 
Study in Wind Power and Wind Speed Forecasting
The forecasting results from the proposed model and other models were obtained as seen in Figure 5 , where (a) is forecasting results for wind power, (b) and (c) are forecasting results for the wind speed from different wind farms. The curve from the T-S model is always closer to the curve of actual data, and can follow the actual data better in both cases. However, the performances of the other three models are different in different cases, indicating they are not as stable as the proposed model. The originally collected data is normalized according to (16) and converted into the interval [−1, 1].
(a)
X i = x i − x min x max − x min (16)
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The forecasting results from the proposed model and other models were obtained as seen in Figure 5 , where (a) is forecasting results for wind power, (b) and (c) are forecasting results for the wind speed from different wind farms. The curve from the T-S model is always closer to the curve of actual data, and can follow the actual data better in both cases. However, the performances of the other three models are different in different cases, indicating they are not as stable as the proposed model. Figure 6 presents the absolute errors from the proposed model and the other traditional methods in two cases: (a) is for wind power and (b) is for wind speed. It can be seen the range for wind power absolute error is [−5.421 5.189] and is much smaller than the whole range of all the forecasting methods, which is about [− 17 10] . The situation is the same in the case of wind speed forecasting. As Figure 6b shows, the range of absolute errors for wind speed forecasting from T-S fuzzy model is [−1.412 1.513], which is also much smaller than the whole range [−2 2]. As seen in Figure 6c Figure 6 presents the absolute errors from the proposed model and the other traditional methods in two cases: (a) is for wind power and (b) is for wind speed. It can be seen the range for wind power absolute error is [−5.421 5.189] and is much smaller than the whole range of all the forecasting methods, which is about [− 17 10] . The situation is the same in the case of wind speed forecasting. As Figure 6b shows, the range of absolute errors for wind speed forecasting from T-S fuzzy model is [−1.412 1.513], which is also much smaller than the whole range [−2 2]. As seen in Figure 6c The error metrics are calculated and presented in Table 3 . The best results are shown in bold. Regardless of the case, the proposed model can obtain the smallest RMSE, MAPE, and MAE. For wind power forecasting, the RMSE, MAPE, and MAE are respectively reduced by 1.7566%, 16.8471%, and 1.1812% in comparison with the average values of other three ML methods; the IA is increased by 0.0139% in comparison with the average IA of other three models. For wind speed forecasting, the RMSE, MAPE, and MAE from the proposed model are also reduced by 0.1587%, 1.5599%, and 0.1025%, respectively, in comparison with the average values of other three methods and the IA is increased by 0.0077%. For Case III, the proposed model still has the best performance with compared with the three other methods, specifically, the errors of the T-S fuzzy model are smaller and distribute more densely. The performance of the proposed model is better and forecasting results are more stable. Figure 7 presents the relative errors distribution probability for the wind power and wind speed forecasting from the four abovementioned methods. The probability of RE is distributed between 0 and 10% are about 80% in two cases, significantly more than other methods, especially for wind power forecasting. The figure also shows that there are very few REs which distributed in the range of more than 30% for the T-S fuzzy model. It shows that the proposed model can obtain much fewer errors when compared with other three ML methods.
From the above analysis, one may conclude that the three competing methods rely more on the quality of sample data, especially BPNN, for which the forecasting performance is not the same. SVM and EMD-SVM are also very sensitive to input data. Therefore, we can conclude that, in comparison with the three other methods, the main advantage for the proposed method is that the T-S fuzzy model can solve a multi-classification problem; the proposed approach also enjoys better linearization ability and is robust to measurements errors. 
Conclusions
Wind power and wind speed forecasting are both essential for efficient operation and the optimal management in a wind farm. This paper proposes a novel method to forecast wind power and wind speed based on an adaptive T-S fuzzy model, which includes two parts: antecedent structure and consequent structure. Antecedent parameters and consequent parameters can be obtained by FCM and RLS. The SVM and EMD-SVM can only be used for binary classification, and BPNN depends more on the quantity and quality of samples. In comparison with these methods, the proposed model can handle multi-classification problems and is not restricted by samples; moreover, the modelling process is simpler. By analysing the RMSE, MAPE, MAE, and IA of the wind power and wind speed forecasting results from the proposed model and other methods, the errors of the proposed model are smaller and more intensive; the proposed method also handles mutation points better. In conclusion, the proposed method increases the forecasting accuracy and has better performance. Therefore, the proposed method has practical value. Acknowledgments: The authors are very grateful to the anonymous reviewers for their careful and meticulous reading of the paper and for their many insightful comments and suggestions.
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