Tensor networks and graphical calculus for open quantum systems by Wood, Christopher J. et al.
Tensor networks and graphical calculus for open quantum systems
Christopher J. Wood∗
Institute for Quantum Computing, Waterloo, ON, Canada and
Department of Physics and Astronomy, University of Waterloo, Waterloo, ON, Canada
Jacob D. Biamonte
Centre for Quantum Technologies, National University of Singapore, Singapore
ISI Foundation, Torino, TO, Italy and
Institute for Quantum Computing, Waterloo, ON, Canada
David G. Cory
Institute for Quantum Computing, Waterloo, ON, Canada
Perimeter Institute for Theoretical Physics, Waterloo, ON, Canada and
Department of Chemistry, University of Waterloo, Waterloo, ON, Canada
(Dated: May 7, 2015)
We describe a graphical calculus for completely positive maps and in doing so review the theory
of open quantum systems and other fundamental primitives of quantum information theory using
the language of tensor networks. In particular we demonstrate the construction of tensor networks
to pictographically represent the Liouville-superoperator, Choi-matrix, process-matrix, Kraus, and
system-environment representations for the evolution of quantum states, review how these represen-
tations interrelate, and illustrate how graphical manipulations of the tensor networks may be used
to concisely transform between them. To further demonstrate the utility of the presented graphical
calculus we include several examples where we provide arguably simpler graphical proofs of several
useful quantities in quantum information theory including the composition and contraction of multi-
partite channels, a condition for whether an arbitrary bipartite state may be used for ancilla assisted
process tomography, and the derivation of expressions for the average gate fidelity and entanglement
fidelity of a channel in terms of each of the different representations of the channel.
I. INTRODUCTION
A complete description of the evolution of quantum systems is an important tool in quantum information processing
(QIP). In contrast to closed quantum systems, for open quantum systems the evolution need no longer be unitary.
In general the evolution of an open quantum system is called a quantum operation or quantum channel which, for
a discrete time interval, is described mathematically by a completely positive map (CP-map) [1]. In the context of
QIP, a quantum channel is a completely positive linear map acting on the density operators which describe a physical
systems state. A map E is positive if and only if it preserves the positivity of an operators spectrum, and completely
positive if and only if it further satisfies the condition that the composite map I⊗E is positive, where I is the identity
map on a space of density operators with dimension greater than or equal to the dimension of the space on which
E acts. We will consider the case when E is also trace preserving, which is to say Tr[E(ρ)] = Tr[ρ] for all density
operators ρ. Since quantum systems are described by density operators, positive operators ρ with unit trace, the
requirements that E be complete-positive and trace-preserving ensures that the output state of the map will always
be a valid density operator. Such maps are called completely positive trace preserving maps (CPTP-maps).
There are numerous representations for completely-positive maps [2–4], and although well understood, the trans-
formations between these representations is often cumbersome and tedious. Thus one goal of this paper is to present
and summarize graphical calculus methods that facilitate an intuitive unification and interoperability between these
representations, the outcome of which is depicted in Fig. 1. In doing so we provide a compact review of the properties
and transformations of CP-maps.
Graphical calculi have been used to great benefit in several areas of modern physics with the most prolific example
being the use of Feynman diagrams to calculate scattering amplitudes in quantum field theories [5]. In the context of
QIP there has been recent interest in employing graphical techniques more general than standard quantum circuits,
with two popular approaches being based on tensor networks and category theory. The approach presented here casts
the theory of open quantum systems into the framework of tensor networks, which comes equipped with a graphical
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FIG. 1. The main mathematical representations for completely positive maps and how one may transform between them. Solid
arrows represent linear operations which we prove can be done by “wire bending” transformations in our graphical calculus.
Dashed arrows represent non-linear transformations. Reshuffling and Stinespring dilation are bijective transformations, vec-
torization and the Jamio lkowski isomorphism are surjective transformations, and the spectral decomposition is an injective
transformation.
means to represent and reason about the contraction of sequences of tensors [6]. The use of tensor networks dates
back to earlier work by Penrose, who’s graphical notation is a useful starting point [6]. They have been used as
computational tools for simulating certain many-body quantum systems efficiently [7–9], as a tool for manipulating
tensor networks [10] and to generalize quantum circuits [11]. Although it is straightforward to translate equations
into so-called tensor string diagrams, a missing piece has been a graphical calculus for open systems theory which
provided new results, and hence enhanced the potential for diagrammatic reasoning.
The category theoretic approaches for QIP are based on so-called dagger-compact monoidal categories which were
used by Abramsky and Coecke to abstractly describe quantum teleportation [12]. This approach was then extended to
include CP-maps by Selinger in the CPM-construction [14]. The graphical language of these approaches are built upon
well established graphical calculi for compact closed categories [15] and symmetric monoidal categories [16]. A key
result is that Selinger’s calculus for CP-maps is complete for finite-dimensional Hilbert spaces [17]. This means that
any identity which can be represented graphically is true if and only if it is is algebraically true, which is important
for diagrammatic proofs. Subsequent work based on these constructions has been used to graphically depict quantum
protocols [18, 19] and Bayesian inference [20]; and for the axiomatic formulation of quantum theory [21]. For a review
of graphical calculi for monoidal categories see [22]. Other alternative graphical approaches have also been used in
the axiomatic formational of quantum theory [23, 24].
There have been at least two graphical calculi previously presented for CP-maps: Selinger’s aforementioned category
theoretic approach, and a graph-theory approach by Collins and Nechita which was used to compute ensemble averages
of random quantum states [25, 26]. Selinger’s CPM-construction bears some similarities to our approach, however
there are important and practical differences between the two. The CPM-construction is most closely related to our
superoperator representation in the row-vectorization convention which we present in Section III C. In the presented
graphical calculus we tailor the tensor string diagrams of Penrose to unify several mathematical representations used
in open quantum systems and to transform freely between them. In accomplishing this, we express our graphical
tensor calculus in the Dirac notation familiar in QIP instead of the abstract index notation used by Penrose, or the
category theoretic notation used by others. This provides a toolset which can be used for the manipulation, visual
representation, and contraction of quantum circuits and general open quantum system equations.
To demonstrate the utility of the presented graphical calculus we provide examples where we use these tools to derive
several common quantities used in quantum information theory. We emphasize that these are not new results, but
rather it is the application of the graphical methods that we are aiming to highlight. In particular we demonstrate the
construction of composite channels involving the composition of several subsystem channels, and also the contraction
of multipartite channels to an effective subsystem channel. Another example we explore is ancilla assisted process
tomography (AAPT) which is a general method of experimentally characterizing an unknown CPTP map E . This is
done by preparing a joint state ρAS across the system of interest and an ancilla, subjecting this state to the channel
I⊗E , where I is the identity channel on the ancilla, and then performing state tomography to determine the resulting
3output state. For an appropriately chosen initial state ρAS a complete description of E can be recovered from the
measured output state. A necessary and sufficient condition for the recovery of E is that the input state state ρAS
has maximally Schmidt-number [28, 29]. We present an equivalent though simpler to check condition on ρAS , and
a method of reconstructing the channel E , in terms of the reshuffling transformation between Choi-matrices and
superoperators. The final examples demonstrating graphical proof techniques relate to fidelity measures on quantum
channels. In particular we present graphical proofs for the average gate fidelity and entanglement fidelity of a channel E
in terms of the Choi-matrix, superoperator, Kraus, χ-matrix, and Stinespring representations of E . These expressions
have previously been presented in the literature [30–35], however the graphical proof is arguably more succinct.
The present paper has five sections, in Section II we introduce the elements of our graphical calculus with a particular
emphasis on bipartite systems and vectorization of linear operators that are important in the subsequent sections.
In Section III we introduce the mathematical representations of CP-maps listed in Fig. 1, and their corresponding
graphical representation. In Section IV we describe how one may transform between any of the representations of CP-
maps as shown by the arrows in Fig. 1. In Section V we give several more advanced examples to further demonstrate
the utility of the graphical calculus.
In what follows we will use the notation that X ,Y,Z are finite-dimensional complex Hilbert spaces, L(X ,Y) is
the space of bounded linear operators A : X → Y (with L(X ) ≡ L(X ,X )), T (X ,Y) is the space of operator maps
E : L(X )→ L(Y) (with T (X ) ≡ T (X ,X )), and C(X ,Y) is the space of operator maps E which are CP.
II. TENSOR NETWORKS
Tensors can be thought of as indexed multi-dimensional arrays of complex numbers with respect to a fixed standard
basis. The number of indices is called the order of a tensor, and the concurrent evaluation of all indices returns a
complex number. For example, consider the Hilbert space X ∼= Cd, where as is typical in QIP, we choose our standard
basis to be the computational basis {|i〉 : i = 0, ..., d − 1}. Then in Dirac notation a vector |v〉 ∈ X is a 1st-order
tensor which can be expressed in terms of its tenor components vi := 〈i|v〉 with respect to the standard basis as
|v〉 = ∑d−1i=0 vi|i〉. Similarly one can represent linear operators on this Hilbert space, A ∈ L(X ), as 2nd-order tensors
with components Aij := 〈i|A|j〉 as A =
∑d−1
i,j=0Aij |i〉〈j|.
Hence, in Dirac notation the number of indices of a tensors components are what we refer to as the order of the
tensor. Vectors |v〉 ∈ X refer to tensors which only have ket “|i〉” basis elements, vectors in the dual vector space
〈u| ∈ X † refer to those with only bras “〈i|”, and linear operators on A ∈ L(X ) refer to tensors with a mixture of kets
and bras in their component decomposition.
The idea of representing states, operators and maps (etc.) diagrammatically dates back to several works by Penrose
and is often referred to as Penrose graphical notation or string diagrams. We adopt Penrose’s notation of representing
states (vectors) and effects (dual-vectors) as triangles, linear operators as boxes, and scalars as diamonds, as illustrated
in Fig. 2. Here each index corresponds to an open wire on the diagram and so we may define higher order tensors
with increasingly more wires. The number of wires is then the order of the tensor, with each wire acting on a separate
vector space Xj .
v
(a) Vector
|v〉 ∈ X
v
(b)
Dual-vector
〈v| ∈ X †
A
(c) Linear Operator
A ∈ L(X )
Λ
(d) Scalar
λ ∈ C
v
(e) Vector
|v〉 ∈⊗ni=1 Xi
v
(f)
Dual-vector
〈v| ∈⊗n
i=1 X †i
A
(g) Linear operator A :⊗n
i=1Xi →
⊗m
j=1 Xj
FIG. 2. Graphical depiction of elementary tensors. We represent vectors (states) and dual-vectors (effects) as triangles, linear
operators as boxes, and scalars as diamonds, with each index of the tensor depicted as an open wire on the diagram. The
orientation of the wires determines the type of tensor, in our convention the open end of the wires point to the left for vectors,
right for dual-vectors, and both left and right for linear operators.
We also insist that the orientation of these wires, rather than the number of wires, specifies whether they represent
multi-partite vectors, dual-vectors, or linear operators. We have a freedom in choosing our orientation for the tensors,
top-to-bottom, bottom-to-top, left-to-right or right-to-left. In this paper we will choose the right-to-left convention
(the opposite of most orthodox quantum circuits) so that the graphical representation will most closely match the
underlying equations. Thus we use the terms vector, dual-vector and linear operator to refer to tensors of any order,
not just 1st-order and 2nd-order, based on the orientation of their wires as follows:
41. Vectors |v〉 ∈⊗nj=1 Xj are tensors with n ≥ 1 wires oriented to the left.
2. Vectors in the dual space 〈v| ∈⊗nj=1 X †j are tensors with n ≥ 1 wires are oriented to the right.
3. Linear operators A :
⊗n
i=1Xi →
⊗m
j=1 Xj are tensors which have n ≥ 1 wires going to the right and m ≥ 1
wires to the left.
4. Tensors with no open wires are scalars λ ∈ C.
The graphical depictions of the these tensors are also illustrated in Fig. 2. In the present paper, we will generally be
interested in the case where each wire indexes Xj ∼= Cd for fixed dimension d, though one may generalize most of what
follows to situations where the dimensions of each wire are not equal. Note that we represent scalars as tensors with
no open wires, this could either be a contracted tensor λ = 〈v|u〉, or a multiplicative factor λ acting on the tensor A
as λA.
The mathematical rules of tensor network theory assert that the wires of tensors may be manipulated, with each
manipulation corresponding to a specific contraction or transformation. We now introduce some tools which we have
tailored for manipulations common in open quantum systems. Transposition of 1st-order vectors and dual-vectors,
and 2nd-order linear operators is represented by a bending of a tensors wires as follows:
vv  v v
AT   AA
(a) Vector transposition: (b) Dual-vector transposition: (c) Linear operator transposition
|v〉T = 〈v| 〈v|T = |v〉
(2.1)
Complex conjugation of a tensor’s coefficients however is depicted by a bar over the tensor label in the diagram:
v v A
(a) Complex conjugation of |v〉 (b) Complex conjugation of 〈v| (c) Complex conjugation of A
(2.2)
Hence we may represent the transformation of a vector to its dual vector, or the hermitian conjugation of a linear
operator as the combination of these two operations:
v v v v
A†   AA
(a) Hermitian conjugation (b) Hermitian conjugation (c) Hermitian Conjugation of an operator A
of a vector : |v〉† = 〈v| of a dual-vector : 〈v|† = |v〉
(2.3)
We stress that under this convention a vector |v〉 = ∑i vi|i〉 and its hermitian conjugate dual-vector 〈v| = ∑i vi〈i|
are represented as shown in Fig. 2a and 2b respectively.
Tensor contraction is represented by joining the wires corresponding to the indices to be contracted. In the case
of matrix multiplication A · B is represented by connecting the corresponding wires of the tensors representing the
matrices:
A BAB := (2.4)
To form multi-partite tensors we denote the tensor product of two tensors A ⊗ B by the vertical juxtaposition of
their tensor networks:
A
B
AÄB := (2.5)
5The trace, Tr[A], of an operator A is depicted by connecting the corresponding left and right wires of a linear operator:
A
A
= (2.6)
We represent summation in our variant of graphical calculus adapted to open systems by introducing shading or
coloring of the tensors being summed over. We call this the color summation convention. Tensors corresponding to
the same summation index will be shaded the same color, and we use different colors for different summation indexes.
For example, consider the spectral decomposition of a normal operator A with eigenvalues λi and eigenvectors |ai〉.
The graphical depiction of the spectral-decomposition A =
∑
i λi|ai〉 using the color summation convention is given
by:
(2.7)
In our color summation convention, we will represent the sum over the standard basis as a shaded vector (or dual-
vector) tensor with an empty label. This is demonstrated for the graphical resolution of the identity 1l =
∑d−1
i=0 |i〉〈i|
as follows:
i i: i (2.8)
The unnormalized maximally entangled Bell-state |Φ+〉 = ∑d−1i=0 |i〉 ⊗ |i〉 ∈ X ⊗X is represented graphically as the
curve:
: (2.9)
Similarly the unnormalized Bell-effect 〈Φ+| is represented as:
: (2.10)
As will be shown in Section II B, our choice of graphical notation for |Φ+〉 is due to its equivalence to the vectorization
of the identity operator.
Using the graphical definition for |Φ+〉 we can compose the unnormalized Bell-state and its dual to form an identity
element [6]. This is known as the snake equation or zig-zag equation and is given by:
= = (2.11)
The snake equations have several uses and provide an equivalence class of diagrams. Anytime we have a curved wire
with two bends we can “pull the wire” to straighten it out into an identity. Anytime we bend a wire, transforming
between say a bra and a ket, we can bend the wire to transform back again.
By combining the snake-equation with the wire-bending operation for transposition, we find that “sliding” a linear
operator around an unnormalized Bell-state is also equivalent to transposition of the operator:
= A
AT
(2.12)
6Note that due to the orientation of the wires this graphical representation of the operator A is actually a vector. This
is called the vectorization of a matrix and we discuss this in more detail in Section II B.
Another important operation is the graphical SWAP which exchanges the position of two Hilbert spaces in a
composite system. Let X and Y be complex Hilbert spaces of dimensions d1 and d2 respectively, then the SWAP
operation is the map
SWAP : X ⊗ Y → Y ⊗X (2.13)
SWAP : |x〉 ⊗ |y〉 7→ |y〉 ⊗ |x〉, (2.14)
for all |x〉 ∈ X , |y〉 ∈ Y.
Given any two orthonormal basis {|xi〉 : i = 0, . . . , d1 − 1} and {|yj〉 : j = 0, . . . , d2 − 1} for X and Y respectively,
we can give an explicit construction for the SWAP operation as
SWAP =
d1−1∑
i1=0
d2−1∑
j2=0
|yj〉〈xi| ⊗ |xi〉〈yj |. (2.15)
The SWAP operation is represented graphically by two crossing wires as shown:
:= (2.16)
The basis decomposition in Eq. (2.15) is then an application of the resolution of the identity to each wire. In Section II B
we will see that the SWAP operation is the natural transformation between the row-stacking and column-stacking
vectorization conventions.
Using the above primitives one may represent any linear equation involving the composition and contraction of
tensors by a tensor network diagram. In the reverse case, given a tensor network diagram one may always write
down an equivalent equation by labelling each wire by an index, and then writing down the corresponding tensor
components and summing over contracted indices. By manipulating the tensor diagrams and making use of the
primitives introduced one may obtain equivalent expressions, however these manipulated forms may have a more
convent equational form that is not inherently obvious from simply looking at the original equation. For explicit
examples of writing down the equational form of a tensor diagram refer to the proofs in Appendix A.
A. Bipartite Matrix Operations
Bipartite matrices are used in several representations of CP-maps, and manipulations of these matrices will be
important in the following discussion. Consider two complex Hilbert spaces X , and Y with dimensions dx and dy
respectively. The bipartite matrices we are interested in are then d2x × d2y matrices M ∈ L(X ⊗ Y) which we can
represent as 4th-order tensors with tensor components
Mmµ,nν := 〈m,µ|M |n, ν〉 (2.17)
where m,n ∈ {0, ..., dx− 1}, µ, ν ∈ {0, ..., dy − 1} and |n, ν〉 := |n〉⊗ |ν〉 ∈ X ⊗Y is the tensor product of the standard
bases for X and Y. Graphically this is given by
MMmΜ,nΝ
m n
Μ Ν
(2.18)
We can also express the matrix M as a 2nd-order tensor in terms of the standard basis {|α〉 : α = 0, . . . , D − 1} for
X ⊗ Y where D = dxdy. In this case M has tensor components
Mαβ = 〈α|M |β〉 (2.19)
7This is represented graphically as
MMΑΒ Α Β MΑ Β (2.20)
We can specify the equivalence between the tensor components Mαβ and Mmµ,nν by making the assignment
α = dym+ µ (2.21)
β = dyn+ ν, (2.22)
where dy is the dimension of the Hilbert space Y.
The bipartite matrix operations which are the most relevant for open quantum systems (see Fig. 1) are the partial
trace over X (TrX ) (and TrY over Y), transposition (T ), bipartite-SWAP (S), col-reshuffling (Rc), and row-reshuffling
(Rr). The corresponding graphical manipulations are:
M
M M
M
M M
(a) Partial Trace (b) Partial Trace (c) Transpose (d) Bipartite-Swap (e) Row-Reshuffle (f) Col-Reshuffle
TrX [M ] TrY [M ] MT MS MRr MRc
(2.23)
In terms of the tensor components of M these operations are respectively given by:
Partial trace over X TrX : L(X ⊗ Y)→ L(Y), Mmµ,nν 7→
∑
mMmµ,mν
Partial trace over Y TrY : L(X ⊗ Y)→ L(X ) Mmµ,nν 7→
∑
µMmµ,nµ
Tranpose T : L(X ⊗ Y)→ L(X ⊗ Y), Mmµ,nν 7→Mnν,mµ
Bipartite-SWAP S : L(X ⊗ Y)→ L(Y ⊗ X ), Mmµ,nν 7→Mµm,νn
Row-reshuffling Rr : L(X ⊗ Y)→ L(Y ⊗ Y,X ⊗ X ), Mmµ,nν 7→Mm,n,µ,ν
Col-reshuffling Rc : L(X ⊗ Y)→ L(X ⊗ X ,Y ⊗ Y), Mmµ,nν 7→Mνµ,nm
Note that we will generally use reshuffling R to refer to col-reshuffling Rc. Similarly we can represent the partial
transpose operation by only transposing the wires for X (or Y), and the partial-SWAP operations by only swapping
the left (or right) wires of M .
B. Vectorization of Matrices
We now recall the concept of vectorization which is a reshaping operation, transforming a (m × n)-matrix into a
(1×mn)-vector [36]. This is necessary for the description of open quantum systems in the superoperator formalism,
which we will consider in Section III C. Vectorization can be done with using one of two standard conventions:
column-stacking (col-vec) or row-stacking (row-vec). Consider two complex Hilbert spaces X ∼= Cm,Y ∼= Cn, and
linear operators A ∈ L(X ,Y) from X to Y. Column and row vectorization are the mappings
col-vec: L(X ,Y)→ X ⊗ Y : A 7→ |A〉〉c (2.24)
row-vec: L(X ,Y)→ Y ⊗X : A 7→ |A〉〉r (2.25)
respectively, where the operation col(row)-vec when applied to a matrix, outputs a vector with the columns (rows) of
the matrix stacked on top of each other. Graphical representations for the row-vec and col-vec operations are found
from bending a wire to the left either clockwise or counterclockwise respectively:
:=
A
Ar := AAc
(a) Row-vec (b) Col-vec
(2.26)
8Vectorized matrices in the col-vec and row-vec conventions are naturally equivalent under wire exchange (the SWAP
operation)
A
Ac
A
Ar   (2.27)
In particular we can see that the unnormalized Bell-state |Φ+〉 ∈ X ⊗ X is in fact the vectorized identity operator
1l ∈ L(X )
|Φ+〉 = |1l〉〉r = |1l〉〉c. (2.28)
We may also define a vectorization operation with respect to an arbitrary operator basis for L(X ,Y). Let X ∼=
Cdx ,Y ∼= Cdy , and Z ∼= CD where D = dxdy. Vectorization with respect to an orthonormal operator basis {σα : α =
0, ..., D − 1} for L(X ,Y) is given by
σ-vec: L(X ,Y)→ Z : A 7→ |A〉〉σ. (2.29)
This operation extracts the coefficients of the basis elements returning the vector
|A〉〉σ :=
D−1∑
α=0
Tr[σ†αA]|α〉 (2.30)
where {|α〉 : α = 0, ..., D − 1} is the standard basis for Z ∼= CD. This is depicted in our graphical calculus as
Σ
†
A
AΣ (2.31)
To distinguish between these different conventions we use the notation |A〉〉x to denote the vectorization of a matrix
A, were the subscript x = c, r, σ labels which convention we use; either c for col-vec, r for row-vec, or σ for an arbitrary
operator basis.
For the case X ∼= Y ∼= Cd, we can define row-vec and col-vec in terms terms of Eq. (2.30) by taking our basis to be
the elementary matrix basis {Ei,j = |i〉〈j| : i, j = 0, ..., d2 − 1}, and making the assignment α = di+ j and α = i+ dj
respectively. Hence we have
|A〉〉r :=
d−1∑
i,j=0
Aij |i〉 ⊗ |j〉 (2.32)
|A〉〉c :=
d−1∑
i,j=0
Aij |j〉 ⊗ |i〉. (2.33)
Using the definition of the unnormalized Bell-state |Φ+〉 and summing over i and j one can rewrite Eq. (2.32) and
(2.33) as
|A〉〉r = (A⊗ 1l)|Φ+〉 (2.34)
|A〉〉c = (1l⊗A)|Φ+〉 (2.35)
which are the equational versions of our graphical definition of row and col vectorization shown in (2.26).
When working in the superoperator formalism for open quantum systems, it is sometimes convenient to transform
between vectorization conventions in different bases. Given two orthonormal operator bases {σα} and {ωα} for
L(X ,Y), the basis transformation operator
Tσ→ω : Z → Z : |A〉〉σ 7→ |A〉〉ω (2.36)
transforms vectorized operators in the σ-vec convention to the ω-vec convention. Graphically this is given by
AΩ AΣTΣ®Ω= (2.37)
9The basis transformation operator Tσ→ω is given by the equivalent expressions
Tσ→ω =
∑
α
|α〉〈〈ωα |σ =
∑
α
|σα〉〉ω〈α|, (2.38)
and the corresponding graphical representations are:
(2.39)
The proofs of Eq. (??) and (??) are found in Appendix B.
For the remainder of this paper we will use the col-vec convention by default, and drop the vectorization label
subscripts unless referring to a general σ-basis. The main transformation we will be interested in is then from col-vec
to another arbitrary orthononormal operator basis {σα}. Tensor networks for the change of basis Tc→σ and its inverse
Tσ→c are
Tc Σ
Σ
†
TΣ c
Σ
(a) Col-vec to σ-basis (b) Row-vec to σ-basis
(2.40)
In the case where one wants to convert to row-vec convention, as previously shown the transformation is given by
Tc→r = Tr→c = SWAP. (2.41)
One final important result that often arises when dealing with vectorized matrices is Roth’s Lemma for the vector-
ization of the matrix product ABC [36]. Given matrices A,B,C ∈ L(X ) we have
|ABC〉〉 = (CT ⊗A)|B〉〉 (2.42)
The graphical tensor network proof of this lemma is as follows:
(2.43)
III. REPRESENTATIONS OF COMPLETELY POSITIVE MAPS
In this section we recall several common mathematical descriptions for completely-positive trace-preserving maps,
and show how several key properties may be captured graphically using the diagrammatic notation we have introduced.
The representations we will consider are the Kraus (or operator-sum) representation, the system-environment (or
Stinespring) representation, the Liouville superoperator description based on vectorization of matrices, and the Choi-
matrix or dynamical matrix description based on the Choi-Jamio lkowski isomorphism. We will also describe the often
used process matrix (or χ-matrix) representation and show how this can be considered as a change of basis of the
Choi-matrix. Following this, in Section IV we will show how our framework enables one to freely transform between
these representations as illustrated in Fig. 1.
A. Kraus / Operator-Sum Representation
The first representation of CPTP-maps we cast into our framework is the Kraus [4] or operator-sum [1] represen-
tation. This representation is particularly useful in phenomenological models of noise in quantum systems. Kraus’s
theorem states that a linear map E ∈ T (X ,Y) is CPTP if and only if it may be written in the form
E(ρ) =
D∑
α=1
KαρK
†
α (3.1)
10
where the Kraus operators {Kα : α = 1, ..., D}, Kα ∈ L(X ,Y), satisfy the completeness relation
D∑
α=0
K†αKα = 1lX . (3.2)
The Kraus representation of E in Eq. (3.1) has the graphical representation
Ρ Ρ K
†
K (3.3)
The maximum number of Kraus operators needed for a Kraus description of E is equal to the dimension of L(X ,Y).
For the case where X ∼= Y ∼= Cd the maximum number of Kraus operators is d2, and the minimum number case
corresponds to unitary evolution where there is only a single Kraus operator.
It is important to note that the Kraus representation of E is not unique as there is unitary freedom in choosing the
Kraus operators. We can give preference to a particular representation called the Canonical Kraus Representation [37]
which is the unique set of Kraus operators satisfying the orthogonality relation Tr[K†αKβ ] = λαδαβ . The canonical
Kraus representation will be important when transforming between representations in Section IV.
B. System-Environment / Stinespring Representation
The second representation of CPTP-maps we consider is the system-environment model [1], which is typically
considered the most physically intuitive description of open system evolution. This representation is closely related
to (and sometimes referred to as) the Stinespring representation as it can be thought of as an application of the
Stinespring dilation theorem [38], which we also describe in this section. In this model, we consider a system of
interest X , called the principle system, coupled to an additional system Z called the environment. The composite
system of the principle system and environment is then treated as a closed quantum system which evolves unitarily.
We recover the reduced dynamics on the principle system by performing a partial trace over the environment. Suppose
the initial state of our composite system is given by ρ ⊗ τ ∈ L(X ⊗ Z), where τ ∈ L(Z) is the initial state of the
environment. The joint evolution is described by a unitary operator U ∈ L(X ⊗Z) and the reduced evolution of the
principle system’s state ρ is given by
E(ρ) = TrZ [U(ρ⊗ τ)U†] (3.4)
For convenience we can assume that the environment starts in a pure state τ = |v0〉〈v0|, and in practice one only
need consider the case where the Hilbert space describing the environment has at most dimension d2 for X ∼= Cd [1].
The system-environment representation of the CP-map E may then be represented graphically as
U†U
Ρ
Ν Ν
Ρ
(3.5)
The system-environment model is advantageous when modelling the environment as a physical system. However,
care must be taken when ascribing physical reality to any particular model as the system-environment description is
not unique. This is not surprising as many different physical interactions could give rise to the same reduced dynamics
on the principle system. This freedom manifests in an ability to choose the initial state of the environment in the
representation and then adjust the unitary operator accordingly. In practice, the system-environment model can be
cumbersome for performing many calculations where the explicit dynamics of the environment system are irrelevant.
The remaining descriptions, which we cast into diagrammatic form, may be more convenient in these contexts.
Note that the system-environment evolution for the most general case will be an isometry and this is captured in
Stinespring’s representation [38]. Stinespring’s dilation theorem states that a CP-map E ∈ C(X ,Y) can be written in
the form
E(ρ) = TrZ
[
AρA†
]
(3.6)
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where A ∈ L(X ,Y ⊗Z) and the Hilbert space Z has dimension at most equal to L(X ,Y). Further, the map E is trace
preserving if and only if A†A = 1lX [38].
In the case where Y ∼= X , the Hilbert space X ⊗ Z mapped into by the Stinespring operator A is equivalent
to the joint system-environment space in the system-environment representation. Hence one may move from the
system-environment description to the Stinespring representation as follows:
Ρ U†U
Ρ
Ν Ν

A†A
Ρ

(3.7)
where |v0〉 ∈ Z is the initial state of the environment, and we have defined the Stinespring operator
A = U · (1lX ⊗ |v0〉), . (3.8)
This close relationship is why these two representations are often referred to by the same name, and as we will
show in Section IV E, it is straight forward to construct a Stinespring representation from the Kraus representation.
However, generating a full description of the joint system-environment unitary operator U from a Stinespring operator
A is cumbersome. It involves an algorithmic completion of the matrix elements in the unitary U not contained within
the subspace of the initial state of the environment [37]. Since it usually suffices to define the action of U when
restricted to the initial state of the environment, which by Eq. (3.8) is the Stinepsring representation, this is often
the only transformation one need consider.
A further important point is that the evolution of the principle system E(ρ) is guaranteed to be CP if and only
if the initial state of the system and environment is separable; ρXZ = ρX ⊗ ρZ . In the case where the physical
system is initially correlated with the environment, it is possible to have reduced dynamics which are non-completely
positive [39, 40], however such situations are beyond the scope of this paper.
C. Louiville-Superoperator Representation
We now move to the linear superoperator or Liouville representation of a CP-map E ∈ C(X ,Y). The superoperator
representation is based on the vectorization of the density matrix ρ 7→ |ρ〉〉σ with respect to some orthonormal operator
basis {σα : α = 0, ..., d2 − 1} as introduced in Section II B. Once we have chosen a vectorization basis (col-vec in our
case) we define the superoperator for a map E ∈ T (X ,Y) to be the linear map
S : X ⊗ X → Y ⊗ Y : |ρ〉〉 7→ |E(ρ)〉〉 (3.9)
This is depicted graphically as
EHΡL ΡS= (3.10)
In the col-vec basis we can express the evolution of a state ρ in terms of tensor components of S as
E(ρ)mn =
∑
µν
Snm,νµρµν . (3.11)
For the case where E ∈ T (X ), it is sometimes useful to change the basis of our superoperators from the col-vec
basis to an orthonormal operator basis {σα} for L(X ). This is done using the basis transformation operator Tc→σ
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introduced in Section II B. We have
Sσ = Tc→σ · S · T †c→σ (3.12)
=
∑
αβ
Sαβ |σα〉〉〈〈σβ |. (3.13)
where the subscript σ indicates that Sσ is the superoperator in the σ-vec convention. The tensor networks for this
transformation is given by
=SΣ STc®Σ Tc®Σ† (3.14)
Note that for a general map E ∈ T (X ,Y) we could do a similar construction but would need different bases for the
initial and final Hilbert spaces L(X ) and L(Y).
The structural properties the superoperator S must satisfy for the linear map E to be hermitian-preserving (HP),
trace-preserving (TP), and completely positive (CP) are [37]:
E is HP ⇐⇒ S = SS (3.15)
⇐⇒ SS = (3.16)
E is TP ⇐⇒ Smm,nν = δnν (3.17)
⇐⇒ S = (3.18)
E is CP ⇐⇒ SI⊗E |ρAB〉〉 ≥ 0 ∀ρAB ≥ 0 (3.19)
Note that there is not a convenient structural criteria on the superoperator S which specifies if E is a CP-map. To
test for positivity or complete positivity one generally uses the closely related Choi-matrix representation.
Superoperators are convenient to use for many practical calculations. Unlike the system-environment model the
superoperator S is unique with respect to the choice of vectorization basis. Choosing an appropriate basis to express
the superoperator in can often expose certain information about a quantum system. For example, if we want to model
correlated noise for a mutli-partite system we can vectorize with respect to the mutli-qubit Pauli basis. Correlated
noise would then manifest as non-zero entries in the superoperator corresponding to terms such as σx⊗σx. We discus
in more detail how this may be done in Section V B.
D. Choi-Matrix Representation
The final representation shown in Fig. 1 is the Choi matrix [3], or dynamical matrix [37]. This is an application of
the Choi-Jamio lkowski isomorphism which gives a bijection between linear maps and linear operators [41]. Similarly
to how vectorization mapped linear operators in L(X ,Y) to vectors in X ⊗ Y or Y ⊗ X , the Choi-Jamio lkowski
isomorphism maps linear operators in T (X ,Y) to linear operators in L(X ⊗Y) or L(Y ⊗X ). The two conventions are
col-Λ : T (X ,Y)→ L(X ⊗ Y) : E 7→ Λc (3.20)
row-Λ : T (X ,Y)→ L(Y ⊗ X ) : E 7→ Λr. (3.21)
For X ∼= Cd, the explicit construction of the Choi-matrix is given by
Λc =
d−1∑
i,j=0
|i〉〈j| ⊗ E(|i〉〈j|) (3.22)
Λr =
d−1∑
i,j=0
E(|i〉〈j|)⊗ |i〉〈j| (3.23)
where {|i〉 : i = 0, . . . , d− 1} is an orthonormal basis for X .
We call the two conventions col-Λ and row-Λ due to their relationship with the vectorization conventions introduced
in Section II B. The Choi-Jamio lkowski isomorphism can also be thought of as having a map E ∈ T (X ,Y) act on one
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half of an unnormalized Bell-state |Φ+〉 = ∑i |i〉 ⊗ |i〉 ∈ X ⊗ X , and hence these conventions corresponding to which
half of the Bell state it acts on:
Λc = (I ⊗ E)|Φ+〉〈Φ+| (3.24)
Λr = (E ⊗ I)|Φ+〉〈Φ+| (3.25)
where I ∈ T (X ) is the identity map. In what follows we will use the col-Λ convention and drop the subscript from
Λc. We note that the alternative row-Λ Choi-matrix is naturally obtained by applying the bipartite-SWAP operation
to Λc.
As will be considered in Section IV C, if the evolution of the CP map E is described by a Kraus representation
{Ki}, then the Choi-Jamio lkowski isomorphism states that we construct the Choi-matrix by acting on one half of a
bell state with the Kraus map as shown:
(3.26)
Note that in general any tensor network describing a linear map E , not just the Kraus description, may be contracted
with one-half of the maximally entangled state |Φ+〉〈Φ+| to construct the Choi-matrix.
With the Choi-Jamio lkowski isomorphism defined, the evolution of a quantum state in terms of the Choi-matrix is
then given by
E(ρ) = TrX
[
(ρT ⊗ 1lY)Λ
]
(3.27)
or in terms of tensor components
E(ρ)mn =
∑
n,m
Λµm,νnρµν . (3.28)
The tensor network for Eq. (3.27) is given by
L
ΡT
L
Ρ
=EHΡL = (3.29)
The graphical proof of (3.29) for the case where E is described by a Kraus representation is as follows:
!!Ρ#$
%
Ρ
Ρ! !!$
Ρ
! !
!$
(3.30)
The structural properties the Choi-matrix Λ must satisfy for the linear map E to be hermitian-preserving (HP),
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trace-preserving (TP), and completely positive (CP) are [37]:
E is HP ⇐⇒ Λ† = Λ (3.31)
⇐⇒ =L L (3.32)
E is TP ⇐⇒ TrY [Λ] = 1lX (3.33)
⇐⇒
=
L (3.34)
E is CP ⇐⇒ E is CP ⇐⇒ Λ ≥ 0. (3.35)
The Choi-matrix for a given map E is unique with respect to the isomorphism convention chosen. We will provide
tensor networks to illustrate a close relationship to the superoperator formed with the corresponding vectorization
convention in Section IV A. The Choi-matrix finds practical utility as one can check the complete-positivity of the
map E by computing the eigenvalues of Λ. It is also necessary to construct the Choi-matrix for a given superoperator
to transform to the other representations.
Due to the similarity of vectorization and the Choi-Jamio lkowski isomorphism, one could then ask what happens if
we vectorize in a different basis. This change of basis of the Choi-matrix is more commonly known as the χ-matrix
which we will discuss next. However, such a change of basis does not change the eigen-spectrum of a matrix, so the
positivity criteria in Eq. (3.35) holds for any basis.
Another desirable property of Choi matrices is that they can be directly determined for a given system experi-
mentally by ancilla assisted process tomography (AAPT) [28, 29]. This is an experimental realization of the Choi-
Jamio lkowski isomorphism which we discuss in detail in Section V E.
E. Process Matrix Representation
As previously mentioned, one could consider a change of basis of the Choi-matrix analogous to that for the su-
peroperator. The resulting operator is more commonly known as the χ-matrix or process matrix [1]. Consider
Hilbert spaces X ∼= Cdx , Y ∼= Cdy and let D = dxdy, and Z ∼= CD. If one chooses an orthonormal operator basis
{σα : α = 0, ..., D− 1} for L(X ,Y), then a CPTP map E ∈ C(X ,Y) may be expressed in terms of a matrix χ ∈ L(Z)
as
E(ρ) =
D−1∑
α,β=0
χαβσαρσ
†
β (3.36)
where the process matrix χ is unique with respect to the choice of basis {σα}.
The process matrix with respect to an orthonormal operator basis {σα} is related to the Choi matrix by the change
of basis
χ = Tc→σ · Λ · T †c→σ (3.37)
⇒ Λ =
∑
α,β
χαβ |σα〉〉〈〈σβ | (3.38)
where Tc→σ is the vectorization change of basis operator introduced in Section II B. Thus evolution in terms of the
χ-matrix is analogous to our Choi evolution as shown below:
!!Ρ#
ΧTc%Σ† Tc%Σ
Ρ
'
(3.39)
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Starting with the expression for process matrix evolution in Eq. (3.36), the graphical proof asserting the validity of
Eq. (3.37) is as follows
Ρ Σ†Σ Ρ
Χ
Ρ
ΧΣ Σ†
Χ ΣΣ
Ρ
ΧTcΣ
†
TcΣ
Ρ






Ρ
(3.40)
We also see that if one forms the process matrix with respect to the col-vec basis σα = Ej,i where α = i+ dj and d is
the dimension of H, then we have χ = Λ.
Since the process matrix is a unitary transformation of the Choi-matrix, it shares the same structural conditions
for hermitian preservation and complete-positivity as for the Choi-matrix given in Eq. (3.31) and (3.35) respectively.
The condition for it to be trace preserving may be written in terms of the matrix elements and basis however. These
conditions are
E is TP⇐⇒ TrY
[
T †c→σχTc→σ
]
= 1lX (3.41)
⇐⇒
∑
α,β
χα,βσ
T
ασβ = 1lX (3.42)
E is HP⇐⇒ χ† = χ (3.43)
E is CP⇐⇒ χ ≥ 0. (3.44)
To convert a process-matrix χ in a basis {σα} to another orthonormal operator basis {ωα}, we may use the same
change of basis transformation as used for the superoperator change of basis in Section III C. That is
χω = Tσ→ω · χσ · T †σ→ω (3.45)
=
∑
αβ
χσαβ |σα〉〉ω〈〈σβ |ω (3.46)
where the superscripts σ, ω denote the basis of the χ-matries. This is illustrated as
Χ
Ω
Χ
Σ T ΩT Ω † (3.47)
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IV. TRANSFORMING BETWEEN REPRESENTATIONS
We now proceed to the task of describing how one may transform between the representations of completely-
positive trace-preserving maps depicted in Fig. 1. In particular, the transformations depicted as solid arrows in
Fig. 1 have succinct descriptions in the graphical calculus we introduced in Section II. These transformations are
based on the wire bending dualities for reshuffling, vectorization, and the Choi-Jamio lkowski isomorphism. While the
remaining transformations depicted as dashed lines are not based on dualities, but rather non-linear decompositions,
or constructions, they also have diagrammatic representations in our graphical calculus for completely positive maps.
A. Transformations between the Choi-matrix and superoperator representations
The Choi-matrix and superoperator are naturally equivalent under the reshuffling wire bending duality introduced
in Section II A. In the col (row) convention we may transform between the two by applying the bipartite col (row)-
reshuffling operation R introduced in Section II A. Let Λ ∈ L(X ⊗Y) be the Choi-matrix, and S ∈ L(X ⊗ X ,Y ⊗ Y)
be the superoperator, for a map E ∈ T (X ,Y). Then we have
Λ = SR S = ΛR (4.1)
The tensor networks for these transformations using the col convention are
 S S  (4.2)
In terms of tensor components we have
Λmn,µν = Sνn,µm (4.3)
where m,n and µ, ν index the standard bases for X and Y respectively. Graphical proofs of the relations ΛRc = S
and SRc = Λ are given below
Ρ



Ρ

Ρ


Ρ

Ρ

Ρ
 Ρ
S
Ρ
S
Ρ
S
Ρ
S Ρ
Ρ
Ρ






Ρ

(4.4)
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To transfer between a χ-matrix with respect to an arbitrary operator basis, and a superoperator with respect to
an arbitrary vectorization basis, we must first convert both to col-vec (or row-vec) convention and then proceed by
reshuffling.
Note that reshuffling is its own inverse, ie (ΛR)R = Λ, hence the solid bi-directional arrow connecting the Choi-
matrix and superoperator representations in Fig. 1. This is the only transformation between the representations we
consider which is linear, bijective, and self-inverse.
B. Transformations to the superoperator representation
Transformations to the superoperator from the Kraus and system-environment representations of a CP-map are
also accomplished by a wire-bending duality, in this case vectorization. However, unlike the bijective equivalence of
the Choi-matrix and superoperator under the reshuffling duality, the vectorization duality is only surjective.
If we start with a Kraus representation for a CPTP map E ∈ C(X ,Y) given by {Kα : α = 0, ..., D − 1}, with
Kα ∈ L(X ,Y), we can construct the superoperator S ∈ L(X ⊗ X ,Y ⊗ Y) by
S =
D−1∑
α=0
Kα ⊗Kα. (4.5)
The corresponding tensor network is
K
K
S (4.6)
and the graphical proof of this relationship follows directly from Roth’s lemma:
!!Ρ#
ΡK K† ΡK
K
Ρ"$ $$ (4.7)
Starting with a system-environment (or Stinespring) representation of a map E ∈ C(X ,Y) with input and output
system Hilbert spaces X ∼= Cdx and Y ∼= Cdy respectively, and environment Hilbert space Z ∼= CD with 1 ≤ D ≤ dxdy,
we may construct the superoperator for this map from the joint system-environment unitary U and initial environment
state |v0〉 by
S =
∑
α
〈α|U |v0〉 ⊗ 〈α|U |v0〉, (4.8)
where {|α〉 : α = 0, ..., D − 1} is an orthonormal basis for Z. The corresponding tensor network is
v
v
U
U
S 
0
0
(4.9)
As with the Kraus to superoperator transformation, the proof of Eq. (4.8) follows from Roth’s lemma.
Note that while the vectorization wire bending duality is invertible, these transformations to the superoperator
from the Kraus and system-environment representations are single directional. In both cases injectivity fails as the
superoperator is unique, while both the Kraus and system-environment representations are not. Hence we have
solid single directional arrows in Fig. 1 connecting both the Kraus and system-environment representations to the
superoperator. The inverse transformation from a superoperator to the Kraus or system-environment representation
requires a canonical decomposition of the operator S (via first reshuffling to the Choi-matrix), which is detailed in
Sections IV D and IV E.
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C. Transformations to the Choi-matrix representation
Transforming to the Choi-matrix from the Kraus and system-environment representations is accomplished via a
wire-bending duality which captures the Choi-Jamio lkowski isomorphism. As with the case of transforming to the
superoperator, this duality transformation is surjective but not injective.
Given a set of Kraus matrices {Kα : α = 0, ..., D− 1} where Kα ∈ L(X ,Y) for a CPTP-map E ∈ C(X ,Y), one may
form the Choi-Matrix Λ as was previously illustrated in (3.26) in Section III D. In terms of both Dirac notation and
tensor components we have:
Λ =
∑
i,j
(
|i〉〈j| ⊗
∑
α
Kα|i〉〈j|K†α
)
(4.10)
=
∑
α
|Kα〉〉〈〈Kα| (4.11)
Λmn,µν =
∑
α
(Kα)µm(Kα)νn. (4.12)
where {|i〉} is an orthonormal basis for X , m,n index the standard basis for X , and µ, ν index the standard basis for
Y.
Given a system-environment representation with joint unitary U ∈ L(X ⊗ Z) and initial environment state |v0〉 ∈ Z
we have
Λ =
∑
i,j
(|i〉〈j| ⊗ TrZ [U |i〉〈j| ⊗ |v0〉〈v0|U†]) (4.13)
Graphically this is given by
v v
U†U
0 0
(4.14)
The proof of these transformations follow directly from the definition of the Choi-matrix in Eq. (3.22), and the
tensor networks for the evolution via the Kraus or system-environment representations given in (3.3) and (3.5)
respectively. As with the vectorization transformation to the superoperator discussed in Section IV B, even though
the Choi-Jamio lkowski isomorphism is linear these transformations are single directional as injectivity fails due to the
non-uniqueness of both the Kraus and system-environment representations. Hence we have the solid single-directional
arrows connecting both the Kraus and system-environment representations to the Choi-matrix in Fig. 1.
This completes our description of the linear transformations between the representations of CP-maps in Fig. 1. We
will now detail the non-linear transformations to the Kraus and system environment representations.
D. Transformations to the Kraus Representation
We may construct a Kraus representations from the Choi-matrix or system-environment representation by the
non-linear operations of spectral-decomposition and partial trace decomposition respectively. To construct a Kraus
representation from the Superoperator however, we must first reshuffle to the Choi-matrix.
To construct Kraus matrices from a Choi matrix we first recall the graphical Spectral decomposition we introduced
as an example of our color summation convention in (2.7). If E is CP, by Eq. (3.35) we have Λ ≥ 0 and hence the
spectral decomposition of the Choi-matrix is given by
Λ =
∑
α
µα|φα〉〈φα|, (4.15)
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where µα ≥ 0 are the eigenvalues, and |φα〉 the eigenvectors of Λ. Hence we can define Kraus operators Kα = λαAα
where λα =
√
µα and Aα is the unique operator satisfying |Aα〉〉 = |φα〉 as illustrated:
ΦΑ ΛΑKΑ = (4.16)
The number of Kraus operators will be equal to the rank r of the Choi-matrix, where 1 ≤ r ≤ dim(L(X ,Y)). The
graphical proof of this transformation is as follows:
Ρ 

Ρ
ΡK K†
Φ ΦΛ
Ρ

Ρ
Λ
A A†
Λ


(4.17)
The proof that Kraus operators satisfy the completeness relation follows from the trace preserving property of Λ in
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Eq. (3.33):
 Λ Φ ΛΦ

KK
†


ΦΛΦ

(4.18)
Note that since Λ, and the χ-matrix are related by a unitary change of basis, the Kraus representations constructed
from their respective spectral decompositions will also be related by the same transformation. Each will give a unitarily
equivalent Canonical Kraus representation of E since the eigen-vectors are orthogonal. Thus we have described the
arrow in Fig. 1 connecting the Choi-matrix to the Kraus representation. It is represented as a dashed arrow as it
involves a non-linear decomposition, and is single directional as this representation transformation is injective, but
not surjective. Surjectivity fails as we can only construct the canonical Kraus representations for E . The reverse
transformation is given by the Jamio lkowski isomorphism described in Section IV C.
Starting with a system-environment representation with joint unitary U ∈ L(X ⊗ Z) and initial environment state
|v0〉 ∈ Z, we first choose an orthonormal basis {|α〉 : α = 0, ..., D − 1} for Z. We then construct the Kraus
representation by decomposing the partial trace in this basis as follows
E(ρ) = TrE
[
U (ρ⊗ |v〉〈v|)U†] (4.19)
=
D−1∑
α=0
〈α|U |v0〉ρ〈v0|U†|α〉 (4.20)
=
D−1∑
α=0
KαρK
†
α. (4.21)
Hence we may define Kraus matrices
Kα = 〈α|U |v0〉 (4.22)
leading to the tensor network
v
U
KΑ
Α

(4.23)
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The graphical proof of Eq. (4.22) and (4.23) is as follows
K†K Ρ


Ρ
U†U
Ρ
Ν Ν

U†U
Ρ
Ν Ν

Ρ
U
Ν
U†
Ν
(4.24)
Though the Kraus and system-environment representations are both non-unique, for a fixed environment basis
this partial trace decomposition is an injective transformation between the Kraus and Stinespring representations
(or equivalently between the Kraus and system-environment representations when the joint unitary is restricted to a
fixed initial state of the environment). To see this let {Kα} and {Jα} be two Kraus representations for a CPTP-map
E ∈ C(X ,Y), constructed from Stinespring representations A and B respectively. We have that
Kα = Jα (4.25)
⇔ (Kα)ij = (Jα)ij (4.26)
⇔ Aiα,j = Biα,j (4.27)
⇔ A = B. (4.28)
Since the Stinespring operators satisfy A = U |v0〉 and B = V |v0〉 for some joint unitaries U and V , we must have
that U0 = V0 where U0 and V0 are the joint unitaries restricted to the subspace of the environment spanned by |v0〉.
This transformation can be thought of as the reverse application of the Stinespring dilation theorem, and hence for a
fixed choice of basis (and initial state of the environment) it is invertible. The inverse transformation is the Stinespring
dilation, and as we will show in Section IV E, since the inverse transformation is also injective this transformation is
a bijection. However, since the partial trace decomposition involves a choice of basis for the environment it is non-
linear — hence we use a dashed bi-directional arrow to represent the transformation from the system-environment
representation to the Kraus representation in Fig. 1.
E. Transformations to the system-environment representation
We now describe the final remaining transformation given in Fig. 1, the bijective non-linear transformation from
the Kraus representation to the system-environment, or Stinespring, representation. The system-environment repre-
sentation is the most cumbersome to transform to as it involves the unitary competition of a Stinespring dilation of
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a Kraus representation. Thus starting from a superoperator one must first reshuffle to the Choi-matrix, then from
the Choi-matrix description one must then spectral decompose to the canonical Kraus representation, before finally
constructing the system-environment as follows.
Let {Kα : α = 0, ..., D− 1}, where 1 ≤ D ≤ dim(L(X ,Y)), be a Kraus representation for the CP-map E ∈ T (X ,Y).
Consider an ancilla Hilbert space Z ∼= CD, this will model the environment. If we choose an orthonormal basis for
the environment, {|α〉 : α = 0, ..., D − 1}, then by Stinesprings dilation theorem we may construct the Stinespring
matrix for the CP map E by
A =
D−1∑
α=0
Kα ⊗ |α〉. (4.29)
Recall from Section III B that the Stinespring representation is essentially the system-environment representation
when the joint unitary operator is restricted to the subspace spanned by the initial state of the environment. Hence
if we let |v0〉 ∈ Z be the initial state of the environment system, then this restricted unitary is given by
U0 =
∑
α
Kα ⊗ |α〉〈v0|, . (4.30)
The tensor networks for Eq. (4.29) and (4.30) are:
K
AU
Ν
 
Ν
K
U0 
(a) Stinespring operator (a) Restricted unitary
(4.31)
The graphical proof that this construction gives the required evolution of a state ρ is as follows
U†U
Ρ
Ν Ν
K†
Ν
K
Ν
Ρ
Ν

K†K Ρ
K†K Ρ
Ρ



Ν
0 0
(4.32)
In principle, one may complete the remaining entries of this matrix to construct the full matrix description for the
unitary U , however such a process is cumbersome and is unnecessary to describe the evolution of the CP-map E [37].
We have now finished characterizing the final transformations depicted in Fig. 1 connecting the Kraus representation
to the system-environment representation by Stinespring dilation. As previously mentioned in Section IV D, for a fixed
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choice of basis and initial state for the environment, the transformation between Kraus and Stinespring representations
is bijective (and hence so is the transformation between Kraus and system-environment representations when restricted
to the subspace spanned by the initial state of the environment). Though both these representations are non-unique,
by fixing a basis and initial state for the environment we ensure that this transformation is injective. To see this let U0
and V0 be unitaries restricted to the state |v0〉 constructed from Kraus representations, {Kα} and {Jα} respectively,
for E ∈ C(X ,Y). Then
U0 = V0 ⇔
∑
α
Kα ⊗ |α〉〈v0| =
∑
α
Jα ⊗ |α〉〈v0| (4.33)
⇔
∑
α
Kα〈β|α〉 =
∑
α
Jα〈β|α〉 (4.34)
⇔ Kβ = Jβ (4.35)
Bijectivity then follows from the injectivity of the inverse transformation — the previously given construction of a
Kraus representation by the partial trace decomposition of a joint unitary operator in (4.23).
V. APPLICATIONS
We have now introduced all the basic elements of our graphical calculus for open quantum systems, and shown
how it may be used to graphically depict the various representations of CP-maps, and transformations between rep-
resentations. In this section we move onto more advanced applications of the graphical calculus. We will demonstrate
how to apply vectorization to composite quantum systems, and in particular how to compose multiple superoperators
together, and construct effective reduced superoperators from tracing out a subsystem. We also demonstrate the
superoperator representation of various linear transformations of matrices. These constructions will be necessary
for the remaining examples where we derive a succinct condition for a bipartite state to be used for ancilla assisted
process topography, and where we present arguably simpler derivations of the closed form expression for the average
gate fidelity and entanglement fidelity of a quantum channel in terms of properties of each of the representations of
CP-maps given in Section III.
A. Vectorization of composite systems
We now describe how to deal with vectorization of the general case of composite system of N finite dimensional
Hilbert spaces. Let Xk ∼= Cdk be a dk-dimensional complex Hilbert space, and let {|ik〉 : ik = 0, ..., dk − 1} be the
standard basis for Xk. We are interested in the composite system of N such Hilbert spaces,
X = X1 ⊗ ...⊗XN =
N⊗
k=1
Xk (5.1)
which has dimensions D =
∏N
k=1 dk. Let {|α〉 : α = 0, ..., D − 1} be the computational basis for X . We can consider
vectors in X and the dual space X † as either 1st-order tensors where their single wire represents an index running
over α, or as a Nth-order tensor where each of the N wire corresponds to an individual Hilbert space Xk. The
correspondence between these two descriptions is made by the concatenation of the composite indices according to
the lexicographical order
α =
N∑
k=1
c(k) ik where c(k) :=
D∏k
j=1 dj
. (5.2)
Note that one could also consider the object as any order tensor between 1st and Nth by the appropriate concatenation
of some subset of the the wires.
We define the unnormalized Bell-state on the composite system X ⊗ X to be the state formed by the column (or
row) vectorization of the identity operator 1lX ∈ L(X )
|1lX 〉〉 =
D∑
α=0
|α〉 ⊗ |α〉
=
d1−1∑
i1=0
....
dN−1∑
iN=0
|i1, ..., iN 〉 ⊗ |i1, ..., iN 〉. (5.3)
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where |i1, ..., iN 〉 := |i1〉 ⊗ ...⊗ |iN 〉. The tensor network for this state is



N
N
(5.4)
As with the single system case the column vectorization of a composite linear operator A ∈ L(X ,Y), where
Y = ⊗Nk=1 Yk, is given by bending all the system wires upwards, or equivalently by the identity
|A〉〉 ≡ (1l⊗A)|1l〉〉. (5.5)
Graphically this is given by
A
A







 


 (5.6)
Note that the order of the subsystems for the bent wires is preserved by the vectorization operation.
In some situations it may be preferable to consider vectorization of the composite system in terms of vectorization
of the individual component systems. Transferring between this component vectorization and the joint-system vector-
ization can be achieved by an appropriate index permutation of vectorized operators which has a succinct graphical
expression when cast in the tensor network framework.
Suppose the operator A ∈ L(X ,Y), where X = ⊗Nk=1 Xk, Y = ⊗Nk=1 Yk, is composed of subsystem operators such
that
A = A1 ⊗ ...⊗AN (5.7)
where Ak ∈ L(Xk,Yk) for k = 1, ..., N . As previously stated the vectorized composite operator |A〉〉 is a vector in the
Hilbert space X ⊗ Y.
We define an operation VN called the unravelling operation, the action of which unravels a vectorized matrix
|A〉〉 = |A1 ⊗ . . .⊗AN 〉〉 into the tensor product of vectorized matrices on each individual subsystem Xk ⊗ Yk
VN |A1 ⊗ . . .⊗AN 〉〉 = |A1〉〉 ⊗ . . .⊗ |AN 〉〉. (5.8)
The inverse operation then undoes the unravelling
V−1N
(|A1〉〉 ⊗ . . .⊗ |AN 〉〉) = |A1 ⊗ . . .⊗An〉〉. (5.9)
More generally the unravelling operation VN is given by the map
VN : |xX 〉 ⊗ |yY〉 7−→
N⊗
k=1
(|xk〉 ⊗ |yk〉) (5.10)
where |xX 〉 ≡ |x1〉 ⊗ . . .⊗ |xN 〉, |yY〉 ≡ |y1〉 ⊗ . . .⊗ |yN 〉. Hence we can write VN in matrix form as
VN =
∑
i1,...,iN
∑
j1,...,jN
|i1, j1, . . . , iN , jN 〉〈iX , jY |. (5.11)
where |iX 〉 ≡ |i1〉 ⊗ . . .⊗ |iN 〉, |jY〉 ≡ |j1〉 ⊗ . . .⊗ |jN 〉, and |ik〉, |jl〉 are the standard bases for Xk and Yl respectively.
We can also express VN as the composition of SWAP operations between two systems. For the previously considered
composite operator A ∈ L(X ,Y) we have that |A〉〉 has 2N subsystems. If we label the SWAP operation between two
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subsystem Hilbert spaces indexed by k and l by SWAPk:l, where 1 ≤ k, l ≤ 2N , then the unravelling operation can
be composed as
VN = WN−1...W1 (5.12)
where
Wk =
k−1∏
j=0
SWAPN−k+2j+1:N−k+2j+2. (5.13)
For example
W1 = SWAPN :N+1 (5.14)
W2 = SWAPN−1:NSWAPN+1:N+2
WN−1 = SWAP2:3SWAP4:5 . . . SWAP2N−2:2N−1.
While this equation looks complicated, it has a more intuitive construction when depicted graphically. The tensor
networks for the unravelling operation in the N = 2, 3 and 4 cases are shown below
A1
A2
A3
A1
A2
A3
A1
A2
A3
A1
A2
A3
A
A ! !
! !
!
A1
A2
A3
A1
A2
A3
A1
A2
A3
A1
A2
A3
A
A ! !
! !
!
A1
A2
A3
A1
A2
A3
A1
A2
A3
A1
A2
A3
A
A ! !
! !
!
(a) V2 (a) V3 (a) V4
(5.15)
We also present a graphical proof of this for the N = 3 case:
A1
A2
A3
A1
A2
A3
A1
A2
A3
A1
A2
A3
A
A ! !
! !
!
(5.16)
B. Composing superopators
We now discuss how to compose superoperators on individual subsystems to form the correct superoperator on the
composite system, and vice-versa. Given two superoperators S1, and S2, if we construct a joint system superoperator
via tensor product (S1 ⊗ S2), this composite operator acts on the tensor product of vectorized inputs |ρ1〉〉 ⊗ |ρ2〉〉,
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rather than the the vectorization of the composite input |ρ1 ⊗ ρ2〉〉. To construct the correct composite superoperator
for input |ρ1 ⊗ ρ2〉〉 we may use the unravelling operation VN from Eq. (5.12) and its inverse.
If we have a set of superoperators {Sk : k = 1, ..., N} where Sk ∈ L(Xk⊗Xk,Yk⊗Yk), then the joint superoperator
S ∈ L(X ⊗ X ,Y ⊗ Y), where X = ⊗Nk=1 Xk, Y = ⊗Nk=1 Yk, is given by
S = V†N (S1 ⊗ . . .⊗ SN )VN . (5.17)
The tensor networks for this transformation in the N = 2 and N = 3 cases are shown below
2
1 
!3
!2
!1
! !
N = 2 N = 3
(5.18)
Composing superoperators from individual subsystem superoperators is useful when performing the same compu-
tations for multiple identical systems. For an example we consider vectorization in the Pauli-basis for an N -qubit
system. While it is generally computationally more efficient to perform vectorization calculations in the col-vec (or
row-vec) basis, as these may be implemented using structural operations on arrays, it is often convenient to express
the superoperator in the Pauli basis, or the Choi-matrix in the χ-matrix representation, when we are interested in
determining the form of correlated errors. However, transforming from the col-vec to the Pauli-basis for multiple (and
possibly arbitrary) number of qubits is inconvenient. Using our unravelling operation we can instead compute the
single qubit change of basis superoperator Tc→σ from Eq. (??), where σ = {1l, X, Y, Z}/
√
2 is the Pauli-basis for a
single qubit, and use this to generate the transformation operator for multiple qubits. In the case of N -qubits we can
construct the basis transformation matrix as
T (N)c→σ = V†N · T⊗Nc→σ · VN . (5.19)
The joint-system superoperator in the Pauli-basis is then given by
Sσ = T (N)c→σ · S · T (N)†c→σ (5.20)
The same transformation can be used for converting a state ρ = ρ1 ⊗ . . .⊗ ρN to the Pauli basis: |ρ〉〉σ = T (N)c→σ|ρ〉〉c.
These unravelling techniques are also useful for applying operations to a limited number of subsystems in a tensor
network as used in many tensor network algorithms.
C. Matrix operations as superoperators
We now show how several common matrix manipulations can be written as superoperators. These expressions
are obtained by simply vectorizing the transformed operators. We begin with the trace superoperator STr which
implements the trace of a matrix STr|A〉〉 := Tr[A] for a square matrix A ∈ L(X ). This operation is simply given by
the adjoint of the unnormalized Bell-state:
STr := 〈〈1l | (5.21)
where 1l ∈ L(X ) is the identity operator. If X is itself a composite system, we simply use the definition of the Bell-state
for composite systems from Eq. (5.3). This is illustrated in our graphical calculus as
STr|A〉〉 = ! (5.22)
For a rectangular matrix B ∈ L(X ,Y), the transpose superoperator ST which implements the transpose ST |B〉〉 =∣∣BT 〉〉 is simply a swap superoperator between X and Y.
ST = SWAP (5.23)
SWAP : X ⊗ Y 7→ Y ⊗ X (5.24)
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The tensor network for the swap superoperator is
ST|B〉〉 = ! (5.25)
If X and Y are composite vector spaces we may split the crossed wires into their respective subsystem wires.
Next we give the superoperator representations of the bipartite matrix operations in (2.23) acting on vectorized
square bipartite matrices M ∈ L(X ⊗Y). These are the partial trace over X (STrX ) (and STrY over Y), transposition
ST , and col-reshuffling (SRc).
STrX : X ⊗ Y ⊗ X ⊗ Y 7→ Y ⊗ Y (5.26)
STrY : X ⊗ Y ⊗ X ⊗ Y 7→ X ⊗ X (5.27)
ST : X ⊗ Y ⊗ X ⊗ Y 7→ X ⊗ Y ⊗ X ⊗ Y (5.28)
SRc : X ⊗ Y ⊗ X ⊗ Y 7→ X ⊗ X ⊗ Y ⊗ Y (5.29)
The graphical representation of the superoperators for these operations are:
STrX |M〉〉 = ! STrY |M〉〉 = ! ST|M〉〉 = ! SRc |M〉〉 = !
(5.30)
Algebraically they are given by
STrX =
[〈〈1lX | ⊗ 1lY ⊗ 1lY]V2 (5.31)
STrY =
[
1lX ⊗ 1lX ⊗ 〈〈1lY |
]V2 (5.32)
ST = SWAP1:3SWAP2:4 (5.33)
SRc = V2 (5.34)
where V2 is the unravelling operation in Eq. (5.12).
In the general multipartite case for a composite matrix A ∈ L(X ) where X = ⊗Nk=1 Xk, we can trace out or
transpose a subsystem j by using the unravelling operation in Eq. (5.12) to insert the appropriate superoperator for
that subsystem with identity superoperators on the remaining subsystems:
SOj = V−1N−1
(j−1⊗
k=1
SIk
)
⊗ SO ⊗
 N⊗
k=j+1
SIk
VN
where SO ∈ T (Xj) is the superoperator acting on system j and SIk ∈ T (Xk) is the identity superoperator for
subsystem L(Xk). Similarly by inserting the appropriate operators at multiple subsystem locations we can perform
the partial trace or partial transpose of any number of subsystems.
D. Reduced superoperators
We now present a simple but useful example of the presented bipartite operations in the superoperator representation
to show how to construct an effective reduced superoperator for a a subsystem out of a larger superoperator on a
composite system.
Consider states ρXY ∈ L(X ⊗Y) which undergo some channel F ∈ C(X ⊗Y) with superoperator representation S.
Suppose system Y is an ancilla which we initialize in some state τ0 ∈ L(Y), and we post-select on the output state of
system Y being in a state τ1. We may construct the effective reduced map F ′ ∈ T (X ) for this process for arbitrary
28
input and output states of system X , given by a superoperator S ′, as shown:
=
=
(5.35)
Formally, we are defining the superoperator representation S ′ of the effective channel F ′ as the map
F ′(ρ) = TrY [(1lX ⊗ τ1)F(ρ⊗ τ0)] (5.36)
S ′ = 〈〈τ1 |V2SV†2 |τ0〉〉 (5.37)
where S is the superoperator representation of F and |τj〉〉 is implicitly assumed to have the identity operation on the
vectorization of subsystem X ⊗ X (|τj〉〉 := 1lX ⊗ 1lX ⊗ |τj〉〉).
E. Ancilla Assisted Process Tomography
Quantum state tomography is the method of reconstructing an unknown quantum state from the measurement
statistics obtained by performing a topographically complete set of measurements on many identical copies of the
unknown state [1]. Quantum process tomography is an extension of quantum state tomography which reconstructs
an unknown quantum channel E ∈ C(X ) from appropriately generated measurement statistics. One such procedure,
known as standard quantum process tomography, involves preparing many copies of each of a topographically complete
set of input states, subjecting each to the unknown quantum channel, and performing state tomography on the
output [42].
An alternative approach is to directly measure the Choi-matrix for the channel via a method known as ancilla
assisted process tomography (AAPT) [28]. The simplest case of AAPT is entanglement assisted process tomogra-
phy(EAPT) which is an experimental realization of the Choi-Jamio lkowski isomorphism. Here an experimenter
prepares a a maximally entangled state
ρΦ =
1
d
|1l〉〉〈〈1l| (5.38)
across the system of interest X and an ancilla Z ∼= X , and subjects the system to the unknown channel E , and the
ancilla to an identity channel I. The output of this joint system-ancilla channel is the rescaled Choi-matrix:
ρ′φ = (I ⊗ E) (ρΦ) =
Λ
d
. (5.39)
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which can be measured directly by quantum state tomography. The tensor network for EAPT is
=
=
=
(5.40)
In general AAPT does not require ρAS to be maximally entangled. It has been demonstrated experimentally that
AAPT may be done with a state which does not have any entanglement at all, at the expense of an increase in the
estimation error of the reconstructed channel [28]. A necessary and sufficient condition for a general state ρAS to allow
recovery of the Choi-matrix of an unknown channel E via AAPT is that it have a Schmidt number equal to d2 where
d is the dimension of the state space X [28]. This conditions has previously been called faithfulness of the input state,
and one can recover the original Choi-matrix for the unknown channel E by applying an appropriate inverse map to
the output state in post-processing [29]. We provide an arguably simpler derivation of this condition, and the explicit
construction of the inverse recovery operator. The essence of this proof is that we can consider the bipartite state
ρAS to be Choi-matrix for an effective channel via the Choi-Jamio lkowski isomorphism (but with trace normalization
of 1 instead of d) . We can then apply channel transformations to this initial state to convert it into an effective
channel acting on the true Choi-matrix, and if this effective channel is invertible we can recover the Choi-matrix for
the channel E by applying the appropriate inverse channel.
Proposition 1 (a) A state ρAS ∈ L(X ⊗X ) may be used for AAPT of an unknown channel E ∈ C(X ) if and only if
the reshuffled density matrix SAS = ρRcAS is invertible.
(b) The channel can be reconstructed from the measured output state by ΛE = (R⊗I)(ρ′AS) where ρ′AS = (I⊗E)(ρAS)
is the output state reconstructed by quantum state tomography, and R is the recovery channel given by superoperator
SR = (STAS)−1.
The graphical proof of Prop. 1 is illustrated in Fig. 3. This proof demonstrates several useful features of the
presented graphical calculus. In particular it applies the vectorized reshuffling transformation to a bipartite density
matrix input state to obtain an effective superoperator representation of a state, and uses the unravelling operation
for composition of superoperators. From this construction we find that if the initial state ρAS is maximally entangled,
then it can be expressed as ρAS = |V 〉〉〈〈V | for some unitary V . In this case the reshuffled superoperator of the state
corresponds to a unitary channel SAS = V ⊗ V , and hence is invertible with S−1AS = S†AS . If the input state is not
maximally entangled, then the closer it is to a singular matrix, the larger the condition number and hence the larger
the amplification in error when inverting the matrix.
F. Average Gate Fidelity
When characterizing the performance of a noisy quantum channels a widely used measure of the closeness of a
CPTP map E ∈ C(X ) to a desired quantum channel F ∈ C(X ) is the Gate Fidelity. This is defined to be
FE,F (ρ) = F (F(ρ)E(ρ)) (5.41)
where
F (ρ, σ) =
(
Tr
[√√
ρσ
√
ρ
])2
(5.42)
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=
=
FIG. 3. Graphical proof of the equivalence of an initial state ρAS used for performing AAPT of an unknown CPTP map E
with superoperator representation S, to a channel (R⊗ I) acting on the Choi-matrix Λ for a channel E . The Choi-matrix can
be recovered if and only if the the superoperator SR = STAS = (ρRcAS)T is invertible.
is the fidelity function for quantum states [1].
In general we are interested in comparing a channel E to a unitary map U ∈ C(X ) where U(ρ) = UρU†. In this
case we have
FE,U (ρ) =
[
Tr
√√
UρU†E(ρ)
√
UρU†
]2
(5.43)
=
[
Tr
√√
ρU†E(ρ)U√ρ
]2
(5.44)
=
[
Tr
√√
ρU†(E(ρ))√ρ
]2
(5.45)
= FU†E,I(ρ) (5.46)
where I is the identity channel and U†(ρ) = U†ρU , is the adjoint channel of the unitary channel U . Thus without
loss of generality we may consider the gate fidelity FE(ρ) ≡ FU†F,I(ρ) comparing E to the identity channel, where we
simply define E ≡ U†F if we wish to compare F to a target unitary channel U .
The most often used quantity derived from the gate fidelity is the average gate fidelity taken by averaging FE(ρ)
over the the Fubini-Study measure. Explicitly the average gate fidelity is defined by
F E =
∫
dψ 〈ψ|E(|ψ〉〈ψ|)|ψ〉. (5.47)
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where due to the concavity of quantum states we need only integrate over pure states FE(|ψ〉〈ψ|) = 〈ψ|E(|ψ〉〈ψ|)|ψ〉.
Average gate fidelity is a widely used figure of merit in part because it is simple to compute. The expression in
Eq. (5.47) reduces to explicit expression for F E in terms of a single parameter of the channel E itself. This has
previously been given in terms of the Kraus representation [31, 32], superoperator [33] and Choi-matrix in [35]. We
now present an equivalent graphical derivation of the average gate fidelity in terms of the Choi-matrix which we
believe is simpler than previous derivations. We start with the tensor network diagram corresponding to Eq. (5.47)
and perform graphical manipulations as follows
=
=
=
(5.48)
For the next step of the proof we use the result that the average over ψ of a tensor product of states |ψ〉〈ψ|n is given
by
∫
dψ |ψ〉〈ψ|⊗n = Πsym(n, d)
Tr[Πsym(n, d)]
(5.49)
where Πsym(n, d) is the projector onto the symmetric subspace of X⊗n. This project may be written as [43]
Πsym(n, d) =
1
n!
∑
σ
Pσ (5.50)
where Pσ are operators for the permutation σ of n-indices. These permutations may be represented as a swap type
operator with n tensor wires. For the case of n = 2 we have the tensor diagram:
= ( + ( (5.51)
Here we can see that Tr[Πsum(2, d)] = (d
2 + d)/2, and hence we have that
Πsym(2, d) =
1
2
(1l⊗ 1l+ SWAP) (5.52)
Tr[Πsym(2, d)] =
d2 + d
2
(5.53)
⇒
∫
dψ |ψ〉〈ψ|2 = 1l⊗ 1l+ SWAP
d(d+ 1)
(5.54)
where X ∼= Cd, 1l ∈ L(X ) is the identity operator, and SWAP is the SWAP operation on X ⊗ X . Subsituting (5.51)
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into (5.48) completes the proof:
=
(5.55)
Hence we have that the average gate fidelity in terms of the Choi-matrix is given by
F E =
d+ 〈〈1l |Λ|1l〉〉
d(d+ 1)
(5.56)
where we have used the fact that the Choi-matrix is normalized such thatTr[Λ] = d. From this proof one may derive
expressions for the other representations using the channel transformations in Section IV as illustrated in Appendix C.
The resulting expressions are
F E =
d+ Tr[S]
d(d+ 1)
(5.57)
=
d+ 〈〈1l |Λ|1l〉〉
d(d+ 1)
(5.58)
=
d+
∑
j |Tr[Kj ]|2
d(d+ 1)
(5.59)
=
d+ dχ00
d(d+ 1)
(5.60)
=
d+ TrX [A†] · TrX [A]
d(d+ 1)
(5.61)
where S, Λ, {Kj}, χ, A are the superoperator, Choi-matrix, Kraus, χ-matrix and Strinespring representations for
E respectively. In the case of the χ-matrix representation, χ is defined with respect to a basis {σj} satisfying
Tr[σj ] =
√
dδj,0.
Similar techniques can be applied for tensor networks that may be graphically manipulated into containing a term∫
dψ |ψ〉〈ψ|⊗n for n > 2. This could prove useful for computing higher order moments of fidelity functions and other
quantities defined in terms of averages over quantum states |ψ〉. In this case there are n! permutations of the tensor
wires for the permutation operator Pσ in Eq. (5.50), and these can be decomposed as a series of SWAP gates. For
example, in the case of n = 3 we have
Πsym(3, d) =
1
6
(
1l⊗3 + SWAP1:2 + SWAP1:3 + SWAP2:3 + SWAP1:2SWAP2:3 + SWAP2:3SWAP1:2
)
(5.62)
Tr[Πsym(3, d)] =
d3 + 3d2 + 2d
6
. (5.63)
G. Entanglement Fidelity
Another useful fidelity quantity is the entanglement fidelity which quantifies how well a channel preserves entan-
glement with an ancilla [1, 30]. For a CPTP map E ∈ C(X ) and density matrix ρ ∈ L(X ) the entanglement fidelity
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is given by
Fe(E , ρ) = inf
{
F (|ψ〉〈ψ|, (IZ ⊗ E)(|ψ〉〈ψ|)) :
TrZ [|ψ〉〈ψ|] = ρ
}
(5.64)
where |ψ〉 ∈ X ⊗ Z is a purification of ρ over an ancilla Z. Entanglement fidelity turns out to be independent of
the choice of purification |ψ〉, and a closed form expression has been given in terms of the Kraus representation [1]
and Choi-matrix [34]. Here we present a simple equivalent derivation in terms of the Choi-matrix representation of
the channel E using graphical techniques. Then by applying the channel transformations of Section IV we obtain
expressions in terms of the other representations. The resulting expressions for entanglement fidelity are:
Fe(E , ρ) = 〈〈ρ |Λ|ρ〉〉 (5.65)
= Tr
[
(ρT ⊗ ρ)S] (5.66)
=
∑
j
|Tr[ρKj ]|2 (5.67)
=
∑
i,j
χij Tr[ρ σi] Tr[ρσ
†
j ] (5.68)
= TrX [ρA†] · TrX [Aρ] (5.69)
where S, Λ, {Kj}, χ, A are the superoperator, Choi-matrix, Kraus, χ-matrix and Strinespring representations for
E respectively. In the case of the χ-matrix representation, χ is defined with respect to a basis {σj} satisfying
Tr[σj ] =
√
dδj,0.
For the graphical proof in terms of the Choi-representation we start with Eq. (5.64) and perform the following
tensor manipulations
=
=
=
(5.70)
Now since the infimum is over all |ψ〉 ∈ Z ⊗ X satisfying TrZ [|ψ〉〈ψ|] = ρ the result is independent of the specific
purification ψ and we have:
=
=
=
(5.71)
The transformations to the other representations are illustrated in Appendix C.
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Entanglement fidelity is equivalent to gate fidelity for pure states and hence average entanglement fidelity is equiv-
alent to average gate fidelity. This can be shown graphically as follows
=
=
=
(5.72)
Alternatively we can also define the average gate fidelity in terms of the entanglement fidelity with the identity
operator
F E =
d+ Fe(E , 1l)
d(d+ 1)
. (5.73)
.
VI. CONCLUSION
The study of completely-positive trace-preserving maps is an old topic, so it is perhaps surprising that there are
still new insights to be gained by investigating their structure using new techniques. Further, while the application of
CPTP-maps to describing the evolution of open quantum systems is well understood, it is a surprisingly difficult task
to find a concise summary of the properties of, and transformations between, the various mathematically equivalent
representations used in the quantum information processing literature. The graphical calculus for open quantum
systems presented in this paper has enabled us to unify, and hence transform freely between, the various common
representations of CPTP-maps by performing diagrammatic manipulations of their respective tensor networks. A
summary of these transformations between the different representations was given in Fig. 1.
We found that many of these transformations between representations of CPTP-maps corresponded to wire bending
dualities in our graphical calculus, which have a particularly succinct tensor network description. These transforma-
tions are depicted by solid arrows between two boxes labelling representations in Fig. 1. Of these duality transfor-
mations, only the reshuffling operation connecting the Choi-matrix and Liouville-superoperator is bi-directional —
the reshuffling operation is bijective and self-inverse, and hence the same transformation takes the Choi-Matrix to
the superoperator as takes the superoperator to the Choi-matrix. The two other wire bending dualities are vectoriza-
tion, which transforms both the Kraus and system-environment representations to the superoperator representation,
and the Choi-Jamio lkowski isomorphism, which transforms the same two representations to the Choi-matrix. These
duality transformations are only single directional as they are not injective, and hence depicted by a one-way arrow
connecting the appropriate boxes labelling these representations in Fig. 1. The reason these transformations are single
directional, as apposed to the bi-directional transformation between the Choi-matrix and superoperator, is due to
the non-uniqueness of the Kraus and system-environment representations of a CPTP-map. The transformation is a
many-to-one (surjective) mapping and not strictly invertible without first specifying some form of decomposition of
the superoperator or Choi-matrix.
The transformations we presented for converting from the Choi-matrix to the Kraus representation, and between the
Kraus and system-environment representations, were not based solely on wire bending dualities. These transformations
are depicted by dashed arrows in Fig. 1, where the dash is meant to indicate that they are non-linear transformations.
This non-linearity arose from the decompositions and constructions involved, for example the spectral decomposition
of a positive-semi definite operator in the Choi-matrix to Kraus representation transformation. In our case, these non-
linear transformations were all also one directional due to the non-uniqueness of the representation being transformed
to. There is unitary freedom in constructing them — for the Choi-matrix to Kraus representation transformation,
one could change the basis of the eigenvectors with respect to a vectorization convention and still arrive at a valid
Kraus representation; for Kraus to the system environment representation one may choose any orthonormal basis in
the construction of the joint system-environment unitary in Eqn (4.30); and for the system environment to Kraus
representation one may decompose the partial trace over the environment in any orthonormal basis.
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To further demonstrate the utility of the presented graphical calculus we gave several demonstrations of more
advanced constructions, and of proof techniques for various quantities used in quantum information processing. In
particular we showed how one may deal with vectorization of composite quantum systems and freely transform between
a description of the vectorized composite system, and the composite system of individually vectorized systems. These
tools were useful for constructing composite system superoperators and effective reduced system superoperators, and
for applications where we wish to update or modify a subset of a composite system.
By vectorizing bipartite matrices and their bipartite matrix transformations we found that we could consider a
bipartite density matrix over a system and ancilla as a type of Choi-matrix via the Choi-Jami lkowski isomorphism.
By applying the reshuffling transformation we can convert this into an effective superoperator channel description
which allowed us to derive a succinct expression for a necessary sufficient condition for a bipartite state to be usable
for ancilla assisted process tomography. While this is equivalent to the perviously known result we believe it is a
simpler proof, and the resulting recovery channel is simpler to construct using the presented method.
In the average gate fidelity example we were able to give a shorter proof of the average gate fidelity of a quantum
channel by using the graphical representation of the average over states
∫
dψ|ψ〉〈ψ|⊗n in terms of the projector onto
the symmetric subspace of X⊗n. This projector can be expressed as the sum of n! permutation operators which have
a natural representation as tensor network diagrams consisting of a series of SWAP operations corresponding to all
left-to-right permutations of n wires. The power of tensor network framework was to manipulate the string diagram
for a given expression to form the tensor product |ψ〉〈ψ|⊗n irregardless of where the n copies of |ψ〉〈ψ| appear in the
original expression. After substituting in the projector onto the symmetric subspace we can contract the n! resulting
diagrams to arrive at the final value. Similar techniques could prove useful for calculating other quantities such as
higher order moments of fidelity functions and other quantities defined in terms of averages over quantum states.
Having new tools to investigate old problems can often lead to surprising new results, and we believe there are
many more potential applications in QIP for the graphical calculus we have presented in this paper.
ACKNOWLEDGMENTS
We thank Alexei Gilchrist and Daniel R. Terno for useful discussions. This work was supported by the Canadian
Excellence Research Chairs (CERC) program, the Canadian Institute for Advanced Research (CIFAR), the Natural
Sciences and Engineering Research Council of Canada (NSERC), and the Collaborative Research and Training Expe-
rience (CREATE) program. JDB completed part of this work while visiting Michele Mosca at IQC, and acknowledges
financial support from the Foundational Questions Institute (FQXi, under grant FQXi-RFP3-1322).
[1] M. A. Nielsen and I. L. Chuang. Quantum Computation and Quantum Information. Cambridge University Press, 2000.
[2] T. F. Jordan and E. C. G. Sudarshan. Dynamical Mappings of Density Operators in Quantum Mechanics. Journal of
Mathematical Physics, 2(6):772, 1961.
[3] M. D. Choi. Completely Positive Linear Maps on Complex Matrices. Linear Algebrra Appl., 10(285), 1975.
[4] K. Kraus. States, Effects and Operations: Fundamental Notions of Quantum Theory, volume 190 of Lecture Notes in
Physics. Springer, Berlin, 1983.
[5] J. C. Baez and A. Lauda. A Prehistory of n-Categorical Physics. ArXiv e-prints, arXiv:0908.2469v1 [hep-th], 2009.
[6] R. Penrose. Applications of negative dimensional tensors. Combinatorial Mathematics and its Applications, Academic
Press, 1971.
[7] G. Vidal. Class of quantum many-body states that can be efficiently simulated. Phys. Rev. Lett., 101(11), 2008.
[8] G. Evenbly and G. Vidal. Algorithms for entanglement renormalization. Phys. Rev. B, 79(14), 2009.
[9] F. Verstraete, V. Murg, and J. I. Cirac. Matrix product states, projected entangled pair states, and variational renormal-
ization group methods for quantum spin systems. Advances in Physics, 57(2), 2008.
[10] J. D. Biamonte, S. R. Clark, and D. Jaksch. Categorical Tensor Network States. ArXiv e-prints, arXiv:1012.0531v2
[quant-ph], 2010.
[11] V. Bergholm and J. D. Biamonte. Categorical Quantum Circuits. J. Phys. A: Math. Theor., 44:245304, 2011.
[12] S. Abramsky and B. Coecke. A categorical semantics of quantum protocols. In Proceedings of the 19th Annual IEEE
symposium on Logic in Computer Science. IEEE Computer Society Press, February 2004.
[13] The term dagger-compact monoidal category is due to Selinger [14]. Abramsky and Coecke originally introduced this under
the name strongly compact closed category.
[14] P. Selinger. Dagger Compact Closed Categories and Completely Positive Maps::(Extended Abstract). Electronic Notes in
Theoretical Computer Science, 170, 2007.
[15] G. M. Kelly and M. L. Laplaza. Coherence for compact closed categories. Journal of Pure and Applied Algebra, 19, 1980.
[16] R. Joyal and A. Street. The geometry of tensor calculus i. Advances in Mathematics, 88, 1991.
36
[17] P. Selinger. Finite Dimensional Hilbert Spaces are Complete for Dagger Compact Closed Categories (Extended Abstract).
Electronic Notes in Theoretical Computer Science, 270(1), 2011.
[18] B. Coecke, E. O. Paquette, and D. Pavlovic. Classical and quantum structuralism. ArXiv e-prints, arXiv:0904.1997v2
[quant-ph], 2009.
[19] S. Boixo and C. Heunen. Entangled and sequential quantum protocols with dephasing. Phys. Rev. Lett., 102(12), 2012.
[20] B. Coecke and R. W. Spekkens. Picturing classical and quantum Bayesian inference. ArXiv e-prints, arXiv:1102.2368v1
[quant-ph], 2011.
[21] B. Coecke and C. Heunen. Pictures of complete positivity in arbitrary dimension. ArXiv e-prints, arXiv:1110.3055v1
[math.CT], 2011.
[22] P. Selinger. A survey of graphical languages for monoidal categories. In New Structures for Physics, volume 813 of Lecture
Notes in Physics, pages 289–355. Springer Berlin, 2011.
[23] G. Chiribella, Giacomo M. D’Ariano, G. M., and P. Perinotti. Informational derivation of quantum theory. Phys. Rev. A,
84(01), 2011.
[24] L. Hardy. Reformulating and Reconstructing Quantum Theory. ArXiv e-prints, arXiv:1104.2066v3 [quant-ph], 2011.
[25] B. Collins and I. Nechita. Random quantum channels II: Entanglement of random subspaces, Renyi entropy estimates and
additivity problems. ArXiv e-prints, arXiv:0906.1877v3 [math.PR], 2009.
[26] B. Collins and I. Nechita. Random Quantum Channels I: Graphical Calculus and the Bell State Phenomenon. Communi-
cations in Mathematical Physics, 297(2), 2010.
[27] A. Gilchrist, D. R. Terno, and C. J. Wood. Vectorization of quantum operations and its use. ArXiv e-prints,
arXiv:0911.2539v2 [quant-ph], 2009.
[28] J. B. Altepeter, D. Branning, E. Jeffrey, T. C. Wei, P. G. Kwiat, R.T. Thew, J. L. O’Brien, M. A. Nielsen, and A. G.
White. Ancilla-assisted quantum process tomography. Phys. Rev. Lett., 90(19), 2003.
[29] G. M. D’Ariano and P. Lo Presti. Imprinting complete information about a quantum channel on its output state. Phys.
Rev. Lett., 91(4), 2003.
[30] B. Schumacher. Sending entanglement through noisy quantum channels. Phys. Rev. A, 54:2614–2628, Oct 1996.
[31] M. Horodecki, P. Horodecki, and R. Horodecki. General teleportation channel, singlet fraction, and quasidistillation. Phys.
Rev. A, 60:1888–1898, Sep 1999.
[32] M. A. Nielsen. A simple formula for the average gate fidelity of a quantum dynamical operation. Physics Letters A,
303(4):249 – 252, 2002.
[33] J. Emerson, R. Alicki, and K. Z˙yczkowski. Scalable noise estimation with random unitary operators. Journal of Optics B:
Quantum and Semiclassical Optics, 7(10):S347, 2005.
[34] A. S. Fletcher, P. W. Shor, and M. Z. Win. Optimum quantum error recovery using semidefinite programming. Phys. Rev.
A, 75:012338, Jan 2007.
[35] N. Johnston and D. W. Kribs. Quantum gate fidelity in terms of choi matrices. Journal of Physics A: Mathematical and
Theoretical, 44(49):495303, 2011.
[36] R. A. Horn and C. R. Johnson. Matrix Analysis. Cambridge Uni. Press, Cambridge, 1985.
[37] I. Bengtsson and K. Z˙yczkowski. Geometry of Quantum States. Cambridge University Press, Cambridge, 2006.
[38] W. F. Stinespring. Positive functions on C*-algebras. In Proc. Amer. Math. Soc, 1955.
[39] Y. S. Weinstein, T. F. Havel, J. Emerson, N. Boulant, M. Saraceno, S. Lloyd, and D. G. Cory. Quantum process tomography
of the quantum Fourier transform. The Journal of Chemical Physics, 121(13):6117, 2004.
[40] H. A. Carteret, D. R. Terno, and K. Z˙yczkowski. Dynamics beyond completely positive maps: Some properties and
applications. Phys. Rev. A, 77(04), 2008.
[41] A. Jamio lkowski. Linear transformations which preserve trace and positive semidefiniteness of operators. Reports on
Mathematical Physics, 3(N4), 1972.
[42] G. M. D’Ariano and P. Lo Presti. Quantum tomography for measuring experimentally the matrix elements of an arbitrary
quantum operation. Phys. Rev. Lett., 86:4195–4198, May 2001.
[43] E. Magesan, R. Blume-Kohout, and J. Emerson. Gate fidelity fluctuations and quantum process invariants. Phys. Rev. A,
84:012309, Jul 2011.
37
Appendix A: Tensor network proofs
We will now prove the consistency of several of the basic tensor networks introduced in Section II, and in doing so
illustrate how one may use our graphical calculus for diagrammatic reasoning.
The color summation convention we have presented represents diagrammatic summation over a tensor index by
coloring the appropriate tensors in the diagram. In this convention summation over a Kronecker delta,
∑
i,j δij =∑
i,j 〈i|j〉, is as shown:
  ij∆ij (1.1)
This expression is used in several of the following proofs.
We begin with the proof of the trace of an operator A:
A
 A
A
 
i
 A
ii
(1.2)
For illustrative purposes, to prove this algebraically we note that the tensor networks for trace correspond to the
algebraic expressions 〈Φ+|A⊗ 1l|Φ+〉 and 〈Φ+|1l⊗A|Φ+〉, and that
〈Φ+|1l⊗A|Φ+〉 =
∑
i,j
〈i|j〉〈i|A|j〉 =
∑
i,j
δijAij
=
∑
i
Aii (1.3)
= Tr[A].
Similarly we get 〈Φ+|A⊗ 1l|Φ+〉 = Tr[A].
To prove the snake equation we must first make the following equivalence for tensor products of the elements |i〉
and 〈j|:
〈j| ⊗ |i〉 ≡ |i〉 ⊗ 〈j| ≡ |i〉〈j| (1.4)
This is illustrated diagrammatically as
 
j
ij
i
ji (1.5)
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With this equivalence made, the proof of the snake-equation for the “S” bend is given by




(1.6)
The proof for the reflected “S” snake-equation follows naturally from the equivalence defined in (1.5).
The proof of our tensor network for the transposition of a linear operator A is as follows:
A

A
A
 AT
 AT
(1.7)
To prove this algebraically we note that the corresponding algebraic equation for the transposition tensor network is
A
= 1l⊗ 〈Φ+|(1l⊗A⊗ 1l)|Φ+〉 ⊗ 1l (1.8)
=
∑
i,j
〈j|A|i〉 |i〉 ⊗ 〈j| (1.9)
=
∑
i,j
〈j|A|i〉|i〉〈j| (1.10)
=
∑
i,j
〈i|AT |j〉|i〉〈j| (1.11)
=
∑
i,j
|i〉〈i|AT |j〉〈j| (1.12)
= AT . (1.13)
The proof for transposition by counter-clockwise wire bending follows from the equivalence relation in (1.4) and (1.5).
With the tensor network for transposition of an operator proven, the proof of transposition by contracting through
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a Bell-state |Φ+〉 is then an application of the snake equation as shown:
AT
A

A

(1.14)
Appendix B: Vectorization change of basis
We now prove that the vectorization change of basis operator Tσ→ω indeed functions as claimed. Let X be a
d-dimensional complex Hilbert space and let {σα : α = 0, ..., d2 − 1}, {ωα : α = 0, ..., d2 − 1} be orthonormal operator
bases for L(X ). Define an operator Tσ→ω ∈ L(X ⊗ X ) by
Tσ→ω :=
∑
α
|α〉〈〈ωω |σ. (2.1)
where {|α〉 : α = 0, d2 − 1} is the computational basis for X ⊗ X .
We claim that for any linear operator A ∈ L(X ),
Tσ→ω|A〉〉σ = |A〉〉ω. (2.2)
The proof is as follows:
Tσ→ω|A〉〉σ =
(∑
α
|α〉〈〈ωα |σ
)
|A〉〉σ (2.3)
=
∑
α
|α〉〈〈ωα|A〉〉σ (2.4)
=
∑
α
|α〉Tr[ω†αA] (2.5)
= |A〉〉ω. (2.6)
The inverse of Tσ→ω is given by
T−1σ→ω = T
†
σ→ω = Tω→σ (2.7)
and hence Tσ→ω is unitary.
Appendix C: Fidelity proofs
We now derive the expressions for the average gate fidelity and entanglement of a CPTP map E ∈ C(X ) in terms
of the superoperator, Kraus, χ-matrix and Stinespring representations of E given in Section V F. These follow from
applying the channel transformations of Section IV to the quantity
Fe(E , ρ) = 〈〈ρ |Λ|ρ〉〉 (3.1)
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where Λ is the Choi-matrix for E . This is illustrated below:
=
=
(3.2)
! K
!
K
K K†
(3.3)
! Χ ΣΣ (3.4)
! A A†
! AA†
(3.5)
In the case of the χ-matrix representation we assume that the χ-matrix is defined with respect to an orthonomral
basis {σα}, α = 0, ..., d2 − 1 satisfying Tr[σj ] = δj0
√
d.
The expressions for the average gate fidelity are then obtained by from Fe(E , 1l), where 1l ∈ L(X ) is the identity
operator, via the equation:
F E =
d+ Fe(E , 1l)
d(d+ 1)
. (3.6)
