Introduction {#Sec1}
============

As the size of the electronic components approaches the atomic limit, where typical complementary metal-oxide-semiconductor (CMOS) elements start to fail, it is necessary to look for functional alternatives. A series of nanoscale electronic systems have already been proposed, which include nanometric elements such as molecules^[@CR1]^, nanotubes^[@CR2]^, nanowires^[@CR3]^, and the most recent two-dimensional (2D) materials^[@CR4]^. These systems would allow to go beyond typical silicon-based components^[@CR5]^ and develop much faster and reliable electronic systems. The feasibility of many of these new elements has already been demonstrated in lots of experiments and different electronic functionalities have already been proven to work, such as rectification^[@CR6]^, switching^[@CR7]^, negative differential resistance (NDR)^[@CR8],[@CR9]^, spin filtering^[@CR10]^ and magnetoresistance^[@CR11],[@CR12]^. However, the development of these electronic components is still in their infancy and no widely-used technological application has been reached so far. In addition, problems due to atomic migration, defects and quantum tunneling render these elements useless. For example, in systems based on molecules or similar nanometric elements^[@CR13]^, due to the movement of the coupling groups or the atoms of the surface, measurements of the transport properties show a rather large variability and lack of reproducibility, which in turn translate into a lot of noise and make such systems non-viable. These problems need therefore to be solved in order to keep the ongoing miniaturization of electronic components, i.e. keep alive Moore's law^[@CR5],[@CR14]^, and, at the same time, make room for the development of "More than Moore" approaches^[@CR15]^.

Instabilities due to the electrodes can be removed in principle by using covalently bonded materials, which have a small number of defects and whose directional bonds prevent the migration of atoms. In recent years it has been proposed the use of materials such as graphene^[@CR16],[@CR17]^ or other 2D systems. The idea is to keep two sheets of the 2D material separated by a nanogap and bridge them with a nanoscale element, such as a molecule, with large coupling groups^[@CR18]^. The large and planar coupling groups would average all possible contact configurations between them and the 2D surface and would give in principle stable and reproducible transport properties. This technology still poses, however, a series of problems due to the mobility of the molecule on the surface, which easily slides due to the weak van der Waals coupling. Also, the mismatch between the molecular states and the Fermi level^[@CR19]^ and the fact that the molecule has to be relatively large to effectively connect both electrodes, translates into a conductance that is rather small and decreases exponentially with the length of the molecule. Such problems make these systems at present not amenable to functioning as electronic components.

Most of the problems, if not all, could be circumvented by getting rid of the functional element bridging both electrodes, which is in general the main source of noise through the coupling to the leads. The transport properties would be then more reliable, stable and reproducible. This can be accomplished through the use of surface^[@CR20]--[@CR22]^ or graphene edge states^[@CR23]^, which have already been proposed for electronics. We advocate in this article, however, to go a step further and use the presence or absence of localized states to tailor the surfaces or edges and get a desired functionality. This can be achieved by using systems ranging from metallic surfaces with adsorbates to edges of 2D materials with different shapes, which are specially stable. Even though this looks like a radical and non-viable simplification, which would wipe out any electronic functionality --encapsulated in the molecular backbone--, we prove in this work that electronic systems with only two electrodes separated by a nanoscale gap (surfaces of 3D materials, edges of 2D materials or terminating ends of 1D materials) can produce a plethora of electronic functionalities that can be used to design different electronic components: resistances, rectifiers, NDR devices (digital circuits, oscillators, amplifiers) and spintronic devices. These new designs should become possible thanks to recent developments in the fabrication of nanoscale materials, which allow to fabricate electrodes with very small separations between them. The nanometric size and separation are specially relevant, because quantum effects are averaged out as the size of the system increases and no relevant functionality emerges for relatively large sizes (for instance, the presence of different defects or impurities in large-area surfaces or long edges could render the transport diffusive instead of ballistic, which could wipe out possible functionalities).

The origin of the electronic functionalities in these systems can be traced back to the shape and/or local composition of the surface or edge on both sides of the gap. Certain impurities/shapes produce localized states that couple to the bulk states and to each other across the gap. This is special significant for 2D materials such as graphene^[@CR24]^, but it is not limited to them. Typical surfaces with adatoms, impurities or protrusions or other nanoscale systems terminated in localized states could also give rise to similar phenomena^[@CR6],[@CR8]^. These states generate resonances in the zero-bias transmission and lead to effects such as rectification or NDR when a bias is applied. Also, by introducing spin-polarized states such as those present in magnetic elements or zigzag graphene edges, it is possible to generate spintronic phenomena such as magnetoresistance or spin-filtering effects.

These systems have, on one hand, the disadvantage that the transport is in the tunneling regime and therefore the currents are expected to be small, at least for large enough gaps. However, with recent developments in the fabrication of graphene nanogaps with electro-burning techniques^[@CR17]^ or with the mechanically controlled break junction technique^[@CR25]^, it is possible to make nanometer-wide gaps with sizeable currents that give a clear signal. On the other hand, even though designing surfaces or edges with tailored impurities and shapes is still not possible, recent advances in the fabrication of nanoscale gaps could make it achievable in the near future.

Methods {#Sec2}
=======

General scheme {#Sec3}
--------------

A schematic representation of the systems that we will study is summarized in Fig. ([1](#Fig1){ref-type="fig"}), where we show two possible types of electrodes. The left column corresponds to two typical metallic surfaces that can have a localized state in an adatom, impurity or protrusion. The right column represents two electrodes of a 2D material with or without a wedge. In both cases the transport properties depend dramatically on the type of impurity or geometry. In particular, the embedding of the impurity or the orientation of the edge states relative to the transport direction determine their coupling to the bulk transport channels. For example, when the edge is straight and therefore perpendicular to the transport direction, the group velocity of the electrons in these states is perpendicular to the group velocity of the bulk electrons and therefore these do not couple nor contribute to the transmission across the gap. This would be equivalent to having two pristine surfaces in the left column of Fig. ([1](#Fig1){ref-type="fig"}). However, when the edge has some imperfection, such as a protrusion or wedge, the group velocity of the edge states acquires a component along the transport direction and contributes to the transmission. In this last case, the edge states couple to the bulk states and influence the transport properties. This would be equivalent to having a surface with an impurity or protrusion in the left column.Figure 1Schematic representation of the three types of systems considered: BB, which can be either two flat surfaces (a~1~) or two straight edges (a~2~); BL, which can be either a flat surface and a surface with an adsorbate (b~1~) or a straight edge and a wedge (b~2~); and LL, which can be either two surfaces with adsorbates (c~1~) or two wedges (c~2~).

The key point is the clear distinction between states that are well coupled to the bulk continuum and states that are localized at the surface/edge. The former tend to produce featureless transmissions, while the latter give rise to transmission resonances. For this reason, we call the configurations with clean surfaces/straight edges "bulk" (B) and the configurations with impurities/wedges "localized" (L). This distinction should not be taken literally because there might be e.g. surface states in flat surfaces that could couple to the bulk continuum and also across the gap, but will serve as a guide to distinguish different transport regimes. We therefore differentiate three possible cases that give rise to different transport properties: two clean surfaces or straight edges (BB), two surfaces with impurities or two wedges (LL) and a combination of the previous two cases (a clean surface or straight edge and a surface with an impurity or a wedge, BL). With these three configurations, which correspond to the three rows of Fig. ([1](#Fig1){ref-type="fig"}), it is possible to understand the transport behavior of any two surfaces or 2D layers, no matter how complicated the real configuration in an experiment may be. The reason is that only the (two) closest features would give rise to sizeable currents due to the exponential decay with the separation. The impurities or wedges can also be magnetic --in the following we will consider only magnetic configurations, which are the most general cases-, even though this is not a necessary condition to reproduce most of the functionalities (excluding spintronic effects).

Model {#Sec4}
-----

The model is a tight-binding parametrization of the (bulk) states close to the border and the states localized at the surface in different situations. This is a generalization of simple models used before to describe transport in molecular junctions^[@CR26],[@CR27]^ or between graphene edges^[@CR24],[@CR28]^. Even though it is a one-dimensional model, it captures the essential features of more complex systems and produces results that agree with more involved ab-initio simulations. Notice, however, that it might not apply to strongly correlated systems with localized states and large intra-atomic repulsion *U* (i.e. d or f states), where it would be necessary to go beyond a single particle description. The Hamiltonian describes two electrodes coupled through a vacuum gap, $\documentclass[12pt]{minimal}
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                \begin{document}$${\delta }_{ij}$$\end{document}$ is introduced to reflect the fact that the bias potential is constant on each electrode and therefore acts only on the on-site elements (the basis set is orthogonal). The bulk states in this case are non-magnetic and their on-site energy *ε* is placed at zero energy to maintain electron-hole symmetry. The bulk density of states (DOS) is assumed to be constant (wide-band approximation), which is justified in cases where the DOS is smooth around the Fermi level and/or the surface/edge states give the largest contribution to the transmission. Care should be taken, however, in cases with complex DOS, such as e.g. transition metals with d orbitals at the Fermi level.

The surface/edge states have a large magnetic splitting and a electron-hole asymmetry, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$|{\in }_{\uparrow }|\ne |{\in }_{\downarrow }|$$\end{document}$. These states can be uncoupled or weakly coupled to the bulk states. This coupling in real materials can be tuned in principle by using different adsorbate/surface combinations and monoatomic layers or similar systems that change the electronic structure of the surface and its coupling to the bulk, and, in case of 2D materials, by changing the size and/or shape of the wedge. Due to the presence of the surface or edge it is also necessary to introduce corrections in the electronic bulk states close to it. In particular, and for the spin-polarized case, the site that is closest to the edge on each layer has an on-site energy that is slightly different than that of the bulk and develops also a small magnetic splitting due to the interaction with the edge state, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${t}_{11\uparrow }\ne {t}_{11\downarrow }\ne \varepsilon $$\end{document}$. This is necessary to properly reproduce the transport properties of straight magnetic edges, as we will show later. Notice again that this particular magnetic configuration is not necessary for this model to work, i.e. similar transport properties can be obtained with non-magnetic surface/edge states (excluding of course spintronic effects). The coupling across the gap is given by the term $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{V}}_{{\rm{lr}}}={\sum }_{\sigma }[{\gamma }_{{\rm{dd}}\sigma }{\hat{d}}_{{\rm{l}},\sigma }^{\dagger }{\hat{d}}_{{\rm{r}},\sigma }+{\sum }_{i,j=1}^{2}({\gamma }_{{\rm{d}}i\sigma }{\hat{d}}_{{\rm{l}},\sigma }^{\dagger }{\hat{c}}_{{\rm{r}},i\sigma }+{\gamma }_{i{\rm{d}}\sigma }{\hat{c}}_{{\rm{l}},i\sigma }^{\dagger }{\hat{d}}_{{\rm{r}},\sigma }+{\gamma }_{ij\sigma }{\hat{c}}_{{\rm{l}},i\sigma }^{\dagger }{\hat{c}}_{{\rm{r}},j\sigma })+{\rm{h}}\,.\,\,{\rm{c}}.]$$\end{document}$, which includes the coupling between the localized states and/or the bulk states closest to the surface. In this case, the first index in the coupling terms *γ* (*d* or *i*) corresponds to a state in the left part and the second index (*d* or *i/j*) to a state in the right part. The presence of different couplings across the gap gives rise to interference phenomena that can shape the form of the transmission^[@CR27]^. These couplings can be tuned in real systems by carefully adjusting the distance between both sides of the gap with, for instance, mechanically controllable break junction devices^[@CR25]^.

The potential is included as a rigid shift of all the on-site levels of each electrode. This is not an approximation but a rigorous implementation, since the potential falls mainly in the gap, which gives the highest resistance. The physical separation between electrodes and the absence of elements bridging them eliminates also the possibility of charge transfer effects or phenomena such as the Stark effect^[@CR29]^. This makes unnecessary the use of non-equilibrium Green's functions (NEGF) to calculate out-of-equilibrium charge densities and currents^[@CR30]^, which further simplifies the problem.

Results and Discussion {#Sec5}
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BB nanogaps {#Sec6}
-----------

We study first the case of two clean surfaces or straight edges (BB). Ab-initio simulations of electronic transport in finite-width graphene layers terminated in straight zigzag graphene edges passivated with single hydrogen atoms show a featureless, almost flat and asymmetric transmission around the Fermi level (*E*~F~). This is the type of transmission that is expected to appear in systems which have a constant number of bands around the Fermi level and which have states that couple very well to the bulk states (or are part of them) and which also couple across the gap. In case of graphene layers, both spin components of the transmission are slightly different and cross at a certain point near *E*~F~. In order to reproduce these traits, we consider, as commented before, that the bulk state close to the border has a different on-site energy than that of the bulk states and some spin polarization due to the influence of magnetic impurities or magnetic edges. Notice that without such changes the transmission would be flat at *E*~F~, much like the transmission of a perfect chain but smaller due to the weak coupling across the gap. Introducing a shift in the on-site energy creates a electron-hole asymmetry that makes the transmission have a finite slope at *E*~F~. This happens because the transmission is higher at the energy of the on-site level and decreases away from it. The larger the shift towards negative (positive) energies, the bigger the negative (positive) slope. Since the on-site energy has also a exchange splitting, i.e. the energies for both spin components are different, the slopes for the spin-up and spin-down components turn out to be also different. This makes them cross at an energy point $\documentclass[12pt]{minimal}
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We compute the transmission function *T*(*E*) for parallel (P) and antiparallel (AP) spin alignments of the magnetic impurities/edges. We use *t*~*ij*~ = −3 eV (the same values for both spins, unless otherwise stated), *ε* = 0 eV, *t*~11~ = *ε*~1~ = −0.1 eV with an exchange splitting Δ = 0.03 eV $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{\sigma }(E)$$\end{document}$ for both spin alignments in the energy window shown in Fig. ([2](#Fig2){ref-type="fig"}) due to the absence of coupling between the edge and bulk states. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$${\rm{MR}}=({I}^{{\rm{P}}}-{I}^{{\rm{AP}}})/({I}^{{\rm{P}}}+{I}^{{\rm{AP}}})$$\end{document}$ and is shown in panel (d). Figure ([2](#Fig2){ref-type="fig"}) also shows the spin-resolved current-voltage characteristics in panel (c), which give a featureless differential conductance (*G*). This *IV* curve, which reflects a typical ohmic behavior, could enable experimentalists to determine unambiguously the dependence of *G* on the gap length *d*, measured as the distance between the atoms on both edges.Figure 2Transmission at some positive voltages for the up (1) and down (2) spin channels of the parallel (**a**) and the antiparallel (**b**) configurations, current as a function of bias voltage for the spin-up channel of the parallel and the antiparallel configurations (**c**), and magnetoresistance ratio as a function of the bias voltage (**d**) for a system with uncoupled edge states (BB). Double-dotted dashed and double-dashed dotted lines in panels (a~1~) and (a~2~) represent spin up and down zero-bias transmissions for systems with second-order coupling across the gap (2-OC) or coupling to the edge states (LSC), respectively.

The bulk states could also couple across the gap to other bulk states located deeper in the electrodes. We call this coupling second-order coupling (2-OC). Relatively strong 2-OC, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${\gamma }_{22}=-\,0.03\,{\rm{eV}}$$\end{document}$, can lead to more asymmetric transmission functions around *E*~F~ due to the emergence of antiresonances at higher energies (double-dotted dashed lines in panels (a~1~) and (a~2~) of Fig. ([2](#Fig2){ref-type="fig"}). On the other hand, the edge states can also weakly couple to the bulk states --without still coupling across the gap--, which we call localized-state coupling (LSC). This leads to antiresonances located at the positions of the on-site energies of the edge states (double-dashed dotted line in panels (a~1~) and (a~2~) of Fig. ([2](#Fig2){ref-type="fig"})). Both of these additional couplings do not change, however, the ohmic behavior.

BL nanogaps {#Sec7}
-----------

The results for BL nanogaps, where a clean surface/straight edge is in the left and a impurity/wedge is in the right, are shown in Fig. ([3](#Fig3){ref-type="fig"}). We use in this case $\documentclass[12pt]{minimal}
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                \begin{document}$${\gamma }_{1{\rm{d}}}=-\,4.8\times {10}^{-3}\,{\rm{eV}}$$\end{document}$. We keep the magnetic orientation of the left electrode in the up direction and switch upwards or downwards that of the right electrode. As a consequence, the transmission for both bias polarities turns out to be exactly the same, but with an opposite spin polarity, as can be seen in panels (a~1~), (a~2~), (b~1~) and (b~2~) of Fig. ([3](#Fig3){ref-type="fig"}). The transmission shows two sharp resonances located at energies $\documentclass[12pt]{minimal}
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                \begin{document}$$E={\in }_{\sigma }$$\end{document}$ for both spin components. They correspond to localized states that couple asymmetrically to the bulk states on both sides of the gap.Figure 3Transmission at some positive voltages for the up (1) and down (2) spin channels of the parallel (**a**) and the antiparallel (**b**) configurations, current as a function of bias voltage for the spin-up channel of the parallel and the antiparallel configurations (**c**), and magnetoresistance ratio as a function of the bias voltage (**d**) for a system with a clean surface/straight edge on one side and a impurity/wedge on the other (BL). Double-dotted dashed lines in panels (a~1~) and (a~2~) and the inset of (**c**) represent spin up and down zero-bias transmission and current for a system with second-order coupling across the gap (2-OC), respectively.

The current-voltage characteristics, which agree with previous ab-initio simulations and experiments^[@CR24]^, can be understood by looking at the evolution of the transmission shown in panels (a) and (b) of Fig. ([3](#Fig3){ref-type="fig"}). When a positive bias is applied, both resonances shift down in energy according to $\documentclass[12pt]{minimal}
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                \begin{document}$$V=|{\in }_{\downarrow }|/{\rm{e}}$$\end{document}$, while the spin-up current remains small. If the voltage increases further, the level stays inside the window, yielding then a constant current. When the bias reverses, the spin-up resonance enters the bias window and produces a sharp increase of the spin-up current at $\documentclass[12pt]{minimal}
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                \begin{document}$$V=-|{\in }_{\uparrow }|/{\rm{e}}$$\end{document}$, while the spin-down component never enters the window and gives a low current signal. The current in both cases is fully spin-polarized, since one of the spin components is much bigger than the other for each bias polarity. This spin filtering effect would only be achievable, however, at low temperatures unless the magnetic anisotropy of these states is large enough to keep them aligned with a given magnetic configuration.

Changing some parameters can quantitatively alter the results, but the qualitative behavior remains the same. Increasing the coupling between the localized state and the bulk states in the same side, *t*~r,1d~, broadens the resonances but decreases their height because the the couplings of these states become more asymmetric. The broadening can induce a slight asymmetry in the *IV* curve because the resonance that is closer to *E*~F~ gives a larger contribution for the bias polarity for which it does not enter in the bias window and generates a larger current for that component. On a similar note, increasing the coupling across the gap, *γ*~1d~, makes the couplings more symmetric and increases the height of the resonances. This enhances the total value of the current.

The asymmetry in the on-site energies of the levels produces also a clear rectification in the absolute bias range between the entrance of $\documentclass[12pt]{minimal}
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                \begin{document}$${\in }_{\uparrow }$$\end{document}$ (for negative voltages) in the bias window, as can be seen in panel (c) of Fig. ([3](#Fig3){ref-type="fig"}). By changing some parameters it is possible to increase dramatically the rectification ratio (RR). For example, by using $\documentclass[12pt]{minimal}
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                \begin{document}$$\in =-\,1.5\,{\rm{eV}}$$\end{document}$, it is possible to achieve RR larger than 10^4^, which would give a rather good performance. There are basically three factors that affect the RR, in sequential order: (i) the position of the resonances relative to the Fermi level, i.e. the more asymmetric their positions (for instance one resonance close and the other away from the Fermi level) the higher the RR; (ii) the separation between the resonances, i.e. the more separated, the higher the RR; and (iii) the shape (width and height) of the resonances, i.e. the sharper the resonances, the higher the RR. Notice as well that, in order to maximize the RR, the nearer resonance to *E*~F~ should not be very close, so that the bias window starts covering a transmission as small as possible at the beginning.

Second order coupling of the edge states across the gap can also generate Fano antiresonances at high energies that alter the shape of the original resonances, as can be seen in panels (a~1~) and (a~2~) of Fig. ([3](#Fig3){ref-type="fig"}) (double-dotted dashed curve). If such coupling is relatively strong (e.g. *γ*~2d~ = −0.01 eV), which could happen if one of the layers is partly on top of the other, it can lead to non-trivial and highly asymmetric *IV* curves (see the inset of panel (c)). This can also give rather high RR for a range of voltages due the suppression of transmission produced by the antiresonance for a certain bias polarity. In particular, for some combinations of parameters such as $\documentclass[12pt]{minimal}
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                \begin{document}$$\in =-\,0.5\,{\rm{eV}}$$\end{document}$, it is again possible to achieve RR higher than 10^4^.

On the other hand, since both P and AP polarities give almost the same signal, the magnetoresistance turns out to be almost negligible, as shown in panel (d) of Fig. ([3](#Fig3){ref-type="fig"}). The finite MR values are due to the asymmetry introduced by the slightly polarized bulk states close to the surface.

LL nanogaps {#Sec8}
-----------

We finally study the transport properties of LL nanogaps, where two impurities or wedges are facing each other. We use the same relevant parameters as in the previous cases, plus $\documentclass[12pt]{minimal}
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                \begin{document}$${\in }_{\sigma }$$\end{document}$ in the P configuration and two spin-unresolved and smaller resonances located at the same energies in the AP configuration. When a positive voltage is applied in the P configuration, the low-voltage current remains initially small because the levels dealign. The spin-down level on the left stays outside the integration window, while the spin-up level in the same electrode enters it at $\documentclass[12pt]{minimal}
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                \begin{document}$$V=|{\in }_{\uparrow }|/{\rm{e}}$$\end{document}$, increasing the current. The rise is not very big, however, because both spin-up levels are dealigned. Increasing further the voltage decreases the current because both levels dealign even further, giving rise to a NDR feature. The *IV* curve for the P alignment is shown in the inset of panel (c) in Fig. ([4](#Fig4){ref-type="fig"}).Figure 4Transmission at some positive voltages for the up (1) and down (2) spin channels of the parallel (**a**) and the antiparallel (**b**) configurations, current as a function of bias voltage for the spin-up channel of the parallel and the antiparallel configurations (**c**), and magnetoresistance ratio as a function of bias voltage (**d**) for a system with two impurities/wedges (LL). The inset of panel (c) shows a zoom-in of the current for the up and down spin channels of the parallel configuration.

For the AP alignment, the spin-up and -down levels switch at the right electrode. This leads to a rather different behavior as the voltage is raised from zero. Both spin-up levels move towards the integration window and towards each other. They eventually align, giving rise to a sharp increase of the transmission and the current. This is shown schematically in the inset of panel (b~1~). As the voltage increases further, however, both levels dealign, decreasing the current. For the spin-down component, however, the situation reverses: the current stays small for positive biases because both spin-down levels at each side of the gap move away from each other and from the bias window. For negative voltages, the spin down levels enter the bias window, aligning with each other and later dealigning, which results in a large increase and decrease of the spin down current. The spin-resolved current-voltage for positive voltages is shown in the (c) panel of Fig. ([4](#Fig4){ref-type="fig"}). This produces then acute NDR features in the *IV* curve for both bias polarities. The top of the peak at each bias polarity is reached at a voltage equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$|V|=|{\in }_{\uparrow }-{\in }_{\downarrow }|/{\rm{e}}$$\end{document}$. The NDR signal is therefore determined by the location and coupling of the levels, which define the position and height of the peak, and its width.

The NDR peak is not affected by Fano resonances and is rather robust. Increasing the coupling with the bulk states in the same side, *t*~1(r),1d~, broadens and reduces the NDR peak in the AP configuration, while enhances it in the P configuration. This is a consequence of the reduction of the height (specially in the P configuration) and the increase of the width of the resonances. On the other hand, increasing the coupling across the gap, *γ*~dd~, increases the NDR peak and maintains its aspect ratio. This is due to the increase of the height and width (specially in the P configuration) of the resonances. In general, the sharper the NDR peak, the better the operation of the device. This implies that *t*~1(r),1d~ in particular should be as small as possible.

The large current peaks for the AP alignment, which are one order of magnitude larger than those resulting for the P alignment, give also rise to an almost perfect negative MR of −100% at the voltages of the peaks, as can be seen in panel (d) of Fig. ([4](#Fig4){ref-type="fig"}). Large positive MR values (more than 50%) can also be obtained at the voltages of the NDR peaks in the P alignment. Perfect spin rectification is also expected for this configuration. These spintronic features (MR and spin filtering/rectification) would only be possible, however, at low temperatures, unless the states have a relatively large magnetic anisotropy.

Conclusions {#Sec9}
-----------

We studied in this article novel electronic devices based on physical gaps, i.e. systems which only have two electrodes with certain atomic configurations or shapes. We discussed their transport properties and showed, using a tight-binding model, that, depending on the type of termination of both sides, it is possible to generate a plethora of electronic functionalities, which include ohmic behaviour, rectification, NDR and, in case of spin-polarized states, spin-filtering and magnetoresistance. In particular, we showed that clear electronic rectification, sharp NDR peaks, perfect spin rectification and very high magnetoresistance ratios, both positive and negative, can be achieved when one or both sides of the gap have (spin-polarized) localized states. This work defines a new paradigm of electronics that could lead to more functional and robust electronic systems.
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