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We test the ability of a low-dimensional turbulence model to predict how dynamics of large-scale
coherent structures such as convection rolls change in different cell geometries. The model consists
of stochastic ordinary differential equations, which were derived from approximate solutions of the
Navier-Stokes equations. We test the model using Rayleigh-Be´nard convection experiments in a
cubic container, in which there is a single convection roll known as the large-scale circulation (LSC).
The model describes the motion of the orientation θ0 of the LSC as diffusion in a potential determined
by the shape of the cell. The model predicts advected oscillation modes, driven by a restoring force
created by the non-circular shape of the cell cross-section. We observe the corresponding lowest-
wavenumber predicted advected oscillation mode in a cubic cell, in which the LSC orientation θ0
oscillates around a corner, and a slosh angle α rocks back and forth, which is distinct from the
higher-wavenumber advected twisting and sloshing oscillations found in circular cylindrical cells.
Using the Fokker-Planck equation to relate probability distributions of θ0 to the potential, we find
that the potential has quadratic minima near each corner with the same curvature in both the LSC
orientation θ0 and slosh angle α, as predicted. To quantitatively test the model, we report values of
diffusivities and damping time scales for both the LSC orientation θ0 and temperature amplitude
for the Rayleigh number range 8 × 107 ≤ Ra ≤ 3 × 109. The new oscillation mode around corners
is found above a critical Ra = 4 × 108. This critical Ra appears in the model as a crossing of
an underdamped-overdamped transition. The natural frequency of the potential, oscillation period,
power spectrum, and critical Ra for oscillations are consistent with the model if we adjust the model
parameters by up to a factor of 2.9, and values are all within a factor of 3 of model predictions.
However, these uncertainties in model parameters are too large to correctly predict whether the
system is in the underdamped or overdamped state at a given Ra. Since the model was developed
for circular cross sections, the success of the model at predicting the potential and its relation to
other flow properties for a square cross section – which has different flow modes than the circular
cross section – suggests that such a modeling approach could be applied more generally to different
cell geometries that support a single convection roll.
I. INTRODUCTION
While turbulent flows are often thought of as irreg-
ular and erratic, large-scale coherent flow structures are
commonplace in turbulence. Examples of such structures
include convection rolls in the atmosphere, oceans, and
many other geophysical flows. Such structures and their
dynamics can play a significant role in heat and mass
transport.
A particular challenge is to predict the dynamical
states of these large-scale flow structures, and how they
change with different boundary geometries, for example
in the way that local weather patterns depend on the
topography of the Earth’s surface. The Navier-Stokes
equations that describe flows are impractical to solve
for such turbulent flows, so low-dimensional models are
desired. It has long been recognized that the dynami-
cal states of large-scale coherent structures are similar
to those of low-dimensional dynamical systems models
∗ ericmichealbrown@gmail.com
[1] and stochastic ordinary differential equations [2–5].
However, such models tend to be descriptive rather than
predictive, as parameters are typically fit to each obser-
vation, rather than derived from fundamentals such as
the Navier-Stokes equations [6]. In particular, such dy-
namical systems models tend to fail at quantitative pre-
dictions of new dynamical states in regimes outside where
they were parameterized. Our goal is to develop and test
a general low dimensional model that can quantitatively
predict the different dynamical states of large-scale co-
herent structures in different geometries.
We test the application of a low-dimensional model
to different geometries in the model system of turbulent
Rayleigh-Be´nard convection. In Rayleigh-Be´nard con-
vection, a fluid is heated from below and cooled from
above to generate buoyancy-driven flow [7, 8]. This sys-
tem exhibits robust large-scale coherent structures that
retain a similar organized flow structure over a long time.
For example, in containers of aspect ratio near 1, a large-
scale circulation (LSC) forms. This LSC consists of lo-
calized blobs of coherent fluid known as plumes. The
plumes collectively form a single convection roll in a ver-
tical plane that can be identified with appropriate aver-
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2aging over the flow field or timescales on the order of a
turnover period of the circulation [9]. This LSC spon-
taneously breaks the symmetry of symmetric containers,
but turbulent fluctuations cause the LSC orientation θ0
in the horizontal plane to meander spontaneously and
erratically and allow it to sample all orientations [10].
While the LSC exists nearly all of the time, on rare oc-
casions these fluctuations lead to spontaneous cessation
followed by reformation of the LSC [10, 11]. In circular-
cross-section containers, the LSC exhibits an oscillation
mode [12–24] consisting of twisting and sloshing [25–28],
and in some cases a jump-rope-like oscillation [29]. The
Coriolis force causes a rotation of the LSC orientation
[30–32].
There are several low-dimensional models for various
aspects of LSC dynamics [33–41]. Of these, only a few
attempt to address geometry dependence of dynamics.
In one, an approximate analytical model was applied to
ellipsoidal containers, which predicted an oscillation with
a geometry-dependent restoring force [36]. However the
methods used could not be applied to other geometries.
Brown & Ahlers proposed a model of diffusive motion in
a potential well, which is formulated in a way that it can
make predictions for a wide variety of container geome-
tries based on predictions of the potential as a function
of the container cross-section geometry [2, 37, 42].
The model of Brown & Ahlers and its extensions
have successfully described most of the known dynam-
ical modes of the LSC in circular horizontal cross-section
containers including the meandering, cessations, and os-
cillation modes described above [28, 31, 32, 37, 42], with
the exception of the recently observed jump rope mode
which has not yet been modeled. The combination of
twisting and sloshing oscillation modes [25–28] can alter-
natively be described in this model as a single advected
oscillation mode with two oscillation periods per LSC
turnover period [28]. Predictions are typically quanti-
tatively accurate within a factor of 2, but can be more
accurate when more fit parameters are used [43].
While a circular cross section is the trivial case of that
model when it comes to geometry dependence (i.e. the
geometry-dependent term was equal to zero), the model
of Brown & Ahlers has also successfully described some
states and dynamics that are unique to non-circular cross
section containers. In a container with rectangular hor-
izontal cross-section, the model describes the preferred
alignment of the LSC orientation θ0 with the longest
diagonals, and an oscillation of θ0 between nearest-
neighbor diagonals [44]. The model also successfully pre-
dicted the existence of a stochastic switching of the LSC
orientation between adjacent corners of a cubic container
[40, 41, 45–48], including a quantitative prediction of
the frequency of events, and how it varies with the flow
strength [46].
In this manuscript, we test a couple of geometry-
dependent predictions of the model that have not yet
been tested quantitatively. One of these predictions is
how the probability distribution of the LSC orientation
is affected by the container geometry, which directly con-
nects to the potential that provides a forcing to the LSC
orientation via the Fokker-Planck equation. In a cubic
cell, for example, the geometry is predicted to lead to
four preferred orientations aligned with the diagonals of
the cell [42]. While it has been known since before the
development of the model the LSC tends to align with
the diagonals of a cubic container [49–52], the probability
distribution has not yet been quantitatively compared to
the prediction, and thus the potential has not been char-
acterized. The second quantitatively untested prediction
of the model relates to the advected oscillation mode of
the LSC around corners of a cell [42, 44]. While oscilla-
tions around the longest diagonals of a cross-section have
now been observed in horizontal cylinders [44] and a cube
[40], quantitative tests of the model have not yet been
reported regarding the frequency and power spectrum.
This test includes a prediction of a different structure of
the advected oscillation mode in non-circular cross sec-
tions which has not yet been observed: an oscillation in
θ0 in-phase at all heights and sloshing oscillation out of
phase in the top and bottom halves of the cell [28].
The remainder of this manuscript is organized as fol-
lows. The low-dimensional model of Brown & Ahlers is
summarized in Sec. II. Details of the experimental appa-
ratus design, calibrations, and methods used to charac-
terize the LSC orientation are described in Sec. III. Prob-
ability distributions to characterize the model potential
and compare to predictions are presented in Sec. IV. The
detailed prediction for the advected oscillation and mea-
sured power spectra are presented in Sec. V. Predictions
of the oscillation structure and the correlation functions
used to characterize it are presented in Sec. VI. The
frequency of measured oscillations for different Rayleigh
numbers to test the conditions for the existence of the
oscillations is presented in Sec. VII. Measurements of the
different model parameters to apply the model to cu-
bic containers and make comparisons to predictions and
measurements in other geometries are presented in Ap-
pendix 1.
II. REVIEW OF THE LOW-DIMENSIONAL
MODEL
In this section we summarize the model of Brown &
Ahlers, including its geometry-dependent potential [37].
The model consists of a pair of stochastic ordinary dif-
ferential equations, using the empirically known, robust
LSC structure as an approximate solution to the Navier-
Stokes equations to obtain equations of motion for pa-
rameters that describe the LSC dynamics. The effects
of fast, small-scale turbulent fluctuations are separated
from the slower, large-scale motion when obtaining this
approximate solution, then added back in as a stochastic
term in the low-dimensional model. The flow strength in
the direction of the LSC is characterized by the tempera-
ture amplitude δ, corresponding to half the temperature
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FIG. 1. (a) Top view of a circular cross-section container. (b)
Top view of a square cross-section container. In each case,
the circulation plane of the LSC is indicated by the thick
solid line, and the hot side is indicated by the circle with a
diamond in the center, while the cold side is indicated by the
circle with a cross in the center. The slosh angle α is defined
by the lateral displacement of the plane of circulation away
from a line going through the cell center (dotted line). The
orientation of the LSC is defined as the angle θ0 of the hot side
of the center line (dotted line) relative to a corner in a cube
(dashed line). The length of the circulation plane D(θ0, α)
across a horizontal cross-section determines the model poten-
tial in Eq. 3.
difference from the the upward-flowing side of the LSC
to the downward-flowing side. The equation of motion
for δ is
δ˙ =
δ
τδ
− δ
3/2
τδ
√
δ0
+ fδ(t) . (1)
The first forcing term on the right side of the equation
corresponds to buoyancy, which strengthens the LSC, fol-
lowed by damping, which weakens the LSC. δ0 is the sta-
ble fixed point value of δ where buoyancy and damping
balance each other, and τδ is a damping timescale for
changes in the strength of the LSC. fδ(t) is a stochastic
forcing term representing the effect of small-scale turbu-
lent fluctuations and is modeled as Gaussian white noise
with diffusivity Dδ.
The equation of motion for the LSC orientation θ0 is
θ¨0 = − θ˙0δ
τθ˙δ0
−∇Vg(θ0, α) + fθ˙(t) . (2)
The first term on the right side of the equation is a damp-
ing term where τθ˙ is a damping time scale for changes of
orientation of the LSC. fθ˙ is another stochastic forcing
term with diffusivity Dθ˙. Vg is a potential which phys-
ically represents the pressure of the sidewalls acting on
the LSC. Equation 2 is mathematically equivalent to dif-
fusion in a potential landscape Vg(θ0, α).
The potential is given by
Vg(θ0, α) =
〈
3ω2φH
2
4D(θ0, α)2
〉
γ
(3)
where ωφ is the angular turnover frequency of the LSC,
and H is the height of the container [42]. D(θ0, α) is the
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FIG. 2. The model potential Vg(θ0) for a cubic cell when
α = 0, normalized by ω2φ to make it purely a function of
container geometry. Solid line: exact expression from Eq. 3.
Dotted lines: quadratic approximations around each poten-
tial minimum. The potential minima correspond to the four
corners of the cell. Eq. 2 describes diffusive fluctuations of θ0
in this potential, in which θ0 can occasionally cross the barri-
ers to switch between corners, or oscillate around a potential
minimum.
distance across a horizontal cross-section of the cell, as
a function of θ0 and α as shown in Fig. 1. The nota-
tion 〈...〉γ represents a smoothing of the potential over a
range of γ = pi/10 in θ0 due to the non-zero width of the
LSC [44]. Equation 3 includes an update to the numer-
ical coefficient, given here for aspect ratio 1 containers
[44]. This expression assumes a mean solution for δ = δ0
as an approximation to ignore any δ-dependence in the
potential. The diameter function D(θ0, α) can be eval-
uated for any cross-sectional geometry, with the caveat
that in this form of the model the geometry must sup-
port a single-roll LSC. In practice, this requires aspect
ratios of order 1, and assumes the horizontal cross-section
variation affects the flow structure more than any vari-
ation with height. Since D(θ0, α) can be calculated for
a given geometry as illustrated in Fig. 1, then Vg(θ0, α)
can be predicted explicitly (for example, shown in Fig. 2
for a square cross section [42, 46]). Equation 2 can then
be solved statistically for any cross-section that has a
single-roll LSC. Predictions exist for δ0, τθ˙, and τδ using
approximation solutions of the Navier-Stokes equations
[37]. The only parameters that have not been predicted
are the constants Dθ˙ and Dδ, which in principle could be
predicted from models of turbulent kinetic energy in fu-
ture work. In practice, Dθ˙ and Dδ, τθ˙, and τδ can all be
obtained from independent measurements of the mean-
square displacement of θ˙0 and δ over time, and δ0 can be
obtained from the peak of the probability distribution of
δ [37]. Short term measurements from sparse data can
then be used as input to the model to make predictions
of more complex dynamics such as oscillation structures
and stochastic barrier crossing.
4Equations 1 and 2 have mainly been applied to describe
LSC dynamics in circular-cross-secction containers. Most
of the time, δ fluctuates around its stable fixed point at
δ0 in Eq. 1. Occasionally, cessations occur when δ drops
to near zero. When these cessations occur, the damping
term n Eq. 2 weakens, allowing larger diffusive meander-
ing in θ0 [37]. Additional forcing terms in Eqs. 1 and
2 due to tilting the cell relative to gravity produced a
potential minimum in the plane of the tilt [42]. If a cell
is tilted far enough, this can provide enough of a restor-
ing force to overcome damping, and an oscillation can
then be driven by turbulent fluctuations which provide a
broad spectrum noise to drive oscillations at the resonant
frequency of the potential [42]. Oscillations observed in
leveled circular-cross-section containers are a combina-
tion of twisting [25, 53] and sloshing [26, 27] oscillation
modes. This combination can alternatively be described
as a single advected oscillation mode based on an exten-
sion of Eq. 2 to include advection in the direction of the
LSC motion [28]. The restoring force comes from the po-
tential of Eq. 3 increasing as the diameter D(α) changes
as the slosh angle α oscillates, as illustrated in Fig. 1a. In
this case, while there is still a turbulent background driv-
ing a broad spectrum of frequencies, advection in a closed
loop limits the solutions with constructive interference to
those that have integer multiples of the frequency of the
LSC turnover, and only even-order modes have a restor-
ing force in α for a circular cross section (corresponding
to the twisting and sloshing modes).
The geoemetry-dependent potential Vg(θ0, α) can pro-
duce different LSC dynamics. For example, oscillations
can occur around a potential minimum at a corner of
a cell [40, 44]. Large fluctuations can lead to the LSC
crossing potential barriers between wells if the fluctua-
tion energy level Dθ˙τθ˙ is not too much smaller than the
potential barrier height ∆Vg [46]. In rectangular cross-
section cells, the potential barrier heights shrink along
the shorter sides of the rectangle, leading to more fre-
quent barrier crossings [44], and periodic oscillations be-
tween neighboring potential minima also occur if Dθ˙τθ˙ is
larger than ∆Vg [44]. A cubic cell was chosen to study
oscillations around corners because it has the potential
minima around corners to provide a restoring force for
oscillations, while there are no lowered potential barri-
ers between neighboring corners, which suppresses peri-
odic oscillations between neighboring corners. Detailed
predictions for the potential and oscillations in a cubic
geometry are given in Secs. IV, V A, and Appendix 3.
III. THE EXPERIMENTAL APPARATUS AND
METHODS
A. Apparatus
The design of the apparatus was based on an earlier
circular cylindrical cell [54], but with a cubic flow cham-
ber instead. It is the same apparatus used in Ref. [46],
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FIG. 3. A schematic of the experimental setup. (a) Top
view. (b) Side view. Thermistor locations on the sidewall are
indicated by circles.
but described here for the first time in detail. The flow
chamber is nearly cubic, with height H = 20.32 cm, and
horizontal dimensions measured at the top and bottom
plates of 20.04 cm and 19.99 cm, as is shown in Fig. 3.
To control the temperature difference ∆T between the
top and bottom of the cell, water was circulated through
top and bottom plates, each by a temperature-controlled
water bath. The plates were aluminum, with double-
spiral water-cooling channels as in [55], except that the
inlet and outlet of each plate were adjacent to minimize
the spatial temperature variation within the plates. Each
plate had 5 thermistors to record control temperatures,
with one at the center and one on the diagonal between
the center and each corner of the plate. The top and
bottom plate were parallel within 0.06◦.
The sidewalls were plexiglas to thermally insulate the
cell from the surroundings. Three out of four of the side-
walls had a thickness of 0.55 cm. The fourth sidewall
(referred to as the middle wall) was shared with another
identical flow chamber to be used in future experiments.
The middle wall had a thickness of 0.90 cm to thermally
insulate the chambers from each other.
The flow chamber was further insulated from the room
as in Ref. [55] with 5 cm thick closed-cell foam around
the cell, surrounded on the sides by a copper shield with
water at temperature 23.00± 0.02◦C circulating through
a pipe welded to the shield. The shield was surrounded
by an outer layer of 2.5 cm thick open-cell foam.
To measure the LSC, thermistors were mounted in the
sidewalls as in [30]. There were 3 rows thermistors at
heights −H/4, 0 and H/4 relative to the middle height,
as shown in Fig. 3. In each row there were 8 thermis-
tors lined up vertically and equally spaced in the angle θ
measured in a horizontal plane, as shown in Fig. 3a.
On the 3 outer walls, the thermistors were mounted
in blind holes drilled into the sidewall from outside, 0.05
cm away from the fluid surface. To mount the thermis-
tors in the middle wall, two grooves were cut on each
side of the middle wall in which to place the thermistors
and run wiring through the grooves and out the holes in
the top plate. The thickness of the width of the mid-
dle wall between the grooves was reduced to 0.27 cm.
5The remaining space in the grooves was filled with sil-
icon sealant so the flow chambers remained thermally
insulated from each other. The silicon sealant protruded
out of the grooves by as much as 0.17 cm over a surface
area 1.78 cm x 0.40 cm. Silicon sealant was also used to
seal the four edges where the sidewalls meet along the
height of the cell which stuck out less than 0.1 cm in a
region within 0.5 cm of the edge along the wall. The side-
walls bowed out by up to 0.07 cm at the mid-height near
the middle wall. The top and bottom plate each had
a small hole of diameter 0.17 cm, and the middle wall
had a hole of diameter 0.2 cm in a corner, which was
mostly above the level of the top plate, for filling, de-
gassing, and pressure release of the flow chamber. All of
the aforementioned variations away from a perfectly cu-
bic cell can introduce asymmetries that in principle can
affect the flow dynamics [30]. However, we will confirm
in Sec. IV that the cubic shape is the dominant geometric
factor, and that non-uniformities in the plate tempera-
ture are the largest source of asymmetry in measurements
(Secs. III E, IV A 4).
The alignment of the LSC can also be controlled with
a small tilt of the cell relative to gravity [9]. Unless oth-
erwise specified, we report measurements with the cell
tilted at an angle of β = (1.0 ± 0.2)◦ relative to gravity,
in the plane along a diagonal at orientation θβ = 0±0.03
rad, to lock the LSC orientation near one diagonal and
suppress diagonal-switching.
The working fluid was degassed and deionized water
with mean temperature of 23.0◦C, for a Prandtl num-
ber Pr = ν/κ = 6.41, where the ν = 9.36 × 10−7 m2/s
is the kinematic viscosity and κ = 1.46 × 10−7 m2/s is
the thermal diffusivity. The Rayleigh number is given
by Ra = gαT∆TH
3/κν where g is the acceleration of
gravity, and αT = 0.000238/K is the thermal expansion
coefficient. Unless otherwise specified, we report mea-
surements at ∆T = 18.35 ◦C for Ra = 2.62× 109.
B. Thermistor calibration
The thermistors in the top and bottom plates were
calibrated together inside a water bath. The thermis-
tors embedded in the sidewalls were calibrated inside the
cell every few months relative to the plate temperatures.
The calibrations identified systematic errors in tempera-
ture measurements of Terr = 4 mK, mostly due to drift
in thermistor behavior between calibration checkpoints.
Fluctuations of recorded temperature in equilibrium had
a standard deviation of 0.7 mK, corresponding to the
random error on temperature measurements. Deviations
from the calibration fit function were typically 6 mK for
the plate thermistors, which are much smaller than sys-
tematic effects of the top and bottom plate temperature
non-uniformity (see Sec. III E).
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FIG. 4. Example of the temperature profile measured by the
sidewall thermistors. Solid curve: cosine fitting which gives
the LSC orientation θ0 and amplitude δ. Dotted curve: fit of
the cosine term plus the 2nd order sine term A2. The shift in
peak locations (vertical lines) between the two curves defines
the slosh angle α.
C. Obtaining the LSC orientation θ0
To characterize the LSC in a noisy background of tur-
bulent fluctuations, we the function
T = T0 + δcos(θ − θ0) (4)
to obtain the orientation θ0 and strength δ of the LSC
[10]. This is fit to measurements of the 8 sidewall ther-
mistor temperatures in the same row every 9.7 s. An
example of the temperature profile measured by the side-
wall thermistors for one time step at the middle row for
Ra = 2.62 × 109 is shown in Fig. 4 along with the co-
sine fit. Deviations from the cosine fit at one instant
are mostly due to local temperature fluctuations from
turbulence. Propagating the error on the thermistor
measurements from Sec. III B leads to systematic un-
certainties of ∆θ0 = Terr/δ
√
8 = 1.5/δ mK/rad and
∆δ = Terr/
√
8 = 1.5 mK, corresponding to 0.003 rad and
0.3% errors, respectively, at our typical Ra = 2.62× 109.
Throughout this manuscript, we present data for the
middle row thermistors only, unless otherwise stated.
D. Obtaining the slosh angle α
Some oscillations of the LSC shape can be character-
ized in terms of the slosh angle α [26–28]. We use the
same definition of the slosh angle α as in Ref. [28] based
on the shift in the extrema of the profile T (θ) away from
θ0. The temperature profile is quantified by the Fourier
series
T = T0 + δ cos(θ − θ0) +
4∑
n=2
An sin[n(θ − θ0)] (5)
6at each point in time, where the Fourier moments are
An =
1
4
8∑
i=1
[Ti − T0 − δ cos(θ − θ0)] sin[n(θ − θ0)] . (6)
Here the sum over i corresponds to the sum over dif-
ferent thermistors. Moments are calculated only up to
4th order due to the Nyquist limit with 8 temperature
measurement locations. We do not include cosine terms
since they are relatively small [56], and do not shift the
extrema of the temperature profile much. A1 is not in-
cluded because it is trivially zero since we first fit to Eq. 4.
Following the procedure of Ref. [28], the slosh angle α
is calculated as the shift of the positions of the extrema of
the temperature profile from the sum of the δ term and
A2 term only in Eq. 5, which yields the implicit equa-
tion δ sinα = 2A2 cos(2α) to solve for α. An example of
this fitting is shown as the dotted line in Fig. 4. Note
that A2 is small compared to the variation around the
fit due to turbulent fluctuations, so measurements of A2
include a lot of noise, but we will see in Sec. VI that
an oscillation structure can still be determined from a
power spectrum of A2, as was found for cylindrical cells
[28]. The absolute error on A2 is the same as the error on
δ, since both are the result of fitting the same tempera-
ture profile. Propagating the temperature measurement
error of ∆Terr = 4.1 mK results in the systematic error
∆α ≈ 2∆A2/δ = 0.007 rad in the small α limit (since A2
is much smaller than δ) at Ra = 2.62 × 109. The ratio
of errors on ∆α/∆θ0 = 4
√
2∆A2/∆Terr = 2.3 indicates
that α is more sensitive to temperature forcing than θ0.
E. Effects of the plate temperature non-uniformity
We quantify the variation of the top and bottom plate
temperatures because it has been shown that even a
slight variation in temperature profile can have a large
affect on the alignment of the LSC [30]. The spatial vari-
ation of the temperature within each plate is shown in
Fig. 5. These measurements were done in a level cell
(β = 0± 0.003 deg). We show the mean temperature of
each thermistor Ti normalized as 〈Ti − T0〉/∆T , where
T0 is the average temperature of the five thermistors in
the same plate. The standard deviation of Ti − T0 is
0.005∆T , which is more uniform than previous experi-
ments [55]. It can be seen in Fig. 5 that the ratio for
each thermistor is consistent for different ∆T , indicating
this is a systematic effect coming from imperfections in
the plates and cooling channel design.
To determine how much the temperature profile in the
top and bottom plates affects the LSC, we switched the
flow direction of the temperature-controlled water in the
top and bottom plates. Figure 6 shows probability dis-
tributions p(θ0) in panel (a) and p(α) in panel (b) for for-
ward and reversed flow in the plates, when ∆T = 18.35◦
C. The peak location of p(θ0) shifted by 0.1 rad and the
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FIG. 5. (color online) The spatial variation of the tempera-
ture in the top and bottom plates 〈Ti − T0〉/∆T . Different
symbols represent different plate thermistors. Red symbols:
thermistors in the bottom plates. Black symbols: thermistors
in the top plates. Solid symbols represent thermistors in the
cell we report data from in this paper, while open symbols
correspond to data in the adjacent cell. The down-pointing
triangle, up-pointing triangle, square and circle symbols rep-
resent the plate thermistors at orientations 0, pi/2, pi and
3pi/2, respectively, while the diamonds correspond to ther-
mistors at the center of their plates. The standard deviation
of temperatures in each plate is 0.005∆T .
peak of p(α) shifted by 0.2 rad, and even which of the cor-
ners the LSC sampled changed (only data from the corner
which was sampled by both datasets are shown in Fig. 6).
The larger shift in p(α) is a consequence of the larger
sensitivity of α to changes in temperature by a factor of
2.3 (Sec. III D). Additionally, p(α) became skewed to one
side after the change in flow direction, indicating that
non-uniformity in the plate temperature can also change
the shape of the distributions. Assuming the standard
deviation of plate temperatures of 0.005∆T extends into
the LSC, we estimate ∆θ0 = 0.005∆T/δ
√
8 = 0.08 rad
for ∆T = 18.35◦ C, close to the observed shift in the
peak of p(θ0) in Fig. 6. This confirms that significant
effects on p(θ0) and p(α) observed in Fig. 6 are due to
the non-uniformities in the plate temperatures, and the
temperature variation in the plate extends into the LSC.
IV. THE POTENTIAL Vg
A. Relating Vg(θ0) to the probability distribution of
θ0
We start our analysis of the potential in one dimen-
sion to focus on the 4-well potential in θ0. For now we
ignore α (i.e. set α = 0), although we will include α in
our analysis starting Sec. IV B. We test the prediction
of the potential Vg(θ0) given in Eq. 3 by measuring the
probability distribution p(θ0). The two are related by
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FIG. 6. Probability distributions of (a) θ0 and (b) α for for-
ward flow (open symbols) and reversed flow (solid symbols)
in the cooling channels of the top and bottom plates. The
plate temperature distributions significantly affect both the
peak location and shape of the probability distributions of θ0
and α.
the steady-state solution of the Fokker-Planck equation
for Eq. 2, assuming overdamped stochastic motion in a
potential, and approximating δ = δ0, resulting in [44]
− ln p(θ0) = Vg(θ0)
Dθ˙τθ˙
. (7)
To test this prediction, we searched for a 4-peaked
p(θ0) by carefully leveling the cell. Due to the extreme
sensitivity of p(θ0) to weak asymmetric forcings mainly
from the non-uniformity in the plate temperature, we
usually find p(θ0) is locked mainly in 1 corner, even when
we nominally level the cell (see Fig. 6). To get such a
uniform, 4-peaked p(θ0) required a months-long effort to
tune the tilt angle β to just the right value to mostly
cancel out other sources of asymmetry. We show a mea-
surement of p(θ0) with 4 peaks in Fig. 7 at Ra= 4.8×108
and β = 0.0005 ± 0.0009 rad (This is the same dataset
used in Ref. [46]). Even with the extreme effort to ob-
tain a 4-peaked p(θ0), this data is not entirely ergodic,
as crossings of the LSC orientation from corner to cor-
ner only occurred 48 times during the time series, for an
average of 12 crossings of each potential barrier and sam-
pling each potential well 12 times, with an approximately
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FIG. 7. Circles: A measured probability distribution p(θ0)
with 4 wells. Solid line: model prediction from Eq. 7 with τθ˙
as an adjustable fit parameter. This shows that the predicted
4-peaked p(θ0) can be obtained in experiments, although it
required extreme effort required to carefully tilt the cell to
cancel out other sources of asymmetry.
1/
√
12 = 30% error on the relative peaks and minima of
p(θ0). The corresponding prediction of p(θ0) from Eq. 7
is shown for comparison where we used the measured
values Dθ˙ = 2.37 × 10−6 rad2/s3 and T = 286 s for a
different dataset at the same nominal parameter values
[46], and fit τθ˙ = 45.5 s (a factor of 2.6 larger than the
measured value at the same nominal parameter values).
The comparison indicates that the general shape of the
4-peaked p(θ0) can be achieved in experiment, although
the extreme sensitivity to asymmetries makes this more
of a special limiting case than a typical case.
1. Natural frequency ωr
In anticipation of analytical solutions for oscillation
modes, we write an approximation of Vg(θ0) in terms of
a first order expansion around each corner for small θ0
as in Ref. [44]
Vg(θ0) ≈ 1
2
ω2rθ
2
0 + V0 , (8)
where ωr corresponds to the natural frequency of oscil-
lations around the potential minimum. ωr is predicted
from Eq. 3 to be [46]
ωr =
√
15
pi
ωφ , (9)
where ωφ = 2pi/T and T is the turnover time of the
LSC. Figure 2 shows the quadratic approximation of the
potential in comparison to the full solution.
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FIG. 8. The probability distribution p(θ0) around a single
corner, rescaled as − ln p(θ0) to be equal to the predicted
dimensionless potential Vg(θ0)/Dθ˙τθ˙. Solid line: quadratic fit
to the data, indicating agreement with the prediction of Eq. 8.
For a quantitative test of the predicted quadratic po-
tential minimum, we compare to measurements where
p(θ0) is locked around a single corner. In most of our
experiments, we find long intervals where the LSC orien-
tation is locked around a single corner due to the large
potential barriers, and further enforce this orientation-
locking with a standard tilt of the cell by β = 1◦ at Ra
= 2.62 × 109. The measured − ln p(θ0) for this case is
shown in Fig. 8. We find that the peak of p(θ0) is off-
set slightly from the corner, by 0.05 rad, consistent with
the 0.1 rad uncertainty on the peak position due to the
non-uniform plate temperature. To compare the shape
of p(θ0) to the prediction of Eq. 7, we combine Eq. 7
and Eq. 8 into a fit function, and include an offset θp to
account for the shift in the peak of p(θ0) from the corner:
− ln p(θ0) = 1
2
ω2r
Dθ˙τθ˙
(θ0 − θp)2 + V0
Dθ˙τθ˙
. (10)
To obtain the curvature ω2r/Dθ˙τθ˙, we fit Eq. 10 to data in
Fig. 8. The input errors for fitting − ln p(θ0) were prop-
agated errors on p(θ0) assuming a Poisson distribution,
and the fit is reported over the largest range of data which
had a reduced χ2 ≈ 1. The fit range of 0.3 rad is shown
as the curve in Fig. 8. This range includes 81% of the
measured data, and 95% of the data is in a range where
the quadratic approximation of the potential from Eq. 8
is within 5% of the exact calculation of Vg(θ0) from Eq. 3
(illustrated in Fig. 2). This indicates that the quadratic
shape of the potential is correctly predicted within the
measurement resolution over the range where most of the
data is found. The fit of Eq. 10 to the data in Fig. 8 yields
the curvature ω2r/Dθ˙τθ˙, which is multiplied by the mea-
sured values of Dθ˙ and τθ˙ obtained from data at the same
Ra in Figs. 26 and 27 of Appendix 1 to obtain ωr.
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FIG. 9. The natural frequency ωr of the potential as a func-
tion of Ra, obtained from fitting − ln p(θ0). Solid line: power
law fit to the data for Ra > 2 × 108. Dashed line: The
predicted potential from Eq. 8 using the measured turnover
time T . ωr scales with the inverse of T as predicted for Ra
> 2× 108, although the magnitude of ωr is 2.6 times smaller
than the prediction in this range.
2. Ra-dependence of ωr
Values of ωr are obtained by fitting − ln p(θ0) at dif-
ferent Ra. Fits were done with a fixed fit range equal
to 2.3 times the standard deviation of the distribution
(consistently 80% of the data). For Ra < 8 × 108, the
reduced χ2 increases from 1 up to 16 at the lowest Ra,
coinciding with an increased asymmetry of the proba-
bility distribution around the potential minimum. This
indicates an inconsistency with the predicted quadratic
probability distribution at lower Ra. The larger χ2 may
result from the increased correlation time of θ0 at higher
Ra [37], which makes the data in p(θ0) less independent
of each other, and the Poisson distribution a less good
approximation for the error.
Values of ωr are shown as a function of Ra in Fig. 9.
The errors on ωr shown in Fig. 9 include the error on
the fits and errors propagated from the scatter of the
data of 9.6% on Dθ˙ from Fig. 26 and 3.2% on τθ˙ from
Fig. 27. For comparison, we also plot the model predic-
tion for the natural frequency ωr in Fig. 9. The predic-
tion is obtained by plugging in the fit of the measured
turnover time T vs. Ra from Fig. 21 into Eq. 9 to obtain
ωr = 7.71×10−7Ra0.55±0.05 s−1. A power law fit to data
for Ra > 2 × 108 yields ωr = 3.7 × 10−7Ra0.54±0.03 s−1,
shown in Fig. 9. The errors on the power law exponent
overlap for the prediction and data, indicating consis-
tency with the predicted scaling relation for Ra > 2×108.
The prediction is on average 2.6 times the measured data
in this range of Ra. Such an error is typical of this model-
ing approach [28, 37, 42], as it makes significant approx-
imations about the shape of the LSC, scale separation
between the LSC and small-scale turbulent fluctuations,
and the distribution of turbulent fluctuations.
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FIG. 10. The measured dimensionless potential − ln p(θ0)
when the cell is carefully tilted to cancel most sources of
asymmetry. Curves: quadratic fits of the potential minima
and maxima to obtain ωr, ωmax and ∆Vg.
To confirm that the small tilt of β = 1◦ did not bias the
data, we applied the same procedure to obtain ω2r/Dθ˙τθ˙
by fitting data at β = 0 for Ra = 2.62× 109, normalizing
the fit curvature of − ln p(θ0) by values of Dθ˙ and τθ˙
measured at β = 0. We found consistent values of ωr at
both tilt angles within the 5% error. On the other hand,
the non-uniformity in plate temperature has a significant
effect on p(θ0); the change in flow direction in the plates
shown in Fig. 6a caused a 20% change in the fit value of
ωr.
3. Barrier crossing
Other aspects of the shape of the potential are relevant
to calculating the rate of the LSC orientation θ0 cross-
ing a potential barrier ∆Vg from one corner to another.
We previously reported the overall barrier crossing rate
in [46], and here we show measurements of the geometric
parameters used in Kramer’s formulation [57]. This re-
quires not only the natural frequency ωr at the potential
minimum, but also a quadratic fit around the maximum
of the potential with a corresponding frequency ωmax,
and the potential barrier height ∆Vg [46]. These barrier
crossing events are non-existent in most of our datasets,
such as those represented in Fig. 8 where the LSC is
locked into a narrow range of θ0 around a single corner
due to the tilt of the cell. Instead, ωmax and ∆Vg can be
obtained from more ergodic data such as in Fig. 7 where
the cell was tilted carefully to make each potential well
nearly equally likely. In a previous article, we showed
that accurate predictions of the rate of barrier crossing
ω could be made using a Kramers’ formulation
ω =
ωrωmaxτθ˙
2pi
exp
(
− ∆Vg
Dθ˙τθ˙
)
(11)
where we predicted ωmax =
√
3/2ωφ, ∆Vg = (3/8)(1 −
γ/2)ω2φ from Eq. 3, and with values of τθ˙, Dθ˙, and ωφ
obtained from independent measurements [46]. Here,
we show the intermediate step that relates the param-
eters ωmax and ∆Vg directly to the potential. To do
so, we convert the probability distribution in Fig. 7 to
− ln p(θ0) and plot it in Fig. 10. Figure 10 also shows fits
of Eq. 10 to data around each potential minimum to ob-
tain ω2r/Dθ˙τθ˙, and analogous fits around each potential
maximum of
− ln p(θ0) = −1
2
ω2max
Dθ˙τθ˙
(θ0 − θmax)2 + V0 + ∆Vg
Dθ˙τθ˙
. (12)
To obtain the natural frequencies ωr and ωmax, the
fit curvatures of ω2r/Dθ˙τθ˙ and ω
2
max/Dθ˙τθ˙ are multi-
plied by the measured parameters for τθ˙ = 17.5 s and
Dθ˙ = 2.37 × 10−6 rad2/s3 for data at the same nomi-
nal parameter values [46], and averaged together for the
four fits of each. Averaging over the 4 minima or max-
ima helps reduce the bias introduced from the plate tem-
perature non-uniformity, which may affect the curvature
of each minimum and maximum differently. This yields
ωr = 0.015 s
−1 (3 times smaller than the prediction of
Eq. 9, similar to Fig. 9), and ωmax = 0.046 s
−1 (70%
larger than the prediction [46]). The potential barrier
∆Vg was obtained by averaging the vales of the fits of
Eq. 12, while fixing V0 to have the same value for the
fits of Eq. 10 and 12, resulting in ∆Vg = 1.1× 10−4 s−2
(30% smaller than the prediction [46]). These parame-
ters overestimate the measured barrier crossing rate ω by
a factor of 2. This confirms that the relevant quantifiable
features of the potential Vg can all be predicted within a
factor of 3.
4. Quantitative comparisons of sources of asymmetry
Asymmetries in the dynamics of the LSC are often at-
tributed in part to imperfections in the shape of the con-
tainer, slight tilt of the cell, temperature profile in the
plates, and Earth’s Coriolis force [42]. Here we quanti-
tatively compare how large a contribution some of these
make to the potential. The largest imperfection in the
shape of our flow cell is the epoxy sticking out of the mid-
dle wall to protect thermistors by ∆D = 0.17 cm. The
predicted potential difference due to this epoxy at its
most extreme position relative to the potential difference
from the cubic shape is ∆V/∆Vg ≈ 4∆D/L = 8%. In
terms of the dimensionless potential V/Dθ˙τθ˙, the change
from potential minimum to maximum due to the cubic
geometry is −∆ ln p(θ0) = 2.6 based on the average of fits
in Fig. 10, so the effect of the wall shape imperfection is
expected to be −∆ ln p(θ0) = 0.2. For comparison, the
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difference due to the change in flow direction in Fig. 6 is
−∆ ln p(θ0) = 3.3 at the orientation where the difference
is largest, much larger than the wall shape imperfection,
and even larger than the effect of the cubic geometry.
This explains why in a nominally leveled cell we observed
a single-peaked probability distribution of θ0 instead of 4
peaks – the plate temperature profile is dominating the
potential. Only when we tilted the cell to cancel out most
of the effect of the plate temperature nonuniformity did
we observe the 4-peaked probability distribution.
When we calculate values of ωr, part of the curva-
ture of − ln p(θ0) we measure might come from the plate
temperature non-uniformity, other sources of asymmetry,
and non-ergodic statistics. Thus, the values we report
may be affected by this. For example, the values of ωr
measured at different potential minima in Fig. 10 have
a standard deviation of 36%, while the errors on indi-
vidual fits average 15%. This suggests the other 21% of
the variation in measured ωr comes from asymmetries in
the cell, which corresponds to a systematic error in re-
ported values of ωr from single-corner measurements such
as Fig. 8. A similar difference of 20% in ωr is obtained
from data before and after switching the flow direction
in the top and bottom plates in Fig. 6, confirming this
asymmetry in the measured potential could come from
the plate temperature non-uniformity.
B. Generalization of the potential to Vg(θ0, α)
While the geometry-dependence of the potential Vg
(Eq. 3) was first introduced as a function of θ0 [37], and
the slosh displacement represented by the angle α is re-
sponsible for the sloshing oscillation in circular cylindri-
cal cells [28], the potential has not been calculated as a
function of both parameters before. To obtain a potential
in terms of both θ0 and α using the method of Brown &
Ahlers [42], we first calculate the horizontal cross-section
length D(θ0, α) in a square horizontal cross-section with
displacements in both θ0 and α as illustrated in Fig. 1b.
This purely geometric calculation is an extension to a pre-
vious calculation for a rectangular cell for θ0 [44], with
the additional variable α. A full derivation of the path-
length D(θ0, α) is given in Appendix 2. For analytical
calculations near corners, where most of the data lies,
the expression simplifies in the small angle limit for both
θ0 and α to
D(θ0, α)
2 ≈ 2H2(1− |θ0 + α| − |θ0 − α|) . (13)
We next convert D(θ0, α) to a potential via Eq. 3, which
includes smoothing over the width γ = pi/10 to account
for the finite width of the LSC as in Ref. [44]. To smooth
the potential with two parameters, we integrate over the
orientations of the hot side of the LSC αh = θ0 + α, and
the cold side of the LSC αc = θ0 − α, as ilustrated in
Fig. 1. The bounds of the integrals are from αh− γ/2 to
αh + γ/2 on the hot side, and from αc− γ/2 to αc + γ/2
on the cold side. We change the variables in Eq. 13 to
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FIG. 11. The probability distribution p(α), rescaled as
− ln p(α) to be equal to the predicted dimensionless potential
Vg(α)/Dθ˙τθ˙. Line: quadratic fit using the predicted shape
from Eq. 14.
αh and αc when substituting into Eq. 3 for the integral,
and then change the variables back to θ0 and α to obtain
Vg(θ0, α) ≈
15ω2φ(α
2 + θ20)
2pi
(14)
in the limit of small α and θ0, and ignoring an addictive
constant in a potential. This quadratic potential leads
to harmonic oscillator solutions to Eq. 2 as a result of
the smoothing over the range γ in Eq. 3, with equal cur-
vatures for the potentials in θ0 and α, and thus equal
natural frequencies for oscillations in each variable. This
contrasts with the potential for a circular cross section,
in which θ0 does not appear in the potential.
C. p(α)
To test the prediction that the potential has the same
form in θ0 and α in the small angle limit, we show
− ln p(α) in Fig. 11 as we did for − ln p(θ0) in Fig. 8,
using the same data set as in Fig. 8. Figure 11 shows
the potential minimum offset from the corner at 0 by al-
most 0.2 rad, within the deviation of 0.2 rad found when
switching the direction of water flowing through the top
and bottom plates in Fig. 6b. The skewness in p(α) in
Fig. 11 is also within the range observed in Fig. 6b. Thus,
these deviations of the peak locations from the corner and
asymmetry in p(α) are likely due to the non-uniformity
of the plate temperature, and are not interpreted to be
significant results relevant to the idealized geometry of a
cube.
A fit of a quadratic function to − ln p(α) is shown in
Fig. 11 using the same fit range of 0.3 rad as in Fig. 8.
This fit range includes 77% of the measured data. The
reduced χ2 = 8 in this fit range using Poisson statistics.
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projection ωr
p(θ0) 47± 9
p(α) 46± 18
p(θ0, α = αp) 47± 9
p(α, θ0 = θp) 48± 19
p(θ0 − θp = α− αp) 50± 10
p[θ0 − θp = −(α− αp)] 41± 8
TABLE I. Comparison of the natural frequency ωr in units of
mrad/s obtained from quadratic fits of various projections of
the two-dimensional probability distribution p(θ0, α). Values
are obtained from fits of − ln p(θ0) in Fig. 8 and of − ln p(α)
in Fig. 11, as well as from fits of the negative logarithm of the
joint probability distribution p(θ0, α) along the 4 slices of the
(θ0, α) plane shown in Fig. 12. The natural frequency ωr and
thus the curvature of the potential are consistent along all dif-
ferent slices, in agreement with the predicted quadratic shape
of the potential in Eq. 14, and indicate that distributions of
θ0 and α are independent of each other.
This larger χ2 than for the quadratic fit of p(θ0) may be
the result of a skewing of p(α) due to the plate temper-
ature non-uniformity, which was found to have a larger
effect on α than on θ0 by a factor of 2.3 (Sec. III D).
The values of ωr obtained from p(θ0) and p(α) are
shown in Table I. The curvatures fit in both Figs. 8 and 11
were divided by measured values of Dθ˙τθ˙ from Fig. 26 to
obtain ωr. The dominant error is due the plate tempera-
ture non-uniformity, which was measured from the differ-
ence in ωr obtained from data before and after switching
the flow direction in the top and bottom plates in Fig. 6,
to be 20% for p(θ0) and 40% for p(α). This error may be
different for each distribution, so is considered an error
for the purposes of comparisons within Table I. In mul-
tiplying the curvature of − ln p(θ0) by Dθ˙τθ˙, there is an
additional systematic error of 10% on ωr that is the same
for each distribution, so is not reported in Table I. The
values of ωr are consistent for p(θ0) and p(α) – well within
the error from the plate temperature non-uniformity – as
predicted from Eq. 14.
D. p(θ0, α)
To test the quadratic potential approximation in
Eq. 14 in both θ0 and α simultaneously, we calculate the
joint probability distribution p(θ0, α). We show p(θ0, α)
in Fig. 12 as a 3-dimensional color plot. The joint prob-
ability distribution is centered at θp = −0.06 rad and
αp = 0.17 rad, not at the origin, due mostly to the non-
uniform plate temperature profile. As a first approxima-
tion, Fig. 12 is close to the circular shape predicted from
the quadratic approximation of Eq. 14. However, there
appears to be a slight oval shape to the distribution
Since the three-dimensional plot in Fig. 12 only al-
lows for coarse comparisons, we plot slices of the two-
dimensional prediction of the potential Vg(θ0, α), and
compare with the measured probability distributions in
Fig. 13. The predictions shown are calculated from the
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FIG. 12. The joint probability distribution p(θ0, α). The
distribution is close to the circular shape predicted from the
quadratic approximation of Eq. 14, but with a slightly oval
shape. The lines indicate slices along which one-dimensional
probability distributions are shown in Fig. 13, centered on the
peak of the probability distribution at coordinates (θp, αp).
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FIG. 13. Comparison of the shape of the predicted potential
Vg(θ0, α) with the negative logarithm of the measured prob-
ability distribution along different slices of the θ0-α plane
drawn in Fig. 12. Dotted line: predicted potential vs. θ0.
Dashed line: predicted potential vs. α. Solid line: predicted
potential for θ0 = α and θ0 = −α. All potential predictions
are scaled have the natural frequency ωr reduced by a factor
of 2.9 to fit the measured data near the minimum. Open
diamonds: measured − ln p(θ0). Open squares: measured
− ln p(α). Solid triangles and circles: the measured probabil-
ity distributions along θ0−θp = −(α−αp) and θ0−θp = α−αp,
respectively, corresponding to the solid lines in Fig. 12. The
collapse of the data near the potential minimum confirms the
form of the potential Vg ∝ θ20 + α2 predicted in Eq. 14.
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full potential given in Appendix 2, not the linear approxi-
mation in Eqs. 13 and 14, with the natural frequency ωr a
factor of 2.9 smaller than the prediction to fit the poten-
tial near the minimum and better compare the shape of
the potentials. The prediction of the full potential retains
the four-fold symmetry of a cube outside of the linear ap-
proximation, although it does not retain azimuthal sym-
metry around the potential minimum in the θ0-α plane
at large angles. The local maxima of the potential on any
given circle in the θ0-α plane centered around the poten-
tial minimum are predicted to occur along the θ0-axis
and α-axis. The local potential minima on these circles
are predicted to be at angles of ±45◦ relative to the θ0
and α-axes, illlustrated as the diagonal lines in Fig. 12.
The slices of the predicted potential along these lines are
shown in Fig. 13.
Measured values of − ln p(θ0 − θp) at α = αp, and
− ln p(α − αp) at θ = θp are shown in Fig. 13. These
distributions are shifted to be centered around θp and αp
to better compare the shapes of the probability distri-
butions to the predicted potential. These distributions
are taken as thin slices of the θ0-α plane with a width
of 0.016 rad. We also plot the measured negative log-
arithm of the probability distribution along the slices
where θ0 − θp = α − αp and θ0 − θp = −(α − αp), cor-
responding to the diagonal lines shown in Fig. 12. The
probability distributions all have similar curvature near
the potential minimum, but the tails consistently drop off
faster than the predictions. Most of the tails of the mea-
sured probability distributions are asymmetric around
their centers, likely due to the non-uniform plate temper-
ature or other asymmetries of the setup, so it is difficult
to compare the shapes of the measured potentials along
different projections.
We fit the quadratic function of Eq. 8 to the four prob-
ability distributions shown in Fig. 13, using the same fit
range of 0.3 rad as in Figs. 8 and 11, and centered on θp
and αp. The fit values are summarized in Table I. All
fits have a reduced χ2 ≈ 1, indicating that they are well-
described by a quadratic function within ±0.15 rad of the
peak, where 80% of the data lies. Furthermore, values of
ωr are consistent with each other along all of the slices of
the probability distribution. This indicates the predicted
quadratic potential of Eq. 14 is a good qualitative model
for p(θ0, α) near the potential minimum. Since the fit val-
ues of ωr for the two slices at fixed α and θ0 are consistent
with the fit results using all of the data, this indicates an
independence of the parameters such that distributions
of θ0 are not conditional on α, and distributions of α
not conditional on θ0. This confirms that the quadratic
potential lacks any coupling terms between θ0 and α in
the small angle limit, which implies the forcing on θ0 is
independent of α (i.e. −∂Vg(θ0, α)/∂θ0 is not a function
of α), and similarly the forcing on α is independent of θ0.
This lack of coupling confirms that a correct analysis of
the system can be obtained by analyzing it as a function
of one parameter at a time.
V. POWER SPECTRUM
A. Model for advected modes
One of the possible dynamical consequences of a poten-
tial Vg(θ0, α) with a local minimum is oscillations in θ0
and α around that potential minimum. In circular cylin-
drical containers, a combination of sloshing and twisting
of the LSC structure around the plane of the LSC was
found [25–28], where the restoring force for the oscillation
came only from the slosh displacement α for a circular
cross section. Since a cubic geometry leads to a restoring
force in both θ0 and α, it can potentially excite different
modes of oscillation. This section explains the process of
calculating the power spectrum for a square cross section
from traveling wave solutions of the advected oscillation
model of Brown & Ahlers [28], and highlights the differ-
ences from a circular cross section.
To obtain equations of motion that account for ad-
vection, we start with Eq. 2 for θ0 with the quadratic
potential approximation (Eq. 14), here we also assume
the independence of the forcings on θ0 and α, which is
now justified in Sec. IV D. We assume a mathematically
similar equation of motion for α, since Eq. 14 has the
same quadratic term for both variables.
These equations of motion can be converted into La-
grangian coordinates to view them as traveling waves.
Traveling waves can be described in terms of the angles of
the hottest spot αh = θ0+α and coldest spot αc = θ0−α
of the temperature profile in a horizontal cross-section
and as they travel up and down the walls (illustrated
in Fig. 1. In the stationary frame, these traveling wave
superpose to produce our more traditional LSC angles
θ0 =
αh + αc
2
; α =
αh − αc
2
(15)
To account for advection, we add advective terms
to the equations of motion for αh and αc, correspond-
ing to upward and downward motion in z, respectively:
∓(ωφ/k0)∂αh/c(z, t)/∂z. ωφ/k0 is the circulation veloc-
ity, where k0 is the wavenumber corresponding to the
circulation. The resulting equation of motion for the up-
ward traveling wave is
α¨h = − α˙h
τθ˙
− ω2rαh −
ωφ
k0
∂α˙h
∂z
+ fh(t) . (16)
Here we have used the approximation δ ≈ δ0 for simplic-
ity. A similar equation results for the downward traveling
wave in terms of αc, with subscripts h replaced by c, and
z replaced by −z.
Using the identities of Eq. 15, we convert the equa-
tions of motion for the traveling waves (i.e. Eq. 16 and
its analogy for αc) back to the stationary frame in terms
of θ0 and α to obtain
θ¨0 = − θ˙0
τθ˙
− ω2rθ0 −
ωφ
k0
∂α˙
∂z
+ fθ˙(t) . (17)
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A similar equation results for α with θ0 and α trans-
posed. These equations are similar to Eq. 2, but with an
additional equation for α, and each equation now has an
advective term which couples the equations of motion for
θ0 and α. In contrast, for a circular cross section, the cou-
pling of these equations allowed the restoring force in α
to drive oscillations in both α and θ0 to get the combined
sloshing and twisting mode, as no separate restoring force
was found for θ0 in that geometry [28]. In the cube, this
coupling is unnecessary to get oscillation of both param-
eters, as both parameters have their own restoring force
due to the minimum in the potential Vg(θ0, α) in terms
of each parameter.
To find solutions to Eq. 17, we first solve the uncoupled
Eq. 16 which has partial solutions in the form of traveling
waves given by
αh,n(ω, t) = an(ω) cos(nk0z − ωt− Φn(ω)] (18)
and
αc,n(ω, t) = an(ω) cos[−nk0z − ωt− Φn(ω) + ψn] (19)
where z is the height of the thermistor rows relative to the
midplane, Φn(ω) accounts for any phase shifts between
different frequencies or modes, and ψn is a phase shift
between the upward- and downward-traveling waves. If
plumes making up the LSC remain coherent over multiple
turnover times, they can destructively interfere with each
other when they loop around. To satisfy the condition
for constructive interference for a closed loop circulation,
where αh and αc are two different segments of the same
traveling wave, requires ψn = (n + 1)pi with integer n,
and the coefficients an(ω) and phases Φn(ω) be the same
for both αh and αc. Since there is a restoring force for
both θ0 and α, nontrivial solutions are expected for all
positive integers n. In contrast, for a circular cross sec-
tion there is only a restoring force for α, producing only
even-n order modes [28]. Summing these traveling wave
solutions for αh and αc using the identities in Eq. 15
results in standing waves in the lab frame given by
θ0,n(ω, t) = an(ω) cos(nk0z) cos[ωt− Φn(ω)] (20)
and
αn(ω, t) = an(ω) sin(nk0z) sin[ωt− Φn(ω)] (21)
for odd n. The sines and cosines are switched for even
order n solutions. Plugging in these standing wave solu-
tions with the time-dependence represented as a complex
exponential into Eq. 17 as a function of frequency ω and
assuming f(t) is described by white noise with diffusivity
Dθ˙ yields the power spectrum of θ0 at z = 0 for a given
mode of integer order n:
Pn(ω) = |an(ω)|2 = Dθ˙
(ω2 − ω2r − nωωφ)2 +
(
ω
τθ˙
)2 . (22)
While there is an infinite series of modes for integer
n, the n = 1 mode is expected to be the dominant
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FIG. 14. (color online) Power spectrum of θ0. Black curve:
measured data. Red dashed curve: prediction using measured
values of Dθ˙, τθ˙, T , and ωr and n = 1 as input. This predic-
tion captures the plateau of the power spectrum, but is in the
underdamped regime of the model where there is no resonance
peak. Red dotted curve: fit to the data. The fit parameters
are all within a factor of about 2 of independently measured
values, but do not include a resonance peak. Red solid curve:
using the same measured values for input data as the red
dashed curve but scaling τθ˙ up by a factor of 2.3 to fit the
resonant frequency as a function of Ra. This small change
in parameter values is enough to move the model from an
overdamped to underdamped state, with resonance near the
observed peak frequency, indicating that the model is consis-
tent with the observed oscillation. However, the uncertainties
on parameter values are too large to make correct predictions
that the system is in the underdamped state rather than the
overdamped state.
mode, since higher-frequency modes tend to have less
peak power due to the larger magnitude of damping at
higher frequency.
B. Testing the power spectrum
To test the prediction of the power spectrum P1(ω),
we show an example in Fig. 14 of the measured power
spectrum for Ra = 2.62 × 109 and β = 1◦. The power
spectrum has a roll-off indicative of damping, and a
peak which corresponds to a resonant frequency for os-
cillations. The corresponding probability distribution in
Fig. 8 confirms that these oscillations are nearly centered
around a corner, as predicted.
To test the self-consistency of a stochastic ODE model
to describe the power spectrum, we calculate a predic-
tion for P1(ω) for the expected dominant n = 1 mode
from Eq. 22, using the measured value of ωr obtained
from fitting p(θ0) (Sec. IV), along with the independently
measured T , Dθ˙, τθ˙ (Appendix 1) and the definition
ωφ = 2pi/T . This prediction of P1(ω) is shown as the
red dashed curve in Fig. 14. The low-frequency plateau
is about a factor of 3 away from the measured plateau.
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The resonant peak is missing for these parameter values,
although there is some power above the background near
the natural frequency, which is within 9% of the mea-
sured oscillation frequency. While the prediction is in
the ballpark of the measured power spectrum, the pa-
rameter values are in a range such that the model does
not predict the observed resonance peak.
To determine what model parameter range could be
consistent with the data, we fit the predicted functional
form of the power spectrum P1(ω) from Eq. 22 to the
measured P (ω), assuming a constant error (to balance
out the higher logarithmic density of data at lower prob-
ability), and fixing n = 1. The fit yields Dθ˙ = (3.9 ±
5.2)× 10−6 rad2/s3, τθ˙ = 5.7± 3.6 s, ωφ = 0.066± 0.045
rad/s, and ωr = 0.036 ± 0.012 rad/s. This fit is shown
as the red dotted curve in Fig. 14. The large errors are a
consequence of having more free parameters than distinct
features in the background, and the parameters being
strongly coupled to each other. For comparison, the val-
ues from measurements of the mean-square displacement
and turnover time are Dθ˙ = (2.68±0.26)×10−6 rad2/s3,
τθ˙ = 13.3±0.4 s, ωφ = 0.049±0.003 rad/s from Appendix
1, and ωr = 0.047 ± 0.009 rad/s from measurements of
p(θ0) in Sec. IV. The fitted parameter values are in gen-
eral within a factor of about 2 of the measured values,
which confirms some amount of self-consistency of the
stochastic ODE model within these generous errors that
the model has required in some cases [37]. While these
parameters fit the background well, this fit still does not
capture the peak of the power spectrum in Fig. 14. This
is because the model overestimates the width of the peak,
so a least-squares fit results in a better fit by fitting only
the background and ignoring the peak.
The linearized model of Eq. 22 also failed to capture
the peak of the power spectrum of θ0 in a circular cylinder
[28]. In that case, the discrepancy could be attributed to
the variable damping in the original model due to the
variation of δ in the damping term of Eq. 2 [37]. Model-
ing the damping as random effectively reduces the damp-
ing by a factor to 1 − S where S = (σδ/δ0)2τδ/τθ˙, and
σδ =
√
Dδτδ is the standard deviation of δ in the lin-
earized limit of Eq. 1 [28]. This correction could move
the state of the system from the overdamped to the un-
derdamped regime if the damping adjustment S is large
enough. For this transition to occur for our measured
parameter values from Appendix 1 at Ra = 2.62 × 109
requires S > 0.47. However, we calculate S ranging from
0.01 to 0.16 as Ra decreases from 2.62×109 to 8.41×107
using the measured parameter values from Appendix 1.
This is not enough of a correction to move the system
to the underdamped regime. This is a much smaller cor-
rection factor in a cube compared to the S = 0.5 reduc-
tion found at higher Ra in a circular cylinder [28]. This
smaller correction is mostly a consequence of the smaller
relative fluctuation strength σδ/δ0 for this dataset rela-
tive to that of [28], also the reason cessations are much
less likely for this data [46].
To show how close the parameter values are to the un-
derdamped regime, starting with the measured parame-
ters values, we increase τθ˙ to a factor of 2.3 times the mea-
sured value to move the system into the underdamped
regime, shown as the red solid curve in Fig. 14. The
system is near enough to the overdamped-underdamped
transition that a change in parameter values by a fac-
tor of about 2 can cross this transition and qualitatively
change the dynamics. While this variation in parameter
values is consistent with typical errors of the model, this
means that these uncertainties on parameter values are
too large for the model to correctly predict the observa-
tion that the system is in the underdamped state rather
than the overdamped state.
While n = 1 is predicted to be the advected mode
with the most peak power, the predicted dropoff in peak
power averages about 30% for each integer increase in n
(not shown) when using the measured parameter values
Dθ˙, and ωr, and increasing τθ˙ by a factor of 2.3 to obtain
resonance. Higher order modes are not resolvable in the
steep and noisy rolloff of the measured data in Fig. 14.
VI. OSCILLATION STRUCTURE
In this section, we characterize the oscillation struc-
ture and compare it to model predictions of how it differs
from oscillations in other cell geometries such as twisting
and sloshing in cells with circular cross section [25–28],
or rocking in horizontal cylinders [44]. We character-
ize the oscillation structure by phase shifts in correlation
functions between orientations or slosh angles at different
rows of thermistors [28].
Detailed predictions for the phase shifts of the cor-
relation functions from the standing-wave solutions of
Eqs. 21 and 20 are shown in Appendix 3. The predicted
structure for the expected dominant n = 1 mode is an os-
cillation where θ0 is in-phase at all rows of thermistors,
similar to that found in a tilted circular cylinder [42],
and α is out-of-phase at the top and bottom rows, corre-
sponding to an LSC rocking back and forth around the
horizontal axis in the LSC plane, similar to the rocking
mode found in a horizontal cylinder [44].
A. Power spectra of An
Before showing correlation functions to identify the os-
cillation structure, we show power spectra of the Fourier
moments An of the temperature profile to identify which
of these Fourier moments contribute to oscillation struc-
ture, and thus which An should be considered in cal-
culating correlation functions and phase shifts. Power
spectra of the Fourier moments An of the temperature
profile from Eq. 6 are shown in Fig. 15a for the middle
row thermistors and panel b for the bottom row. The
top row power spectrum is not shown since we find it to
be qualitatively similar to the bottom row, following the
symmetry of the Boussinesq approximation. Each signal
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FIG. 15. (color online) The power spectra of the Fourier
modes An of the temperature profile for (a) the middle row
of thermistors, and (b) bottom row of thermistors. Red thick
solid line: A2. Thin black solid line: A3. Blue dotted line:
A4. Each signal has a peak at the same frequency as the os-
cillation in θ0 except for A2 at the middle row. This differs
qualitatively from circular cylinders, where only A2 was found
to oscillate. Oscillations in A2 at the top and bottom row only
in the primary peak correspond to the predicted n = 1 mode.
Weaker higher-frequency peaks in A2 at all rows correspond
to the predicted n = 2 mode.
except for A2 at the middle row has a primary peak at
ω = 0.44 rad/s, the same frequency as the oscillation in
θ0 (Fig. 14).
Since α is calculated from A2 (Sec. III D), the oscilla-
tion of A2 in Fig. 15 at the top and bottom rows, but
not at the middle row (z = 0) at the primary frequency,
is consistent with the predicted n = 1 sloshing mode
(Eq. 21). This oscillation is distinct from the n = 2
mode in a circular cylindrical cell where A2 oscillates at
all 3 rows [28].
The oscillations in A3 and A4 in Fig. 15 were not found
in circular cylinders [28]. A4 contributes to a shift in the
extrema of the temperature profile closer together, thus
could also be interpreted as contributing to a sloshing os-
cillation. The peak in A3 causes a shift in both extrema
of the temperature profile in the same direction, so does
not contribute to sloshing, but could be affect the inter-
pretation of the LSC orientation. The moment A3 is the
dominant oscillating mode in Fig. 15, and even has more
power than the oscillation θ0 (comparing the integral of
the peaks in Fig. 15 with Fig. 14). A3 corresponds to an
oscillation of the shape of the temperature profile that
appears to be induced by the oscillation of θ0 around the
corners of the cubic cell, which will be discussed in detail
in a follow-up paper [56].
Smaller, secondary peaks are observed in the power
spectra in Fig. 15 at about twice the frequency of the
n = 1 mode, where the n = 2 mode is expected. Ob-
served oscillations in A2 and A4 at all 3 rows correspond
to the sloshing component of the n = 2 mode, and the os-
cillations in A3 at the top and bottom rows, but not the
middle row, could correspond to the twisting component
of the n = 2 mode. These observations are in agree-
ment with the expectations that this n = 2 mode that
has been found in circular cylinders [28] is still expected
to occur in a cube at approximately twice the frequency
of the n = 1 mode [42], but with less power than the
lower-frequency n = 1 mode due to increased damping
at higher frequency.
B. Definition of modified oscillation angles θˆ0 and
αˆ for measuring phase shifts
Since A3 and A4 were not found to oscillate in a circu-
lar cylindrical cell [28], they were not used in the original
definitions of θ0 or α. Since A3 and A4 could be inter-
preted as contributing to a the LSC orientation or slosh
angle, respectively, we consider alternate definitions of
the LSC orientation and slosh angle when calculating cor-
relation functions that include these higher-order Fourier
modes. We assume that the orientations of the maximum
αˆh and minimum αˆc of the temperature profile (Eq. 5)
are the relevant orientations as far as oscillations are con-
cerned. The modified oscillation angles are defined as
θˆ0 = (αˆh + αˆc)/2 and αˆ = (αˆh − αˆc)/2 in analogy to
Eq. 15, where A3 contributes to θˆ, and both A2 and A4
contribute to αˆ. For consistency with previous work, we
have used the previous definitions of θ0 and α in Secs. IV,
V, and IX. We confirmed that the values of ωr in Sec. IV,
for example, vary by only 20% (within systematic errors)
if p(θˆ0) is used to calculate ωr instead of p(θ0).
C. Definition of correlation functions
The correlation function between two signals x(t) and
y(t) is defined as
Cx,y(τ) =
〈(x(t)− x)(y(t− τ)− y)〉√〈(x(t)− x)2〉〈(y(t)− y)2〉 , (23)
where both 〈...〉 and x denote time averages. x and y can
stand for the angles θm, θt, and θb, which correspond
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FIG. 16. (color online) Cross-correlations between the mod-
ified LSC orientation θˆ0 of different rows of thermistors, as
indicated in the legend. Lines: fits of Eq. 24 to data of the
same color to determine the phase shifts between signals and
frequency of oscillation. The alignment of the peaks at τ = 0
indicates that θˆt, θˆb and θˆm are oscillating in phase with each
other, in agreement with the predicted n = 1 advected oscil-
lation mode.
to θ0 at the middle, top, and bottom rows of thermis-
tors, respectively, and the angles αm, αt, and αb, which
correspond to α at the middle, top, and bottom rows,
respectively, or the modified versions of those angles.
D. Measured correlation functions and comparison
with prediction
In this subsection, we show the five independent cross-
correlation functions where we found the most clear os-
cillations to measure all the phase shifts between the six
independent time series of angles (orientation and slosh
angles at 3 rows each).
Figure 16 shows the cross-correlations Cθˆb,θˆm and
Cθˆt,θˆm . Since both signals in Fig. 16 have evenly spaced
peaks with the same spacing, then θˆm, θˆb, and θˆt are
all oscillating at the same frequency. Since Cθˆb,θˆm and
Cθˆt,θˆm have peaks near τ = 0, then θˆt, θˆb and θˆm are
all in phase with each other. The positive correlations
indicate the 3 rows tend to line up in a vertical plane.
This in-phase oscillation in θˆ0 is in agreement with the
predicted n = 1 advected oscillation mode described in
Appendix 3, and distinct from the n = 2 twisting oscil-
lation found in circular cylinders [25, 28].
The phase shift of θˆ0 is dominated by the A3 Fourier
mode, which has the same phase at all 3 rows of ther-
mistors. θ0 at the top and bottom rows is also in phase
with θˆ0, however θ0 at the middle row is found to be out
pi rad of phase with the top and bottom rows and the
A3 mode. These different phase shifts for different defi-
nitions of the LSC orientation indicate a more complex
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FIG. 17. (color online) Cross-correlations between α at dif-
ferent rows of thermistors with θm, as indicated in the legend.
Lines: fits of Eq. 24 to data of the same color to determine
the phase shifts between signals and frequency of oscillation.
The approximately pi/2 rad phase shifts and opposite signs of
Cαb,θm and Cαt,θm indicate that αb and αt are oscillating pi
rad out of phase with each other, consistent with the n = 1
mode. The oscillation in αm is not part of the n = 1 mode,
but indicates an asymmetry between the hot and cold sides
of the LSC.
oscillation structure than predicted, which we will follow
up on in a later paper [56].
Figure 17 shows phases shifts between α at different
rows with θm to determine the phase shifts between dif-
ferent rows of α. The extrema of Cαb,θm and Cαt,θm have
phases of approximately pi/2 rad with opposite signs, cor-
responding to αb and αt oscillating pi rad out of phase
with each other. Regardless of which angle definitions
we use, we find αb and αt are pi rad out of phase with
each other. The out-of-phase behavior of αb and αt is
consistent with the n = 1 oscillation mode prediction in
Appendix 3, again distinct from the n = 2 mode found in
circular cylindrical containers in which the different rows
of α oscillate in phase with each other [26–28].
The equally spaced peaks in Cαm,θm in Fig. 17 indicate
that αm is also oscillating at the same frequency as other
modes, however, this is not expected as part of the n = 1
mode. The oscillation in αm is much weaker than αt and
αb, as there was no resolvable peak in the power spectrum
of A2 in Fig. 15(a). The weak oscillation in αm that is pi
rad out-of-phase with θm corresponds to a weak sloshing
on top of the θ0 oscillation such that αc oscillates with
a slightly larger amplitude than αh. This asymmetry
between αh and αc appears to be a new non-Boussinesq
effect and not an asymmetry of the setup (see Appendix
4 for justification).
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FIG. 18. The autocorrelation Cθm,θm for different Ra given
in the legend. We did not observe any oscillation for Ra ≤
2.73× 108.
VII. OSCILLATION PERIOD
To test whether the model can make quantitative pre-
dictions of the oscillation period and whether the system
is overdamped or underdamped, we compare predictions
and measurements at different Ra.
We show examples of measured auto-correlations
Cθm,θm at different Ra in Fig. 18. With decreasing Ra,
the oscillation amplitude in the correlation function de-
creases. For Ra = 2.73 × 108 or lower, we could not
clearly resolve any oscillation.
To quantitatively calculate the oscillation period Tosc
from cross-correlation functions, we used the fit function
Cx,y(τ) = b1 cos
(
2pi
Tosc
τ − φx,y
)
+ b2e
−| τ−b3b4 |
b5
+ b6 .
(24)
The fits of Eq. 24 are shown along with the cross-
correlations in Figs. 16, 17, and 18. The parameters b2
through b6 are for fitting a decaying background which
is not analyzed here. The input error for the fit is a
constant adjusted to get a reduced χ2 = 1. Values of
φx,y are generally consistent with reported phase shifts
in Sec. VI D. We report the average Tosc from the 5 corre-
lation functions reported in Sec. VI D for each Ra. Error
bars represent the uncertainties on the fits.
The prediction for the oscillation period Tosc is calcu-
lated numerically as the frequency of the maximum of
the power spectrum in Eq. 22 for n = 1, since the n = 1
mode is predicted to be the dominant mode and the oscil-
lation structure observed from the correlation functions
in Sec. VI D is consistent with the n = 1 mode. We used
fits from Sec. IV for the measured Ra-dependence of ωr,
from Appendix 1 for T and τθ˙, and adjusted τθ˙ by a con-
stant factor to best fit the data in Fig. 19. This fit is
shown as the solid line in Fig. 19. The average magni-
tude of the difference between the fit and data is 28% of
the measured value, using a fit value of τθ˙ larger than the
measured value by a factor of 2.3. The major constraint
in the fit was to obtain the critical Rac where oscillations
disappear, so the agreement with the measured Tosc is
an indication that the the natural frequency ωr obtained
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FIG. 19. Solid circles: The measured oscillation period Tosc
as a function of Ra. Vertical dashed line: Ra below which os-
cillations disappeared. Solid line: model prediction using the
measured values of ωr, T , and adjusting τθ˙ by a factor of 2.3
larger than the measured value to fit data. Dotted line: the
natural period of the potential. Open diamonds: measured
turnover time. The oscillation period is consistent with both
the natural period of the potential, and the turnover time.
from p(θ0) also describes the oscillations, which confirms
the self-consistency of the stochastic ODE model. This
same adjustment of τθ˙ also allowed capturing the peak
in the power spectrum of θ0 (red solid curve in Fig. 14).
While this suggests that the model is reasonably con-
sistent with the data within its large error, this error is
still large enough to span the overdamped-underdamped
transition such that the model cannot correctly predict
the observation that the system is the underdamped state
rather than the overdamped state.
A significant consequence of advection in the model is
that it eliminates the usual diverging trend of the res-
onant period near the overdamped-underdamped tran-
sition of a damped harmonic oscillator, producing os-
cillations closer to the natural frequency until the
overdamped-underdamped transition is reached.
A. Possible alternate interpretations of the scaling
of oscillation period
We note that in the range of Ra where we observe os-
cillations, the oscillation period is within 2% and within
error of the natural frequency 2pi/ωr (dotted line in
Fig. 19), corresponding to the limiting solution where
ωr is dominant in Eq. 22. The oscillation period is also
close the turnover period (open diamonds in Fig. 19),
larger by an average of 16% in the range of Ra where the
oscillation is found, about equal to the 12% systematic
uncertainty on T . Such a close agreement is expected for
the n = 1 advected mode in the limit where advection
is the dominant factor in determining the oscillation fre-
quency. Either limiting solution may be appropriate for
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the model depending on parameter values.
The fact that the resonant period Tosc is close to T is
also consistent with an alternate model where the oscil-
lation is driven more directly by the turnover of the LSC
– perhaps by a periodic driving force [58], rather than
being driven by white noise with frequency determined
by the curvature of the potential and advection. Such a
periodic driving force driven at the turnover frequency
could lead to the good agreement of the resonant pe-
riod with the turnover time in the underdamped regime,
and still have a transition to overdamping, as observed
in Fig. 19. It could also lead to the sharper peak in
the power spectrum near the turnover period observed
in Fig. 14. Since the measured period is close to the
turnover time and the prediction of Eq. 22, we cannot
distinguish if one interpretation is more correct than the
other, or if a combination of both mechanisms exist in
this geometry. Nonetheless, we emphasize a useful fea-
ture of the Brown-Ahlers model is that it can correctly
predict different dynamics in different geometries; specif-
ically that the predicted and observed n = 2 oscillation
mode in a circular cross-section cell has twice the fre-
quency of the LSC turnover [28], while the predicted and
observed n = 1 mode in a cubic cell has the same fre-
quency as the LSC turnover.
VIII. SUMMARY AND CONCLUSIONS
The model of Brown & Ahlers [42] was able to correctly
predict the 4-well shape of the geometry-dependent po-
tential Vg(θ0) for a cubic cell (Fig. 7). This includes the
quadratic shape of the potential minima Vg(θ0, α) near
the corners with equal curvatures in both θ0 and α, in-
dicating they are independent (Figs. 8, 11, 12, 13, and
Table I). The natural frequency ωr was found to scale
with the inverse of the turnover time T at higher Ra as
predicted, although the prediction was larger than mea-
surements by factor of 2.9 (Fig. 9), which is a typical
error of this model [37]. The magnitudes of the curva-
ture of the potential near its peak, as well as the poten-
tial barrier height, which are relevant to barrier crossing
events, were both predicted accurately within a factor of
2 (Fig. 10). Such errors are typical of this modeling ap-
proach [28, 37, 42], as it makes significant approximations
about the shape of the LSC, scale separation between the
LSC and small-scale turbulent fluctuations, and the dis-
tribution of turbulent fluctuations.
Oscillation modes centered around corners of the cubic
cell were observed above a critical Ra = 4 × 108, which
appears in the model as a crossing of an underdamped-
overdamped transition. Above this critical Ra, the oscil-
lation period is consistent with the natural period of the
potential and the turnover time (Fig. 19). The value of
the critical Ra, as well as frequency and background of
the power spectrum of θ0 are consistent with the mea-
sured one if the model parameters ωr, T , τθ˙, and Dθ˙
were adjustable up to a factor of 2.3 away from indepen-
dently measured values, or a factor of 3 from predicted
values (Figs. 14,19), again typical errors of this model
[37]. However, this uncertainty in the model parameters
turns out to be too large to correctly predict the whether
the system is in its underdamped or overdamped state,
as the dynamics are sensitive to the model parameters
near the overdamped-underdamped transition.
The structure of these oscillations is mainly the pre-
dicted n = 1 advected oscillation mode, consisting of
out-of-phase oscillations in the top and bottom rows of
thermistors of the slosh angle α (i.e. a rocking mode)
and in-phase oscillations in all 3 rows of the modified
LSC orientation θˆ0 (Figs. 16, 17). This mode is distinct
from the n = 2 twisting and sloshing mode predicted and
observed in a circular cylindrical cell [28]. The n = 1 ad-
vected oscillation mode exists in cubic cells because of a
restoring force due to the variation of the diameter D(θ0)
across the cube around a corner [42]. A weaker n = 2 ad-
vected oscillation mode is also observed in the cubic cell,
as predicted by the model. Weak oscillations in αm in-
phase with the oscillation in θm correspond to breaking
of the Boussinesq symmetry where the cold side of the
LSC oscillates with a larger amplitude than the hot side
(Fig. 17). There are hints of a more complex oscillation
structure involving a higher order Fourier moments An of
the temperature profile (Fig. 15) which will be addressed
in a follow-up work.
We consider it remarkable that a low-dimensional
model of diffusive motion in a potential can predict many
features of a high-dimensional turbulent flow. Non-trivial
predictions that were confirmed include the shape of the
potential as a function of cell geometry, and the success-
ful prediction of a how the oscillation structure changes
with the cell geometry. The ability of this model to pre-
dict how features of the LSC dynamics change from a
circular- to square-cross-section containers suggests that
such a model could be applied more generally to pre-
dict dynamics for different cross section shapes support-
ing a single convection roll. Since the modeling ap-
proach assumes a robust large-scale structure with a
scale-separation from small scale turbulent fluctuations,
it is not limited to Rayleigh-Be´nard convection, there is
great promise for general models of the dynamics of large-
scale coherent structures in turbulent flows. Extending
predictions to multiple convection roll systems and more
complex convection roll shapes remain open problems.
While the model has been able to predict features within
about a factor of 2, the sensitivity of features near the
overdamped-underdamped transition to model parame-
ters leads to an inability to predict correctly whether the
system will oscillate or not (even though the observa-
tions are consistent with the model within the generous
errors). For this modeling approach to be useful in pre-
dicting such sensitive features will require more refine-
ment of the quantitative accuracy of the predictions by
allowing more complex functions in the model, as was
done by [43].
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FIG. 20. (a) The correlation function between thermistor
temperatures vertically separated by H/4 along the path of
the LSC. The thermistors correlated in each case are indicated
in the legend. Lines: Gaussian fits to the peak of each data
set. (b) Illustration of the path of the LSC and thermistor
labels.
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APPENDIX 1: MEASUREMENTS OF MODEL
PARAMETER VALUES
In this section, we report independent measurements of
the parameters that are input into Eqs. 1, 2, and 3 using
mainly the methods of Ref. [37], so that these parameters
can be used to test model predictions in Secs. IV, V, and
VII. Measurements reported in this section were done
with a timestep of 2.16 s to capture faster fluctuations of
the LSC.
A. Turnover time
In Ref. [59], the LSC turnover time was calculated from
the peak of the cross-correlation between two thermistors
mounted on the opposite sides of the side wall. However,
in our case, the same calculation yields suspiciously low
turnover times and a correlation peak with the opposite
sign as in a circular cylinder [59]. This suggests this cor-
relation time may be affected by the different oscillation
modes of the LSC structure which change with the cell
geometry. Therefore, we took a different approach in this
paper to obtain the turnover time using information from
more thermistors.
We measured the correlation times of thermistor pairs
vertically separated by H/4 and along the path of the
LSC. As is illustrated in Fig. 20b, there are 4 such pairs in
the two columns of thermistors most closely aligned with
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FIG. 21. The turnover time T as a function of Ra. Solid line:
a power law fit. Dashed line: prediction of the Grossmann-
Lohse model, which is consistent with the data.
the mean path of the LSC. The correlation between each
pair is shown in Fig. 20a. We fitted a Gaussian function
to data near each peak, as shown in Fig. 20a. We took
the average of those four peak locations as the time the
LSC needed to travel the distance H/4, with a standard
deviation of the mean of 10%. While we do not know
the specific path length of the LSC, it can be reasonably
bounded between an oval with pathlength pi(1+
√
2)/2H
and a rectangle with pathlength 2(1 +
√
2)H, and so we
take the mean of those two paths of λ = 4.3H as our best
estimate of the pathlength of the LSC, with a 12% uncer-
tainty spanning to the two extremes. The turnover time
T was then calculated as the correlation time between
the two vertically separated thermistors scaled up by the
pathlength λ divided by H/4. The resulting turnover
time T for different Ra is shown in Fig. 21. The error on
T was obtained as the standard deviation of the mean of
the fit propagated in quadrature with the error from the
uncertainty on the pathlength. A power law fit to the
data yields T = 1.8× 107Ra−0.55±0.05.
The Grossmann-Lohse model gives the scaling between
Re and Ra as Re = 0.31Ra4/9Pr−2/3 when fit to simi-
lar data in the same Ra- and Pr-range in circular cylin-
drical containers [59]. For the cubic cell, we calculate
the Reynolds number as Re = λH/T ν. The resulting
prediction for the turnover time T = 4.3H2/(νRe) =
2.1 × 106Ra−4/9 is shown as the dashed line in Fig. 21.
The prediction is consistent with the error of the data in-
dicating that the Re-Ra relations for cubic and circular
cylindrical cells are consistent with each other within the
16% error of the data.
B. Stable fixed point temperature amplitude δ0
To present measurements of the stable fixed point tem-
perature amplitude δ0 in a general form, we make use of
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FIG. 22. The mean temperature amplitude 〈δ〉 scaled as in
Eq. 25 as a function of Re. Solid line: power law fit to cRe3/2.
The scaling is consistent with the prediction of Eq. 25, and
both the scaling and value of fit coefficient c are consistent
with those found in circular cylindrical cells.
the model that was used to derive Eq. 1 [37], which pre-
dicted a relationship between δ0 and the Reynolds num-
ber to be
δ0Ra
18pi∆TPr
= cRe3/2 , (25)
where c is a dimensionless fit coefficient of order 1. We
approximate δ0 ≈ 〈δ〉, since p(δ) is nearly symmetric
around its stable fixed point δ0 [37]. We plot 〈δ〉 scaled
according to the left side of Eq. 25 as a function of Re in
Fig. 22. We calculate Re = UH/ν where U is the ratio
of the distance H/4 between vertically separated ther-
mistors and the correlation time calculated in Appendix
1.A, with an error propagated from the standard devia-
tion of the mean of the correlation time. We fit the data
in Fig. 22 to Eq. 25 with c as the only free parameter,
which yields c = 3.13 ± 0.14 with a reduced χ2 = 0.5.
This prefactor is consistent within a couple of standard
deviations of c = 2.8± 0.1 obtained in a circular cylinder
[37], indicating that the same relationship holds between
δ0 and Re in both geometries.
C. Diffusivity and damping time of the
temperature amplitude δ
The diffusivity Dδ and damping time τδ were obtained
by measuring the mean-square change of the temperature
amplitude 〈(dδ)2〉 over a time period dt. The diffusive
behavior of the noise in Eq. 1 leads to the prediction
〈(dδ)2〉 = Dδdt for small dt [37]. We fit 〈(dδ)2〉 = Dδdt
to data within the range of 0.25τδ ≤ dt ≤ 0.6τδ to obtain
Dδ [37]. An example is shown in Fig. 23a. The data do
not follow the diffusive trend very well, indicating that
Eq. 1 does not capture the short time fluctuations of δ
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FIG. 23. The mean square change (a) 〈(dδ)2〉 and (b)
〈(dθ˙0)2〉 as a function of the time interval dt. Solid lines:
linear fits to the data for small dt yield the diffusivities Dδ
and Dθ˙, respectively. Dotted line: constant fits to data for
large dt yield τδ and τθ˙, respectively.
very well. Nonetheless, Eq. 1 has been found to capture
the qualitative dynamics of δ in circular cylindrical cells
[37], as the dynamics of stochastic ordinary differential
equations are often not very sensitive to the details of
the fluctuation distributions, and we still use the fit to
obtain a value for Dδ. Different fit ranges could result
in different values of Dδ, and in the worst case, our fit
range overestimates Dδ by as much as a factor of 2. Fits
are of similar quality at different Ra.
Equation 1 leads to the prediction 〈(dδ)2〉 = 2Dδτδ in
the limit of large time dt, assuming small variations in δ
such that the net forcing in Eq. 1 is approximately linear
in δ near the stable fixed point δ0 [37]. The damping
time τδ was obtained from fitting the plateau value of
〈(dδ)2〉 = 2Dδτδ in the limit of large time dt after the
value of Dδ was determined [37]. An example is shown
in Fig. 23a. While τδ could be underestimated by as
much as a factor of 2 due to the poor fit of the diffusive
scaling at short times, the plateau value 2Dδτδ and thus
the variance of δ are still well-defined by this fit.
The Ra-dependence of Dδ is shown in Fig. 24. A power
law fit yields Dδ = 2.0 × 10−20Ra1.59±0.03 K2/s with
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FIG. 24. Measurement of the diffusivity Dδ as a function of
Ra. Solid line: power law fit, which yields Dδ ∝ Ra1.59±0.03
K2/s, different from the scaling found in a circular cylindrical
cell.
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FIG. 25. Measurement of the damping time τδ as a function of
Ra. Solid line: power law fit, which yields τδ ∝ Ra−0.58±0.02
s, different from the scaling found in a circular cylindrical cell.
Dashed line: prediction of Ref. [37]
a standard deviation between the data and fit of 9.3%.
This scaling differs from that found in a circular cylin-
drical cell Dδ ∝ Ra1.96 at higher Ra [37].
The Ra-dependence of τδ is shown in Fig. 25. A power
law fit yields τδ = 9.5×106Ra−0.58±0.02 s with a standard
deviation between the data and fit of 7.1%. Reference
[37] predicted that τδ = H
2/18νRe1/2 [37]. Using the
GL model for Re, the prediction is τδ = 7.2× 103Ra−2/9
s in our range of Ra. This prediction is shown in Fig.25.
While the prediction has a different scaling exponent
than the data, the magnitude of the prediction is within
a factor of 2 over the measured range. The scaling
also differs from that found in a circular cylindrical cell
τδ ∝ Ra−0.43, in which case the model also only pre-
dicted the correct order-of-magnitude [37]. As in a cir-
cular cylindrical cell, we also find the scaling of the mea-
sured τδ ∝ Ra−0.58±0.02 [37] is consistent with the scaling
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FIG. 26. Measurement of the diffusivity Dθ˙ as a function of
Ra. Solid line: power law fit, which yields Dθ˙ ∝ Ra0.74±0.03
rad2/s3, different from the scaling found in a circular cylin-
drical cell.
of the turnover time T ∝ Ra−0.55±0.05.
D. Diffusivity and damping time of the angular
rotation rate θ˙0
The diffusivity Dθ˙ and damping time scale τθ˙ were
calculated from the mean square change of θ˙0 similar
to δ, where 〈(dθ˙0)2〉 = Dθ˙dt was fit for small dt and
〈(dθ˙0)2〉 = Dθ˙τθ˙ was fit for large dt. An example is
shown in Fig. 23b. This assumes small variations in θ˙0
such that the forcing on θ˙0 in Eq. 2 is approximately lin-
ear in θ˙0 – more specifically, the incremental change in
rotation rate from the potential term ∇Vg(θ0)dt is small
compared to the contribution from diffusion
√
Dθ˙dt and
damping θ˙0δdt/τθ˙δ0 for small dt [37]. The validity of
this approximation is confirmed by the parameter values
reported in this section.
The Ra-dependence of Dθ˙ is shown in Fig. 26, the
power law fit yields Dθ˙ = 3.2× 10−13Ra0.74±0.03 rad2/s3
with a standard deviation between the data and fit of
9.6%. The scaling is consistent with that found in a cir-
cular cylinder Dθ˙ ∝ Ra0.76 rad2/s3.
The Ra-dependence of τθ˙ is shown in Fig. 27. A power
law fit yields τθ˙ = 2.7 × 104Ra−0.35±0.01 s with a stan-
dard deviation between the data and fit of 3.2%. Brown
& Ahlers predicted that τθ˙ = H
2/2νRe [37]. Using the
GL model for Re, the prediction is τθ˙ = 2.5× 105Ra−4/9
s, which has a different power law exponent, but is within
a factor of 2 of the data in the range of Ra tested. The
scaling also differs from that found in a circular cylindri-
cal cell τθ˙ ∝ Ra−0.20, in which case the model also only
predicted the correct order-of-magnitude [37].
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FIG. 27. Measurement of the damping time τθ˙ as a function of
Ra. Solid line: power law fit, which yields τθ˙ ∝ Ra−0.35±0.01
s, different from the scaling found in a circular cylindrical cell.
Dashed line: prediction of Ref. [37].
E. Applicability of model parameters to other
experiments or simulations
While the parameter values presented here in Ap-
pendix 1 are useful for analyzing this experiment, care
should be taken when comparing to other experiments
or simulations under different conditions, as not all ap-
propriate scalings are known.
Tilt of the cell relative to gravity could change param-
eter values. There is a significant effect of tilt on Dθ˙.
When increasing from β = 0 to β = 2◦, Dθ˙ was found
to decrease by 18% per degree, so our reported data at
β = 1◦ have a smaller Dθ˙ than at β = 0 by 18%. The
values of τθ˙, τδ, and Dδ were within measurement errors
at different tilt angles up to β = 2◦.
While the spatial variation of plate temperature af-
fected the preferred orientation of the LSC, the varia-
tion of plate temperature over time could in principle
lead to apparent increases in the diffusivities. Correla-
tions between thermistors in the plates and in the mid-
dle row of the sidewall are less than 7% at the highest
∆T = 18.35◦ C (where the plate temperature fluctua-
tions are strongest) for time delays less than τθ˙ where
fluctuations are dominant in the dynamics, suggesting
that effects of the plate temperature fluctuations on Dθ˙
are less than 7%.
APPENDIX 2: CALCULATION OF D(θ0, α)
To calculate D(θ0, α) using the geometry shown in
Fig. 1b, we label the center of the cube as O, the lo-
cation on the wall at the hot side of the LSC as A, and
the location on the wall at the cold side of the LSC as B.
The length of line OA is
OA =
√
2
2 H
| cos(θ0 + α)|+ | sin(θ0 + α)| . (26)
Similarly, the length of line OB is
OB =
√
2
2 H
| cos(θ0 − α)|+ | sin(θ0 − α)| . (27)
The length of the third side of the triangle of AOB –
which corresponds to D(θ0, α) – is calculated using the
law of cosines to be
D(θ0, α)
2 = OA
2
+OB
2 − 2OA OB cos(pi − 2α) (28)
Substituting Eqs. 26 and Eq. 27 into this expression for
D(θ0, α) yields
D(θ0, α)
2 =
H2
2
[
(| cos(θ0 + α)|+ | sin(θ0 + α)|)−2
+ (| cos(θ0 − α)|+ | sin(θ0 − α)|)−2
+ 2 cos 2α(| cos(θ0 + α)|+ | sin(θ0 + α)|)−1
× (| cos(θ0 − α)|+ | sin(θ0 − α)|)−1
]
.
(29)
For analytical calculations near corners, this expression
simplifies in the small angle limit for both θ0 and α to
D(θ0, α)
2 ≈ 2H2(1− |θ0 + α| − |θ0 − α|) . (30)
APPENDIX 3: PREDICTION OF OSCILLATION
MODES AND PHASE SHIFTS φx,y FOR THE
ADVECTED OSCILLATION MODEL
In this appendix, we give detailed predictions for the
phase shifts φx,y in correlation functions. These are
predicted from the model by evaluating the correlation
functions of Eq. 23 in terms of the standing-wave par-
tial solutions αn(ω, t) and θ0,n(ω, t) from Eqs. 21 and
20. Since these are functions of frequency ω, the cor-
relation function is integrated over dω to cover all fre-
quencies. Averaging over time first and using the iden-
tity Pn(ω) = |an(ω)|2 results in simplified expressions
which identify specific phase shifts φx,y for each cross-
correlation. We address cases for different angle pairs
x, y and odd and even n in the following paragraphs.
For modes with odd-n order and correlations between
different rows of θ0, the predicted correlation function
is Cθi,θj (τ) ∝ cos(nk0zi) cos(nk0zj)
∫
Pn(ω) cos(ωτ)dω
where i and j correspond to the top, middle, or bot-
tom rows of thermistors. As long as the power spectrum
Pn(ω) has a resonance peak (as seen in Fig. 14), the in-
tegral produces an oscillatory function in τ with a period
the same as the resonant period of Pn(ω). Since cos(ωτ)
has a peak at τ = 0, the integral also has a peak at a time
delay τ = 0, corresponding to a phase shift φθi,θj = 0.
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When cos(nk0zi) > 0, the overall correlation is positive.
This occurs for example at the middle row where zi = 0,
and for n = 1 at the top and bottom rows for the value
of k0 = pi/2H in an aspect ratio 1 circular cylinder [28]
or k0 = pi/[(1 +
√
2)H] in a cube. Thus, the predicted
structure for the dominant n = 1 mode is an oscillation
where θ0 is in-phase at all rows, similar to that found in
a tilted circular cylinder [42].
For modes with odd-n order and correlations between
different rows of α, the predicted correlation function
is Cαi,αj (τ) ∝ sin(nk0zi) sin(nk0zj)
∫
Pn(ω) cos(ωτ)dω.
The integral again is an oscillatory function in τ as long
as Pn(ω) has a resonance peak, and has a peak at a time
delay τ = 0, corresponding to a phase shift φαi,αj = 0.
However, the sign of the correlation now varies with the
row chosen. For example, when calculating Cαb,αt(τ),
then zi = −zj , so the product sin(nk0zi) sin(nk0zj) is
negative for all odd n, resulting in a negative correlation.
For correlations with the middle row at z = 0, the corre-
sponding sinusoid in front of the integral is 0, resulting
in no oscillation. These correspond to a predicted oscil-
lation in α where the top and bottom rows are out-of-
phase, corresponding to an LSC rocking back and forth
around the horizontal axis in the LSC plane, similar to
the rocking mode found in a horizontal cylinder [44].
For cross correlations between θ0 and α, the
predicted correlation function is Cαi,θj (τ) ∝
− cos(nk0zj) sin(nk0zi)
∫
Pn(ω) sin(ωτ)dω. The in-
tegral again is an oscillatory function in τ as long as
Pn(ω) has a resonance peak, but now with a peak near
ωτ = pi/2 for a phase shift of pi/2. If cos(nk0zi) > 0
(e.g. at the middle row, or for modes n = 1 and n = 3
at the top and bottom rows), then the cosine term is
positive and the sign of the correlation is determined
by the row of α. The correlation between θm with αt
is negative since sin(nk0zi) < 0, while the correlation
between θm with αb is positive since sin(nk0zi) > 0.
For correlations with the middle row of α at z = 0, the
corresponding sinusoid in front of the integral would
again be 0, resulting in no oscillation.
For modes with even-n order, the places of θ0 and α are
switched from the odd n calculation in this subsection.
For the n = 2 mode, this reproduces the result found in
circular cylinders, with an out-of-phase (twisting) oscil-
lation in θ0, and and in-phase (sloshing) oscillation in α
[28].
APPENDIX 4: NON-BOUSSINESQ EFFECTS
RESULTING IN ASYMMETRY OF THE
OSCILLATION
The oscillation in αm that is pi rad out of phase with θm
shown in Fig. 17 corresponds to an asymmetry in which
αc osicllates with a larger amplitude than αh. This ap-
pears to be a non-Boussinesq effect in which a difference
in material parameters at different temperatures on the
hot and cold sides of the LSC leads to different local ef-
fective values of model parameters that affect the motion
of αh and αc (for example, the parameters ωr, Dθ˙ and τθ˙
in Eq. 16).
To test whether this asymmetry is a non-Boussinesq ef-
fect rather than due to some other asymmetry of the sys-
tem, we compare the distributions of αh and αc when the
flow direction has aligned with a different corner of the
cell, since different results from corner to corner would
come from asymmetries of the setup. Using the dataset
that sampled all 4 potential wells from Fig. 7, we cal-
culate root-mean-square values of αh and αc for each
well. For each corner, we find αc,rms > αh,rms. The
means ± standard deviations of the four distributions
are 〈αh,rms〉 = 0.32±0.07 rad and 〈αc,rms〉 = 0.44±0.06
rad. This corresponds to a systematically larger vari-
ation of αc by 36%. This systematic difference is ap-
parently a non-Boussinesq effect due to the temperature
difference of the hot and cold sides. The variation in
αh,rms and αc,rms of 0.06 or 0.07 rad are much larger than
the expected random variation for thousands of measure-
ment points in each well, which could correspond to an
asymmetry of the experimental setup. Alternatively, this
asymmetry could be due to a lack of ergodicity in which
the system does not sample different asymmetric solu-
tions long enough to cancel out those asymmetries in the
average, although our primary dataset where this asym-
metry was observed was 10 days long.
While the appearance of this non-Boussinesq oscilla-
tion mode may be of interest in its own right, since it
does not have the symmetry between the hot and cold
sides of the LSC of the idealized model we are testing in
this paper, it will not be discussed further here.
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