The prediction of molecular structures during a chemical reaction has progressed substantially because of advances in computational chemistry and molecular dynamics simulations (1) . In contrast, direct structural characterization of short-lived reaction intermediates has only recently become accessible, with the advent of picosecond electron (2-5) and x-ray (6-11) diffraction techniques. These experiments are conducted using the pump and probe method: An ultrashort laser pulse initiates a reaction, and as it progresses, the diffraction signal from a delayed electron or x-ray pulse probes the change in the spatial correlations between atoms and molecules. Because the scattering cross section of electrons is high, electron diffraction is particularly useful for atoms and molecules in the gas phase (4, 5) , thin films (3), and surfaces (2) . However, the high cross section translates into shallow sample penetration, which makes it difficult for electrons to probe condensed samples such as liquids.
The scattering cross section of hard x-rays is six orders of magnitude lower than for electrons. Thus, x-rays can probe bulk samples, provided that the pulse intensity is sufficiently high, as is the case in our study using synchrotron radiation (5 Â 10 8 photons per pulse at 18 keV). The main difference between gas-phase and solution-phase diffraction is the relative concentration of excited molecules. In solution studies, scattering from the laserexcited solutes is typically well below 1% of the diffraction signal from the solvent. With a typical pump-pulse excitation efficiency of 10%, only about 1 in 1000 molecules is excited. The laser-induced signal is thus embedded in a strong background from nonexcited molecules, which limits the signal-tonoise ratio of the diffraction data. In addition, structural rearrangements in the solvation shell complicate deconvolution of the solute and solvent signals.
Most reactions relevant to biology and industrial applications occur in the solution phase, and the chemistry of reactions in solution is extremely rich because of the complex solvent interactions with the solute. Although ultrafast optical spectroscopy (12, 13) has provided a wealth of information regarding the time scale for these processes, x-ray diffraction offers direct insight into the three-dimensional (3D) structures of transient intermediates, as well as solvent shell rearrangements.
We have applied time-resolved liquid-phase x-ray diffraction to the elimination reaction of 1,2-diiodoethane (C 2 H 4 I 2 ), which gives an iodine atom and a short-lived iodoethyl radical (CH 2 ICH 2 I ) intermediate in solution (14) .
Haloethyl radicals such as CH 2 ICH 2 I play a crucial role in the stereoselectivity of certain chemical processes (15) (16) (17) (18) (19) . Skell and coworkers proposed a bridged structure for the radical, which is distinct from the classical anti structure, in order to explain the stereochemistry of free-radical addition reactions (20) . However, despite numerous theoretical (21) (22) (23) and experimental investigations (14, (24) (25) (26) , direct structural evidence for the bridged structure has been lacking. Here, timeresolved x-ray diffraction data provide such evidence, together with the associated solvent dynamics.
To follow the structural dynamics during the course of the reaction, we collected timeresolved diffraction data for time delays of -3 ns, -100 ps, 100 ps, 300 ps, 1 ns, 3 ns, 10 ns, 30 ns, 50 ns, 70 ns, 100 ns, 300 ns, 1 ms, and 3 ms. The data point at -3 ns served as a (nonexcited) reference point, and another point at negative time delay (-100 ps) was collected to check the timing at high resolution. To recover the changes from the laser excitation only, difference signals were generated by subtracting the reference data at -3 ns from the data at any other time delay (27) .
The image at -100 ps shows no difference intensity, as expected ( Fig. 1) . At positive times, difference features emerge and progress with time. After radial integration of the 2D difference images to 1D difference curves, DS(q), these curves were multiplied by q to magnify the intensity at high scattering angles Eq 0 (4p/l)sin(2q/2), where l is the x-ray wavelength and 2q the scattering angle^. The qDS(q) curves contain direct q-space information on the structural changes in the solute and in the solvent. It is more intuitively helpful to examine the sine-Fourier transforms, rDS(r), of the qDS(q) curves, where r is the interatomic distance. This representation corresponds to the change in the atom-atom pair distribution functions during the course of the reaction (28) and is a measure, biased by the x-ray form factor, of the change in the electron density around an (average) excited atom, as a function of r. There are three contributions to the measured signal (Fig. 2, A and B) : the structural change in the solute, the change in the solvation cage caused by solute/solvent interaction, and the bulk solvent response to heating and thermal expansion.
To explain the experimental data theoretically and fit the measured signal, we included all known components to the signal. Specifically, we included not only the contributions from the solutes, but also the contribution to the signal from the heating of the surrounding solvent by calculating the temperature and density of the bulk solvent as a function of time (27) Theoretical scattering curves from these species, which include the change in solute and solvent cage structure, were obtained from molecular dynamics (MD) simulations (11) , in which the system was set up to be in quasi-thermodynamic equilibrium at all times. Perturbation of the solvation cage can be expressed as a change in the atom-atom distance distribution between solute/solvent pairs. The changes in solute structure account for only part of the total signal, because of the presence of the solvent. In addition, the energy released from the photon-absorbing solute molecules causes a change in the temperature, pressure, and density of the solvent as a function of time. The shifts in intermolecular positions in the solvent are very small, on the milliangstrom length scale, but given the huge excess of solvent molecules over solutes, the integrated solvent signal can be comparable to or larger than the solute signal. A quantitative description of these solvent effects was also obtained from MD simulations (11) .
Once all the components were obtained from MD simulations, the experimental data were fit to a sum of these components, with constraints to ensure conservation of total energy in the x-ray-probed volume (27) . The hydrodynamics of the solvent, expressed through the time-dependent solvent temperature and density, were mathematically related to the solute dynamics through time-dependent solute concentrations, which lead to release of energy into the solvent during the solute reactions. Instead of fitting the data at each time point separately, data at all time delays were linked and fitted globally. Global fitting parameters included the rate coefficients. In Fig. 1 , the fitting results for all time points are shown; more detailed depictions are given for the 100-ps time delay in Fig. 2 , A and B. More detailed decompositions for other time points are given in (27) . The fit yields, as a function of time, the change in concentration of putative solutes and the change in temperature and density of the bulk solvent (Fig. 2, E and F) . Figure 2 , C and D, shows the major components in the fits. The first two curves from the top represent the change in the bulk solvent AqE¯S(q)/¯T^V and qE¯S(q)/¯r^TZ, where T is temperature, r is density, and V is volume. The other three curves represent the change related to the reaction channels: (C 2 H 4 I 2 Y C 2 H 4 I þ I), (C 2 H 4 I 2 Y C 2 H 4 I-I), and (C 2 H 4 I 2 Y C 2 H 4 þ I 2 ). These curves bear imprints of the change in both solute and cage structure. According to the result of the leastsquare fit, C 2 H 4 I and I are the dominant solute species at 100 ps, and the formation of C 2 H 4 or I 2 is not observed. This new transient C 2 H 4 I does not decay through the formation of C 2 H 4 þ I; rather, it reacts with an iodine atom to form a new species, the C 2 H 4 I-I isomer, with a bimolecular rate constant of 2.1 (T0.3) Â 10 12 M j1 s j1 , which is larger by two orders of magnitude than the rate constant for nongeminate formation of molecular iodine (29) . The nascent isomer becomes the dominant solute species after a few nanoseconds. Eventually, this isomer also decays into C 2 H 4 þ I 2 in microseconds, with the rate constant of 4.8 (T0.9) Â 10 5 s j1 .
The characteristic (Gaussian-like) time constant of the solvent density change was 33 T 5 ns and depends on the size of the laser beam and the speed of sound in the solvent (27) ; the fit gives 83 T 10 mm (full width at half maximum) for the size of the laser beam, which is in agreement with the value measured by scanning the laser profile.
Initially (G10 ns), the temperature and pressure of the solvent build up at fixed volume and density, a process expressed in the first component, qE¯S(q)/¯T^V, in Fig. 2, C 
to ambient pressure at a slightly expanded volume (and therefore decreased density) after about 100 ns Athe second curve, qE¯S(q)/¯r^T, in Fig. 2 , C and DZ. The peaks and valleys are caused by shifts in the interatomic distributions of OI II O and OII IC in the solvent.
After the thermal expansion, the solvent density has decreased by 2.1 kg m -3 (0.26%), which corresponds to a temperature rise of 1.8 K.
Because we have determined the concentration of the end product C 2 H 4 þ I 2 to be 3.3 mM, and given that each decay C 2 H 4 I 2 * Y C 2 H 4 þ I 2 (where * indicates an excited state) releases 4.30 eV of energy, these transitions account for a temperature rise of 0.68 K in the solvent rather than the observed 1.8 K. We assign this difference to an invisible component in this experiment at 100-ps resolution: fast geminate recombination of C 2 H 4 I 2 *, which loses energy to the solvent through collisions in a few picoseconds (vibrational cooling). Consequent- 
After the major thermal expansion has started, the change in bulk density dominates the signal. However, at early times, the structural change in the bulk is relatively smaller than at later times, and the solute and cage dynamics dominate because of the heavy iodine atoms in the solute. The data can therefore be decomposed into the change in the solute only, the change in the solvation cage, and the solvent response (Fig. 2, A and B) . This decomposition helps the assignment of the peaks and valleys in Fig. 2B . The negative peak around 5 ) is mainly due to the change in the solute only, and the positive peak around 7 ) is mainly due to the change in the solvation cage. The positive peak near 4 ) is due to the change in the solvent. One cage splits into two smaller cages, with the overall effect of increasing the solute/solvent coordination number and shifting the distance distribution between the solute and solvent. As a consequence, the relative population of I I II O solvent and I II IC solvent distances increases around 4, 7, and 11 ) and decreases around 9 and 13 ) (Fig. 2B) . The data offer a direct visualization of the change in the solvent cage; i.e., the change in solvent packing around the excited solutes.
In view of the complex interplay of factors contributing to these data, we could not refine molecular structures comparably to a singlecrystal study. Instead, we compared our data to the calculated (ab initio and density functional theory) lowest-energy bridged and anti geometries. Figure 3 shows the ratio of the statistical significance, c 2 , for the fit using the bridged model and that using the anti model for all investigated time delays. As the concentration of C 2 H 4 I decreases, the ratio expectedly approaches 1. However, below 1 ns, where C 2 H 4 I is the major component, the ratio is significantly less than 1. To be sure that the experimental setup did not bias the result, we collected, in a separate experiment with a modified setup, the time delays ranging from -100 ps to 1 ns in steps of 25 ps, and the results are shown in the inset of Fig. 3 . All time points below 1 ns have the ratio well below 1, thus confirming that the bridged structure reproduces the experimental curves with higher fidelity than does the anti structure. The apparent falling edge between -50 and 50 ps is due to the temporal profile of the x-ray pulse. If we include a mixture of the anti and bridged forms in the fit, the fraction of the anti form converges to zero.
The distinction between fits to the bridged and anti forms is emphasized when the contribution of C 2 H 4 I alone is carefully extracted, by subtracting from the original data other contributions of solvent, cage, and other nascent solutes, and the high q range is used to deduce the transient-only structural changes. This approach allows the transient C 2 H 4 I to be modeled as a naked gas-phase structure (11).
For the data at 100 ps, the experimental and theoretical curves for the putative reaction channels (Fig. 4) visually demonstrate the validity of the bridged structure against the classical anti structure. The negative peak near 5 ) corresponds to the depletion of the III II internuclear distance in the parent molecule. This feature is common for all reaction channels, and both models agree with the data in this region. The peaks between 1 and 3 )-the fingerprint region-are sensitive to the position of the I atom relative to the two carbon centers. The bridged structure gives only a single peak in the fingerprint region, and our data reproduce the feature with high accuracy, whereas the anti structure gives two overlapping peaks, which is in stark contrast to the experiment. We consider the formation of C 2 H 4 I þ ions, rather than neutral radicals, unlikely, because the C-I distance for the ion (È2.25 )) is much smaller than that determined for the radical (È3.06 )) from our data (30) . Fig. 3 . The bridged model versus the anti model. The data were fit to both models and the final figures of merit (c 2 ) were compared as a ratio. Below 1 ns, where the concentration of C 2 H 4 I is high, the ratio is significantly below 1, confirming that the bridged model fits the data better than the anti model. The inset shows the results from a separate experiment including more time points below 1 ns, which supports the above conclusion. Fig. 4. (A and B) Structure determination of the C 2 H 4 I radical in methanol at t 0 100 ps. The contribution from C 2 H 4 I alone is isolated by subtracting other contributions from the raw data, allowing comparison with the gas-phase model of the anti and bridged structures. (A) Theoretical (red) and experimental (black) difference intensities for two possible reaction channels. The differences between the theory and experiment are also shown in blue. The upper curves are for the formation of the bridged C 2 H 4 I radical and the lower ones are for the classical anti structure. (B) Corresponding radial density functions for the two possible reaction channels, and molecular structures (iodine, purple; carbon, gray). (C) A schematic reaction mechanism based on timeresolved x-ray diffraction in solution.
framework for time-resolved x-ray diffraction from liquids, including MD simulations, and P. Anfinrud, F. Schotte, A. Plech, and A. Cupane for discussions and assistance. The crossing of two electronic potential surfaces (a conical intersection) should result in geometric phase effects even for molecular processes confined to the lower surface. However, recent quantum simulations of the hydrogen exchange reaction (H þ H 2 Y H 2 þ H) have predicted a cancellation in such effects when product distributions are integrated over all scattering angles. We used a simple topological argument to extract reaction paths with different senses from a nuclear wave function that encircles a conical intersection. In the hydrogen-exchange reaction, these senses correspond to paths that cross one or two transition states. These two sets of paths scatter their products into different regions of space, which causes the cancellation in geometric phase effects. The analysis should generalize to other direct reactions.
Recent work (1) has established that conical intersections (CIs) play a central role in the dynamics of many chemical reactions and photoprocesses. At a CI, two electronic states touch, so that the Born-Oppenheimer approximation (that electronic and nuclear motion are separable) breaks down. A system with a CI can therefore convert rapidly between electronic states by passing through the intersection. Such rapid switching is exploited in many light-harvesting and charge-transfer processes. Another consequence of the BornOppenheimer breakdown is the geometric (2-6) Eor Berry (7)^phase (GP), which occurs even if the system is confined to the lower electronic surface and avoids the neighborhood of the conical intersection. The GP is the sign change (or p phase shift) acquired by the electronic wave function F, when the nuclei complete an odd number of loops around the CI. The GP produces a corresponding sign change in the boundary condition of the nuclear wave function Y (4-6), in order to make the total wave function (FY) single-valued (i.e., uniquely specified at each nuclear geometry). As a result, even without electronic excitation, the vibrational and rotational motions on the lower electronic state are changed by the proximity of a CI. The implications of such changes for chemical reactivity are poorly understood.
In isolated molecules, the effects of the GP are reasonably well understood, thanks mainly to detailed experiments and theoretical predictions on Jahn-Teller systems (6, 8) . In the simplest Bparticle on a ring[ system, the effect of the GP is to switch the allowed quantum numbers of the nuclear wave function from integer to half-integer values. Representative direct (red) and looping (blue) reaction paths are also shown. The cut was obtained using the hyperspherical coordinate system of Kuppermann, which represents all different geometries of the three H nuclei, at a given overall separation r [defined by Kuppermann (28) ], which is here set to 3.9 bohr. The center of the circle is the equilateral triangle geometry, and the geometries become flatter as they move outwards to the perimeter, which represents linear arrangements of the three nuclei. 
