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In the areas of Discrete Simulation Optimization, optimization over rank val-
ues instead of actual values has received increasing attention in recent years.
The concept of Ordinal Transformation (OT) has been proposed with the use
of multi-fidelity models, capable of transforming the design space of the simu-
lation optimization problem in question into a single dimension space via the
low-fidelity model. The dimension reduction is able to smooth out potentially
very irregular design space, allowing even meta-model approaches to describe
the design space for sampling purposes.
On the other hand, Gaussian Process Regression (GPR) has been widely
researched and adopted in machine learning as well as simulation, given its
powerful performance in capturing the general structure of the system. One
specific usage is to use its prediction to derive sampling strategies for optimal
designs.
In this work we will discuss the application of combining GPR with OT, the
assumptions for this strategy to work, and the implications to the performance.
We will derive a sampling strategy based on the two, and expand its usage
to more than one low fidelity cases. The algorithm will also be compared to
existing Multi-fidelity Optimization with Ordinal Transformation and Optimal
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Symbols and Definitions
X The design space, can be of very high dimension and size.
S The set of sampled designs in a sampling process.
x Denotes a candidate design in the design space.
x(i) Denotes the ith design sampled in a sampling process.
y(i) Denotes the optimal high fidelity value up to the ith sampled design in a
sampling process.
xi Denotes the ith design in the sampled set S.
yi Denotes the high fidelity performance of xi.
xrank The low fidelity rank of design x.
F The function of candidate design to high fidelity performance.
G The function of candidate design to low fidelity performance.
∆ The bias of low fidelity evaluation compared to high fidelity for a candidate
design. Not to be confused with Kronecker Delta Function δij.
f The function of low fidelity rank to high fidelity performance.
g The function of low fidelity rank to low fidelity performance.
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grank The function of candidate design to low fidelity rank, i.e. g
−1.
δ The bias of low fidelity evaluation compared to high fidelity, for a candidate
design with given low fidelity rank.
K Covariance Matrix. Specifically, K(x,x′) represents the covariance matrix
of random vectors x and x′, and Kij(x, x′) equals Cov(xi, xj ′).
θ The set of hyperparameters in a covariance function.
l Hyperparameter: length scale. Generally, the longer it is the lower the
covariance between two points of Gaussian Regression.
σf Hyperparameter: prevailing variance of function f . In the context of this
paper, it represents the general variance of high fidelity result in OT
space.
GP Gaussian Process. Defined completely by three parameters: the input
vector x, the output vector y and the covariance function Cov.
GP k Gaussian Process in kth iteration during the sampling process. Because
after each iteration the covariance matrix may be updated, the Gaussian




In real life, industrial problems often require simulations in order to anticipate
or evaluate the operations in concern. Oftentimes, we are concerned with one
or more outputs from the simulation, and are trying to find the design which
gives the best result. It is often the case that the design space can be high
dimensional or segmented, and/or has highly irregular objective functions,
making conventional regression methods impractical at best. On the other
hand, using simulation technologies does not resolve the issue because the
model can be not only hard to build, but costly in terms of computing power,
which translates into either money or time.
It is this background that spurs the surge of research in multi-fidelity sim-
ulation. As the name suggests, multi-fidelity simulation is built upon different
modelling/mathematical description of the same system, and their accuracy,
i.e. fidelity vis-a-vis to the actual system, become either objective or instru-
ment in the simulation process.
Since the rigorous, accurate simulations often require great effort, Fast and
simple simulations are found to be more attractive, even if they have lower
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fidelity and carry inherent bias or noise. The difference in fidelity may arise
from different models or different approaches to a problem. For example, a low
fidelity model may have a simple, closed form whereas the high fidelity model
requires a few days’ run of simulation engine. The question comes down to
whether a combination of both can be applied to effectively search the design
space.
Ultimately, we aim to find the design with the best high-fidelity results.
Given the multi-fidelity background, we aim at minimizing the number of
costly high-fidelity simulations and by effectively selecting the next design on
which to run simulation, given known high-fidelity results and ’cheap’ low-
fidelity results. In the case of a single low fidelity, we may be concerned with
how to align information from low fidelity with that of sampled high fidelity
designs. In the case of more than one low fidelity, we would need to further
determine how to reconcile their certainly different results.
In the MO2TOS framework developed in [4, 14, 15, 16], only two fidelity
models are brought into concern. The Ordinal Transformation (OT) is em-
ployed to rank all designs according to the low fidelity model, which is as-
sumed to be comparatively cost-free, resulting in the OT space. Even with
larger bias, the simplified low fidelity models often exhibit overall trends in
design performance, for example reduction in local variances on the Ordinal
Transformation space, allowing for better sampling strategy afterwards. Such
a property encourages more non-parametric approaches to sampling method.
Furthermore, when faced with more than one low fidelity model, there
would be a problem of reconciling their differences or choosing one of them as
the best model. Ideally, one would wish to obtain a better performance with
multiple fidelities’ information combined than taking whichever one of them
11
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individually, since we are, after all, equipped with more information. However,
it should be noted that separating useful information with less useful ones is
not straight-forward.
We will first go through the MO2TOS as well as Gaussian Process (GP),
and then in the following chapters we will offer an alternative sampling algo-
rithm based on GP which adapts to multiple low fidelities with ease. Because
OT resolves the difficulties in applying Gaussian Process Regression(GPR) di-
rectly on the design space (which can be very irregular or categorical), and
given that the OT’s properties correspond well with a particular set of GPR
covariance functions, GPR should be a good regression method choice. On
the other hand, we will use a regression directly on the bias term, which is
inline with the OT assumptions and provides a good low fidelity based model
on high fidelity results.
1.1 MO2TOS
Multi-fidelity Optimization with Ordinal Transformation and Optimal Sam-
pling (MO2TOS) is a framework first proposed in 2015 by Chen et al. [4].
It consists of two major steps: Ordinal Transformation (OT) and Optimal
Sampling (OS), and relies on the existence of two fidelity models of the same
problem:
F (x) = G(x) + ∆(x) (1.1)
where x is any design in design space, F being the performance function in
high fidelity model, G being that of low fidelity model and ∆ being the bias.
12
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As explained in the previous section, OT replaces the original problem with a
one-dimensional problem ranked by low fidelity model, and we have three new
functions over the domain of low fidelity ranking:
f(xrank) = g(xrank) + δ(xrank)
where
f(xrank) = F (x), g(xrank) = G(x), δ(xrank) = ∆(x)
The benefit of OT is well expressed in [14] that it reduces the dimension
of the design space to one regardless of its original space, which may be high
dimensional, irregular or categorical in nature. On top of that, if the high
fidelity and low fidelity functions are correlated, OT is able to capture that by
reducing the group variance and increase group distance on OT space.
Subsequently, OS, which applies the Optimal Computing Budget Alloca-
tion (OCBA) algorithm, divides the designs into a certain number of groups
and allocates amount of samples to be taken from each group for the next iter-
ation, as shown in Fig.1.1 The number of samples for each group is determined
by the group average (of currently sampled designs) and its sample variance,
in a way that the probability of selecting the group with lowest average is
maximized. [16]
After the OT step, it might be tempting to start sampling from those
ranked better in the low fidelity model, which is unfortunately not only heuris-
tic but also unfounded, because the low fidelity may not follow the same global
13
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trends as the high fidelity [14, 15, 16]. On the other hand, it has been proven
in [14] that if f has a finite variance c2 and g is uniformly distributed with
variance (ρc)2 and independent from δ, the difference in group mean of neigh-
















where k is the number of groups, m is the total number of designs. This
property allows for usage of OCBA by examining each design as a sample from
its group which follows a normal distribution. In any case, the low fidelity
should provide some sort of information of the high fidelity ranking in order
for it to be more useful than a random rank.
Figure 1.1: A typical iteration of OCBA algorithm on OT space
The OCBA algorithm seeks to find out a sampling resource allocation that






s.t.N1 +N2 + ...+Nm = T
whereby Ni is the number of designs to be sampled (or in other words,
whose high fidelity performance evaluated) from the ith group in a particular
iteration. P{CS−BG} is the probability that the group with the best sampled
performance is the group with the best performance if all designs are evaluated.
In order to achieve this, OCBA algorithm will intuitively assign more sam-
pling resources to groups with high probability of being the best, i.e. those












where l and j are indices of any two groups that are not the current best
group b (i.e. they have group sample average performance worse than the
current one). δb,l is the group distance (difference of group sample average
performance) between b and l.
The OCBA algorithm is not without its drawbacks. Firstly, it maximizes
the probability that the group with the lowest sample average is actually the
group with the lowest average, which does not directly lead to the selection of
optimal design, or the group likely to have the optimal design. Secondly, the
15
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number of groups and the group boundaries on the OT space are arbitrary
settings decided and fixed before the simulation and sampling process, result-
ing in neighbouring designs either having identical or disparaging probability
of getting sampled in the next iteration. Thirdly, the MO2TOS framework is
restricted to a single low fidelity, though it does have a potential for a more
general, multiple low fidelity case.
Therefore, our goal is to find alternative sampling scheme that overcomes
or circumvents the above drawbacks for a better performance.
1.2 Gaussian Regression
In introduction, we have briefly explained the motivation of using GPR as a
regression model for OT space. Before proceeding to the actual methodology,
we lay down the basics of the GPR here as background reference.
Gaussian Process Regression is a form of supervised learning, which essen-
tially treats the entire domain of regression as an infinite dimensional Gaussian
distribution. Its popularity is in part due to its ability to solve non-linear prob-
lems in a Bayesian methodology.
Specifically, Gaussian Process is a continuous stochastic process on X
such that for any finite selection of x = {xi}, i ∈ {1, 2, ..., k}, y = {yi} =
(y1, y2, ..., yk) is a multi-variate Gaussian random variable [3]:
y ∼ N(0, K(x, x)) (1.2)
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where the covariance matrix K for any two vectors x and x′ is defined by:
Kij(x, x
′) = Cov(xi, x′j) (1.3)
where 1 ≤ i ≤ |x| and 1 ≤ j ≤ |x′|. The covariance function Cov(x1, x2)
completely determines the behaviour of the Gaussian Process, which describes
the correlation between the function values at two input points x1 and x2. If
we expect that function value should have strong correlation when the inputs
are close, then we are taking the assumption of continuity of the process,
which involves a covariance functions that decays with distance, for example
the squared exponential. Other kinds of basic covariance functions also exist
according to different prior assumptions, for example periodic functional values
can be modeled via trigonometrical covariance functions which gives higher
value if the input distance is a multiple of the period.
1.2.1 Covariance Functions
The core component of covariance function used in this paper is going to be a
composite of squared exponential function:
Cov(x, x′) = σ2f exp(−
‖ x− x′ ‖
2l2
) (1.4)
where l, σf are predetermined hyper-parameters θ, where l represents the
length scale and σf represents the prevailing variance of the function. It is
evident from the expression that a longer length scale will mean a smoother
regression as the correlation remains strong at longer distances. As the co-
variance function completely defines a Gaussian Process, the choice of hyper-
17
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parameters have pivotal importance on the final result of the process. The
choice of hyper-parameters can be determined by maximizing the posterior of
θ given x and y, the vectors of known inputs and their corresponding outputs,
which is equivalent to maximizing log p(y|x, θ) [3]:




log |K| − n
2
log 2pi (1.5)
there are many ways to solve for θ. In [8], a adaptable gradient-based
algorithm is used to locate the maximum of θ, assuming a single maximum
and smooth function values. The hill-climbing step is extended or reduced,
depending on the reversal of function value increment between steps. This
heuristic method is one way to establish a satisfactory set of hyper-parameters
by Bayesian methodology.
1.2.2 Posterior Predictions
The mean value of the joint Gaussian prior in Eq.1.2 is zero in the absence of
prior information. In a machine learning setting, this random variable can be




K(x, x) K(x, x∗)
K(x∗, x) K(x∗, x∗)
) (1.6)
where x∗ and x correspond to the input for y∗ and y. As proven in [3] The
conditional distribution of y∗, given y, x∗ and x, is:
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p(y∗|x, y, x∗) = N(µ, σ)
µ = K(x∗, x)K(x, x)−1y
σ = K(x∗, x∗)−K(x∗, x)K(x, x)−1K(x, x∗)
(1.7)
This conditional distribution is the analogous prediction for common re-
gression methods. It essentially is an estimation of the design output at an





Formally, we seek to find within a finite design set X of known size but po-
tentially very large and of very high dimension, which minimizes the objective
function:
f(x), x ∈ X
And during the simulation and sampling process, we have a series of x(i)
and corresponding evaluations f(x(i)) as well as their optimal y(i) = minf(x(i)).
Obviously y(i) converges towards global optimum under any sampling scheme,
since X is finite. However, as f is assumed costly to evaluate, there is signifi-
cant need to speed up the convergence rate via better sampling.
The common approach is to perform regression analysis on sampled set S
and f(S) in order to observe the structure on X. However, the design set
may be of very high dimensional, or involves discrete values, which renders
regression an impossible approach. In such situations, we may need to resort
to other fidelities’ result as guidance for sampling scheme.
20
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It is in light of this requirement, ordinal transformation (OT) based on an
approximative function, usually called the low fidelity model, is employed to
bring down the dimension of the design space to 1 [14, 15]. In this paper we
will be making the assumptions the same as in [4], where low fidelities are
assumed to have zero cost and can be evaluated for the entire design set, with
which we can order the design set in terms of this low fidelity ranking.
In [16], the OCBA algorithm is subsequently deployed on the OT design
space to generate efficient allocation of sampling budget for respective OT re-
gions. It hinges on the OT property of spatial correlation and reduced group
variance in order to intelligently pick candidate designs to sample. Being able
to sort candidate designs into one-dimensional OT axis, groups can be made
by dividing designs according to their low fidelity ranking. Thus, with com-
puted sample mean and variance for each partition/group, OCBA algorithm
decides on the optimal ratio of samples to be taken from each group such as
to maximize the probability that the group with the best sample mean is the
group with the best group mean.
The OCBA algorithm focuses on the statistics of the artificial groups, and
does not factor in any topological information of the OT space. Hence, a meta-
model approach may be attempted as an alternative method on OT space. The
reason to apply meta-model approach to OT space instead of original design
space may well be due to high-dimensional or irregular design space, or if the
design parameters are not continuous, but enumerable.
There have been various meta-model approaches before and after the MO2TOS
framework, of different goals. For example, in 2006, Mike Yang [9] considered
the straight-forward linear regression on OT space, which is used to evaluate
the noise-trend by comparing to the high fidelity output, thus helping the
21
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design screening.
In order to extend to more common cases, [12] employs a trend-first method-
ology whereby it establishes a trend vector with least squares techniques, then
apply kriging to some form of standardized residuals. Subsequently widely
adopted, this method inevitably assumes a prior trending form before ap-
plying kriging techniques to fine-tune localized variations of the function in
question.
In 2015, a preliminary kriging approach has been implemented on OT space
for benchmark MO2TOS design sets [13] where the difference between high
fidelity and low fidelity is learned with a trend term and a residual term, similar
to that in [12]. The learning procedure aimed at providing a predicted value
for any design with low fidelity evaluated. However, the paper stops at the
stage of comparing MSE and correlation with the high fidelity, without further
exploring the possibility of using this learning result for sampling purpose.
There are also more facets into the Gaussian Process not explored in this
paper, that are helpful towards a derivation of posterior prediction and a
sampling strategy, which we will be providing in this paper.
In [1], the difficulty in constructing and evaluating simulation models are
stressed in particular due to the need for high investment of time and effort.
Thus, it strives to derive information from existing simulation results to de-
scribe the response surface. The methodology used is basically modelling the
unknown performance-measure surface(s) with independent design variables.
It makes the assumptions that the performance value is stochastic (gaussian)
for each design point, which is the intrinsic variance, in contrast with extrinsic
variance that is inherent in the model itself:
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Yj(x) = f(x)
ᵀβ +M(x) + j(x)
where Yj is the response of the jth simulation replication at x, β is a gra-
dient vector,  represents intrinsic variance and M represents a random field
with mean 0, which is used to model the extrinsic variance. This method
focuses in particular the stochastic nature of the performance of designs, and
takes it into account when estimating design performances and allocates sim-
ulation efforts. On the other hand, the covariance functions are arbitrary and
the design-dependent variances (intrinsic variances) are merely sample vari-
ance of performances sampled repeatedly at the same design point. While the
spatial correlation between the average performance is highlighted, that of the
intrinsic variances are not discussed. In fact, in the case of OT space, it may
be interesting to model high fidelity responses as stochastic, and divide the
variance into intrinsic and extrinsic ones.
Another strong candidate for the meta-modeling of the design space after
OT is the Gaussian Process Regression(GPR). Similar to the normality resid-
ual assumption in [13], GPR assumes a normal prior for any design output,
and a multi-variate normal prior for a joint design output [3]. As such, it
becomes possible to evaluate a posterior distribution of any design point given
a set of already sampled design points.
There are multiple extensions from the generic GPR which are suitable for
an adaptation on the OT space. Firstly, the use of a stationary covariance
function such as squared exponential in the GPR expression is able to mani-
fest the property of a smooth continuous function, where designs with inputs
close to each other in ordinal space tend to have outputs also close in the
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performance space [14]. Secondly, whether the design output is deterministic
or stochastic, due to the possible volatility of the design outputs which will be
presented in numerical analysis, an interpolation method may work against the
performance. Instead, it would be advisable to consider a nugget effect where
the sampled designs are taken as if they come from a noisy evaluation, which
can be done by a simple addition of nugget noise term in covariance function
[3]. Thirdly, the process need to relax condition on variance and perhaps,
allow variance learning in a heteroscedastic mode [10]. Lastly, the determina-
tion of hyper-parameters is a crucial part in order for the GPR result to make
sense. This can either be done via reasonable choice or through maximization
of log marginal likelihood of the hyper-parameter conditioned on known de-
sign points, with a Bayesian reasoning [3]. Last but not least, GPR is able
to provide a posterior distribution for each candidate design. Thus, we are
able to derive a sampling probability on an individual level, instead of need-
ing to further decide a sampling strategy in each group, as in the MO2TOS
algorithm.
A part from theoretical backgrounds, there exist many adaptations of opti-
mization strategies for some of the above points. In [10], the variable variance
is modeled via a second GPR, which is highly computationally intensive. An
alternative strategy is given in [7] where a partly heuristic approach is used to
speed up the convergence rate and reduce computational overhead by point-
estimates of localized variances on input space. In [8], an adapted gradient
climbing strategy, Rprop is used to fast converge towards the maximum log
marginal likelihood described in [8]
While the meta-modelling approaches have been traditionally adopted on
design spaces for the purposes of prediction, sensitivity analysis and general
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descriptions, there are applications of multi-fidelity models. Often used are
surrogate models which hold some correlation with the actual model of in-
terest, while being easier to evaluate. The challenge lies with the unknown
level of correlation at each design variable, as well as choice of sampling in the
design space. In [2], the high fidelity model and low fidelity models are sam-
pled separately, while employing a nearest neighbour sampling. A co-kriging
model is employed on correlated functions, the covariance matrix of which
is divided into multiple sub-matrices, which consequently reduces both the
matricial calculation overhead and the probability of ill-conditioned matrices.
The major difference between a normal co-kriging method and OT-based
gaussian process is that the OT focuses on spatial correlation among high
fidelities with close low fidelity ranks, while co-kriging utilizes correlation be-





The Ordinal Transformation has the intrinsic power to one-dimensionalise all
candidate designs upon low fidelity evaluation. Even though OT is discrete,
we can tackle a continuous design space by choosing an appropriately large
amount of designs without losing much information of the original space. If the
low fidelity model is appropriately chosen such that it has a good correlation
with the design output (high fidelity output), we can expect OT to facilitate
meta-model analyses, especially when the original design space is highly ir-
regular, categorical, or high dimensional that regressions cannot be applied
directly or have very bad performance. Thus, Gaussian Process is a particular
good fit since the OT process provides a good basis for it and also we can
choose a covariance function that best reflects the OT properties, which we
will explain subsequently.
As explained in the introduction and background, we model the generic
problem by one high fidelity function f and one low fidelity g on the perfor-
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mance of a finite by potentially very large design set. It is assumed that g is
fast to evaluate and imposes no cost on calculation overhead, but carries an
inherent bias from true performance value, whereas f is accurate but costly
to evaluate. The goal of our research is for an algorithm that can optimally
sample using f with also information from g. Evidently if f and g are not
correlated, or in other words, the bias f − g is completely random, then there
is no information obtainable from g. This point will be illustrated further in
our numerical results.
In order to make use of GPR, we focus on evaluating the bias term δ = f−g.
The low fidelity function is assumed deterministic, so we have a stable ranking
among candidate designs. Hence, by obtaining posterior distributions of the
bias term of candidate designs on OT space, we can formulate the sampling
criteria by treating unknown high fidelity values as random variables, which
can be assembled from the bias and low fidelity value.
Given one high fidelity model f and low fidelity model g, we assume that
the bias δ = f − g follows a normal distribution for any design x’s low fidelity
rank i = xrank:
δ(i) = f(i)− g(i) ∼ N(µi, σi)
For any set of sampled designs Ssampled, we have a corresponding set of
inputs of their low fidelity ranking x = {i = xrank, x ∈ S} and outputs of
bias y = {δ(i), x ∈ S}. The central idea is that by applying Gaussian Process
Regression, we can obtain a posterior on δ for designs that are not yet sampled,
and produce a posterior on their high fidelity outputs:
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f(i) ∼ N(µi + g(i), σi) (3.1)
One important thing to note is that the variance of this posterior is NOT
the uncertainty of high fidelity evaluation. Instead, it refers to the spatial
variance, often perceived as the ”jaggedness” on OT space. The former can
be estimated from repeated sampling of the same design, whereas the latter is
more about the incoherence of high fidelity and low fidelity in the horizontal
span of OT space. In other words, if the high fidelity and low fidelity ranks
are uncorrelated, then this spatial variance will be higher.
There are two reasons for regression on the bias instead of high fidelity
itself: Firstly, the estimate from bias will make use of low fidelity output
values, which will be lost if we regress directly the high fidelity output (only
low fidelity ranking is retained). Secondly, the bias may have a more regular
value and smaller variance, given that it depends on both high and low fidelity
values.
After obtaining the posterior for every candidate designs, we will use ex-
pected improvement as the sampling criteria for our optimal sampling ap-
proach.
The use of GP in this paper is primarily on providing posterior evalua-
tion. We can uniquely define a GP by providing a set of input-output pairs
(which are design’s low and high fidelities) and a covariance function Cov:
GP (x,y, Cov). Once defined, a GP allows us to calculate posterior distribu-
tion for any other input from the use of Eq.1.7 or some variation of it:
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p(y|x,y, x) = N(µ, σ) (3.2)
3.2 Model Estimation: Gaussian Regression on OT Space
The GPR on bias in OT space, denoted by GP0 = GP (x,y, Cov) will work on
the following assumptions:
• For GP0 definition and computation, we will use
xrank = grank(Ssampled) and y = δ(xrank) as the vector of sampled de-
signs’ low fidelity ranking and that of their corresponding biases, and S,
Ssampled to be the set of all designs and sampled designs, respectively.
• The MO2TOS framework has already been applied to continuous de-
sign spaces by deriving a large discrete number of designs. Hence, even
though GPR is by definition working on continuous space, the large
amount of designs from OT can approximate the continuous space with-
out much loss of effectiveness.
• The property of OT space provides a convenient definition of covariance
function that is often employed in GPR: i.e. a correlation decaying
with increasing distance. This is because under the assumptions on the
relation between low and high fidelity models, the designs on OT space
with close x value tend to have close y value, which directly corresponds
to the properties of covariance functions that have decaying value with
respect to distance [3]. Many functions exhibit such behaviour, such as
Mate´rn, Inversion, and squared inversion. As described in Chapter.1, we
will employ the squared exponential as the basis for covariance function.
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Essentially, in our GPR model we will have δ that has a smooth mean
value on OT space.
• Heteroscedasticity: the variance estimate of δ for any design’s bias should
not be a constant because the OT does not assume anything on it. Since
the level of incoherence is not constant along the OT axis (low fidelity
rank), it is reasonable to suggest that it varies continuously along the
axis as the level of incoherence changes. As such, any region with large
posterior variance carries much less certainty and need more samples
drawn in order to either reduce the uncertainty or explore the noisy
region. This is analogous to the MO2TOS framework where groups with
higher variance are sampled more.
The strategy that we will follow is as below:
3.2.1 Hyperparameter estimation
We re-state the covariance function in this paper as below:
Cov(x, x′) = σ2f exp(−
‖ x− x′ ‖2
2l2
) + σ2j δ(x, x
′) (3.3)
where l, σf and σj are predetermined hyper-parameters θ, where l repre-
sents the length scale and σf represents the prevailing variance of the func-
tion. It is apparent from the expression that a longer length scale will mean
a smoother regression as the correlation remains strong at longer distances.




The question arises on not only how the hyper-parameters should be de-
termined before hand, but also its suitability as number of sampled designs
grows. A predetermined set of hyper-parameters θ are useful for a GPR whose
input/output vectors, x/y, are not changing, but when sample size grows, the
old set of hyper-parameters would not be able to adapt to new data, potentially
produce results that are no longer sensible. To remedy this, we can employ
hyper-parameter estimation at predetermined intervals in the actual sampling
iterations, which updates the hyper-parameters to make sure they are suited to
the new set of sampled designs. The estimation process can be done through
the Bayesian reasoning of maximizing the log marginal likelihood [3]:




log |K| − n
2
log 2pi (3.4)
To find the maximum, we employ a fast gradient descent strategy, Rprop
[8], where the gradient with respect to each hyper-parameter θj is:
∂
∂θj




), α = K−1y (3.5)
and the step sizes are adapting to the sign of the gradient (i.e. if the
gradient is consistently positive/negative, then increase the step size, otherwise



































with initial value ∆0 and possibly ∆min and ∆max deployed as bounds.
The use of squared exponential as a core component of the covariance
function. This choice is best suited for smooth and continuous regressions
where designs with similar ranking should have similar performance output,
which has already been pointed out in the previous section.
3.2.2 Design-dependent variance
Unlike common kriging, we assume the design output (i.e. the high fidelity
value and the bias) to be stochastic, thus allowing neighboring points to main-
tain a level of variance after sampling. In other words, we want to capture
the trend value and trending variance instead of strictly interpolating sampled
designs on OT space. The common practice is to add such a term in the
expression of covariance matrix Eq.1.3 [3]:
Kij(X,X
′) = Cov(Xi, X ′j) + σ
2
n (3.8)
Unlike the jitter term σ2j discussed earlier, which is a very small value
and serves the sole purpose of preventing calculation errors at points close to
sampled designs [3], the extra variance term σ2n adds an equal variance to all
points along the OT axis. Thus, the posterior evaluation Eq.1.7 will always
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incorporate this variance term, even for input points. Hence the posterior at
and around the existing inputs (or in our case, sampled designs) will also carry
this variance, while contribution from other terms tend to zero (for squared
exponential covariance functions).
However, σn is constant and does not vary w.r.t. ordinal ranking, and
we are not sure what its value should be beforehand. In order to make the
variance term dependent on design input (low fidelity ranking), we can modify
the covariance matrix further to include an input dependent function r to
represent the noise level [10]:
Kij = Kij + δijr(xi) = Cov(xi, xj) + δijr(xi) (3.9)
where the δij is the Kronecker-delta function to ensure that this extra
variance term depends solely on the position of x (or low fidelity ranking in
our case). Thus, the heteroscedastic approach is to apply a varying noise level
r at different points and the original posterior estimation equation Eq.1.7 is
modified according to the standard results in [11]:
Yˆ = p(y∗|x,y, x∗) = N(µ, σ)
µ = K(x∗,x)K(x,x)−1y
σ = K(x∗, x∗) + r(x∗)−K(x∗,x)K(x,x)−1K(x, x∗)
(3.10)
We need then determine the value of r for all design input (low fidelity
ranking) in order to compute K and subsequently the posterior for all candi-
date designs. Using the methodology from [3], we construct another Gaussian
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Process, denoted by GP1, whose input vector is the same as GP0 and output
vector is the empirical noise term at sampled points. Therefore, we can es-
timate the noise level at any input with the average of posterior from GP1.
Since the noise level may have a different variance and variation along the OT
axis, we need to perform another hyper-parameter estimation for this second
GPR.
One thing to note is that the jitter term described in the covariance function
(Eq.3.3) is still needed even while there is an input-dependent variance. First
of all, the evaluation of GP1 is not heteroscedastic and requires a jitter term;
secondly, the GP0 requires the jitter term to stably initialize.
We can approximate r on Ssampled using the current Gaussian posterior GP0
and the design’s actual bias y = δ(Ssampled). Using a most likely heteroscedas-
tic GPR approach as in [7], the idea is to repeatedly use GP0 to evaluate the
empirical variances at each design point and use them to compute GP1, thus
updating the estimate of r and allowing the evaluation of another set of em-
pirical variances via GP0. The process continues until estimated function r
converges (in terms of the sum of its values at sampled design points).
We use GP k0 to represent the Gaussian Process GP0 at k
th iteration, and
likewise for GP k1 . rk is the approximation to the noise function r and is equal
to the average of the posterior of GP k1 . At each iteration, GP
k
0 uses rk to
recalculate its covariance function, and construct GP k+11 using an empirical






(δ(a)− ajk)2, a ∈ Ssampled (3.11)
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where ajk is one sample taken from the existing posterior using the previous
noise estimation rk:
ak ∼ Yˆ = p(y|x,y, a)
A rule of thumb, as stated in [7], is to take 20 samples from the Yˆ =
p(y|x,y, a) for the estimation in 3.11. Once GP k+11 is constructed, we use its
posterior average as the new estimate for noise function: rk+1 Upon conver-
gence, the covariance matrix is finalized with the converged r. The procedure
is summarized below:
Algorithm 1 Most Likely Heteroscedastic Parameter Calculation
1: Initialize K, GP 00
2: C ←∞, SE ← 0, D = Diag(0)
3: k ← 0, r0 ←a first guess
4: while Abs(C) > Convergence Threshold do
5: Evaluate r′k(x) using GP
k
0 , ∀x ∈ Ssampled by Eq.3.11
6: With x as input and r′k(x) as output, evaluate rk+1 using GP
k
1
7: Update K and compute GP k+10 with the diagonal noise term rk+1 ob-
tained
8: C ← (∑x∈Ssampled rk+1(x)− SE)/∑x∈Ssampled rk+1(x)
9: SE ←∑x∈Ssampled rk+1(x))
10: k ← k + 1
3.3 Sampling Procedure
3.3.1 Expected Improvement (EI) of design posterior estimation
Given the posterior distribution for every unsampled design’s bias δ ∼ N(µ, σ),
the posterior for candidate designs’ high fidelity output is simply
f = g + δ ⇒ f ∼ N(µ+ g, σ)
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, a translation in mean value by the value of low fidelity output at this point.
The sampling procedure should be able to identify and prioritize designs that
have a ”good potential” of being better than the current best. Suppose yb
is the current best sampled design output and µy and σx are the normal dis-
tribution parameters of f , the straight-forward approach is the calculate the
Improvement Probability (IP):




While this approach remains in probabilistic paradigm, it does have one
shortfall: We are NOT indifferent about the choice of two designs with the
same probability of improvement. In fact, we would care more about the
expectation of the improvement (EI), i.e. (In the case of normal distribution)




(yb − y)P (y)dy


















Analogous to financial terminology, the IP can be viewed as the probability
that loss surpasses a given Value-at-Risk, while the EI is the expected loss
beyond this given Value-at-Risk. For example, suppose Yˆ1 ∼ N(6, 7) and
Yˆ2 ∼ N(1, 4) (shown in Fig.3.1, and the current optimal is at yb = −5.6563,
then both Yˆ1 and Yˆ2 have the same probability of being less (better) than yb.
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However, since Yˆ1 is flatter with fatter tails, it is more likely to have a positive
improvement and actually has a higher expected improvement: EI1 = 1.634
and EI2 = 0.9357, as calculated from Eq.3.13:
Figure 3.1: Equal improvement probability, given the current optimal yb
Therefore, the EI is more capable of capturing the magnitude of improve-
ment. Since our focus is on the magnitude of improvement, EI is a more
appropriate measure. In the following algorithm and the first part of numeri-
cal results section we will see the usage of EI as sampling yardstick.
3.3.2 Gaussian Process Regression Optimal Sampling (GPROS)
The hyper-parameter estimation offers a great advantage because the algo-
rithm now does not require any mandatory input, like group numbers as in
MO2TOS. However, the hyper-parameter estimation is quite costly compared
to other steps of the algorithm, with no proportional gains in performance.
Hence, the hyper-parameter estimation is given a lag window (that can be
predetermined with envisioned volatility of the function), i.e. only after a cer-




The inherent nature of Gaussian Process allows for a balance between ex-
ploration and exploitation. In regions where fewer designs are sampled, the
posterior variance will be higher, because larger distance to neighbouring sam-
pled design points means more uncertainty of the value.A higher variance will
also increase the EI of candidate designs, and hence the sampling probability.
On the other hand, regions that are dense with good designs will induce better
posteriors, and hence, larger likelihood to be sampled.
The algorithm of Gaussian Process Regression Optimal Sampling (GPROS)
can therefore be decomposed as follows:
Algorithm 2 Gaussian Process Regression Optimal Sampling
1: Ssampled ← k random samples in the design space }
2: P ← number of iterations between subsequent hyper-parameter re-
estimations }
3: p← P
4: while not stopped do
5: if p < P then
6: p← p+ 1
7: else
8: p← 0
9: Perform Hyper-parameter Estimation as in subsection 3.2.1
10: Estimate r(x) as described in subsection 3.2.2
11: Update K
12: for x ∈ S do
13: if x ∈ Ssampled then
14: EI(x)← 0
15: else
16: Obtain Posterior For x as described in Eq. 3.10
17: Calculate EI(x) as described Eq.3.13
18: ∀x ∈ S, Calculate p(x) = EI(x)/∑S EI(a ∈ S)
19: Sample xnext from S using the probability function p
20: Ssampled ← Ssampled ∪ xnext
21: x← x ∪ xnext, y← y ∪ F (xnext)
Two typical iterations of the algorithm can be visualized in the Fig.3.2 and
Fig.3.3, the functions g1 and g3 are benchmark functions provided in Chapter.4.
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The posterior for every candidate designs is calculated, and the confidence
interval is marked by the blue and orange lines (95% confidence level). The
grey line represent the sampling probability proportional to each candidate
design’s EI as given in Eq.3.13
Figure 3.2: GPROS: 40 samples taken using g2 as low fidelity
Figure 3.3: GPROS: 70 samples taken using g3 as low fidelity
We have an interesting observation with the two snapshots, that is the
global trends tend to outweigh the local trends. For example, in Fig.3.2, at
extreme left, the variance should be smaller and the lower confidence bound
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is too low, because the globally decreasing trend from the right outweighs the
increase in lower bound. Ultimately this is caused by imbalance of hyper-
parameter estimation, since the parameters are estimated with the sampled
set distributed over the entire sample space, its ”accuracy” at regions of high
sample concentration is much lower, causing the final regression result to some-
what overlook the regional details. In future works, we can devise a strategy
to circumvent this, for example by dividing the OT space into disjoint chunks
with different sampled density and different hyper-parameter estimation pro-
cess.
3.4 Multiple Low Fidelity with Joint Expected Improvement
The case with more than one low fidelity that can be evaluated is an interesting
topic. First of all, it is an easily imaginable situation where we dispose of more
than one method to approximate a real world scenario. On one hand more
fidelities means more information one can obtain, and on the other, we face
the problem of reconciling potentially conflicting results from individual low
fidelity models.
The extra information from additional low fidelity models can be thought
of as a filtering process. The prediction from Gaussian Process Regression can
be inaccurate, where the average value is off the mark, or imprecise, where the
uncertainty / variance is high. Thus extra fidelity models may help enhance
the prediction result if it is more accurate or more precise, by either adjusting
the average prediction or reducing the uncertainty, or both. Essentially, the




In the context of the Gaussian Process Regression on OT space, as de-
scribed in details in previous sections, the posterior results of each low fidelity
fi can be encapsulated into the posterior normal distributions for each unsam-
pled design point x ∈ S \ Ssampled. Hence, for each candidate design we are
presented with more than one posterior normal.
Suppose these posteriors from the low fidelities are Yˆi, i ∈ {1, 2, ..., k}, and
they are independent normal distributions. We propose two ways to ”combine”
the low fidelity posteriors for each candidate solution into
ˆˆ
Y , thus allowing the
same treatment for the evaluation of expected improvement as described in Eq.
3.13.
JEI(yb) = EI ˆˆY (yb)
(3.14)
3.4.1 Simple Posterior Average














The result of such combination is easily visualized by plotting the density
functions of individual Yˆi and the average
ˆˆ
Y . Essentially the simple average
gives each posterior equal ”weight” in the evaluation of the final µ and σ,
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and variance reduction only occurs if the variances from original posteriors are

























When the distributions have very different variances, the accuracy from
the one with less variance is diluted by the one with greater variance, resulting
in a variance level that is average of the two. We can visualize the combined
result in the graphs below:
Figure 3.4: Average (green) of two gaussian posterior of same variance.
The average of two gaussian of similar variance is concentrated at the intersection
with great reduction in variance.
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Figure 3.5: Average (green) of two gaussian posterior of different variance.
In this case one of the posterior (red) is much less informative and has a wide
variance, and a simple average fails to prioritize the more precise prediction, giving
in a more noisy result
3.4.2 Posterior Product
If the underlying assumption that the design output can be modeled as a
normal distribution on low fidelity rank, an idea is to produce a resulting
posterior whose probability density function (PDF) is the product of original
posteriors’ PDF. Intuitively, this would also produce another random variable
that is concentrated at the ”intersection” of original posteriors. While this
method also takes into account all/both the original posteriors, it is much
better at preserving the more precise one of them, which we demonstrate
below:




A ∼ N(µA, σA), B ∼ N(µB, σB)⇔ P (A = a)P (B = a) = cP (Z = a)































∴ σ2Z < σ21, σ2Z < σ22
(3.18)
It is clear that there is guaranteed variance reduction for the product
method. We henceforth refer to the multiplicative posterior as Z, which results
form the normalized multiplication of PDF of A and B.
The constant c is used to normalize the scaled PDF after product. It is
readily observable from the expression of µZ and σZ that the weight of original
posteriors are inversely related to the variance. Hence, an original posterior
with more confidence and less variance will have a stronger influence on the
final posterior. This property can be visualized in Fig.3.7 and Fig.3.6.
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Figure 3.6: Product (green) of two gaussian posterior of same variance.
The normalized product of two gaussian of similar variance is concentrated at the
intersection with great reduction in variance, same as in Fig3.4
Figure 3.7: Product (green) of two gaussian posterior of different variance.
The combined posterior is very similar to the original one with small variance
(blue)
By repeatedly apply 3.17, we can extend the posterior product concept to






























3.4.3 Gaussian Process Regression Multi-fidelity Optimal Sampling
Our algorithm for multiple low fidelity, Gaussian Process Regression Multi-
fidelity Optimal Sampling (GPRMOS) differs slightly from the GPROS in
two steps: firstly, each iteration the predictions for every candidate designs
are gathered from every fidelity; secondly, sampling is done with the combined
posterior using any of the aforementioned method and applied on every fidelity
as well. The detailed steps are summarized below:
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Algorithm 3 Gaussian Process Regression Multi-fidelity Optimal Sampling
1: Ssampled ← k random samples in the design space
2: GP ← m Gaussian Regression Models, each from a given low fidelity
3: P ← number of iterations between adjacent hyper-parameter re-
evaluations
4: p← P
5: while not stopped do
6: if p < P then
7: p← p+ 1
8: else
9: p← 0
10: Perform Hyper-parameter Estimation ∀GPi ∈ GP as in subsection
3.2.1
11: for GPi ∈ GP do
12: Estimate ri(x) as described in subsection 3.2.2
13: Update Ki
14: for x ∈ S do
15: if x ∈ Ssampled then
16: p(x)← 0
17: else
18: Obtain Posterior posterior(GPi, x) For x as described in Eq.
3.10
19: Combine posterior(GPi, x),∀i to produce the final predic-
tion
20: Calculate EI(x) as described in 3.14 with any definition for
Yˆ
21: ∀x ∈ S/Ssampled, Calculate p(x) = EI(x)/
∑
S EI(a ∈ S)
22: Sample xnext from S using the probability function p
23: Ssampled ← Ssampled ∪ xnext




Assuming n designs, m samples, the complexity for the GRPOS can be dis-
sected as follows:
• The hyper-parameter estimation is bounded by the need to invert the
matrix K in Eq.3.5 of size m × m and the number of iterations i for
convergence. The complexity is thus capped by O(im3).
• The heteroscedastic analysis hinges on the need to evaluate the noise
function r(X) in the second Gaussian Process. The second GP does not
require variance analysis, but needs hyper-parameter estimation. Then
the evaluation of the noise term requires O(m3) time as in Eq.3.10 (aris-
ing from matrix multiplication) for each sampled point. In total the
complexity is O((jm)m3), assuming j iterations until convergence.
• the prediction evaluation of all design points. Since matrix inversion
is cached and remains the same for all design points, the complexity is
O(nm3) arising from matrix multiplication in Eq.3.10




4.1 Demonstration of OT Performance
One important underlying assumption in this work is the existence of design
spaces that are not suitable for meta-model analysis becomes available for
GPROS after Ordinal Transformation (OT), given one or more suitable low
fidelity model. To demonstrate the OT concept, we have this contrived ex-
ample consisting of 800 sets of (Design#, Low Fidelity, High Fidelity) value
triplets. The actual data generated as follows: (where l is low fidelity and h
is high fidelity)
x ∈ {1, 2, ..., 999, 1000}
l ∼ U(0, 1000)
h ∼ N(µ = l cos(l/90 + 0.9), σ = 100 cos((l/120 + 2.5) + 1) + 30
(4.1)
the more direct graphical render is presented below:
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Figure 4.1: High Fidelity and Low Fidelity values against design number in
Design Space
Figure 4.2: Bias (High Fidelity minus Low Fidelity value) against Low Fidelity
values in OT space
It is apparent that the values appear completely random in the first graph
and shows a clear trend in the second. This is because the high fidelity value
has very low correlation with the design number, but very good correlation
with the low fidelity value. Therefore we would expect any sampling attempt in
the original design space similar to random picking, whereas in the OT space,
it is possible to sample with the pattern. Here we present the performance of
three algorithms for both cases: MO2TOS, GPROS and Equal, respectively.
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The Equal Algorithm is essentially randomly selecting any unsampled design
to sample.
Figure 4.3: Performance In Original Design Space
Figure 4.4: Performance In OT Space
In the first graph, the other two OT algorithms have no better performance
than Equal method, while in the second, we can see substantial improvement.
It is evident that in this case, even though we can still apply meta-modelling
to the original design space, Ordinal Transformation exploits the benefit of
low fidelity for its correlation with the high fidelity design output, and thus
giving rise to a better performance.
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4.2 Comparison with MO2TOS
We compare the GPROS with MO2TOS using the benchmark problem defined









where x ∈ {0, 0.1, 0.2, ...99.9, 100.0}














As described in Chapter.1 The key parameter that MO2TOS has is the
number of groups. Since we cannot know beforehand which number of groups
will give out the best result, we will use 5, 10 and 20 groups as in [16].
Firstly, we compare the performance of GPROS with respect to MO2TOS
with g as high fidelity function and g1, g2, g3 as low fidelity individually. In all
test cases, we make 20 random initial sample allocation for GPROS:
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Figure 4.5: Performance of GPROS compared to MO2TOS with g1 as the low
fidelity function
Figure 4.6: Performance of GPROS compared to MO2TOS with g2 as the low
fidelity function
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Figure 4.7: Performance of GPROS compared to MO2TOS with g3 as the low
fidelity function
As shown in the graphs, the GPROS algorithm has better performance
than the MO2TOS framework in all three cases. An important thing is to
note that the comparison is made for MO2TOS with three different group
numbers. This again shows how performance of MO2TOS depends heavily
on the choice of group number, whereas GPROS is non-parametric and has a
stable performance throughout.
To further demonstrate the properties of GPROS, we compare it with
MO2TOS with group number equal to 10:
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Figure 4.8: Average Gain Per Iteration of GPROS compared to MO2TOS with
g1 as the low fidelity function
Figure 4.9: Average Gain Per Iteration of GPROS compared to MO2TOS with
g2 as the low fidelity function
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Figure 4.10: Average Gain Per Iteration of GPROS compared to MO2TOS
with g3 as the low fidelity function
We note that with the exception of g2, the GPROS has been fast at initial
steps. On the other hand, its performance in terms of incremental improve-
ment seems to follow an interesting alternating pattern that is more unstable
compared to MO2TOS. Whether this is intrinsic in the algorithm or is more
related to the specific test case would require more experiments and investi-
gations.
4.3 Mutliple Low Fidelity Performance
Then, for multiple low fidelity case, as MO2TOS does not come into play,
we compare the result from GPRMOS with GPROS, where the latter uses a
single low fidelity that the former uses, i.e. GPi ∈ GP . Here, the four curves
are GPROS on g2 and g3 only, and GPRMOS using both g2 and g3 with the
average method and product method.
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Figure 4.11: Comparison of the performance of GPRMOS equipped with more
than one fidelity to GPROS with a single fidelity
As observable from the Figure 4.11, GPRMOS using both low fidelity model
results has better performance than GPROS based on either model. The
increase in performance in this scenario is not very pronounced because the
room for improvement is decreased with similarity of models. In an overly
simplified analogy, imagine two models each recommending top 100 potential
candidates. If the two models are similar, these two top 100 sets may be largely
the same, and combining the two models do not bring much benefit. On the
other hand, if we observe only a few candidate designs appearing in both sets,
we can greatly narrow down the selection and speed up the process, which is




In this paper we have discussed the potential of Gaussian Process Regression
as an alternative of the OCBA optimal sampling in the MO2TOS framework.
In particular, the various features of the Ordinal Transformation and how it
can be utilized at the maximum given proper assumptions on the low and high
fidelities.
We proposed the GPR Optimal Sampling Algorithm for evaluating can-
didate solutions while seeking best high fidelity ranked solution. The entire
process is non-parametric with optimization for both hyper-parameters and
design-dependent variances built-in inside the Gaussian Process Regression
framework.
The result for GPROS showed both its superiority in terms of performance
and its ease for configurability arising from the fact that it is non-parametric,
as demonstrated in the numerical analysis.
Furthermore, we investigated the case of more than one fidelities and pro-
posed two ways of extending the GPROS algorithm by combining the predic-
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tions from individual low fidelity models and replug into the same sampling
criterion for single low fidelity case. The result obtained is satisfactory as
existence of more than one low fidelity, despite the varying level of fidelity, im-
proves the overall performance. This has a deep implication over how different
simulation models can be integrated for a holistic assessment.
Future work can be done in various ways. Firstly, as stated in Chapter.3,
the samples may be taken with different concentrations along the OT axis.
This falls out of line with the hyper-parameter estimation since the latter takes
into account the entire sampled set. As such, at concentrated places the length
scale should perhaps be shorter in order to capture smaller scale variations.
Secondly, the multiple low fidelity case is quite new. More approaches may
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