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We present solutions for the k-mismatch pattern matching problem with don’t cares. Given
a text t of length n and a pattern p of length m with don’t care symbols and a bound k, our
algorithms ﬁnd all the places that the pattern matches the text with at most k mismatches.
We ﬁrst give a Θ(n(k+ logm logk) logn) time randomised algorithm which ﬁnds the correct
answer with high probability. We then present a new deterministic Θ(nk2 log2m) time
solution that uses tools originally developed for group testing. Taking our derandomisation
approach further we develop an approach based on k-selectors that runs in Θ(nkpolylogm)
time. Further, in each case the location of the mismatches at each alignment is also given
at no extra cost.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider string matching under the widely used Hamming distance and in particular a bounded version
of this problem which we call k-mismatch with don’t cares. Given a text t of length n and a pattern p of length m both
possibly containing single character promiscuously matching or don’t care symbols and a bound k, the problem is to ﬁnd
all the places that the pattern matches the text with at most k mismatches. If the distance is greater than k, the algorithm
need only report that fact and not give the actual Hamming distance.
The problem of ﬁnding all the occurrences of a given pattern of length m in a text t of length n is a classic problem in
computer science and can be solved in Θ(n) time [9,27]. The problem of determining the time complexity of exact matching
with optional single character don’t care symbols has also been well studied. Fischer and Paterson [23] presented the ﬁrst
solution based on fast Fourier transforms (FFT) with a Θ(n logm log |Σ |) time algorithm in 1974,2 where Σ is the alphabet
that the symbols are chosen from. Subsequently, the major challenge has been to remove this dependency on the alphabet
size. Indyk [24] gave a randomised Θ(n logn) time algorithm which was followed by a simpler and slightly faster Θ(n logm)
time randomised solution by Kalai [25]. In 2002, the ﬁrst deterministic Θ(n logm) time solution was given [13] which was
then further simpliﬁed in [10].
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symbols then for each alignment of the pattern with respect to the text 1 i  n −m + 1 we can calculate
m∑
j=1
(p j − ti+ j−1)2 =
m∑
j=1
(
p2j − 2p jti+ j−1 + t2i+ j−1
)
(1)
in Θ(n logm) time using FFTs. Wherever there is an exact match this sum will be exactly 0. If p and t are not numeric, then
an arbitrary one-to-one mapping can be chosen from the alphabet to the set of positive integers N. In the case of matching
with don’t cares, each don’t care symbol in p or t is replaced by a 0 and the sum is modiﬁed to be
m∑
j=1
p′jt
′
i+ j−1(p j − ti+ j−1)2
where p′j = 0 (t′i = 0) if p j (ti) is a don’t care symbol and 1 otherwise. This sum equals 0 if and only if there is an exact
match with don’t cares and can also be computed in Θ(n logm) time using FFTs.
1.1. Related work and previous results
Much progress has been made in ﬁnding fast algorithms for the k-mismatch problem without don’t cares over the last
20 years. Θ(n
√
m logm) time solutions for the k-mismatch problem based on repeated applications of the FFT were given
independently by both Abrahamson and Kosaraju in 1987 [1,28]. Their algorithms are in fact independent of the bound k
and report the Hamming distance at every position irrespective of its value. In 1985 Landau and Vishkin gave a beautiful
Θ(nk) algorithm that is not FFT based which uses constant time lowest common ancestor (LCA) operations on the suﬃx
tree of p and t [31]. This was subsequently improved in [3] to Θ(n
√
k logk) time by a method based on ﬁltering and FFTs
again. Approximations within a multiplicative factor of (1+) to the Hamming distance can also be found in O (n/2 logc m)
time, where the exact value of c depends on whether the algorithm is deterministic or randomised [26].
For a more limited version of the k-mismatch problem with don’t cares, where don’t cares are only permitted in either
the pattern or text, but not both, a ﬁltering algorithm has been developed which runs in O (nm1/3k1/3 log2/3m) time [19].
A variant of the edit-distance problem (see e.g. [30]) called the k-difference problem with don’t cares was considered in [2].
Progress has also been made recently on the related problem of indexing with errors and don’t cares [12,16].
To the authors’ knowledge, no previous eﬃcient algorithms have been given to date for the k-mismatch problem with
don’t cares. However, the Θ(n
√
m logm) divide and conquer algorithm of Kosaraju and Abrahamson can be easily extended
to handle don’t cares in both the pattern and text with little extra work. This is because the algorithm counts matches
and not mismatches. First we count the number of non don’t care matches at each position i in Θ(n
√
m logm) time. Then
we need only subtract this number from the maximum possible number of non don’t care matches in order to count the
mismatches. To do this we create a new pattern string p′ so that p′j = 1 if p j is not a don’t care and p j = 0 otherwise.
A new text string t′ is also made in the same way. The cross-correlation of p′ and t′ now gives us the maximum number of
non don’t care matches possible at each position. This single cross-correlation calculation takes Θ(n logm) time. Therefore
the overall running time remains Θ(n
√
m logm).
2. Our results
We present fast randomised solutions for the k-mismatch problem with don’t cares. This problem does not appear to be
amenable to any of the recent methods for solving the corresponding problem without don’t cares. For example, the LCA
based technique of Landau and Vishkin [31] requires the use of suﬃx trees to ﬁnd longest common preﬁx matches between
strings in constant time. It is not known how to ﬁnd longest common preﬁxes in even sublinear time when arbitrary
numbers of don’t cares are allowed. Similarly, it does not appear to be possible to apply ﬁltering methods such as those
in [3] when don’t cares are permitted in both the pattern and the text.
We give two new algorithms that overcome these obstacles and provide substantial improvements to the known time
complexities of the problem. We present a randomised algorithm in Section 4 that runs in Θ(n(k + logm logk) logn) time
and gives the correct answer with high probability. The basic technique is to repeatedly sample subpatterns of p and ﬁnd
the positions of single mismatches in the text. A subpattern is simply a copy of the pattern with some positions set to the
don’t care character. In order to count the total number of mismatches overall we are also required at each stage to ﬁnd the
position and values of all the mismatches found so far.
We then give a deterministic algorithm in Section 5 that runs in Θ(nk2 log2m) time. This algorithm uses a recent group
testing result in a novel way, not as a stand alone tool, but rather as a derandomisation scheme. The testing scheme allows
us to effectively choose subpatterns deterministically which in turn give us the required single mismatches. Combining the
results of these tests enables us to ﬁnd the locations of the mismatches and also to check that none has been missed
out. Finally we discuss the use of k-selectors instead of group testing and show that a deterministic Θ(nkpolylogm) time
solution to the k-mismatch problem with don’t cares can be found.
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Let Σ be a set of characters which we term the alphabet, and let φ be the don’t care symbol. Let t = t1t2 . . . tn ∈ Σn be
the text and p = p1p2 . . . pm ∈ Σm the pattern. Both the pattern and text may also include φ in their alphabet depending on
the problem deﬁnition. The terms symbol and character are used interchangeably throughout. Similarly, we will sometimes
refer to a location in a string and synonymously at other times a position.
• Deﬁne HD(i) to be the Hamming distance between p and t[i, . . . , i +m− 1] and deﬁne the don’t care symbol to match
any symbol in the alphabet.
• Deﬁne HDk(i) =
{
HD(i) if HD(i) k,
⊥ otherwise.
• We say that there is a k-mismatch between p and t at alignment i if HDk(i) = ⊥.
Our algorithms make extensive use of the fast Fourier transform (FFT). An important property of the FFT is that in the
RAM model, the cross-correlation,
(t ⊗ p)[i] def=
m∑
j=1
p jti+ j−1, 0 i  n −m + 1,
can be calculated accurately and eﬃciently in Θ(n logn) time (see e.g. [15], Chapter 32). By a standard trick of splitting the
text into overlapping substrings of length 2m, the running time can be further reduced to Θ(n logm). We will often assume
that the text is of length 2m in the presentation of an algorithm or analysis and that the reader is familiar with this splitting
technique.
3.1. With high probability
The main results presented in this paper are for randomised algorithms which give the correct answer with high probabil-
ity. This term is used with varying meanings in the literature and our use provides particularly strict bounds. The motivation
for our deﬁnition lies in the assumption that any pattern matching algorithm may be applied a large (typically polynomial)
number of times over varying data sets. In this situation, it is desirable that the bounds on the probability of failure will
still hold.
Deﬁnition 3.1. We say that an algorithm outputs the correct answer with high probability or whp in time Θ( f (n)) if for
every α  1, there exists a value cα > 0 depending on α, such that after Θ( f (n)) time, the algorithm outputs the correct
answer with probability at least 1− cαnα . Note that the constant in the Θ notation may also depend on α.
4. Randomised k-mismatch
The overall strategy is to repeatedly sample single mismatches using a fast solution for the 1-mismatch problem with
don’t cares. This is achieved by effectively masking out a number of positions in the pattern with don’t care symbols, thus
making it likely that exactly one of the remaining positions will result in a mismatch. In this way, we can sample single
mismatches even when the true Hamming distance may be considerably larger.
We call such a masked version of the pattern a subpattern. A number of subpatterns will be chosen at random and for
each one, the 1-mismatch pattern matching algorithm is performed. Each 1-mismatch operation will tell us the location of
a mismatch with the subpattern if one occurs, at each position in the text. We will show that after Θ(k logn) iterations,
all of the mismatches at each alignment that has up to k mismatches, will have been identiﬁed and counted whp. As each
1-mismatch stage takes Θ(n logm) time the overall running time of the algorithm is Θ(nk logm logn). We will then show
how to reduce the running time further by recursively halving the number of sampling iterations.
4.1. 1-mismatch
The 1-mismatch problem is to determine in which alignments p and t have exactly one mismatch and to identify the
location of the mismatch for each such alignment. More formally we wish to ﬁnd all i s.t. HD(i) = 1 and for each such i,
ﬁnd the unique position i′ s.t. p[i′ − i + 1] = t[i′]. The method that we employ is to modify Eq. (1) to give us the required
information. The method is shown in Algorithm 1. For simplicity of notation, here and for the rest of the paper we write
Σ j instead of Σmj=1 and p
′ and t′ are deﬁned as in Section 1. [n] is further deﬁned to be the set of integers {1, . . . ,n}.
For any i where there are no mismatches between p and t[i, . . . , i + m − 1], both A0[i] = 0 and A1[i] = 0. If there is
exactly one mismatch then B[i] is its location in t . The check is to ensure that the value of B[i] came from no more than 1
mismatch. The following lemma gives the correctness and time complexity of the algorithm.
Lemma 4.1. Algorithm 1 solves the 1-mismatch problem in Θ(n logm) time.
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Proof. For a ﬁxed alignment i of the text with respect to the pattern, there are three cases for Algorithm 1:
1. HD(i) = 0 ⇒ A0[i] = 0 and B[i] is correctly set to No_Mismatch.
2. HD(i) = 1 ⇒ There is exactly one mismatch at some position . Therefore A0[i] = (p−i+1 − t)2 and A1[i] =
(p−i+1 − t)2. Therefore B[i] = A1[i]/A0[i] =  which gives the location of the mismatch in t .
3. HD(i) > 1 ⇒ (p[B[i] − i + 1] − t[B[i]])2 < A0[i]. Therefore B[i] is correctly set to More_Than_1_Mismatch.
The overall running time of Algorithm 1 is dominated by the time taken to perform the FFTs needed in order to compute
A0 and A1. Therefore the running time is Θ(n logm). 
4.2. Sampling and matching
We now show how Algorithm 1 can be repeatedly applied to random subpatterns of p to solve the full k-mismatch
problem. Each subpattern p∗ is chosen at random by sampling locations j uniformly at random from the pattern.
The sampling rate is set to 1/k so that the average number of selected locations is m/k. A subpattern p∗ is created by
setting p∗j = p j for those chosen locations. We set the characters of all other positions in p∗ to be the don’t care symbol
and ensure |p∗| = |p|.
We then run the 1-mismatch algorithm using p∗ and t . This whole “sample and match” process is repeated Θ(k logn)
times, each time keeping record of where any single mismatch occurs for each index i in the text. Algorithm 2 sets out the
main steps.
Theorem 4.2. Algorithm 2 computes HDk(i) for all locations i whp.
Proof. We ﬁrst analyse the algorithm for a single alignment of the pattern and text and show that if there are no more
than k mismatches, the Hamming distance is correctly computed whp. By adding a ﬁnal checking stage, we then show that
this probabilistic bound is suﬃcient to show that HDk(i) will be correctly computed for all alignments i whp.
Suppose d = HD(i)  k, and let i1, . . . , id be the locations of the mismatches. We focus wlog, on a single mismatch i1.
The sample and match stage will ﬁnd mismatch i1 if and only if p∗[i j] = φ for all j > 1 and p∗[i1] = p[i1]. The probability
of this event happening is ((k − 1)/k)k−1/k which is bounded below by 1/ek for all k 2.
Therefore, the probability that Θ(k logn) iterations will not ﬁnd i1 is at most (1 − 1ek )Θ(k logn)  n−c , for some value
c which grows linearly with the number of iterations of the sample and match stage. Thus, i1 will be found whp after
Θ(k logn) iterations. Hence, according to the union bound, all mismatch positions i j will also be found whp after Θ(k logn)
iterations.
It remains to show we can determine if the Hamming distance is in fact greater than k as the algorithm so far relies
on the assumption that HD(i) k. This is performed by an extra checking stage which checks to see if all the mismatches
at a given location have been found. An important feature of Algorithm 1 is that it gives us not only the location  of
the error but also the value A0[ − i + 1] = (p−i+1 − t)2 for each i where there is a 1-mismatch. If we ﬁrst compute
C[i] =∑ j(p j − ti+ j−1)2p′jt′i+ j−1 for all i, then we can “correct” this cross-correlation for each distinct 1-mismatch using
the value of A0[i] found during the running of 1-mismatch. For each iteration of 1-mismatch that results in a new mismatch
being found at position i, we subtract the value of A0[i] from C[i]. In this way, we can check whether we have found all the
mismatches at a given position by keeping track of which mismatches have been seen before, using a binary search tree for
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example. The time required to perform insertions and lookups in the binary search trees is subsumed by the time required
to perform each cross-correlation calculation and so does not affect the overall time complexity of the algorithm.
We now know that if C[i] = 0 after correcting all the up to k different mismatches found at some position i, then whp
there is no k-mismatch at that position. Notice that if exactly k mismatches have been found at position i, then C[i] = 0
implies with certainty that HD(i) > k. 
The following theorem gives the running time of the algorithm.
Theorem 4.3. Algorithm 2 runs in Θ(nk logm logn) time.
Proof. The algorithm runs Θ(k logn) sample and match iterations, each taking Θ(n logm) time to compute. After that, it
goes over the array C =∑ j(p j − ti+ j−1)2p′jt′i+ j−1 and checks for each location i whether the distinct mismatch contri-
butions sum up to C[i]. This is done in Θ(n logm + nk logk) time. Therefore, the overall running time of Algorithm 2 is
Θ(nk logm logn). 
4.3. A Θ(n(k + logm logk) logn) time recursive algorithm
We now show how to improve the time complexity of the previous algorithm from Θ(nk logm logn) to Θ(n(k +
logm logk) logn). The approach is recursive and requires us to halve the number of mismatches we are looking for at
each turn. To simplify the explanation consider the worst case, where the number of mismatches at an alignment is at least
k. If the number of mismatches is less than k, then the algorithm can only ﬁnd the mismatches more quickly and so the
bounds given still hold.
Our improved algorithm will work in logk recursive stages. At stage s, the algorithm will whp have found all but at most
ks = 2−sk mismatches in any alignment j assuming HD( j) k. We will show how to effectively ignore all previously found
mismatches when performing the 1-mismatch algorithm. The main motivation behind this approach is the observation that
when sampling, it is the ﬁnal mismatch that will take the longest to ﬁnd. However, in our approach, by being able to
disregard the contribution of previously found mismatches to the cross-correlations, the ﬁnal mismatch becomes the easiest
to ﬁnd thus giving us our desired speedup.
Algorithm 3 gives an outline of the recursive k-mismatch algorithm. In this algorithm we will also have to maintain a
second data structure, E , containing the same set of previously found distinct mismatches. However, in this case the data
structure is to be implemented differently than before. The mismatches are held in an array of lists. The array has size m
and list j in this array will contain all mismatches found so far that occur between the text and location j of the pattern, p j .
The total size cannot be greater than nk as we only consider at most k mismatches per position in the text. We initialise E
to be empty as a ﬁrst step of the algorithm.
Our solution to the problem of disregarding the contributions of previously found mismatches is to correct the sums in
arrays A0 and A1 prior to their being used. We show the modiﬁed self-correcting 1-mismatch algorithm in Algorithm 4.
We will next show that our overall scheme answers the k-mismatch problem correctly whp. Lemma 4.5 shows that
we can ﬁnd ks/2 of the required mismatches using Θ(ks + logn) executions of the Algorithm 4. The proof of this lemma
employs Theorem 4.4 which is a version of a Chernoff–Hoeffding bound (see e.g. [4] for standard versions of these bounds).
Theorem 4.4 (Chernoff bound – error relative to 1st moment). Assume random variables X1, . . . , Xm are i.i.d. and Xi ∈ [0,1]. Let
μ = E(Xi). Then
Pr
(
1
m
∑
Xi  (1− δ)μ
)
< e−mμδ2/2.
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Lemma 4.5. After Θ(ks + logn) iterations of sample and match stage, the locations and values of at most ks/2 different mismatches
will remain to be found whp.
Proof. We assume for simplicity the worst case where the number of mismatches remaining to be found is ks . The prob-
ability of ﬁnding a mismatch after one iteration is at least 1/e. We apply the Chernoff bound, Theorem 4.4 with random
variable Xi = 1 if at the ith stage a mismatch is found and 0 otherwise and δ = 1/2. Therefore at least x/2e not necessarily
distinct mismatches are found after x = Θ(ks + logn) iterations whp.
On the other hand, ﬁx some set of mismatch locations of size ks/2. The probability that the mismatches found are
entirely contained in this set is at most 2−x/2e . Therefore, the probability that we will have found fewer than ks/2 distinct
mismatches overall is at most 2−x/2e
( ks
ks/2
)
. It follows that given we have found x/2e not necessarily distinct mismatches in
total, we will have found at least ks/2 distinct mismatches with probability no less than 1 − 2−x/2e
( ks
ks/2
)
. Therefore, after
Θ(ks + logn) iterations of Algorithm 4, at least ks/2 mismatches will be found whp. 
In order to show the claimed running time of Algorithm 4, we will have to prove that computing the contribution of
previously discovered mismatches at each stage takes Θ(nkks ) time. Performed naively, this computation would take Θ(nk)
time as for each alignment, there could be as many as k previously discovered mismatches. We rely on the fact that a
sampled subpattern is likely not to have more than cm/ks positions which are not don’t cares, for some constant c.
We correct the contributions of previously found mismatches as follows. In order to correct the mismatches of a single
sampled subpattern p∗ , we need only consider the positions in the array E which relate to positions which do not contain
don’t cares in p∗ . For each such position j in the array, we look up each position i′ in the text where a mismatch will
occur with position j of the pattern and calculate the contribution they make to A0[i′ − j + 1] and A1[i′ − j + 1] required
by Algorithm 4. This can be done in constant time per mismatch. The number of such mismatches is at most nk/ks in
expectation and we will next show, that it is also small whp. We will need another version of a Chernoff–Hoeffding bound
(see [4] again) which is given in the following theorem.
Theorem 4.6 (Chernoff bound – error relative to 2nd moment). Let X1, . . . , Xm be discrete, independent random variables such that
E(Xi) = 0 and |Xi| 1 for all i. Let X =∑mi=1 Xi . Then
Pr
(
X  λ
√
Var(X)
)
 e−λ2/4
for any 0 λ 2
√
Var(X).
We can now show the total number of not necessarily distinct mismatches that will need to be corrected in one stage
of the recursive algorithm.
Lemma 4.7. If the sample and match stage is run Θ(ks + logn) times, the number of times a previously discovered mismatch is found
is O (nk(ks + logn)/ks) whp.
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Proof. Fix the number of iterations of the sample and match stage to be r = d(ks + logn) for some constant d. We will
show that for d suﬃciently large, the claim holds whp. Clearly if the claim is true for large d it will also be true for
smaller values of d as the number of mismatches found increases with the number of iterations. We consider the random
variables {Xi, j}i∈[m], j∈[r] which indicate whether pi was replaced with a φ in iteration j. We let Xi, j = 1 with probability
1/ks and 0 otherwise. Let ai be the number of mismatches previously found at index i of the pattern when comparing
it to the text in all alignments. The total number of these previously found mismatches over all r iterations is therefore
X =∑i∈[m], j∈[r] ai Xi, j . We want to show that X is O (nk(ks + logn)/ks) whp.
In order to be able to use the Chernoff bound we need to deﬁne Yi, j = ain Xi, j and Y =
∑m
i=1 Yi = 1n X and show several
bounds on these random variables. We notice that Yi ∈ {0, ain } ∈ [0,1]. Hence, according to the Chernoff bound (Theorem 4.6)
as long as r < 4Var(Y )
Pr
(
Y − E(Y )√r Var(Y ) ) e−r/4 < e−d logn/4 (2)
meaning Y < E(Y )+√r Var(Y ) whp. Notice though that if Var(Y ) is smaller then r/4, the probabilities must be even better,
and surely Y < E(Y ) + √r Var(Y ) whp. Next, we calculate E(Y ) and Var(Y ):
E(Y ) =
∑
i∈[m], j∈[r]
ai
n
E(Xi, j) =
∑
i∈[m], j∈[r]
ai
n
1
ks
= r
nks
m∑
i=1
ai,
Var(Y ) =
∑
i∈[m], j∈[r]
a2i
n2
Var(Xi, j)
∑
i∈[m], j∈[r]
a2i
n2
1
ks
= r
n2ks
m∑
i=1
a2i .
Finally, the sum
∑m
i=1 ai is the number of mismatches previously found, and so, it is bounded above by nk. The number
of mismatches in each index is bounded by n, hence the sum
∑m
i=1 a2i is bounded by maxai
∑m
i=1 ai  n2k. Therefore it
follows that Var(Y ) rk/ks .
By applying inequality 2, we get that Y < rkks +
√
r2k
ks
whp, and so, X is O ( kks nr) whp as required. 
Using Lemma 4.7 we can now give the time complexity of running the self-correcting 1-mismatch algorithm Θ(ks+ logn)
times:
Corollary 4.8. The time complexity of running the self-correcting 1-mismatch algorithm Θ(ks + logn) times (as needed in one stage
of our recursion) is Θ(n(k + kks logn + ks logm + logn logm)).
Proof. Computing A0 and A1 using FFTs, takes Θ(n logm) time for each run. Therefore, overall, their computation takes
Θ(n(ks + logn) logm) time. The time complexity of handling all the previously found mismatches in all runs, accumulates
to Θ(kn(ks + logn)/ks) according to Lemma 4.7.
Therefore, the overall time complexity is Θ(n(k + k/ks logn + ks logm + logn logm)). 
We can now give the ﬁnal time complexity for the recursive randomised k-mismatch with don’t cares algorithm.
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Proof. Let us concentrate on the ith stage of the recursion. At this stage we need to solve the k/2i-mismatch problem, by
running the self-correcting 1-mismatch algorithm Θ(2i + logn) times. According to Corollary 4.8 this takes overall Θ(n(k +
k
2i
logn + 2i logm + logn logm)) time.
Summing up the time taken by all stages together we therefore get Θ(n(k logk + k logn + k logm + logn logm logk)),
which can be simpliﬁed to Θ(n(k + logm logk) logn). 
5. Deterministic k-mismatch with don’t cares
In this section we give a Θ(nk2 log2m) time deterministic solution for the k-mismatch with don’t cares problem. Our
algorithm is based on Algorithm 2 but instead of simply taking random subpatterns of our pattern, it uses a group testing
scheme to select the subpatterns.
Group testing is a long studied problem in combinatorics. A small set of k ill people are to be identiﬁed from a set of size
m by using only queries (tests) of the form “Does set X contain an ill person?”. Group testing is used in many applications,
including detecting syphilis or HIV in blood samples [21], quality control [35], communication [29,37], software testing [7,
11] and numerous examples in computational molecular biology [5,6,8,20,22,32,33,36]. The conventional use of group testing
is as a stand alone tool but in this paper, we use it in a novel way as a building block of our algorithm.
The deﬁnition of a group testing scheme (GT) is as follows:
Deﬁnition 5.1. Consider a universe U of size m. A family of tests (subsets) F ⊂ P(U ) is a group testing scheme of strength r
((m, r)-GT) if for any subset A ⊂ U of size at most r, and for any element x /∈ A, there exists a test B ∈ F that distinguishes
x from A, meaning x ∈ B while A ∩ B = ∅.
Our algorithm, as other applications of group testing, requires a group testing scheme which is as small as possible. The
smallest explicit construction for (m, r)-GT schemes hitherto contains t = Θ(min[r2 lnm,m]) tests, and takes Θ(rm lnm)
time to build [34].
Theorem5.2. (See [34].) Letm and r be positive integers. It is possible to construct an (m, r)-GT scheme containingΘ(min[r2 lnm,m])
tests in Θ(rm lnm) time.
Our usage of group testing is straightforward using the combinatorial concepts of selection by intersection and strongly-
selective families (SSF) [18]. Selection by intersection means distinguishing an element from a set of elements by intersecting
it with another set. More precisely:
Deﬁnition 5.3. Given a subset A ⊂ U of a universe U , element x ∈ A is selected by subset B ⊂ U if A ∩ B = {x}. An element
is selected by a family of subsets F ⊂ P(U ) if one of the subsets in F selects it.
An SSF is a family of subsets that select any element out of a small enough subset of the universe. More precisely,
Deﬁnition 5.4. A family F ⊂ P(U ) is said to be (m, r)-strongly-selective if, for every subset A ⊂ U of size |A| = r, all elements
of A are selected by F . We call such a family an (m, r)-SSF.
SSFs and group testing schemes are almost equivalent. On the one hand, an (m, r + 1)-SSF is a group testing scheme of
strength r. On the other hand, a group testing scheme of strength r in a universe of size m is an (m, r)-SSF. For a detailed
proof see [29]. We will work with the notation of SSFs from now on. Rewriting Theorem 5.2 in terms of SSFs we get the
following result.
Corollary 5.5. Let m and r be positive integers. It is possible to construct an (m, r)-SSF of size Θ(min[r2 lnm,m]) in Θ(rm lnm) time.
How will we choose the subpatterns p∗? We give a 1-1 correspondence between the patterns p∗ and the sets in the
SSF. Each test of the SSF can be regarded as a set of locations in the input pattern p. We use these locations to form the
subpatterns p∗ so that p∗j = p j for the locations that are in the test and p∗ = φ, the don’t care symbol, otherwise.
An overview of the deterministic solution for k-mismatch with don’t cares algorithm is given in Algorithm 5. Note that
the strength r is now set to k and that this deterministic algorithm is similar in structure to the randomised solution
presented in Algorithm 2.
We can now show that Algorithm 5 gives a deterministic solution for the k-mismatch problem with don’t cares.
Theorem 5.6. Algorithm 5 computes HDk(i) for all locations i.
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Proof. Let i be an alignment of the pattern with respect to the text for which  = HD(i)  k. Let j1, . . . , j ∈ [m] be the
mismatch locations in the pattern. We show wlog that the mismatch in location j1 will be found. According to the deﬁnition
of an (m,k)-SSF, j1, is selected by at least one of the tests in the family. The subpattern which matches this set will
have don’t cares in all locations jh except in j1. Therefore, this subpattern will have only one mismatch with the text in
alignment i. Hence, location j1 would be found when running the Algorithm 1 on p∗ and t as required.
We can now see that for all alignments i where HDk(i)  i, all mismatches will be found. Moreover, the checking
phase will detect if the Hamming distance is in fact greater than k. It therefore follows that Algorithm 5 provides a full
deterministic solution to the k-mismatch problem with don’t cares. 
The running time is given in the following theorem.
Theorem 5.7. Algorithm 5 runs in Θ(nk2 log2m) time.
Proof. The (m,k)-SSF can be computed in Θ(mk logm) time, creating Θ(k2 logm) tests. For each subpattern, the 1-mismatch
calculation takes Θ(n logm) time or Θ(nk2 log2m) time overall. Storing and counting the up to k distinct 1-mismatches at
each location will take Θ(nk logk) further time. Finally, we can check and correct all mismatches found in Θ(n logm + nk)
time. The total running time is therefore Θ(nk2 log2m) as required. 
5.1. Further deterministic speedups
So far we have based our deterministic algorithm on the randomised Algorithm 2, using group testing schemes instead
of randomness. With some more effort, we can base the deterministic algorithm on the faster randomised Algorithm 3.
However in order to beneﬁt from this, we need to also replace the usage of group testing schemes with another deran-
domisation tool. In the analysis of Algorithm 3 the speed advantage came from the observation that ﬁnding the ﬁrst k/2
mismatches is easier than ﬁnding the last k/2. We therefore need a derandomisation tool to help us exploit this fact and
group testing will not suﬃce on its own. Fortunately, there exists a tool suitable for our needs which is known as a selector.
An (m,k)-selector is similar to an (m,k)-SSF, but instead of selecting all k elements as the SSF would do, it instead only
guarantees to select at least k/2 of them. This weaker property of selectors has the advantage that the lower bound for the
number of tests for a selector is Ω(k logk m) whereas it is Ω(k
2 logk m) for group testing [17]. Therefore, using selectors in-
stead of SSFs could potentially save a factor of k in the running time. Unfortunately, there are no known eﬃcient algorithms
for explicitly building selectors of size smaller then Θ(kpolylogm) [14] where polylogm hides a large exponent. We ﬁnish
with the following two remarks.
Remark 1. The k-mismatch problem with don’t cares can be solved using (m,k)-selectors instead of (m,k)-SSFs combined
with Algorithm 3.
Remark 2. As the best construction of (m,k)-selectors is of size Θ(kpolylogm) and takes Θ(mpolylogm) time to construct,
the new algorithm will then run in Θ(nkpolylogm). However, more eﬃcient constructions of selectors will translate into
more eﬃcient algorithms for the k-mismatch problem.
6. Conclusion and open problems
We have presented the ﬁrst non-trivial algorithms for the k-mismatch problem with don’t cares. We conjecture that the
gap between the deterministic and randomised complexities can be closed. A further interesting open question is whether
a Θ˜(n
√
k ) algorithm can be found to match the fastest known solution for the problem without don’t care symbols.
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