In this paper we use a censored regression model to analyse data on the international trade of small arms and ammunition (SAA) provided by the Norwegian Initiative on Small Arms Transfers (NISAT). Taking a network based view on the transfers, we do not only rely on exogenous covariates but also estimate endogenous network effects, including a measure for reciprocity as well as the weighted out-and indegree. We rely on a spatial autocorrelation (SAR) model with multiple weight matrices. The likelihood is maximized employing the Monte Carlo Expectation Maximization (MCEM) algorithm. The fitted coefficients reveal strong and stable endogenous network effects. Furthermore, we find evidence for substantial path dependence as well as a close connection between exports of civilian and military small arms. Interestingly, the binary occurrence of major conventional weapons exports is positively related to SAA exports, whereas the volumes have a negative impact. The model is then used in a "forensic" manner to analyse latent network structures and identify countries with higher or lower tendency to export or import than mirrored in the data.
Introduction
The Small Arms Survey Update 2018 indicates transfers of small arms in 2015 amounting to 5,7 billion (Holtom and Pavesi, 2018, p. 19 ) with a major share and highest increases in ammunitions (Holtom and Pavesi, 2018, p. 22) . Given the often fatal consequences of the availability of these arms -civilian or military -for intrastate conflict and shootings and for interstate war -the absence of empirical evidence for supplier-recipient networks is surprising. A major reason behind this research gap is the notorious data deficiencies due to non-reporting and illicit trafficking (see Holtom and Pavesi, 2018, p. 29-46) . In this research article, we aim to analyse the small arms trading network by combining elements of statistical network data analysis, gravity models and forensic statistical analysis.
Starting with the seminal work of Tinbergen (1962) , the gravity equation was quickly established as a valuable tool of empirical trade research. The success of the model stems from its intuitive interpretation as well as its surprisingly strong empirical validity and stability, see for example the meta-analysis of the distance effect by Disdier and Head (2008) . It is therefore not surprising that the concept was applied to all kinds of trade relations, including the international exchange of arms and military equipment. An early example for these applications is the work of Bergstrand (1992) . Although he doubted the suitability of the model for arms trade because of the strong political considerations in this area, the approach was not abandoned in subsequent research. Akerman and Seim (2014) and Thurner et al. (2018) used elements of the gravity model in order to explain whether Major Conventional Weapons (MCW) are exchanged. Martinez-Zarzoso and Johannsen (2017) rely on the gravity framework of Helpman et al. (2008) in order to investigate the influence of economic and political variables on the extensive and intensive margin of MCW trade. The interplay between oil imports and arms exports is investigated using a gravity model in Bove et al. (2018) . While the papers above focus on the exchange of MCW, in this paper we investigate transfers of small arms and ammunition (SAA) provided by the Norwegian Initiative on Small Arms Transfers (NISAT). This data is arguably even better suited for a gravity model since small arms are potentially less sensitive to political decision making and many more trade occurrences are recorded.
We propose a network perspective on international SAA exchanges and conceptualize countries as nodes and transfers between them as directed, valued edges. Although gravity models are a regular part of statistical network analysis (Kolaczyk, 2009) , endogenous network effects are rarely incorporated in these models. We do so by connecting the idea of gravity models with the spatial autoregressive (SAR) model adjusted to network data. Especially in sociology, SAR models are regularly used in a network context since the early eighties (Dow et al., 1982; Doreian et al., 1984; Doreian, 1989) . They are called network autocorrelation models in this strand of literature. More recently, network autocorrelation models became popular in political science applications, see for example Franzese and Hays Arms Transfers (NISAT, see Marsh, 2017) provides truly relational data necessary for applying network analysis. The NISAT database provides relational information on the trade of small arms, light weapons and ammunition (see also Marsh and McDougal, 2016) . This information is collected from different sources as described in Haug et al. (2002) . Although NISAT represents the most reliable source of data regarding the exchange of small arms and light weapons, there is nevertheless an enormous amount of uncertainty inherent to arms trading data. This is especially true for light weapons where data quality and availability is partly very poor. Therefore, we restrict our analysis to small arms and the associated ammunition (SAA). See Table 2 in Annex A for the types of small arms and ammunition included in the dataset. Note, that the NISAT database also contains data on sporting guns, which we excluded from the dataset since we are particularly interested in the export of small arms with potential military value. Actually, we will rely on transferred sporting guns volumes later as a useful explanatory variable. In the remaining dataset, more than 86 000 SAA transfers are recorded for the years 1992-2014, providing the exporting country, the importing country as well as the transferred arms category. The value of the export is measured in constant 2012 USD. In order to make estimation feasible, we restrict our analysis to a subnetwork and select those countries that account for the major share of the SAA trade activity. The resulting 59 countries (see Annex A, Table 1 ) account for 73% − 91% (depending on the year) of the total transfer volume and have participated in arms trade at least once in each year under study. Hence, we investigate the "core" of the international small arms trade network, balancing the trade-off between the number of countries included, t density the share of trade volume and the density of the subnetworks. In Figure 1 , we show two binary networks for 1992 and 20014, with the countries represented as nodes and the arms transfers as directed edges among them.
In the left panel of Figure 2 we show the aggregated exports for the most important exporters United States (USA), Germany (DEU) and Italy (ITA) together with the exports of the 56 other countries (other). On the right hand side of Figure 2 we present the density, defined as the sum of existent edges divided by the number of potential edges. Although the network can be without doubt described as a dense one (as compared to the density of social networks), the density is smaller than 0.2 in the beginning and remains below 0.4 in the subsequent recent years.
Regression Model

General Model
Let Y t = (Y t,ij ) ∈ R n×n represent a network of transfers at the discrete time points t = 1, ..., T . At each time point Y t consists of n nodes and N = n(n − 1) directed, continuous real valued edges, with diagonal elements Y t,ii left undefined. We setỸ t = vec(Y t ) ∈ R N as the row wise vectorization of Y t , excluding the diagonal elements. In the following, we suppress the time index t for ease of the notation and assume (after some suitable transformation) that in each time pointỸ follows the autoregressive network model
with β being a p-dimensional parameter vector for the design matrix X. The matrices W k are row-normalized weight matrices representing linear endogenous network effects, with parameters ρ k as their strength. Model (1) is usually known as spatial autoregressive (SAR) model and we refer to LeSage and Pace (2009) for a more detailed discussion and to Lacombe (2004) or LeSage and Pace (2008) for similar models with multiple weight matrices. Standard software implementations that allow for a likelihood based estimation of the model are mostly restricted to the special case with q = 1, for example in the R package spdep (Bivand et al., 2013; Bivand and Piras, 2015) . The package tnam by Leifeld et al. (2017) allows for multiple weight matrices but is based on pseudo-likelihood estimation and therefore valid only if the weight matrices exclusively apply to exogenous covariates. Model (1) can be rewritten as
where the dependence on the q-dimensional parameter vector ρ = (ρ 1 , ..., ρ q ) T is made explicit for notational clarity. Similar as in Besag (1974) and given that all N edges in the network are observed, their distribution is given by
The parameter space of this model is restricted such that A(ρ) is non-singular, which is ensured if the eigenvalues of A(ρ) are real valued and greater than zero.
Censored Regression Model
The above model is not directly applicable to our data since a large proportion of the SAA trade values is zero, expressing no (reported) SAA trade between countries i and j. We therefore adapt model (1) towards a utility model with censored observations. For each potential transfer from i to j there exists a utility of the transfer. This utility, however, only materializes in a transfer if it is higher than a certain threshold. Therefore, we assume that the probability model (2) applies to a network of partly observed latent variables, say Z = (Z ij ). The relation among Y ij and Z ij is given by Y ij = max(c, Z ij ) for i, j = 1, ..., n and c some threshold. Accordingly, we now setỸ = vec(Z) and label the observed utilitỹ Y o ∈ R No and the N m unobserved ones asỸ m . A reordering according to the observational
whereỸ m < c and N = N o + N m . Since the density of the network (see Figure 2 ) is roughly between 0.2 and 0.4 in all years, N m is always substantially larger than N o . The mean-covariance structure is given by
In the following, we will denote all reordered matrices in the notation with double subscripts, i.e. A oo refers to the submatrix of A where only interactions of observed variablesỸ o enter.
Monte Carlo EM Estimation
In order to estimate the unknown parameter vector θ = (ρ, β, σ 2 ) ∈ R q+p+1 , we employ the EM algorithm (Dempster et al., 1977) . The complete log-likelihood comp (θ) is simply derived from (2). The respective score vector and Hessian matrix can be found in the Annex B. We are interested in maximizing the observed log-likelihood obs (θ) = Ỹ o (θ) + Ỹ m|Ỹo (θ), where the first part is simply the multivariate normal density of the observed transfers. The second part equals
where µ m|o and Σ m|o are the first and second conditional moments. Because N m is greater than 2 000 in each year, the observed log-likelihood is numerically hard to evaluate (and even more so to maximize) with state of the art software implementation. As a solution, we apply the EM algorithm and maximize Q(θ|θ 0 ) :
The observation space is given by
E-Step
The E-Step essentially boils down to calculating the first two moments of a multivariate normally distributed variableỸ c
with restriction M from (3) applied toỸ c . Let those truncated moments be µ c m|o and Σ c m|o and defineỸ
as the vector that contains the observed values as well as the conditional expectation of the non-observed ones. Given the two moments, we can calculate the conditional expectation of the quadratic form (see Mathai and Provost, 1992) :
Then, the function to maximize in the M-step is given by
In order to find the first and second moment of a truncated multivariate normally distributed variable, Vaida and Liu (2009) use the results of Tallis (1961) on the moment generating function to provide closed form expressions of the E-Step. This, however, is not practicable in our setting as (a) software implementations of a multivariate normal distribution function are overstrained by the high dimension of our problem (the standard package in R, mvtnorm by Genz et al. (2016) is not able to process dimensions higher than 1 000) and (b) as noted by Schumacher et al. (2017) , even if the distribution function could be evaluated, the closed form solution is computationally very expensive which leads to infeasible convergence times in most applications with a high number of non observed values. The same is true for the direct calculation using the moment generating function implemented in R by Wilhelm et al. (2012) . A practicable alternative consists in using the Monte Carlo EM (MCEM) algorithm (Wei and Tanner, 1990) where intractable expectations are replaced by sample based approximations. In our specific case we use the R package TruncatedNormal by Botev (2017) in order to draw from the truncated multivariate normal distribution.
M-Step
It is numerically more efficient to reduce the log-likelihood to a profile log-likelihood by first maximizing with respect to β and σ 2 and then with respect to ρ. Using the derivatives of (7) with respect to β and σ 2 and definingβ(ρ) andσ 2 (ρ) as the solutions of the score equations as functions of ρ it follows that
where H = X(X T X) −1 X T is the hat matrix. With κ being a constant we can write the profiled functionQ(·) as
The expressions (A(ρ)) T A(ρ) and (A(ρ)) T HA(ρ) have derivatives
More details on the practical implementation are provided in the Appendix C. Iteration between the E-and the M-step provide the final estimateθ. The variance ofθ can be calculated using Louis (1982) formula with details provided in Appendix D.
Application to the Data
Covariates
Considering model (1) we need to specify the two major components of the model, namely (a) the covariates included in matrix X and (b) the network related correlation structure. We start with the first. Node Specific Variables: Following standard applications (Ward et al., 2013; Head and Mayer, 2014; Egger and Staub, 2016; Thurner et al., 2018) , we include the logarithmic real GDP in constant 2010 USD as a measure for the market size of the exporting and importing country. The data is provided by the World Bank (2017) . For the two years 1993-1994 no reliable GDP data are available for Serbia, Croatia, Estonia, Latvia, Lithuania and Slovenia, we therefore assume that the GDP remained constant in the first three years for this countries. In order to control for the potential influence of intrastate conflicts we include a binary variable that is one if there is an intrastate conflict in the receiving country in the respective year and zero otherwise. The corresponding data is available from the webpage of the Uppsala Conflict Data Program (UCDP, 2019). Edge Specific Distance Measures: Because of the strong empirical evidence that distance is a relevant factor in trade (Disdier and Head, 2008) , we include the logarithmic distance between capital cities in kilometres (Gleditsch, 2013) . In recent applications of the gravity model to arms trade (Akerman and Seim, 2014; Martinez-Zarzoso and Johannsen, 2017; Bove et al., 2018; Thurner et al., 2018) it is argued that political distance measures must also be included in the gravity equation. We therefore also include the absolute difference of the polity IV index (Marshall, 2017) , ranging from 20 (highest ideological distance) to zero (no ideological distance). Additionally, we include a dummy variable for formal alliances between the exporting and importing country, being one if the two countries have a formal alliance. The data is available from Correlates of War Project (2017) until 2012 and we assume that the alliances stay constant for the years 2013 and 2014.
Edge Specific Trade Measures: We control for lagged logarithmic SAA transfers by smoothing the past observed trade volume using a five-year moving average. In the years with less then five lagged periods available, the moving average is shortened accordingly. Path dependency arises because of diminishing transaction costs, trust relations, security aspects and potentially interoperability, and is a very important determinant in the MCW trade network (Thurner et al., 2018) .
Additionally, we include a five year moving average of logarithmic civilian weapon transfers. The intuition behind that is the reasoning that exports of SAA for military usage and civilian usage might be correlated. This is plausible because countries that export massive amounts of civilian arms also have the capabilities to produce military arms. The data is also provided by NISAT (Marsh and McDougal, 2016) . Furthermore it seems plausible that there is a connection between the volume of small arms traded and the volume of MCW 
traded. MCW transfers are recorded by the Stockholm International Peace Research Institute (SIPRI) and measured in so called trend indicator values (TIV). This measure represents the military value and the production costs of the transferred products. For detailed explanation of the data and the TIV see SIPRI (2017b,a) and Holtom et al. (2012) . We include a dummy variable that is one if there was an MCW transfer from country i to j in the actual year or in the four preceding years, zero otherwise. Additionally, we use the logarithmic sum of the exported TIV volumes in the actual year and the four preceding ones.
Network Structure
Next we specify the network specific effects represented by matrices W k in model (1). We include three effects which are explained subsequently and visualized in Figure 3 .
Reciprocity: The reciprocity effect measures whether the export volume from country i to country j increases in the export volume from j to i. In the given context it is a plausible assumption that countries tend to specialize in certain types of small arms and/or ammunition and therefore complement each other with their products. Mutual trade is likely to be encouraged by political partnerships and indicates strategic elements, induced by bilateral agreements. The measure is also investigated in the context of commercial trade (e.g. Garlaschelli and Loffredo, 2005; Barigozzi et al., 2010; Ward et al., 2013) . In the arms trade literature, reciprocity is investigated empirically by Thurner et al. (2018) , with the finding that this is rather unusual in the context of MCW.
Exporter and Importer Effect: The exporter and the importer effect have their analogies in binary networks and can be interpreted as the valued versions of the outdegree and the indegree. The coefficient of the exporter effect measures whether the transfers going out from a certain exporter i are correlated. A positive effect indicates the presence of "superexporters". Contrary, the importer effect measures whether the imports of a certain importer j are related, with a positive effect indicating "super-importers". The degree structure is a crucial feature of the SAA network because a rather small number of countries accounts for the major share of the trade volume, while a small share of (potentially identical) importing countries accounts for a great amount of the import volume.
Before fitting the model we apply the natural logarithm to the data to justify normality. Hence, if the original trade matrices are given by Y t = (Y t,ij ), the elements ofỸ t are given
as the lowest strictly positive value in the network at year t and set c t = log(d t ). That is, the threshold c t is defined such that at a given time point t all transfers below the smallest observed log-transformed transfer in that sample are censored. Utility below the threshold c t implies that no transfer was carried out or was not recorded. Furthermore, we allow for time-varying coefficients by estimating each time-period separately. This relaxes the unrealistic assumption of time-constant effects for more than 20 years and reduces the computational effort. Given these specifications, the final model is now given bỹ
Importer Effect + t,ij , t,ij ∼ N (0, σ 2 ) for i, j = 1, ..., n, i = j, t = 1993, ..., 2014, n = 59 and N = 3 422.
Results: Coefficients
In Figure 4 the time series of coefficients are plotted against time for the years 1993-2014. The shaded areas around the coefficients give two standard error bounds and the colouring of the point estimates reflects the respective significance level, the zero-line is depicted by solid black. Covariates: The exogenous covariates in the first row and in the second row on the right represent the standard gravity variables logarithmic GDP of the exporter and the importer as well as the geographical distance between them (second row, right panel). Overall, the expected results of the gravity equation hold, except for the logarithmic GDP of the exporter that tends to be insignificant and is close to zero in the most recent years. This is an interesting result, because it highlights the fact, that market size is not a prerequisite for producing and exporting internationally competitive SAA. This finding is in stark contrast to the insights on MCW by Thurner et al. (2018) .
The strong negative effect of the geographic distance is significant in all years. Again, this is different as compared to the transfers of MCWs where geopolitical strategy disregards distance.
Regarding the political security measures we find that the presence of a conflict in the importing country (second row, left panel) has a mostly positive but seldom significant effect while the coefficient on the distance in political regimes (third row, left panel) is mostly negative but also often insignificant. The coefficient on the dummy variable for formal alliances (third row, right panel) is positive in the beginning but almost permanently insignificant from 2001 on.
The high and consistently significant coefficients of the lagged moving average (fourth row, left panel) illustrates an important feature of the network, namely path inertia. Intensive transfer relationships in the past, strongly increase the export volume in the present. Similarly we find a strong connection between exporting civilian and military arms (fourth row, right panel). Looking at the relation between SAA and MCW trade we find that having traded MCW (fifth row, left panel) in the actual year or the in the four preceding ones has a strong positive effect -at least until the last two years. However, at the same time the effect of the logarithmic sum of the TIV values (fifth row, right panel) has a negative and mostly significant effect. I.e. rather small transfers of MCW tend to coincide with SAA exports while dyads with high amounts of MCW exchange tend to transfer small arms to a relatively lower degree. Network Structure: On the right panel in the sixth row of Figure 4 the coefficients for reciprocity are shown. The coefficients remain almost constant and positive with values between 0.02 and 0.06. As the coefficients often changes from significant to insignificant we infer that there is at least a tendency that mutuality increases the volume of arms exchanged.
The strongest endogenous effect is the exporter effect (bottom row, left panel) with coefficients that are consistently positive and significant. This indicates that the transfers stemming from the same exporter are indeed highly correlated and reflects the existence of "super-sellers" like the United States, Germany, Brazil or Italy. On the other hand, we also find a stable, positive and significant importer effect (bottom row, right panel). The fact that the two coefficients on the exporter and the importer effect are much higher than the reciprocity effect provides structural information about heterogeneity in the network. Being a strong exporter or sending to a strong importer increases the export volume more than simply having imported high amounts from the respective partner. Year Rho_3 Importer Effect
"Forensic" Statistical Analysis of the latent Utility Network
Our model rests on the assumption that the SAA network is determined by a latent utility network Z t . Based on the joint distribution (2) we can in fact estimate the probability of Z t,ij being greater than the threshold c t , given the covariates, the endogenous effects and the rest of the network. In order to do so, let Z t,−ij represent the (N − 1)-dimensional vector that contains the realized and the expected values of the latent variables, except the entry that corresponds to the transfer from i to j. Because we are interested whether some latent transfers could have realized according to the model, we form the expectations without the restriction that the latent transfers must be smaller than c t . Based on this, we define the conditional probability of a specific latent transfer being greater than the threshold by
See Appendix E for the derivation of π t,ij . By construction, π t,ij is high for transfers that are observed in the dataset (Y t,ij > 0) and small for most of the transfers that are not within the dataset (Y t,ij = 0). However, we may calculate a high value of π t,ij , that is a high probability for a realized transfer of arms, despite the data actually indicates Y t,ij = 0. This can be labelled as false positive and we propose to consider this as potential under-reporting. Such a zero-record can happen due to random fluctuation, factors beyond the model as for example historical relationships, or because de-facto existent transfers have not been reported. Vice versa, we may obtain a low value of π t,ij although Y t,ij > 0. We label this as false negative. Apparently, this requires the fixation of a threshold value for the probabilities. Based on Receiver-Operating Characteristic (ROC) curves, an optimal threshold value J t can be found using Youden's J statistic (Youden, 1950) . This value is optimal in the sense that it allows for a separation such that both, sensitivity and specificity are maximized. This defines the binary network Π t = (I(π t,ij > J t )).
This network needs is now set into relation with the observed binary SAA trade
Comparing Π t and Γ t , we can define the "forensic" network For ω t,ij = 1, the model predicted a transfer that is not present in the dataset, and for ω t,ij = −1, the model did not predict an actual transfer. Therefore, we can label Ω + t as the false positive network of transfers that are predicted but not realized in the data. Countries with a high out-and/or indegree in the false positive network have more utility from trade relations than mirrored in the data, i.e. it is surprising that the transfers in Ω + t are not present in the data.
On the other hand, we refer to Ω − t as the false negative network of unpredicted but realized transfers. Here, the model allocates low utility from SAA trade, and the corresponding edge is therefore classified as unlikely, although it is realized. In Figure 5 we show the development of the densities of both latent networks.
The next step is to explore country effects. To do so we evaluate node (i.e. country) specific network topologies of Ω + t and Ω − t for each year and summarize the information in box-plots for each country, ordered according to the median of the respective feature. This is shown in Figure 6 for false positives (potential under-reporting) and in Figure 7 for the false COL  EGY  EST  KEN  KWT  LVA  LBN  MYS  NZL  PAK  PER  SAU  SGP  THA  ARE  URY  ARG  UKR  LTU  IDN  DEU  MEX  PHL  IND  BGR  SVN  IRL  ROM  ITA  USA  HRV  ZAF  AUS  GRC  DNK  HUN  KOR  CYP  NLD  GBR  NOR  SRB  ISR  POL  CHE  CHN  PRT  AUT  CAN  ESP  FIN  JPN  SWE  BRA  FRA  BEL  TUR URY  CAN  NZL  ARG  EST  CHL  MYS  PRT  SGP  ARE  AUS  MEX  PER  NOR  ZAF  LVA  KWT  BRA  FIN  NLD  SAU  THA  KOR  LTU  POL  BGR  COL  EGY  PAK  PHL  SVN  IDN  CHE  DNK  IND  JPN  AUT  USA  LBN  HUN  HRV  DEU  ROM  SRB  SWE  IRL  ESP  CYP  CHN  ISR  BEL  UKR  GBR  GRC  FRA  ITA  TUR negatives. In the first row, we represent the Eigenvector centrality scores. This measure is undirected and constructed such that the centrality of each country is proportional to the sum of the centralities of its trading partners. Hence, countries with high scores have many false positive (false negative) import-and export-relations with many other countries that themselves have many false positive (false negative) import-and export-relations, see e.g. Csardi and Nepusz (2006) . In the middle row, we present the outdegree, that is the number of false positive (false negative) exports for a country. The bottom row in Figures 6 and 7 gives the indegree, that is the number of false positive (false negative) imports. All measures are scaled to take values between 0 and 1. Countries at the right hand side in the plots of Figure 6 have many false positives and are potentially under-reporting. In Figure 7 , the right hand side of the plots mirror many false negatives. In order to further investigate the measures plotted in Figures 6 and 7 we now focus on the relation between countries to see whether false negatives or false positives occur frequently for particular pairs of countries. To detect persistent patterns in the networks, we check BEL  BRA  FRA  DEU  ITA  KEN  ESP  CHE  GBR  USA  URY  COL  FIN  PER  KWT  SAU  CAN  LBN  SWE  EGY  RUS  IRL  TUR  EST  SVN  ARE  PAK  UKR  NOR  GRC  CHL  JPN  PRT  LVA  IDN  LTU  THA  ARG  DNK  MYS  NZL  CHN  NLD  PHL  AUS  MEX  CYP  ISR  POL  ROM  SRB  BGR  IND  HUN  KOR  HRV HUN  CHN  SVN  ROM  RUS  CYP  USA  UKR  LTU  PRT  BGR  COL  GRC  IRL  DNK  LBN  SRB  TUR  EGY  POL  BEL  BRA  MEX  NLD  PAK  ESP  SWE  LVA  NOR  JPN  HRV  ZAF  URY  ARG  DEU  ITA  PER  CHL  ISR  KOR  FIN  IND  GBR  SAU  KWT  ARE  KEN  SGP  MYS  CHE  AUT  EST  FRA  PHL  AUS  THA  IDN  CAN whether false positives or false negatives occur frequently, i.e. counting instances of ω + t,ij = 1 and ω − t,ij = 1 for t ∈ T = {1993, ..., 2014}. Denote the aggregated "forensic" networks as
We look at the distribution of elements of Ω + T and Ω − T , which is plotted in Figure 8 . On the horizontal axis we show the possible values of the matrix entries, that is the number years where transfers in the forensic networks occur. This ranges from 1 (one false negative or false positive in all years) to 22 (false negatives or false positives in every year from 1993 to 2014). The maximum entry of Ω + T is thereby less then 22, namely 21, while the maximum value of Ω − T is 15. On the vertical axis of Figure 8 and Ω − T . Apparently for "forensic" purposes, large values of Ω + T are of particular interest, since they report pairs of countries which are likely to under-reporting.
The line in solid black with the "+" symbols represents Ω + T and the line in grey with the "-" symbols represents the false negative network. Additionally, we indicate for both networks the pairs of countries (i.e. sender and receiver) which are of particular interest for "forensic" purposes. This means for example for an element of Ω + T that has value 21, that the respective transfer from i to j is one of the four transfers appeared that appeared 21 times in the false positive network. False negative networks Ω − t : Among the twelve countries with the highest Eigenvector centrality in Figure 7 is Croatia (HRV) as the only European country. There are however many countries from Asia as Singapore (SGP), India (IND), Thailand (THA), Indonesia (IDN), Malaysia (MYS), South Korea (KOR) and Philippines (PHL). Furthermore, South Africa (ZAF), New Zealand (NZL), Australia (AUS) and Israel (ISR) are among the countries where trade activity is often false negative. For Asian countries as well as for Australia and New Zealand this might mirror the fact that those countries export many SAA to Europe and the United States despite the strongly negative distance effect of the model. Furthermore, this network is very likely to be driven by bilateral agreements and historical developments not covered by the covariates. See for example in Figure 8 the number of false negatives related to the Baltic countries Estonia (EST) Lithuania (LTU) and Latvia (LVA).
It remains to highlight that the constructions of the forensic networks relies on our model with corresponding assumptions and admittedly high degrees of uncertainty. As a consequence, it does not allow for definite statements about actual hidden transfers. However, many of the dyads listed in Figure 8 indeed have either traded massive amounts of civilian arms (e.g. AUT-CHN, BRA-RUS, RUS-BEL, RUS-DNK) or had frequent MCW trade relations (e.g. RUS-CYP) but almost no documented small arms transfers for military usage. Additionally, many of the countries that take central positions in the forensic networks are known for not being very transparent with respect to their SAA exports and imports (see e.g. the small arms transparency barometer).
Conclusion
In this paper we have modelled the volumes of international transfers of small arms and ammunition for the years 1992-2014 based on data provided by NISAT. As an analytical tool we combined the gravity model of trade with a modified SAR model that allows to enrich the analysis by endogenous network dependencies, accounting for exporter-related, importer-related and reciprocal dependency among the transfers in the network. Using a censored normal regression model we are able to include information provided by zerovalued transfers. The infeasible likelihood of the censored model is maximized using a Monte Carlo EM algorithm. The fitted model shows strong and stable endogenous network effect, especially related to the sender effect and the receiver effect but also some evidence for reciprocity. Additionally, we find a high coefficient on path dependency and a close connection to the exports of civilian small arms. Conditional on that, the classical gravity hypothesis is confirmed with respect to the GDP of the importer and physical distance but only exceptionally with respect to political distance measures and the GDP of the exporter. This contrasts with the MCW network where distance plays no role, where political similarity and GDP of the exporter have a strong impact (see Thurner et al., 2018) . Actually, this difference is plausible, as the technological requirements for the production of small and ammunition are relatively small, and strategic considerations of world-wide acting countries make geographic distances a negligible factor for MCW trade.
Building on our latent utility framework we were able to explore latent utility networks. With the construction of false positive and false negative networks we perform for the first time a forensic approach in this area highlighting especially potentially under-reported exports of Russia and Turkey. We refrain, of course, from making clear-cut assertions. Note that we do not claim to provide unambiguous claims for intentional false reporting. However, we demonstrate that some zero entries in the SAA trading network tend to be not plausible. 
A. Descriptives
B. Derivatives of the complete log-likelihood
The complete log-likelihood is given by
with score vector
And the corresponding Hessian results in
Where we use Jacobi's formula (see Magnus and Neudecker, 1988 ) that allows to express the derivative of a matrix determinant in terms of the derivative of the matrix and its adjugate (adj(·)). Resulting in is used for the sixth and seventh equation in (12).
C. Practical Implementation of the Algorithm
The gradient (10) can be used to maximize (9) by applying the BFGS optimization routine (see Broyden, 1970 , Fletcher, 1970 , Goldfarb, 1970 and Shanno, 1970 . The implementation of the BFGS algorithm in R (R Core Team, 2016) is provided by the base function optim. More computational stability for the maximization of equation (9) is reached by defining λ = (λ 1 , ..., λ N ) T as the vector of eigenvalues of A(ρ) and replacing log(|A(ρ)|) by N r=1 log(λ r (ρ)) in equation (9), see Bivand and Piras (2015) . The starting value for the algorithm can be found by using a maximum pseudolikelihood estimate (MPLE), using W 1 Y, ..., W q Y as exogenous covariates in a censored regression model, provided by the R package censReg (Henningsen, 2013) . Since the observed log-likelihood cannot be evaluated, we defineθ as the solution of the maximization problem if (θ − θ 0 ) T (θ − θ 0 ) < 0.1, otherwise we set θ 0 =θ and re-iterate until the stopping criteria is satisfied. Louis (1982) and Oakes (1999) provide formulas for the Fisher information of the observed likelihood. We follow the recommendation of McLachlan and Krishnan (2007) , arguing that Louis's formula is best suited for the MCEM and provides a conservative measure of the standard errors. Therefore, we calculate the observed information based on
D. Approximation of the Fisher Information
Note that the second term of (13) depends not only on the first and second but also on the third and fourth conditional moment of the truncated multivariate normal and cannot be evaluated analytically therefore. In order to approximate the observed information we are using the results of Robert and Casella (2004, p. 187) and Kang et al. (2013, Section 3 .7) that allow for an approximation of the observed information based on the score and Hessian of the complete likelihood. Hence, we can use the results from Annex B for the following procedure.
We draw w = 1 000 times potential realizationsỸ s,sim from the truncated version of (4) using the package TruncatedNormal (Botev, 2017) . Those are stored for each draw s in a vectorỸ * s,sim = (Ỹ o ,Ỹ s,sim ), similar as in equation (5). Then we calculate the score and Hessian from equations (11) and (12) w times, where we replaceỸ byỸ * s,sim in each equation and index them by s, allowing to calculate the empirical version of (13) by approximating the expectations by means.
Then, the conditional distribution of Z t,ij is given by a univariate normal distribution Z t,ij |X, Z t,−ij ∼ N (μ t,ij|−ij ,Σ t,ij|−ij ), wherê µ t,ij|−ij =μ t,ij +Σ t,ij,−ijΣ −1 t,−ij,−ij (Z t,−ij −μ t,−ij ) and Σ t,ij|−ij =Σ t,ij,ij −Σ t,ij,−ijΣ −1 t,−ij,−ijΣ t,−ij,ij .
We are interested in a possible state of the network, where the latent utility is allowed to be greater c t . Therefore, we insert the expectation for the non-observed utility in Z t,−ij and denote this byZ t,−ij . Consequently, we can calculate the probability of Z t,ij being greater than c t using π t,ij = P(Z t,ij > c t |X t,ij ,Z t,−ij ;θ) = 1 − P(Z t,ij ≤ c t |X t,ij ,Z t,−ij ;θ)
The probability π t,ij can be interpreted as the probability that the latent utility of a transfer from country i to country j is higher than the threshold c t conditional on the covariates X t and the remaining network, where no transfer is restricted to be smaller c t .
