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1 INTRODUCTION
A hypersafety property describes the set of valid interrelations between multiple finite runs of a
program. A k-safety property [7] is a program safety property whose violation is witnessed by at
least k finite runs of a program. Determinism is an example of such a property: non-determinism
can only be witnessed by two runs of the program on the same input which produce two different
outputs. This makes determinism an instance of a 2-safety property.
The vast majority of existing program verification methodologies are geared towards verifying
standard (1-)safety properties. This paper proposes an approach to automatically reduce verification
of k-safety to verification of 1-safety, and hence a way to leverage existing safety verification tech-
niques for hypersafety verification. The most straightforward way to do this is via self-composition
[5], where verification is performed on k memory-disjoint copies of the program, sequentially
composed one after another. Unfortunately, the proofs in these cases are often very verbose, since
the full functionality of each copy has to be captured by the proof. Moreover, when it comes to
automated verification, the invariants required to verify such programs are often well beyond the
capabilities of modern solvers [25] even for very simple programs and properties.
The more practical approach, which is typically used in manual or automated proofs of such
properties, is to compose k memory-disjoint copies of the program in parallel (instead of in
sequence), and then verify some reduced program obtained by removing redundant traces from the
program formed in the previous step. This parallel product program can have many such reductions.
For example, the program formed from sequential self-composition is one such reduction of the
parallel product program. Therefore, care must be taken to choose a “good” reduction that admits a
simple proof. Many existing approaches limit themselves to a narrow class of reductions, such as
the one where each copy of the program executes in lockstep [3, 10, 23], or define a general class
of reductions, but do not provide algorithms with guarantees of covering the entire class [4, 23].
We propose a solution that combines the search for a safety proof with the search for an
appropriate reduction, in a counterexample-based refinement loop. Instead of settling on a single
reduction in advance, we try to verify the entire (possibly infinite) set of reductions simultaneously
and terminate as soon as some reduction is successfully verified. If the proof is not currently strong
enough to cover at least one of the represented program reductions, then an appropriate set of
counterexamples are generated that guarantee progress towards a proof.
Our solution is language-theoretic. We propose a way to represent sets of reductions using
infinite tree automata. The standard safety proofs are also represented using the same automata,
which have the desired closure properties. This allows us to check if a candidate proof is in fact a
proof for one of the represented program reductions, with reasonable efficiency.
Our approach is not uniquely applicable to hypersafety properties of sequential programs. Our
proposed set of reductions naturally work well for concurrent programs, and can be viewed in the
spirit of reduction-based methods such as those proposed in [11, 20]. This makes our approach
particularly appealing when it comes to verification of hypersafety properties of concurrent pro-
grams, for example, proving that a concurrent program is deterministic. The parallel composition
for hypersafety verification mentioned above and the parallel composition of threads inside the
multi-threaded program are treated in a uniform way by our proof construction and checking
algorithms. In summary:
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(i)
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(ii)
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Copy 1 :
`1: i1  0
`2: x1  0
`3: while i1 < a+ b
`4: x1  x1 + c
`5: i1  i1 + 1
`6:
<latexit sha1_base64="aTR5AiwGT5ResOamdxgvTeyMAXE=">AAADsX icbVJdb9MwFHUaPkb52uCRF4sWCWlSlXQPoMHDYAhNAk1FXdehpiqOc9uaOnZkO2yVlR/JI7+EV5z0g3aboyhH59xzb3zsOONMmyD449X8O3fv3d95UH /46PGTp7t7z861zBWFHpVcqouYaOBMQM8ww+EiU0DSmEM/nh2Xev8XKM2kODPzDIYpmQg2ZpQYR432vJ8YR1+dWZ/maQwKkrojumBOedfMrYEr17Swz Qg4H7nvYVHqMUyYsIRPpGJmmhaDk6GjnfBJCtNRTJgupKz8O7HgXcMPrroclKyZL5efpbL9KeNQ2MvFxz0bekfJiT2bug0lhT2W2bywh+sKIQWPFqINC 1uRGDfZKMTRBIzGQTN6t2KvbmOjaratLO8xwfs4bq4bbZlKtI/pf+vWIFapoVOLVecKRSCSjZRGu42gFVQL3wThEjTQcnXc6bSiRNI8BWEoJ1oPwiAzQ 0uUYdSlVY9yDRmhMzKBgYOCpKCHtroVBX7lmASPpXKvMLhiNx2WpFrP09hVpsRM9XWtJG/TBrkZvx1aJrLcgKCLQeOcYyNxecVwwhRQw+cOEOq2ziim U6IINe4ibk9ZZdMuN8PBRJIn7lQFr0cCLqlMU+IirI66sJGCLbKkSo8zVLaiTDi8nudNcN5uhUEr/NZuHH1cZr2DXqCX6DUK0Rt0hE5QB/UQ9X57f2uo 5vkH/nf/hx8vSmve0vMcbS1/9g9G0SBY</latexit><latexit sha1_base64="aTR5AiwGT5ResOamdxgvTeyMAXE=">AAADsX icbVJdb9MwFHUaPkb52uCRF4sWCWlSlXQPoMHDYAhNAk1FXdehpiqOc9uaOnZkO2yVlR/JI7+EV5z0g3aboyhH59xzb3zsOONMmyD449X8O3fv3d95UH /46PGTp7t7z861zBWFHpVcqouYaOBMQM8ww+EiU0DSmEM/nh2Xev8XKM2kODPzDIYpmQg2ZpQYR432vJ8YR1+dWZ/maQwKkrojumBOedfMrYEr17Swz Qg4H7nvYVHqMUyYsIRPpGJmmhaDk6GjnfBJCtNRTJgupKz8O7HgXcMPrroclKyZL5efpbL9KeNQ2MvFxz0bekfJiT2bug0lhT2W2bywh+sKIQWPFqINC 1uRGDfZKMTRBIzGQTN6t2KvbmOjaratLO8xwfs4bq4bbZlKtI/pf+vWIFapoVOLVecKRSCSjZRGu42gFVQL3wThEjTQcnXc6bSiRNI8BWEoJ1oPwiAzQ 0uUYdSlVY9yDRmhMzKBgYOCpKCHtroVBX7lmASPpXKvMLhiNx2WpFrP09hVpsRM9XWtJG/TBrkZvx1aJrLcgKCLQeOcYyNxecVwwhRQw+cOEOq2ziim U6IINe4ibk9ZZdMuN8PBRJIn7lQFr0cCLqlMU+IirI66sJGCLbKkSo8zVLaiTDi8nudNcN5uhUEr/NZuHH1cZr2DXqCX6DUK0Rt0hE5QB/UQ9X57f2uo 5vkH/nf/hx8vSmve0vMcbS1/9g9G0SBY</latexit><latexit sha1_base64="aTR5AiwGT5ResOamdxgvTeyMAXE=">AAADsX icbVJdb9MwFHUaPkb52uCRF4sWCWlSlXQPoMHDYAhNAk1FXdehpiqOc9uaOnZkO2yVlR/JI7+EV5z0g3aboyhH59xzb3zsOONMmyD449X8O3fv3d95UH /46PGTp7t7z861zBWFHpVcqouYaOBMQM8ww+EiU0DSmEM/nh2Xev8XKM2kODPzDIYpmQg2ZpQYR432vJ8YR1+dWZ/maQwKkrojumBOedfMrYEr17Swz Qg4H7nvYVHqMUyYsIRPpGJmmhaDk6GjnfBJCtNRTJgupKz8O7HgXcMPrroclKyZL5efpbL9KeNQ2MvFxz0bekfJiT2bug0lhT2W2bywh+sKIQWPFqINC 1uRGDfZKMTRBIzGQTN6t2KvbmOjaratLO8xwfs4bq4bbZlKtI/pf+vWIFapoVOLVecKRSCSjZRGu42gFVQL3wThEjTQcnXc6bSiRNI8BWEoJ1oPwiAzQ 0uUYdSlVY9yDRmhMzKBgYOCpKCHtroVBX7lmASPpXKvMLhiNx2WpFrP09hVpsRM9XWtJG/TBrkZvx1aJrLcgKCLQeOcYyNxecVwwhRQw+cOEOq2ziim U6IINe4ibk9ZZdMuN8PBRJIn7lQFr0cCLqlMU+IirI66sJGCLbKkSo8zVLaiTDi8nudNcN5uhUEr/NZuHH1cZr2DXqCX6DUK0Rt0hE5QB/UQ9X57f2uo 5vkH/nf/hx8vSmve0vMcbS1/9g9G0SBY</latexit><latexit sha1_base64="aTR5AiwGT5ResOamdxgvTeyMAXE=">AAADsX icbVJdb9MwFHUaPkb52uCRF4sWCWlSlXQPoMHDYAhNAk1FXdehpiqOc9uaOnZkO2yVlR/JI7+EV5z0g3aboyhH59xzb3zsOONMmyD449X8O3fv3d95UH /46PGTp7t7z861zBWFHpVcqouYaOBMQM8ww+EiU0DSmEM/nh2Xev8XKM2kODPzDIYpmQg2ZpQYR432vJ8YR1+dWZ/maQwKkrojumBOedfMrYEr17Swz Qg4H7nvYVHqMUyYsIRPpGJmmhaDk6GjnfBJCtNRTJgupKz8O7HgXcMPrroclKyZL5efpbL9KeNQ2MvFxz0bekfJiT2bug0lhT2W2bywh+sKIQWPFqINC 1uRGDfZKMTRBIzGQTN6t2KvbmOjaratLO8xwfs4bq4bbZlKtI/pf+vWIFapoVOLVecKRSCSjZRGu42gFVQL3wThEjTQcnXc6bSiRNI8BWEoJ1oPwiAzQ 0uUYdSlVY9yDRmhMzKBgYOCpKCHtroVBX7lmASPpXKvMLhiNx2WpFrP09hVpsRM9XWtJG/TBrkZvx1aJrLcgKCLQeOcYyNxecVwwhRQw+cOEOq2ziim U6IINe4ibk9ZZdMuN8PBRJIn7lQFr0cCLqlMU+IirI66sJGCLbKkSo8zVLaiTDi8nudNcN5uhUEr/NZuHH1cZr2DXqCX6DUK0Rt0hE5QB/UQ9X57f2uo 5vkH/nf/hx8vSmve0vMcbS1/9g9G0SBY</latexit>
Copy 2 :
`1: i2  0
`2: x2  0
`3: while i2 < a
`4: x2  x2 + c
`5: i2  i2 + 1
`6:
<latexit sha1_base64="eeST4oM2GSUeGwCEkQO7sqRjqjo=">AAADr3 icbVJdb9MwFE0WPkb52uCRF4sWCQmpSvoCGjwMhtAk0FTUdZ1Ul+I4t401x45sh66y8ht55ofwCjjpB+02R1GOzrnn3vjYcc6ZNmH4y98Jbt2+c3f3Xu P+g4ePHu/tPznTslAU+lRyqc5jooEzAX3DDIfzXAHJYg6D+OKo0gc/QGkmxamZ5zDKyFSwCaPEOGq876cI4S/OrE+KLAYFScMRPTAnvGfm1sCla1raF gbOx+57UDZcAcIxTJmwhE+lYibNyuHxqOIR/iiF6SomTA8yVv2fWPCu5XtXXY1K1szn2Sep7CBlHEo7W3zcs6F3lZza09RtKSntkcznpT1YVwgpOF6It lPamkSoxcYdhKdgNApb+O2KvbyJxfVsW1veIdJaN9kyVOgVov9tW0NYrUZOLVdda4RBJBsJjfeaYTusF7oOoiVoesvVdWfTxomkRQbCUE60HkZhbkaWK MOoS6qBCw05oRdkCkMHBclAj2x9J0r0wjEJmkjlXmFQzW46LMm0nmexq8yISfVVrSJv0oaFmbwZWSbywoCgi0GTgiMjUXXBUMIUUMPnDhDqts4ooilR hBp3DbenrLLpVJvhYLDkiTtRwRtYwIzKLCMuwvqYS4sVbJEVVXmcobaVVcLR1Tyvg7NOOwrb0ddO8/DDMutd75n33HvpRd5r79A79rpe36P+T/+3/8f/ G0TBIPgWfF+U7vhLz1NvawXsH9tNIac=</latexit><latexit sha1_base64="eeST4oM2GSUeGwCEkQO7sqRjqjo=">AAADr3 icbVJdb9MwFE0WPkb52uCRF4sWCQmpSvoCGjwMhtAk0FTUdZ1Ul+I4t401x45sh66y8ht55ofwCjjpB+02R1GOzrnn3vjYcc6ZNmH4y98Jbt2+c3f3Xu P+g4ePHu/tPznTslAU+lRyqc5jooEzAX3DDIfzXAHJYg6D+OKo0gc/QGkmxamZ5zDKyFSwCaPEOGq876cI4S/OrE+KLAYFScMRPTAnvGfm1sCla1raF gbOx+57UDZcAcIxTJmwhE+lYibNyuHxqOIR/iiF6SomTA8yVv2fWPCu5XtXXY1K1szn2Sep7CBlHEo7W3zcs6F3lZza09RtKSntkcznpT1YVwgpOF6It lPamkSoxcYdhKdgNApb+O2KvbyJxfVsW1veIdJaN9kyVOgVov9tW0NYrUZOLVdda4RBJBsJjfeaYTusF7oOoiVoesvVdWfTxomkRQbCUE60HkZhbkaWK MOoS6qBCw05oRdkCkMHBclAj2x9J0r0wjEJmkjlXmFQzW46LMm0nmexq8yISfVVrSJv0oaFmbwZWSbywoCgi0GTgiMjUXXBUMIUUMPnDhDqts4ooilR hBp3DbenrLLpVJvhYLDkiTtRwRtYwIzKLCMuwvqYS4sVbJEVVXmcobaVVcLR1Tyvg7NOOwrb0ddO8/DDMutd75n33HvpRd5r79A79rpe36P+T/+3/8f/ G0TBIPgWfF+U7vhLz1NvawXsH9tNIac=</latexit><latexit sha1_base64="eeST4oM2GSUeGwCEkQO7sqRjqjo=">AAADr3 icbVJdb9MwFE0WPkb52uCRF4sWCQmpSvoCGjwMhtAk0FTUdZ1Ul+I4t401x45sh66y8ht55ofwCjjpB+02R1GOzrnn3vjYcc6ZNmH4y98Jbt2+c3f3Xu P+g4ePHu/tPznTslAU+lRyqc5jooEzAX3DDIfzXAHJYg6D+OKo0gc/QGkmxamZ5zDKyFSwCaPEOGq876cI4S/OrE+KLAYFScMRPTAnvGfm1sCla1raF gbOx+57UDZcAcIxTJmwhE+lYibNyuHxqOIR/iiF6SomTA8yVv2fWPCu5XtXXY1K1szn2Sep7CBlHEo7W3zcs6F3lZza09RtKSntkcznpT1YVwgpOF6It lPamkSoxcYdhKdgNApb+O2KvbyJxfVsW1veIdJaN9kyVOgVov9tW0NYrUZOLVdda4RBJBsJjfeaYTusF7oOoiVoesvVdWfTxomkRQbCUE60HkZhbkaWK MOoS6qBCw05oRdkCkMHBclAj2x9J0r0wjEJmkjlXmFQzW46LMm0nmexq8yISfVVrSJv0oaFmbwZWSbywoCgi0GTgiMjUXXBUMIUUMPnDhDqts4ooilR hBp3DbenrLLpVJvhYLDkiTtRwRtYwIzKLCMuwvqYS4sVbJEVVXmcobaVVcLR1Tyvg7NOOwrb0ddO8/DDMutd75n33HvpRd5r79A79rpe36P+T/+3/8f/ G0TBIPgWfF+U7vhLz1NvawXsH9tNIac=</latexit><latexit sha1_base64="eeST4oM2GSUeGwCEkQO7sqRjqjo=">AAADr3 icbVJdb9MwFE0WPkb52uCRF4sWCQmpSvoCGjwMhtAk0FTUdZ1Ul+I4t401x45sh66y8ht55ofwCjjpB+02R1GOzrnn3vjYcc6ZNmH4y98Jbt2+c3f3Xu P+g4ePHu/tPznTslAU+lRyqc5jooEzAX3DDIfzXAHJYg6D+OKo0gc/QGkmxamZ5zDKyFSwCaPEOGq876cI4S/OrE+KLAYFScMRPTAnvGfm1sCla1raF gbOx+57UDZcAcIxTJmwhE+lYibNyuHxqOIR/iiF6SomTA8yVv2fWPCu5XtXXY1K1szn2Sep7CBlHEo7W3zcs6F3lZza09RtKSntkcznpT1YVwgpOF6It lPamkSoxcYdhKdgNApb+O2KvbyJxfVsW1veIdJaN9kyVOgVov9tW0NYrUZOLVdda4RBJBsJjfeaYTusF7oOoiVoesvVdWfTxomkRQbCUE60HkZhbkaWK MOoS6qBCw05oRdkCkMHBclAj2x9J0r0wjEJmkjlXmFQzW46LMm0nmexq8yISfVVrSJv0oaFmbwZWSbywoCgi0GTgiMjUXXBUMIUUMPnDhDqts4ooilR hBp3DbenrLLpVJvhYLDkiTtRwRtYwIzKLCMuwvqYS4sVbJEVVXmcobaVVcLR1Tyvg7NOOwrb0ddO8/DDMutd75n33HvpRd5r79A79rpe36P+T/+3/8f/ G0TBIPgWfF+U7vhLz1NvawXsH9tNIac=</latexit>
Copy 3 :
`1: i3  0
`2: x3  0
`3: while i3 < b
`4: x3  x3 + c
`5: i3  i3 + 1
`6:
<latexit sha1_base64="NS3ncFQLPAVHEvyteGLfOp9wdPA=">AAADrnicbVJdb9MwFE0WPkb52uCRF4sWCQmpSroH0OBhMIQmgaaire2kJqoc5zax 5tiR7dBVVv4i7/wPXkE46QftNkdRjs6559742HHBqNK+/8vd8e7cvXd/90Hr4aPHT57u7T8bKlFKAgMimJAXMVbAKIeBpprBRSEB5zGDUXx5XOujHyAVFfxczwuIcpxyOqUEa0tN9t0UofCbNavTMo9BQtKyxBnoU3am50bDlW1amU4IjE3s97Bq1QUxpJQbzFIhqc7yanwSWdoKnwXXfUm5PoOc1r/HF7zt+NF W15OSNfN19kVIM8oog8rMFh/7bOh9KVJzntkdJZU5FsW8MofrCi44CxeiOahMQyLUoZMDFKagFfI74fsVe3UbGzazTWP5gOLOusmWoUZvEPlv2xpCGzWwarXq2qAQeLKR0GSv7Xf9ZqGbIFiCtrNcfXs03TARpMyBa8KwUuPAL3RksNSU2KRaYamgwOQSpzC2kOMcVGSaK1GhV5ZJ0FRI+3KNGnbTYXCu1DyPbW WOdaauazV5mzYu9fRdZCgvSg2cLAZNS4a0QPX9QgmVQDSbW4CJ3ToliGRYYqLtLdyessqmV2+GgQ4FS+yJctYKOcyIyHNsI2yOuTKhhC2ypmqPNTS2qk44uJ7nTTDsdQO/G3zvtY8+LbPedV44L53XTuC8dY6cE6fvDBzi/nR/u3/cv57vDb3ImyxKd9yl57mztbzsH1PnIYY=</latexit><latexit sha1_base64="NS3ncFQLPAVHEvyteGLfOp9wdPA=">AAADrnicbVJdb9MwFE0WPkb52uCRF4sWCQmpSroH0OBhMIQmgaaire2kJqoc5zax 5tiR7dBVVv4i7/wPXkE46QftNkdRjs6559742HHBqNK+/8vd8e7cvXd/90Hr4aPHT57u7T8bKlFKAgMimJAXMVbAKIeBpprBRSEB5zGDUXx5XOujHyAVFfxczwuIcpxyOqUEa0tN9t0UofCbNavTMo9BQtKyxBnoU3am50bDlW1amU4IjE3s97Bq1QUxpJQbzFIhqc7yanwSWdoKnwXXfUm5PoOc1r/HF7zt+NF W15OSNfN19kVIM8oog8rMFh/7bOh9KVJzntkdJZU5FsW8MofrCi44CxeiOahMQyLUoZMDFKagFfI74fsVe3UbGzazTWP5gOLOusmWoUZvEPlv2xpCGzWwarXq2qAQeLKR0GSv7Xf9ZqGbIFiCtrNcfXs03TARpMyBa8KwUuPAL3RksNSU2KRaYamgwOQSpzC2kOMcVGSaK1GhV5ZJ0FRI+3KNGnbTYXCu1DyPbW WOdaauazV5mzYu9fRdZCgvSg2cLAZNS4a0QPX9QgmVQDSbW4CJ3ToliGRYYqLtLdyessqmV2+GgQ4FS+yJctYKOcyIyHNsI2yOuTKhhC2ypmqPNTS2qk44uJ7nTTDsdQO/G3zvtY8+LbPedV44L53XTuC8dY6cE6fvDBzi/nR/u3/cv57vDb3ImyxKd9yl57mztbzsH1PnIYY=</latexit><latexit sha1_base64="NS3ncFQLPAVHEvyteGLfOp9wdPA=">AAADrnicbVJdb9MwFE0WPkb52uCRF4sWCQmpSroH0OBhMIQmgaaire2kJqoc5zax 5tiR7dBVVv4i7/wPXkE46QftNkdRjs6559742HHBqNK+/8vd8e7cvXd/90Hr4aPHT57u7T8bKlFKAgMimJAXMVbAKIeBpprBRSEB5zGDUXx5XOujHyAVFfxczwuIcpxyOqUEa0tN9t0UofCbNavTMo9BQtKyxBnoU3am50bDlW1amU4IjE3s97Bq1QUxpJQbzFIhqc7yanwSWdoKnwXXfUm5PoOc1r/HF7zt+NF W15OSNfN19kVIM8oog8rMFh/7bOh9KVJzntkdJZU5FsW8MofrCi44CxeiOahMQyLUoZMDFKagFfI74fsVe3UbGzazTWP5gOLOusmWoUZvEPlv2xpCGzWwarXq2qAQeLKR0GSv7Xf9ZqGbIFiCtrNcfXs03TARpMyBa8KwUuPAL3RksNSU2KRaYamgwOQSpzC2kOMcVGSaK1GhV5ZJ0FRI+3KNGnbTYXCu1DyPbW WOdaauazV5mzYu9fRdZCgvSg2cLAZNS4a0QPX9QgmVQDSbW4CJ3ToliGRYYqLtLdyessqmV2+GgQ4FS+yJctYKOcyIyHNsI2yOuTKhhC2ypmqPNTS2qk44uJ7nTTDsdQO/G3zvtY8+LbPedV44L53XTuC8dY6cE6fvDBzi/nR/u3/cv57vDb3ImyxKd9yl57mztbzsH1PnIYY=</latexit><latexit sha1_base64="NS3ncFQLPAVHEvyteGLfOp9wdPA=">AAADrnicbVJdb9MwFE0WPkb52uCRF4sWCQmpSroH0OBhMIQmgaaire2kJqoc5zax 5tiR7dBVVv4i7/wPXkE46QftNkdRjs6559742HHBqNK+/8vd8e7cvXd/90Hr4aPHT57u7T8bKlFKAgMimJAXMVbAKIeBpprBRSEB5zGDUXx5XOujHyAVFfxczwuIcpxyOqUEa0tN9t0UofCbNavTMo9BQtKyxBnoU3am50bDlW1amU4IjE3s97Bq1QUxpJQbzFIhqc7yanwSWdoKnwXXfUm5PoOc1r/HF7zt+NF W15OSNfN19kVIM8oog8rMFh/7bOh9KVJzntkdJZU5FsW8MofrCi44CxeiOahMQyLUoZMDFKagFfI74fsVe3UbGzazTWP5gOLOusmWoUZvEPlv2xpCGzWwarXq2qAQeLKR0GSv7Xf9ZqGbIFiCtrNcfXs03TARpMyBa8KwUuPAL3RksNSU2KRaYamgwOQSpzC2kOMcVGSaK1GhV5ZJ0FRI+3KNGnbTYXCu1DyPbW WOdaauazV5mzYu9fRdZCgvSg2cLAZNS4a0QPX9QgmVQDSbW4CJ3ToliGRYYqLtLdyessqmV2+GgQ4FS+yJctYKOcyIyHNsI2yOuTKhhC2ypmqPNTS2qk44uJ7nTTDsdQO/G3zvtY8+LbPedV44L53XTuC8dY6cE6fvDBzi/nR/u3/cv57vDb3ImyxKd9yl57mztbzsH1PnIYY=</latexit>
Mult:
`1: i 0
`2: x 0
`3: while i < a
`4: x x+ b
`5: i i+ 1
`6:
<latexit sha1_base64="Jk2tQZp PWOGyw4OvO9P+1gTJGUI=">AAADsnicbVJdb9MwFE0aPkb52uCRF4sVCQm pSiYk0OBhfAhNAqZCt3WiribHuW2tOXZkO2yVlT/JG/+ER27SbrQrjiJfn XPPvfbxTQsprIvj32ErunHz1u2NO+279+4/eLi59ejY6tJwOOJaanOSMgt SKDhywkk4KQywPJUwSM8+1PzgJxgrtDp0swJGOZsoMRacOYROt8IzQuh3s G4m4Z2caF9IJlTVRvQLlrQHZZ6CgawG+uAOZN/NvIMLbFX5DgUpT3Hfrd o0hYlQnmENI9w0r4b7IxSh7KNWrmeEcn3IRX1iNcexXN2xbpNdIZ/PP2nj B1MhofLn8w2/Jb5n9MQfTvGSWeW/lhLPsXuVobSSdE6irMEI6QhCJ+AsiT v0zSV2sY7Rpq3H9LeEda7kS8kX5AVJ/wmWSgtkEmSqy1pNREFlS5acbm7H 3bhZZD1IFsF2sFg9fJ4uzTQvc1COS2btMIkLN/LMOMHRmjYtLRSMn7EJD DFULAc78s1YVOQZIhkZa4O/cqRBlxWe5dbO8hQzc+am9jpXg//jhqUbvx5 5oYrSgeLzRuNSEqdJPWMkEwa4kzMMGMerC074lBnGHU7iapdLb3bqy0hwV MsMn1DJNlVwznWeM7SwedfKUwMrYA3VGhQ0sqp2OLnu53pwvNNN4m7ybWd 77/3C643gSfA0eB4kwatgL9gPesFRwMNf4Z9W2GpFL6MfEYv4PLUVLjSPg 5UVyb+m4yNX</latexit><latexit sha1_base64="Jk2tQZp PWOGyw4OvO9P+1gTJGUI=">AAADsnicbVJdb9MwFE0aPkb52uCRF4sVCQm pSiYk0OBhfAhNAqZCt3WiribHuW2tOXZkO2yVlT/JG/+ER27SbrQrjiJfn XPPvfbxTQsprIvj32ErunHz1u2NO+279+4/eLi59ejY6tJwOOJaanOSMgt SKDhywkk4KQywPJUwSM8+1PzgJxgrtDp0swJGOZsoMRacOYROt8IzQuh3s G4m4Z2caF9IJlTVRvQLlrQHZZ6CgawG+uAOZN/NvIMLbFX5DgUpT3Hfrd o0hYlQnmENI9w0r4b7IxSh7KNWrmeEcn3IRX1iNcexXN2xbpNdIZ/PP2nj B1MhofLn8w2/Jb5n9MQfTvGSWeW/lhLPsXuVobSSdE6irMEI6QhCJ+AsiT v0zSV2sY7Rpq3H9LeEda7kS8kX5AVJ/wmWSgtkEmSqy1pNREFlS5acbm7H 3bhZZD1IFsF2sFg9fJ4uzTQvc1COS2btMIkLN/LMOMHRmjYtLRSMn7EJD DFULAc78s1YVOQZIhkZa4O/cqRBlxWe5dbO8hQzc+am9jpXg//jhqUbvx5 5oYrSgeLzRuNSEqdJPWMkEwa4kzMMGMerC074lBnGHU7iapdLb3bqy0hwV MsMn1DJNlVwznWeM7SwedfKUwMrYA3VGhQ0sqp2OLnu53pwvNNN4m7ybWd 77/3C643gSfA0eB4kwatgL9gPesFRwMNf4Z9W2GpFL6MfEYv4PLUVLjSPg 5UVyb+m4yNX</latexit><latexit sha1_base64="Jk2tQZp PWOGyw4OvO9P+1gTJGUI=">AAADsnicbVJdb9MwFE0aPkb52uCRF4sVCQm pSiYk0OBhfAhNAqZCt3WiribHuW2tOXZkO2yVlT/JG/+ER27SbrQrjiJfn XPPvfbxTQsprIvj32ErunHz1u2NO+279+4/eLi59ejY6tJwOOJaanOSMgt SKDhywkk4KQywPJUwSM8+1PzgJxgrtDp0swJGOZsoMRacOYROt8IzQuh3s G4m4Z2caF9IJlTVRvQLlrQHZZ6CgawG+uAOZN/NvIMLbFX5DgUpT3Hfrd o0hYlQnmENI9w0r4b7IxSh7KNWrmeEcn3IRX1iNcexXN2xbpNdIZ/PP2nj B1MhofLn8w2/Jb5n9MQfTvGSWeW/lhLPsXuVobSSdE6irMEI6QhCJ+AsiT v0zSV2sY7Rpq3H9LeEda7kS8kX5AVJ/wmWSgtkEmSqy1pNREFlS5acbm7H 3bhZZD1IFsF2sFg9fJ4uzTQvc1COS2btMIkLN/LMOMHRmjYtLRSMn7EJD DFULAc78s1YVOQZIhkZa4O/cqRBlxWe5dbO8hQzc+am9jpXg//jhqUbvx5 5oYrSgeLzRuNSEqdJPWMkEwa4kzMMGMerC074lBnGHU7iapdLb3bqy0hwV MsMn1DJNlVwznWeM7SwedfKUwMrYA3VGhQ0sqp2OLnu53pwvNNN4m7ybWd 77/3C643gSfA0eB4kwatgL9gPesFRwMNf4Z9W2GpFL6MfEYv4PLUVLjSPg 5UVyb+m4yNX</latexit><latexit sha1_base64="Jk2tQZp PWOGyw4OvO9P+1gTJGUI=">AAADsnicbVJdb9MwFE0aPkb52uCRF4sVCQm pSiYk0OBhfAhNAqZCt3WiribHuW2tOXZkO2yVlT/JG/+ER27SbrQrjiJfn XPPvfbxTQsprIvj32ErunHz1u2NO+279+4/eLi59ejY6tJwOOJaanOSMgt SKDhywkk4KQywPJUwSM8+1PzgJxgrtDp0swJGOZsoMRacOYROt8IzQuh3s G4m4Z2caF9IJlTVRvQLlrQHZZ6CgawG+uAOZN/NvIMLbFX5DgUpT3Hfrd o0hYlQnmENI9w0r4b7IxSh7KNWrmeEcn3IRX1iNcexXN2xbpNdIZ/PP2nj B1MhofLn8w2/Jb5n9MQfTvGSWeW/lhLPsXuVobSSdE6irMEI6QhCJ+AsiT v0zSV2sY7Rpq3H9LeEda7kS8kX5AVJ/wmWSgtkEmSqy1pNREFlS5acbm7H 3bhZZD1IFsF2sFg9fJ4uzTQvc1COS2btMIkLN/LMOMHRmjYtLRSMn7EJD DFULAc78s1YVOQZIhkZa4O/cqRBlxWe5dbO8hQzc+am9jpXg//jhqUbvx5 5oYrSgeLzRuNSEqdJPWMkEwa4kzMMGMerC074lBnGHU7iapdLb3bqy0hwV MsMn1DJNlVwznWeM7SwedfKUwMrYA3VGhQ0sqp2OLnu53pwvNNN4m7ybWd 77/3C643gSfA0eB4kwatgL9gPesFRwMNf4Z9W2GpFL6MfEYv4PLUVLjSPg 5UVyb+m4yNX</latexit>
Fig. 1. ProgramMult (i) and the parallel composition of three copies of it (ii).
• We present a counterexample-guided refinement loop that simultaneously searches for a
proof and a program reduction in Section 7. This refinement loop relies on an efficient
algorithm for proof checking based on the antichain method of [8], and strong theoretical
progress guarantees.
• We propose an automata-based approach to representing a class of program reductions for
k-safety verification. In Section 5 we describe the precise class of automata we use and show
how their use leads to an effective proof checking algorithm incorporated in our refinement
loop.
• We demonstrate the efficacy of our approach in proving hypersafety properties of sequential
and concurrent benchmarks in Section 8.
2 ILLUSTRATIVE EXAMPLE
We use a simple program Mult, that computes the product of two non-negative integers, to
illustrate the challenges of verifying hypersafety properties and the type of proof that our approach
targets. Consider the multiplication program in Figure 1(i), and assume we want to prove that it is
distributive over addition.
In Figure 1 (ii), the parallel composition of Mult with two copies of itself is illustrated. The
product program is formed for the purpose of proving distributivity, which can be encoded through
the postcondition x1 = x2 +x3. Since a, b, and c are not modified in the program, the same variables
are used across all copies. One way to proveMult is distributive is to come up with an inductive
invariant ϕi jk for each location in the product program, represented by a triple of program locations
(ℓi , ℓj , ℓk ), such that true =⇒ ϕ111 and ϕ666 =⇒ x1 = x2 + x3. The main difficulty lies in finding
assignments for locations such as ϕ611 that are points in the execution of the program where one
thread has finished executing and the next one is starting. For example, at (ℓ6, ℓ1, ℓ1) we need the
assignment ϕ611 ← x1 = (a + b) ∗ c which is non-linear. However, the program given in Figure 1(ii)
can be verified with simpler (linear) reasoning.
i1  0, i2  0, i3  0
x1  0, x2  0, x3  0
while i2 < a
x1  x1 + c
x2  x2 + c
i1  i1 + 1
i2  i2 + 1
while i3 < b
x1  x1 + c
x3  x3 + c
i1  i1 + 1
i3  i3 + 1
<latexit sha1_base64="HqsYhs8F9RKK8xkqQMttUTtdzA4=">AAAELniclVPLjtMwFHUTHkN5zcCSjUWLhASq8liANLMYHkIjgV DR0OlIdVU5jtta49iR7dBWUfgmvgaJBWIJn4GTdkrTsoAbRTk+x8f3+tqJUs608bxvDce9cvXa9b0bzZu3bt+5u39w70zLTBHaI5JLdR5hTTkTtGeY4fQ8VRQnEaf96OJVqfc/UaWZFB/NIqXDBE8EGzOCjaVGB42fEKKITpjIMZ9Ixcw0KQYnwya0gV5LYbqKCXNKE1YmE0 v+lJoXdvY7mzReM29nb6TK+1PGaZHPlh/7VHqbjXyIJtRo6LWflsOgPgzXQ3S4dMzrjnndMd91oCp1Xq19BHG7yCu6tlSJnkByaYGb65aorv0pmlU+v6YFay1YacVWHaGtI/rnOsK1Fv5XHeFaCzfqQFTEG0faHO23vI5XBdwF/gq0wCq69mp0UCxJllBhCMdaD3wvNcMcK 8OIPdsmyjRNMbnAEzqwUOCE6mFeXckCPrJMDMdS2VcYWLGbjhwnWi+SyM5MsJnqba0k/6YNMjN+PsyZSDNDBVkmGmccGgnL+w1jpigxfGEBJnbvjEAyxQoTY/+CepbL5gTlZjg1SPJYcCR4Ewk6IzJJsO0hElLwIkeK1siSKj3WUNmKwnbY3+7nLjgLOr7X8T8EreOXq17v gQfgIXgMfPAMHIMT0AU9QJz3jnEK57P7xf3qfnd/LKc6jZXnPqiF++s3v1A5rw==</latexit><latexit sha1_base64="HqsYhs8F9RKK8xkqQMttUTtdzA4=">AAAELniclVPLjtMwFHUTHkN5zcCSjUWLhASq8liANLMYHkIjgV DR0OlIdVU5jtta49iR7dBWUfgmvgaJBWIJn4GTdkrTsoAbRTk+x8f3+tqJUs608bxvDce9cvXa9b0bzZu3bt+5u39w70zLTBHaI5JLdR5hTTkTtGeY4fQ8VRQnEaf96OJVqfc/UaWZFB/NIqXDBE8EGzOCjaVGB42fEKKITpjIMZ9Ixcw0KQYnwya0gV5LYbqKCXNKE1YmE0 v+lJoXdvY7mzReM29nb6TK+1PGaZHPlh/7VHqbjXyIJtRo6LWflsOgPgzXQ3S4dMzrjnndMd91oCp1Xq19BHG7yCu6tlSJnkByaYGb65aorv0pmlU+v6YFay1YacVWHaGtI/rnOsK1Fv5XHeFaCzfqQFTEG0faHO23vI5XBdwF/gq0wCq69mp0UCxJllBhCMdaD3wvNcMcK 8OIPdsmyjRNMbnAEzqwUOCE6mFeXckCPrJMDMdS2VcYWLGbjhwnWi+SyM5MsJnqba0k/6YNMjN+PsyZSDNDBVkmGmccGgnL+w1jpigxfGEBJnbvjEAyxQoTY/+CepbL5gTlZjg1SPJYcCR4Ewk6IzJJsO0hElLwIkeK1siSKj3WUNmKwnbY3+7nLjgLOr7X8T8EreOXq17v gQfgIXgMfPAMHIMT0AU9QJz3jnEK57P7xf3qfnd/LKc6jZXnPqiF++s3v1A5rw==</latexit><latexit sha1_base64="HqsYhs8F9RKK8xkqQMttUTtdzA4=">AAAELniclVPLjtMwFHUTHkN5zcCSjUWLhASq8liANLMYHkIjgV DR0OlIdVU5jtta49iR7dBWUfgmvgaJBWIJn4GTdkrTsoAbRTk+x8f3+tqJUs608bxvDce9cvXa9b0bzZu3bt+5u39w70zLTBHaI5JLdR5hTTkTtGeY4fQ8VRQnEaf96OJVqfc/UaWZFB/NIqXDBE8EGzOCjaVGB42fEKKITpjIMZ9Ixcw0KQYnwya0gV5LYbqKCXNKE1YmE0 v+lJoXdvY7mzReM29nb6TK+1PGaZHPlh/7VHqbjXyIJtRo6LWflsOgPgzXQ3S4dMzrjnndMd91oCp1Xq19BHG7yCu6tlSJnkByaYGb65aorv0pmlU+v6YFay1YacVWHaGtI/rnOsK1Fv5XHeFaCzfqQFTEG0faHO23vI5XBdwF/gq0wCq69mp0UCxJllBhCMdaD3wvNcMcK 8OIPdsmyjRNMbnAEzqwUOCE6mFeXckCPrJMDMdS2VcYWLGbjhwnWi+SyM5MsJnqba0k/6YNMjN+PsyZSDNDBVkmGmccGgnL+w1jpigxfGEBJnbvjEAyxQoTY/+CepbL5gTlZjg1SPJYcCR4Ewk6IzJJsO0hElLwIkeK1siSKj3WUNmKwnbY3+7nLjgLOr7X8T8EreOXq17v gQfgIXgMfPAMHIMT0AU9QJz3jnEK57P7xf3qfnd/LKc6jZXnPqiF++s3v1A5rw==</latexit><latexit sha1_base64="HqsYhs8F9RKK8xkqQMttUTtdzA4=">AAAELniclVPLjtMwFHUTHkN5zcCSjUWLhASq8liANLMYHkIjgV DR0OlIdVU5jtta49iR7dBWUfgmvgaJBWIJn4GTdkrTsoAbRTk+x8f3+tqJUs608bxvDce9cvXa9b0bzZu3bt+5u39w70zLTBHaI5JLdR5hTTkTtGeY4fQ8VRQnEaf96OJVqfc/UaWZFB/NIqXDBE8EGzOCjaVGB42fEKKITpjIMZ9Ixcw0KQYnwya0gV5LYbqKCXNKE1YmE0 v+lJoXdvY7mzReM29nb6TK+1PGaZHPlh/7VHqbjXyIJtRo6LWflsOgPgzXQ3S4dMzrjnndMd91oCp1Xq19BHG7yCu6tlSJnkByaYGb65aorv0pmlU+v6YFay1YacVWHaGtI/rnOsK1Fv5XHeFaCzfqQFTEG0faHO23vI5XBdwF/gq0wCq69mp0UCxJllBhCMdaD3wvNcMcK 8OIPdsmyjRNMbnAEzqwUOCE6mFeXckCPrJMDMdS2VcYWLGbjhwnWi+SyM5MsJnqba0k/6YNMjN+PsyZSDNDBVkmGmccGgnL+w1jpigxfGEBJnbvjEAyxQoTY/+CepbL5gTlZjg1SPJYcCR4Ewk6IzJJsO0hElLwIkeK1siSKj3WUNmKwnbY3+7nLjgLOr7X8T8EreOXq17v gQfgIXgMfPAMHIMT0AU9QJz3jnEK57P7xf3qfnd/LKc6jZXnPqiF++s3v1A5rw==</latexit>
The program on the right is a semantically equivalent reduction
of the full composition of Figure 1(ii). Consider the program P =
(Copy 1 | | (Copy 2; Copy 3)). The program on the right is equivalent
to a lockstep execution of the two parallel components of P . The
validity of this reduction is derived from the fact that the statements
in each thread are independent of the statements in the other. That
is, reordering the statements of different threads in an execution
leads to an equivalent execution. It is easy to see that x1 = x2 + x3
is an invariant of both while loops in the reduced program, and
therefore, linear reasoning is sufficient to prove the postcondition
for this program. Conceptually, this reduction (and its soundness
proof) together with the proof of correctness for the reduced program
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constitute a proof that the original programMult is distributive. Our proposed approach can come
up with reductions like this and their corresponding proofs fully automatically. Note that a lockstep
reduction of the program in Figure 1(ii) would not yield a solution for this problem and therefore
the discovery of the right reduction is an integral part of the solution.
3 PROGRAMS AND PROOFS
A non-deterministic finite automaton (NFA) is a tuple A = (Q, Σ,δ ,q0, F ) where Q is a finite set of
states, Σ is a finite alphabet, δ ⊆ Q × Σ ×Q is the transition relation, q0 ∈ Q is the initial state, and
F ⊆ Q is the set of final states. A deterministic finite automaton (DFA) is an NFA whose transition
relation is a function δ : Q × Σ→ Q . The language of an NFA or DFA A is denoted L(A), which is
defined in the standard way [17].
3.1 Program Traces
St denotes the (possibly infinite) set of program states. For example, a program with two integer
variables has St = Z × Z. A ⊆ St is a (possibly infinite) set of assertions on program states.
Σ denotes a finite alphabet of program statements. We refer to a finite string of statements as a
(program) trace. For each statement a ∈ Σ we associate a semantics JaK ⊆ St × St and extend J−K
to traces via (relation) composition. A trace x ∈ Σ∗ is said to be infeasible if JxK(St) = ∅, whereJxK(St) denotes the image of JxK under St .
To abstract away from a particular program syntax, we define a program as a regular language of
traces. The semantics of a program P is simply the union of the semantics of its traces JPK = ⋃x ∈P JxK.
Concretely, one may obtain programs as languages by interpreting their edge-labelled control-flow
graphs as DFAs: each vertex in the control flow graph is a state, and each edge in the control flow
graph is a transition. The control flow graph entry location is the initial state of the DFA and all its
exit locations are final states.
3.2 Safety
There are many equivalent notions of program safety; we use non-reachability. A program P is safe
if all traces of P are infeasible, i.e. JPK(St) = ∅. Standard partial correctness specifications are then
represented via a simple encoding. Given a precondition ϕ and a postconditionψ , the validity of
the Hoare-triple {ϕ}P{ψ } is equivalent to the safety of [ϕ] · P · [¬ψ ], where [] is a standard assume
statement (or the singleton set containing it), and · is language concatenation.
Example 3.1. We use determinism as an example of howk-safety can be encoded in the framework
defined thus far. If P is a program then determinism of P is equivalent to safety of [ϕ] ·(P1P2) ·[¬ϕ]
where P1 and P2 are copies of P operating on disjoint variables,  is a shuffle product of two
languages, and [ϕ] is an assume statement asserting that the variables in each copy of P are equal.
A proof is a finite set of assertions Π ⊆ A that includes true and false. Each Π gives rise to
an NFA ΠN FA = (Π,St ,δΠ, true, {false}) where δΠ(ϕpre ,a) = {ϕpost | JaK(ϕpre ) ⊆ ϕpost }. We
abbreviate L(ΠN FA) as L(Π). Intuitively, L(Π) consists of all traces that can be proven infeasible
using only assertions in Π. Thus the following proof rule is sound [12, 13, 16]:
∃Π ⊆ A. P ⊆ L(Π)
P is safe
(Safe)
When P ⊆ L(Π), we say that Π is a proof for P . A proof does not uniquely belong to any
particular program; a single Π may prove many programs correct.
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4 REDUCTIONS
The set of assertions used for a proof is usually determined by a particular language of assertions,
and a safe program may not have a (safety) proof in that particular language. Yet, a subset of the
program traces may have a proof in that assertion language. If it can be proven that the subset of
program runs that have a safety proof are a faithful representation of all program behaviours (with
respect to a given property), then the program is correct. This motivates the notion of program
reductions.
Definition 4.1 (semantic reduction). If for programs P and P ′, P ′ is safe implies that P is safe, then
P ′ is a semantic reduction of P (written P ′ ⪯ P ).
The definition immediately gives rise to the following proof rule for proving program safety:
∃P ′ ⪯ P ,Π ⊆ A. P ′ ⊆ L(Π)
P is safe
(SafeRed1)
This generic proof rule is not automatable since, given a proof Π, verifying the existence of the
appropriate reduction is undecidable. Observe that a program is safe if and only if ∅ is a valid
reduction of the program. This means that discovering a semantic reduction and proving safety are
mutually reducible to each other. To have decidable premises for the proof rule, we need to formulate
an easier (than proving safety) problem in discovering a reduction. One way to achieve this is by
restricting the set of reductions under consideration from all reductions (given in Definition 4.1)
to a proper subset which more amenable to algorithmic checking. Fixing a set R of (semantic)
reductions, we will have the rule:
∃P ′ ∈ R. P ′ ⊆ L(Π) ∀P ′ ∈ R. P ′ ⪯ P
P is safe
(SafeRed2)
Proposition 4.2. The proof rule SafeRed2 is sound.
Proof. By the left precondition, there exists some P ′ ∈ R such that P ′ ⊆ L(Π), which impliesJP ′K = ∅. By the right precondition, JPK = JP ′K, and therefore P is safe. □
The core contribution of this paper is that it provides an algorithmic solution inspired by the
above proof rule. To achieve this, two subproblems are solved: (1) Given a set R of reductions of a
program P and a candidate proof Π, can we check if there exists a reduction P ′ ∈ R which is covered
by the proof Π? In section 5, we propose a new semantic interpretation of an existing notion of
infinite tree automata that gives rise to an algorithmic check for this step. (2) Given a program P ,
is there a general sound set of reductions R that be effectively represented to accommodate step
(1)? In section 6, we propose a construction of an effective set of reductions, representable by our
infinite tree automata, using inspirations from known partial order reduction techniques [14].
5 PROOF CHECKING
true
false
false
false false false false
a b
a ab b
Fig. 2. L = {a} as an infinite tree.
Given a set of reductions R of a program P , and a candidate proof
Π, we want to check if there exists a reduction P ′ ∈ R which is
covered by Π. We call this proof checking. We use tree automata
to represent certain classes of languages (i.e sets of sets of strings),
and then use operations on these automata for the purpose of proof
checking.
The set Σ∗ can be represented as an infinite tree. Each x ∈ Σ∗
defines a path to a unique node in the tree: the root node is located
at the empty string ϵ , and for all a ∈ Σ, the node located at xa is a
child of the node located at x . Each node is then identified by the string labeling the path leading
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to it. A language L ⊆ Σ∗ (equivalently, L : Σ∗ → B) can consequently be represented as an infinite
tree where the node at each x is labelled with a boolean value B ≡ (x ∈ L). An example is given
in Figure 2. It follows that a set of languages is a set of infinite trees, which can be represented
using automata over infinite trees. Looping Tree Automata (LTAs) are a subclass of Büchi Tree
Automata where all states are accept states [2]. The class of Looping Tree Automata is closed under
intersection and union, and checking emptiness of LTAs is decidable. Unlike Büchi Tree Automata,
emptiness can be decided in linear time [2].
Definition 5.1. A Looping Tree Automaton (LTA) over |Σ|-ary, B-labelled trees is a tuple M =
(Q,∆,q0) where Q is a finite set of states, ∆ ⊆ Q × B × (Σ→ Q) is the transition relation, and q0 is
the initial state.
Intuitively, an LTA M = (Q,∆,q0) performs a parallel and depth-first traversal of an infinite
tree L while maintaining some local state. Execution begins at the root ϵ from state q0 and non-
deterministically picks a transition (q0,B,σ ) ∈ ∆ such that B matches the label at the root of the
tree (i.e. B = (ϵ ∈ L)). If no such transition exists, the tree is rejected. Otherwise, M recursively
works on each child a from state q′ = σ (a) in parallel. This process continues infinitely, and L is
accepted if and only if L is never rejected.
Formally, M’s execution over a tree L is characterized by a run δ ∗ : Σ∗ → Q where δ ∗(ϵ) = q0
and (δ ∗(x),x ∈ L, λa. δ ∗(xa)) ∈ ∆ for all x ∈ Σ∗. The set of languages accepted byM is then defined
as L(M) = {L | ∃δ ∗. δ ∗ is a run ofM on L}.
Theorem 5.2. Given an LTAM and a regular language L, it is decidable whether ∃P ∈ L(M). P ⊆ L.
Proof. The proposition ∃P ∈ L(M). P ⊆ L is equivalent to the proposition L(M) ∩ P(L) = ∅.
LTA languages are closed under intersection (Lemma 5.3), P(L) is recognized by an LTA (Lemma
5.4), and LTA emptiness is decidable [2], so L(M) ∩ P(L) = ∅ (and therefore ∃P ∈ L(M). P ⊆ L) is
decidable. □
Lemma 5.3. The set of languages accepted by an LTA is closed under intersection.
Proof. The standard construction for Büchi tree automata intersection also works for LTAs.
There is a simpler construction specifically for LTAs, which we include here.
Let M1 = (Q1,∆1,q01) and M2 = (Q2,∆2,q02) be LTAs. Define M∩ = (Q1 × Q2,∆∩, (q01,q02)),
where
∆∩ = {((q1,q2),B, λa. (σ1(a),σ2(a))) | (q1,B,σ1) ∈ ∆1 ∧ (q2,B,σ2) ∈ ∆2}
Then L(M∩) = L(M1) ∩ L(M2).
This proof has been mechanically checked. □
Lemma 5.4. If L is a regular language, then P(L) is recognized by an LTA.
Proof. Since L is a regular language, there exists a DFA A = (Q, Σ,δ ,q0, F ) such that L(A) = L.
DefineMP(L) = (Q,∆P(L),q0) where
∆P(L) = {(q,B, λa. δ (q,a)) | B =⇒ q ∈ F }
Then L(MP(L)) = P(L).
This proof has been mechanically checked. □
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Counterexamples. Theorem 5.2 effectively states that proof checking is decidable. For auto-
mated verification, beyond checking the validity of a proof, we require counterexamples to fuel the
development of the proof when the proof does not check. Note that in the simple case of the proof
rule Safe, when P ⊈ L(Π) there exists a counterexample trace x ∈ P such that x < L(Π).
With our proof rule SafeRed2, things get a bit more complicated. First, note that unlike the
classic case (Safe), where a failed proof check coincides with the non-emptiness of an intersection
check (i.e. P ∩ L(Π) , ∅), in our case, a failed proof check coincides with the emptiness of an
intersection check (i.e. R ∩ P(L(Π)) = ∅). The sets R and P(L(Π)) are both sets of languages.
What does the witness to the emptiness of the intersection look like? Each language member of
R contains at least one string that does not belong to any of the subsets of our proof language.
One can collect all such witness strings to guarantee progress across the board in the next round.
However, since LTAs can represent an infinite set of languages, one must take care not end up with
an infinite set of counterexamples following this strategy. Fortunately, this will not be the case.
Theorem 5.5. LetM be an LTA and let L be a regular language such that P ⊈ L for all P ∈ L(M).
There exists a finite set of counterexamplesC such that, for all P ∈ L(M), there exists some x ∈ C such
that x ∈ P and x < L.
Proof. Assume M = (QM ,∆M ,q0M ) and let A = (QA, Σ,δA,q0A, FA) be an automaton that
accepts L.
Assume P ⊈ L for all P ∈ L(M). Then L(M) ∩ P(L) = ∅, so the root node of any automaton
accepting L(M) ∩ P(L) is inactive [2]. The set of inactive states is the smallest set satisfying
∀(q,B,σ ) ∈ ∆. ∃a. σ (a) ∈ inactive(M)
q ∈ inactive(M)
If we instantiate this rule forM∩ (from Lemma 5.3) andMP(L) (from Lemma 5.4), we get
∀(qM ,B,σ ) ∈ ∆M . (B =⇒ qA ∈ FA) =⇒ ∃a. (σ (a),δA(qA,a)) ∈ inactive(M∩)
(qM ,qA) ∈ inactive(M∩)
A proof of inactivity is essentially a finite tree where every node is labelled by a pair of states
(qM ,qA) (the root node labelled by (q0M ,q0A)) and contains an outgoing edge labelled by some
a ∈ Σ for every transition. We define our counterexample setC as the set of all strings labelling the
path from the root node to any leaf node in this tree. Such a set is clearly finite, so it remains to
show that every P ∈ L(M) contains some element of C that is not in L.
Fix some P ∈ L(M) and let δ ∗ : Σ∗ → QM be the corresponding accepting run. Since the every
node in the tree described above contains an outgoing edge for every transition, there must exist
a sequence of nodes through the tree labelled by a sequence of states (q0M ,q0A)...(qnM ,qnA) and
string a = a1...an ∈ C such that δ ∗(a1...ai ) = qiM for all 0 ≤ i ≤ n. The state (qnM ,qnA) must have
no outgoing transitions or else it would not label a leaf node. However, both qnM and qnA must
have outgoing transitions in their own respective automata: qnM is part of an accepting run, and
every state inM⊆ has an outgoing transition by definition. Thus, (qnM ,B,σ ) ∈ ∆M implies B = ⊤
and qnA < FA, and therefore a ∈ P and a < L.
This proof has been mechanically checked. □
This theorem justifies our choice of using LTAs instead of more expressive formalisms such as
Büchi Tree Automata. For example, the Büchi Tree Automaton that accepts the language {{x} |
x ∈ Σ∗} would give rise to an infinite number of counterexamples with respect to the empty proof
(i.e. Π = ∅). The finiteness of the counterexample set presents an alternate proof that LTAs are
strictly less expressive than Büchi Tree Automata [26].
Reductions for Automated Hypersafety Verification 7
6 SLEEP SET REDUCTIONS
We have established so far that (1) a set of assertions gives rise to a regular language proof, and (2)
given a regular language proof and a set of program reductions recognizable by an LTA, we can
check the program (reductions) against the proof. The last piece of the puzzle is to show that a
useful class of program reductions can be expressed using LTAs.
Recall our example from Section 2. The reduction we obtain is sound because, for every trace
in the full parallel-composition program, an equivalent trace exists in the reduced program. By
equivalent, we mean that one trace can be obtained from the other by swapping independent
statements. Such an equivalence is the essence of the theory of Mazurkiewicz traces [9].
We fix a reflexive symmetric dependence relation D ⊆ Σ × Σ. For all a,b ∈ Σ, we say that a and b
are dependent if (a,b) ∈ D, and say they are independent otherwise. We define ∼D as the smallest
congruence satisfying xaby ∼D xbay for all x ,y ∈ Σ∗ and independent a,b ∈ Σ. The closure of
a language L ⊆ Σ∗ with respect to ∼D is denoted [L]D . A language L is ∼D -closed if L = [L]D .
It is worthwhile to note that all input programs considered in this paper correspond to regular
languages that are ∼D -closed.
An equivalence class of ∼D is typically called a (Mazurkiewicz) trace. We avoid using this
terminology as it conflicts with our definition of traces as strings of statements in Section 3.1. We
assume D is sound, i.e. JabK = JbaK for all independent a,b ∈ Σ.
Definition 6.1 (D-reduction). A program P ′ is a D-reduction of a program P , that is P ′ ⪯D P , if
[P ′]D = P .
Note that the equivalence relation on programs induced by ∼D is a refinement of the semantic
equivalence relation used in Definition 4.1.
Lemma 6.2. If P ′ ⪯D P then P ′ ⪯ P .
Proof. Since D is sound, then x ∼D y implies JxK = JyK for all x ,y ∈ Σ∗. Then
(a,b) ∈ JPK ⇐⇒ ∃x ∈ P . (a,b) ∈ JxK
⇐⇒ ∃x ∈ [P ′]D . (a,b) ∈ JxK
⇐⇒ ∃x . ∃y ∈ P ′. x ∼D y ∧ (a,b) ∈ JxK
⇐⇒ ∃x . ∃y ∈ P ′. x ∼D y ∧ (a,b) ∈ JyK
⇐⇒ ∃y ∈ P ′. (a,b) ∈ JyK
⇐⇒ (a,b) ∈ JP ′K
for all a,b ∈ St , so JP ′K = JPK and therefore P ′ ⪯ P . □
Ideally, we would like to define an LTA that accepts all D-reductions of a program P , but
unfortunately this is not possible in general.
Proposition 6.3 (corollary of Theorem 67 of [9]). For arbitrary regular languages L1,L2 ∈ Σ∗
and relation D, the proposition ∃L ⪯D L1. L ⊆ L2 is undecidable.
Proof. Assume that we can decide whether ∃L ⪯D L1. L ⊆ L2. Then we can decide whether
[L′]D = Σ∗ for any regular language L′ ⊆ Σ∗ (by instantiating L1 = Σ∗ and L2 = L′), which is
known to be generally undecidable [9]. □
The proposition is decidable only when D is transitive, which does not hold for a semantically
correct notion of independence for a parallel program encoding ak-safety property, since statements
from the same thread are dependent and statements from different program copies are independent.
Therefore, we have:
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Proposition 6.4. Assume P is a ∼D -closed program and Π is a proof. The proposition ∃P ′ ⪯D
P . P ′ ⊆ L(Π) is undecidable.
In order to have a decidable premise for proof rule SafeRed2 then, we present an approximation
of the set ofD-reductions, inspired by sleep sets [14]. The idea is to construct an LTA that recognizes
a class of D-reductions of an input program P , whose language is assumed to be ∼D -closed. This
automaton intuitively makes non-deterministic choices about what program traces to prune in
favour of other ∼D -equivalent program traces for a given reduction. Different non-deterministic
choices lead to different D-reductions.
Fig. 3. Exploring from x with
sleep sets.
false
false
false
a b
false
false
a
x
xa xb
xbc
xbca
xba
a
false
c
(a, b) 62 D
(a, c) 2 D
Consider two statements a,b ∈ Σ where (a,b) < D. Let x ,y ∈ Σ∗
and consider two program runs xaby and xbay. We know JxbayK =JxabyK. If the automaton makes a non-deterministic choice that
the successors of xa have been explored, then the successors of
xba need not be explored (can be pruned away) as illustrated in
Figure 3. Now assume (a, c) ∈ D, for some c ∈ Σ. When the node
xbc is being explored, we can no longer safely ignore a-transitions,
since the equality JxbcayK = JxabcyK is not guaranteed. Therefore,
the a successor of xbc has to be explored. The nondeterministic
choice of what child node to explore is modelled by a choice of order
in which we explore each node’s children. Different orders yield
different reductions. Reductions are therefore characterized as an
assignment R : Σ∗ → Lin(Σ) from nodes to linear orderings on Σ,
where (a,b) ∈ R(x) means we explore child xa after child xb.
Given R : Σ∗ → Lin(Σ), the sleep set sleepR (x) ⊆ Σ at node
x ∈ Σ∗ defines the set of transitions that can be ignored at x :
sleepR (ϵ) = ∅ (1)
sleepR (xa) = (sleepR (x) ∪ R(x)(a)) \ D(a) (2)
Intuitively, (1) no transition can be ignored at the root node, since nothing has been explored yet,
and (2) at node x , the sleep set of xa is obtained by adding the transitions we explored before a
(R(x)(a)) and then removing the ones that conflict with a (i.e. are related to a by D).
Next, we make precise which nodes are ignored. The set of ignored nodes is the smallest set
ignoreR : Σ∗ → B such that
x ∈ ignoreR =⇒ xa ∈ ignoreR (1)
a ∈ sleepR (x) =⇒ xa ∈ ignoreR (2)
Intuitively, a node xa is ignored if (1) any of its ancestors is ignored (ignoreR (x)), or (2) a is one of
the ignored transitions at node x (a ∈ sleepR (x)).
Finally, we obtain an actual reduction of a program P from a characterization of a reduction R by
removing the ignored nodes from P , i.e. P \ ignoreR .
Lemma 6.5. For all R : Σ∗ → Lin(Σ), if P is a ∼D -closed program then P \ ignoreR is a D-reduction
of P .
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Proof. If [ignoreR ]D = Σ∗, then
[P \ ignoreR ]D = [P ∩ ignoreR ]D
= P ∩ [ignoreR ]D
= P ∩ Σ∗
= P
so it is sufficient to show [ignoreR ]D = Σ∗. More specifically, it is sufficient to show that for all
x ∈ ignoreR there exists some y < ignoreR such that x ∼D y.
First, observe that
ignoreR = {x1ax2bx3 | (a,b) ∈ R(x1) ∧ (∀c ∈ ax2. (c,b) < D)}
Second, define the following ordering on traces
xay <R xbz ⇐⇒ (b,a) ∈ R(x) ∧ |y | = |z |
The |y | = |z | condition enforces that only strings of the same length are related. Since each R(x) is
a linear order on a finite set, it follows that <R is well-founded.
Assume x ∈ ignoreR . We proceed by well-founded induction on x using <R . By the above
observation, we have x = x1ax2bx3 for some x1,x2,x3 ∈ Σ and (a,b) ∈ R(x1) such that (c,b) < D
for all c ∈ ax2. Define y = x1bax2x3. Thus x ∼D y and y <R x . If y < ignoreR , then we are done.
Otherwise, we have y ∈ ignoreR and y <R x , and so induction completes the proof.
This proof has been mechanically checked. □
We define the set of all such reductions as reduceD (P) = {P \ ignoreR | R : Σ∗ → Lin(Σ)}.
Theorem 6.6. For any regular language P , reduceD (P) is accepted by an LTA.
Proof. Since P is regular, there exists a DFA A = (Q, Σ,δ ,q0, F ) such that L(A) = P . Define
MD = (Q × B × P(Σ),∆D , (q0,⊥, ∅)) where
∆D = {((q, ι, S),q ∈ F ∧ ¬ι, λa. (δ (q,a), ι ∨ a ∈ S, (S ∪ R(a)) \ D(a)) | R ∈ Lin(Σ)}
The values of sleepR (x) and x ∈ ignoreR can be computed by a simple left-to-right traversal of
the input string x . Intuitively, M simulates this computation for a nondeterministically chosen
R : Σ∗ → Lin(Σ). Partial computations of sleepR (ignoreR ) are stored in the P(Σ) (B) part of the
state. Thus L(MD ) = reduceD (P).
This proof has been mechanically checked. □
Interestingly, every reduction in reduceD (P) is optimal in the sense that each reduction contains
at most one representative of each equivalence class of ∼D .
Theorem 6.7. Fix some P ⊆ Σ∗ and R : Σ∗ → Lin(Σ). For all (x ,y) ∈ P \ ignoreR , if x ∼D y then
x = y.
Proof. It is sufficient to show that ignoreR contains at most one representative of each equiva-
lence class of ∼D , i.e. for all x ,y < ignoreR , if x ∼D y then x = y.
Assume x ,y < ignoreR and x ∼D y. For a contradiction, assume x , y. Then x and y must differ
at some character, so x = x1ax2 and y = x1bx3 for xi ∈ Σ∗ and a , b. Assume (by symmetry) that
(a,b) ∈ R. We have x ∼D y, so b must appear somewhere in x2 after a run of elements independent
of b, i.e. x = x1ax21bx22 where (b, c) ∈ D for every c ∈ x21. However, this implies b ∈ sleepR (x1ax21),
which implies x1ax21b ∈ ignoreR , and therefore x ∈ ignoreR , which is a contradiction.
This proof has been mechanically checked. □
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7 ALGORITHMS
Figure 4 illustrates the outline of our verification algorithm. It is a counterexample-guided ab-
straction refinement loop in the style of [12, 13, 16]. The key difference is that instead of checking
whether some proof Π is a proof for the program P , it checks if there exists a reduction of the
program P that Π proves correct.
The algorithm relies on an oracle Interpolate that, given a finite set of program traces C ,
returns a proof Π′, if one exists, such that C ⊆ L(Π′). In our tool, we use Craig interpolation
to implement the oracle Interpolate. In general, since program traces are the simplest form of
sequential programs (loop and branch free), any automated program prover that can handle proving
them may be used.
NO
YES NO
Program P
<latexit sha1_base64="Ld8I+Cy12SKHnEchejBvYPV3fIY=">AAACA3icbVC7TgJ BFL2LL8QXamkzEUysyC6NlkQbyzWRR7JsyOwwwISZnc3MrJFsKP0EW/0AO2Prh1j7Iw6whYAnucnJOffm3nuihDNtXPfbKWxsbm3vFHdLe/sHh0fl45OWlqkitEkkl6oTYU05i 2nTMMNpJ1EUi4jTdjS+nfntR6o0k/GDmSQ0FHgYswEj2Fgp8JUcKixQ1a/2yhW35s6B1omXkwrk8Hvln25fklTQ2BCOtQ48NzFhhpVhhNNpqZtqmmAyxkMaWBpjQXWYzU+eogu r9NFAKluxQXP170SGhdYTEdlOgc1Ir3oz8T8vSM3gOsxYnKSGxmSxaJByZCSa/Y/6TFFi+MQSTBSztyIywgoTY1Na2qINe5raVLzVDNZJq17z3Jp3X680bvJ8inAG53AJHlxBA +7AhyYQkPACr/DmPDvvzofzuWgtOPnMKSzB+foFe2uYEQ==</latexit><latexit sha1_base64="Ld8I+Cy12SKHnEchejBvYPV3fIY=">AAACA3icbVC7TgJ BFL2LL8QXamkzEUysyC6NlkQbyzWRR7JsyOwwwISZnc3MrJFsKP0EW/0AO2Prh1j7Iw6whYAnucnJOffm3nuihDNtXPfbKWxsbm3vFHdLe/sHh0fl45OWlqkitEkkl6oTYU05i 2nTMMNpJ1EUi4jTdjS+nfntR6o0k/GDmSQ0FHgYswEj2Fgp8JUcKixQ1a/2yhW35s6B1omXkwrk8Hvln25fklTQ2BCOtQ48NzFhhpVhhNNpqZtqmmAyxkMaWBpjQXWYzU+eogu r9NFAKluxQXP170SGhdYTEdlOgc1Ir3oz8T8vSM3gOsxYnKSGxmSxaJByZCSa/Y/6TFFi+MQSTBSztyIywgoTY1Na2qINe5raVLzVDNZJq17z3Jp3X680bvJ8inAG53AJHlxBA +7AhyYQkPACr/DmPDvvzofzuWgtOPnMKSzB+foFe2uYEQ==</latexit><latexit sha1_base64="Ld8I+Cy12SKHnEchejBvYPV3fIY=">AAACA3icbVC7TgJ BFL2LL8QXamkzEUysyC6NlkQbyzWRR7JsyOwwwISZnc3MrJFsKP0EW/0AO2Prh1j7Iw6whYAnucnJOffm3nuihDNtXPfbKWxsbm3vFHdLe/sHh0fl45OWlqkitEkkl6oTYU05i 2nTMMNpJ1EUi4jTdjS+nfntR6o0k/GDmSQ0FHgYswEj2Fgp8JUcKixQ1a/2yhW35s6B1omXkwrk8Hvln25fklTQ2BCOtQ48NzFhhpVhhNNpqZtqmmAyxkMaWBpjQXWYzU+eogu r9NFAKluxQXP170SGhdYTEdlOgc1Ir3oz8T8vSM3gOsxYnKSGxmSxaJByZCSa/Y/6TFFi+MQSTBSztyIywgoTY1Na2qINe5raVLzVDNZJq17z3Jp3X680bvJ8inAG53AJHlxBA +7AhyYQkPACr/DmPDvvzofzuWgtOPnMKSzB+foFe2uYEQ==</latexit><latexit sha1_base64="Ld8I+Cy12SKHnEchejBvYPV3fIY=">AAACA3icbVC7TgJ BFL2LL8QXamkzEUysyC6NlkQbyzWRR7JsyOwwwISZnc3MrJFsKP0EW/0AO2Prh1j7Iw6whYAnucnJOffm3nuihDNtXPfbKWxsbm3vFHdLe/sHh0fl45OWlqkitEkkl6oTYU05i 2nTMMNpJ1EUi4jTdjS+nfntR6o0k/GDmSQ0FHgYswEj2Fgp8JUcKixQ1a/2yhW35s6B1omXkwrk8Hvln25fklTQ2BCOtQ48NzFhhpVhhNNpqZtqmmAyxkMaWBpjQXWYzU+eogu r9NFAKluxQXP170SGhdYTEdlOgc1Ir3oz8T8vSM3gOsxYnKSGxmSxaJByZCSa/Y/6TFFi+MQSTBSztyIywgoTY1Na2qINe5raVLzVDNZJq17z3Jp3X680bvJ8inAG53AJHlxBA +7AhyYQkPACr/DmPDvvzofzuWgtOPnMKSzB+foFe2uYEQ==</latexit>
Dependence Relation D
<latexit sha1_base64="k/mjADgVO2bOdmq9S1W5yya4+w4=">AAACAHicbVC7TsM wFHXKq5RXgIGBxaJFYqqSLjBW0IGxIPqQ2qhynNvWquNEtoNURV34FRYGEGLlM9j4G9w0A7QcydLROffq+hw/5kxpx/m2CmvrG5tbxe3Szu7e/oF9eNRWUSIptGjEI9n1iQLOB LQ00xy6sQQS+hw6/uRm7nceQSoWiQc9jcELyUiwIaNEG2lgnzQgBhGAoIDvgWcqrjQqA7vsVJ0MeJW4OSmjHM2B/dUPIpqEIDTlRKme68TaS4nUjHKYlfqJgpjQCRlBz1BBQlB emgWY4XOjBHgYSfOExpn6eyMloVLT0DeTIdFjtezNxf+8XqKHV17KRJxoE3FxaJhwrCM8bwMHTALVfGoIoZKZv2I6JpJQbTormRLc5cirpF2ruk7VvauV69d5HUV0is7QBXLRJ aqjW9RELUTRDD2jV/RmPVkv1rv1sRgtWPnOMfoD6/MHRFqVhA==</latexit><latexit sha1_base64="k/mjADgVO2bOdmq9S1W5yya4+w4=">AAACAHicbVC7TsM wFHXKq5RXgIGBxaJFYqqSLjBW0IGxIPqQ2qhynNvWquNEtoNURV34FRYGEGLlM9j4G9w0A7QcydLROffq+hw/5kxpx/m2CmvrG5tbxe3Szu7e/oF9eNRWUSIptGjEI9n1iQLOB LQ00xy6sQQS+hw6/uRm7nceQSoWiQc9jcELyUiwIaNEG2lgnzQgBhGAoIDvgWcqrjQqA7vsVJ0MeJW4OSmjHM2B/dUPIpqEIDTlRKme68TaS4nUjHKYlfqJgpjQCRlBz1BBQlB emgWY4XOjBHgYSfOExpn6eyMloVLT0DeTIdFjtezNxf+8XqKHV17KRJxoE3FxaJhwrCM8bwMHTALVfGoIoZKZv2I6JpJQbTormRLc5cirpF2ruk7VvauV69d5HUV0is7QBXLRJ aqjW9RELUTRDD2jV/RmPVkv1rv1sRgtWPnOMfoD6/MHRFqVhA==</latexit><latexit sha1_base64="k/mjADgVO2bOdmq9S1W5yya4+w4=">AAACAHicbVC7TsM wFHXKq5RXgIGBxaJFYqqSLjBW0IGxIPqQ2qhynNvWquNEtoNURV34FRYGEGLlM9j4G9w0A7QcydLROffq+hw/5kxpx/m2CmvrG5tbxe3Szu7e/oF9eNRWUSIptGjEI9n1iQLOB LQ00xy6sQQS+hw6/uRm7nceQSoWiQc9jcELyUiwIaNEG2lgnzQgBhGAoIDvgWcqrjQqA7vsVJ0MeJW4OSmjHM2B/dUPIpqEIDTlRKme68TaS4nUjHKYlfqJgpjQCRlBz1BBQlB emgWY4XOjBHgYSfOExpn6eyMloVLT0DeTIdFjtezNxf+8XqKHV17KRJxoE3FxaJhwrCM8bwMHTALVfGoIoZKZv2I6JpJQbTormRLc5cirpF2ruk7VvauV69d5HUV0is7QBXLRJ aqjW9RELUTRDD2jV/RmPVkv1rv1sRgtWPnOMfoD6/MHRFqVhA==</latexit><latexit sha1_base64="k/mjADgVO2bOdmq9S1W5yya4+w4=">AAACAHicbVC7TsM wFHXKq5RXgIGBxaJFYqqSLjBW0IGxIPqQ2qhynNvWquNEtoNURV34FRYGEGLlM9j4G9w0A7QcydLROffq+hw/5kxpx/m2CmvrG5tbxe3Szu7e/oF9eNRWUSIptGjEI9n1iQLOB LQ00xy6sQQS+hw6/uRm7nceQSoWiQc9jcELyUiwIaNEG2lgnzQgBhGAoIDvgWcqrjQqA7vsVJ0MeJW4OSmjHM2B/dUPIpqEIDTlRKme68TaS4nUjHKYlfqJgpjQCRlBz1BBQlB emgWY4XOjBHgYSfOExpn6eyMloVLT0DeTIdFjtezNxf+8XqKHV17KRJxoE3FxaJhwrCM8bwMHTALVfGoIoZKZv2I6JpJQbTormRLc5cirpF2ruk7VvauV69d5HUV0is7QBXLRJ aqjW9RELUTRDD2jV/RmPVkv1rv1sRgtWPnOMfoD6/MHRFqVhA==</latexit>
Initial empty proof ⇧
<latexit sha1_base64="uGmUOrUX9GBHB9OqtNSDL9MfGUY=">AAACAnicbZBLSwM xFIUzPmt9jboSN8FWcFVmutFl0Y3uKtgHtEPJpJk2NJMMyR1hKMWNf8WNC0Xc+ivc+W9M21lo64HAxzn3Eu4JE8ENeN63s7K6tr6xWdgqbu/s7u27B4dNo1JNWYMqoXQ7JIYJL lkDOAjWTjQjcShYKxxdT/PWA9OGK3kPWcKCmAwkjzglYK2ee3wrOXAiMIsTyHCilYpwuVvn5Z5b8ireTHgZ/BxKKFe95351+4qmMZNABTGm43sJBGOigVPBJsVualhC6IgMWMe iJDEzwXh2wgSfWaePI6Xtk4Bn7u+NMYmNyeLQTsYEhmYxm5r/ZZ0UostgzGWSApN0/lGUCgwKT/vAfa4ZBZFZIFTbLiimQ6IJBdta0ZbgL568DM1qxfcq/l21VLvK6yigE3SKz pGPLlAN3aA6aiCKHtEzekVvzpPz4rw7H/PRFSffOUJ/5Hz+AP9Vln8=</latexit><latexit sha1_base64="uGmUOrUX9GBHB9OqtNSDL9MfGUY=">AAACAnicbZBLSwM xFIUzPmt9jboSN8FWcFVmutFl0Y3uKtgHtEPJpJk2NJMMyR1hKMWNf8WNC0Xc+ivc+W9M21lo64HAxzn3Eu4JE8ENeN63s7K6tr6xWdgqbu/s7u27B4dNo1JNWYMqoXQ7JIYJL lkDOAjWTjQjcShYKxxdT/PWA9OGK3kPWcKCmAwkjzglYK2ee3wrOXAiMIsTyHCilYpwuVvn5Z5b8ireTHgZ/BxKKFe95351+4qmMZNABTGm43sJBGOigVPBJsVualhC6IgMWMe iJDEzwXh2wgSfWaePI6Xtk4Bn7u+NMYmNyeLQTsYEhmYxm5r/ZZ0UostgzGWSApN0/lGUCgwKT/vAfa4ZBZFZIFTbLiimQ6IJBdta0ZbgL568DM1qxfcq/l21VLvK6yigE3SKz pGPLlAN3aA6aiCKHtEzekVvzpPz4rw7H/PRFSffOUJ/5Hz+AP9Vln8=</latexit><latexit sha1_base64="uGmUOrUX9GBHB9OqtNSDL9MfGUY=">AAACAnicbZBLSwM xFIUzPmt9jboSN8FWcFVmutFl0Y3uKtgHtEPJpJk2NJMMyR1hKMWNf8WNC0Xc+ivc+W9M21lo64HAxzn3Eu4JE8ENeN63s7K6tr6xWdgqbu/s7u27B4dNo1JNWYMqoXQ7JIYJL lkDOAjWTjQjcShYKxxdT/PWA9OGK3kPWcKCmAwkjzglYK2ee3wrOXAiMIsTyHCilYpwuVvn5Z5b8ireTHgZ/BxKKFe95351+4qmMZNABTGm43sJBGOigVPBJsVualhC6IgMWMe iJDEzwXh2wgSfWaePI6Xtk4Bn7u+NMYmNyeLQTsYEhmYxm5r/ZZ0UostgzGWSApN0/lGUCgwKT/vAfa4ZBZFZIFTbLiimQ6IJBdta0ZbgL568DM1qxfcq/l21VLvK6yigE3SKz pGPLlAN3aA6aiCKHtEzekVvzpPz4rw7H/PRFSffOUJ/5Hz+AP9Vln8=</latexit><latexit sha1_base64="uGmUOrUX9GBHB9OqtNSDL9MfGUY=">AAACAnicbZBLSwM xFIUzPmt9jboSN8FWcFVmutFl0Y3uKtgHtEPJpJk2NJMMyR1hKMWNf8WNC0Xc+ivc+W9M21lo64HAxzn3Eu4JE8ENeN63s7K6tr6xWdgqbu/s7u27B4dNo1JNWYMqoXQ7JIYJL lkDOAjWTjQjcShYKxxdT/PWA9OGK3kPWcKCmAwkjzglYK2ee3wrOXAiMIsTyHCilYpwuVvn5Z5b8ireTHgZ/BxKKFe95351+4qmMZNABTGm43sJBGOigVPBJsVualhC6IgMWMe iJDEzwXh2wgSfWaePI6Xtk4Bn7u+NMYmNyeLQTsYEhmYxm5r/ZZ0UostgzGWSApN0/lGUCgwKT/vAfa4ZBZFZIFTbLiimQ6IJBdta0ZbgL568DM1qxfcq/l21VLvK6yigE3SKz pGPLlAN3aA6aiCKHtEzekVvzpPz4rw7H/PRFSffOUJ/5Hz+AP9Vln8=</latexit>
Program P is verified
<latexit sha1_base64="uXizDnM2aFNPlDAK1X4m22U/af4=">AAACAXicbVDLSsN AFJ3UV62vqBvBzWAruCpJN7osunEZwT6gDWUymbRD5xFmJkIJdeOvuHGhiFv/wp1/47TNQlsPDBzOOZc790Qpo9p43rdTWlvf2Nwqb1d2dvf2D9zDo7aWmcKkhSWTqhshTRgVp GWoYaSbKoJ4xEgnGt/M/M4DUZpKcW8mKQk5GgqaUIyMlQbuSaDkUCEOa0ENUg1t1rokhgO36tW9OeAq8QtSBQWCgfvVjyXOOBEGM6R1z/dSE+ZIGYoZmVb6mSYpwmM0JD1LBeJ Eh/n8gik8t0oME6nsEwbO1d8TOeJaT3hkkxyZkV72ZuJ/Xi8zyVWYU5Fmhgi8WJRkDBoJZ3XAmCqCDZtYgrCi9q8Qj5BC2NjSKrYEf/nkVdJu1H2v7t81qs3roo4yOAVn4AL44 BI0wS0IQAtg8AiewSt4c56cF+fd+VhES04xcwz+wPn8AaEZlbM=</latexit><latexit sha1_base64="uXizDnM2aFNPlDAK1X4m22U/af4=">AAACAXicbVDLSsN AFJ3UV62vqBvBzWAruCpJN7osunEZwT6gDWUymbRD5xFmJkIJdeOvuHGhiFv/wp1/47TNQlsPDBzOOZc790Qpo9p43rdTWlvf2Nwqb1d2dvf2D9zDo7aWmcKkhSWTqhshTRgVp GWoYaSbKoJ4xEgnGt/M/M4DUZpKcW8mKQk5GgqaUIyMlQbuSaDkUCEOa0ENUg1t1rokhgO36tW9OeAq8QtSBQWCgfvVjyXOOBEGM6R1z/dSE+ZIGYoZmVb6mSYpwmM0JD1LBeJ Eh/n8gik8t0oME6nsEwbO1d8TOeJaT3hkkxyZkV72ZuJ/Xi8zyVWYU5Fmhgi8WJRkDBoJZ3XAmCqCDZtYgrCi9q8Qj5BC2NjSKrYEf/nkVdJu1H2v7t81qs3roo4yOAVn4AL44 BI0wS0IQAtg8AiewSt4c56cF+fd+VhES04xcwz+wPn8AaEZlbM=</latexit><latexit sha1_base64="uXizDnM2aFNPlDAK1X4m22U/af4=">AAACAXicbVDLSsN AFJ3UV62vqBvBzWAruCpJN7osunEZwT6gDWUymbRD5xFmJkIJdeOvuHGhiFv/wp1/47TNQlsPDBzOOZc790Qpo9p43rdTWlvf2Nwqb1d2dvf2D9zDo7aWmcKkhSWTqhshTRgVp GWoYaSbKoJ4xEgnGt/M/M4DUZpKcW8mKQk5GgqaUIyMlQbuSaDkUCEOa0ENUg1t1rokhgO36tW9OeAq8QtSBQWCgfvVjyXOOBEGM6R1z/dSE+ZIGYoZmVb6mSYpwmM0JD1LBeJ Eh/n8gik8t0oME6nsEwbO1d8TOeJaT3hkkxyZkV72ZuJ/Xi8zyVWYU5Fmhgi8WJRkDBoJZ3XAmCqCDZtYgrCi9q8Qj5BC2NjSKrYEf/nkVdJu1H2v7t81qs3roo4yOAVn4AL44 BI0wS0IQAtg8AiewSt4c56cF+fd+VhES04xcwz+wPn8AaEZlbM=</latexit><latexit sha1_base64="uXizDnM2aFNPlDAK1X4m22U/af4=">AAACAXicbVDLSsN AFJ3UV62vqBvBzWAruCpJN7osunEZwT6gDWUymbRD5xFmJkIJdeOvuHGhiFv/wp1/47TNQlsPDBzOOZc790Qpo9p43rdTWlvf2Nwqb1d2dvf2D9zDo7aWmcKkhSWTqhshTRgVp GWoYaSbKoJ4xEgnGt/M/M4DUZpKcW8mKQk5GgqaUIyMlQbuSaDkUCEOa0ENUg1t1rokhgO36tW9OeAq8QtSBQWCgfvVjyXOOBEGM6R1z/dSE+ZIGYoZmVb6mSYpwmM0JD1LBeJ Eh/n8gik8t0oME6nsEwbO1d8TOeJaT3hkkxyZkV72ZuJ/Xi8zyVWYU5Fmhgi8WJRkDBoJZ3XAmCqCDZtYgrCi9q8Qj5BC2NjSKrYEf/nkVdJu1H2v7t81qs3roo4yOAVn4AL44 BI0wS0IQAtg8AiewSt4c56cF+fd+VhES04xcwz+wPn8AaEZlbM=</latexit>
Program P is incorrect
<latexit sha1_base64="yjNOu1jGHur1ONXXfssCHRQqNSY=">AAACDHicbVC7TsMwFL3hWcqrwMhi0SIxVUkXGCtYGINEH1IbVY7jtFYdO7IdpCrqB7DwKywMIMTKB7DxN7 htBmg5kqWjc+69vveEKWfauO63s7a+sbm1Xdop7+7tHxxWjo7bWmaK0BaRXKpuiDXlTNCWYYbTbqooTkJOO+H4ZuZ3HqjSTIp7M0lpkOChYDEj2FhpUKn2hWQiosIgX8mhwgmq+TXENGKCSKUoMchWuXV3DrRKvIJUoYA/qHz1I0myxE4lHGvd89zUBDlWhhFOp+V+pmmKyRgPac9SgROqg3x+zBSdWyVCsVT22a3m6u+OHCdaT5LQVibYjPSyNxP/83qZia+CnI k0M1SQxUdxxpGRaJYMitjsWj6xBBPF7K6IjLDCxNj8yjYEb/nkVdJu1D237t01qs3rIo4SnMIZXIAHl9CEW/ChBQQe4Rle4c15cl6cd+djUbrmFD0n8AfO5w9Inpp3</latexit><latexit sha1_base64="yjNOu1jGHur1ONXXfssCHRQqNSY=">AAACDHicbVC7TsMwFL3hWcqrwMhi0SIxVUkXGCtYGINEH1IbVY7jtFYdO7IdpCrqB7DwKywMIMTKB7DxN7 htBmg5kqWjc+69vveEKWfauO63s7a+sbm1Xdop7+7tHxxWjo7bWmaK0BaRXKpuiDXlTNCWYYbTbqooTkJOO+H4ZuZ3HqjSTIp7M0lpkOChYDEj2FhpUKn2hWQiosIgX8mhwgmq+TXENGKCSKUoMchWuXV3DrRKvIJUoYA/qHz1I0myxE4lHGvd89zUBDlWhhFOp+V+pmmKyRgPac9SgROqg3x+zBSdWyVCsVT22a3m6u+OHCdaT5LQVibYjPSyNxP/83qZia+CnI k0M1SQxUdxxpGRaJYMitjsWj6xBBPF7K6IjLDCxNj8yjYEb/nkVdJu1D237t01qs3rIo4SnMIZXIAHl9CEW/ChBQQe4Rle4c15cl6cd+djUbrmFD0n8AfO5w9Inpp3</latexit><latexit sha1_base64="yjNOu1jGHur1ONXXfssCHRQqNSY=">AAACDHicbVC7TsMwFL3hWcqrwMhi0SIxVUkXGCtYGINEH1IbVY7jtFYdO7IdpCrqB7DwKywMIMTKB7DxN7 htBmg5kqWjc+69vveEKWfauO63s7a+sbm1Xdop7+7tHxxWjo7bWmaK0BaRXKpuiDXlTNCWYYbTbqooTkJOO+H4ZuZ3HqjSTIp7M0lpkOChYDEj2FhpUKn2hWQiosIgX8mhwgmq+TXENGKCSKUoMchWuXV3DrRKvIJUoYA/qHz1I0myxE4lHGvd89zUBDlWhhFOp+V+pmmKyRgPac9SgROqg3x+zBSdWyVCsVT22a3m6u+OHCdaT5LQVibYjPSyNxP/83qZia+CnI k0M1SQxUdxxpGRaJYMitjsWj6xBBPF7K6IjLDCxNj8yjYEb/nkVdJu1D237t01qs3rIo4SnMIZXIAHl9CEW/ChBQQe4Rle4c15cl6cd+djUbrmFD0n8AfO5w9Inpp3</latexit><latexit sha1_base64="yjNOu1jGHur1ONXXfssCHRQqNSY=">AAACDHicbVC7TsMwFL3hWcqrwMhi0SIxVUkXGCtYGINEH1IbVY7jtFYdO7IdpCrqB7DwKywMIMTKB7DxN7 htBmg5kqWjc+69vveEKWfauO63s7a+sbm1Xdop7+7tHxxWjo7bWmaK0BaRXKpuiDXlTNCWYYbTbqooTkJOO+H4ZuZ3HqjSTIp7M0lpkOChYDEj2FhpUKn2hWQiosIgX8mhwgmq+TXENGKCSKUoMchWuXV3DrRKvIJUoYA/qHz1I0myxE4lHGvd89zUBDlWhhFOp+V+pmmKyRgPac9SgROqg3x+zBSdWyVCsVT22a3m6u+OHCdaT5LQVibYjPSyNxP/83qZia+CnI k0M1SQxUdxxpGRaJYMitjsWj6xBBPF7K6IjLDCxNj8yjYEb/nkVdJu1D237t01qs3rIo4SnMIZXIAHl9CEW/ChBQQe4Rle4c15cl6cd+djUbrmFD0n8AfO5w9Inpp3</latexit>
+ a valid counterexample
<latexit sha1_base64="ieKZfiMsHdETa0vzb3PfYQnZX/g=">AAACDnicbVA9SwNBEN3z2/gVtbRZjAFBCHdptAzaWEYwMZAcYW5vLi7u7R67e8Fw+Ats/Cs2ForYWtv5b9 zEFBp9sPB4b2Z25kWZ4Mb6/qc3N7+wuLS8slpaW9/Y3Cpv77SNyjXDFlNC6U4EBgWX2LLcCuxkGiGNBF5FN2dj/2qI2nAlL+0owzCFgeQJZ2Cd1C9Xe1JxGaO09ODogAIdguAxZSqXFjXeQpoJpP1yxa/5E9C/JJiSCpmi2S9/9GLF8tTNZQKM6QZ+ZsMCtOVM4F2plxvMgN3AALuOSkjRhMXknDtadUpME6Xdc3tN1J8dBaTGjNLIVaZgr82sNxb/87q5TU7Cgs sstyjZ90dJLqhVdJwNjblGZsXIEWCau10puwYNzEVhSi6EYPbkv6RdrwV+LbioVxqn0zhWyB7ZJ4ckIMekQc5Jk7QII/fkkTyTF+/Be/Jevbfv0jlv2rNLfsF7/wK9DZtG</latexit><latexit sha1_base64="ieKZfiMsHdETa0vzb3PfYQnZX/g=">AAACDnicbVA9SwNBEN3z2/gVtbRZjAFBCHdptAzaWEYwMZAcYW5vLi7u7R67e8Fw+Ats/Cs2ForYWtv5b9 zEFBp9sPB4b2Z25kWZ4Mb6/qc3N7+wuLS8slpaW9/Y3Cpv77SNyjXDFlNC6U4EBgWX2LLcCuxkGiGNBF5FN2dj/2qI2nAlL+0owzCFgeQJZ2Cd1C9Xe1JxGaO09ODogAIdguAxZSqXFjXeQpoJpP1yxa/5E9C/JJiSCpmi2S9/9GLF8tTNZQKM6QZ+ZsMCtOVM4F2plxvMgN3AALuOSkjRhMXknDtadUpME6Xdc3tN1J8dBaTGjNLIVaZgr82sNxb/87q5TU7Cgs sstyjZ90dJLqhVdJwNjblGZsXIEWCau10puwYNzEVhSi6EYPbkv6RdrwV+LbioVxqn0zhWyB7ZJ4ckIMekQc5Jk7QII/fkkTyTF+/Be/Jevbfv0jlv2rNLfsF7/wK9DZtG</latexit><latexit sha1_base64="ieKZfiMsHdETa0vzb3PfYQnZX/g=">AAACDnicbVA9SwNBEN3z2/gVtbRZjAFBCHdptAzaWEYwMZAcYW5vLi7u7R67e8Fw+Ats/Cs2ForYWtv5b9 zEFBp9sPB4b2Z25kWZ4Mb6/qc3N7+wuLS8slpaW9/Y3Cpv77SNyjXDFlNC6U4EBgWX2LLcCuxkGiGNBF5FN2dj/2qI2nAlL+0owzCFgeQJZ2Cd1C9Xe1JxGaO09ODogAIdguAxZSqXFjXeQpoJpP1yxa/5E9C/JJiSCpmi2S9/9GLF8tTNZQKM6QZ+ZsMCtOVM4F2plxvMgN3AALuOSkjRhMXknDtadUpME6Xdc3tN1J8dBaTGjNLIVaZgr82sNxb/87q5TU7Cgs sstyjZ90dJLqhVdJwNjblGZsXIEWCau10puwYNzEVhSi6EYPbkv6RdrwV+LbioVxqn0zhWyB7ZJ4ckIMekQc5Jk7QII/fkkTyTF+/Be/Jevbfv0jlv2rNLfsF7/wK9DZtG</latexit><latexit sha1_base64="ieKZfiMsHdETa0vzb3PfYQnZX/g=">AAACDnicbVA9SwNBEN3z2/gVtbRZjAFBCHdptAzaWEYwMZAcYW5vLi7u7R67e8Fw+Ats/Cs2ForYWtv5b9 zEFBp9sPB4b2Z25kWZ4Mb6/qc3N7+wuLS8slpaW9/Y3Cpv77SNyjXDFlNC6U4EBgWX2LLcCuxkGiGNBF5FN2dj/2qI2nAlL+0owzCFgeQJZ2Cd1C9Xe1JxGaO09ODogAIdguAxZSqXFjXeQpoJpP1yxa/5E9C/JJiSCpmi2S9/9GLF8tTNZQKM6QZ+ZsMCtOVM4F2plxvMgN3AALuOSkjRhMXknDtadUpME6Xdc3tN1J8dBaTGjNLIVaZgr82sNxb/87q5TU7Cgs sstyjZ90dJLqhVdJwNjblGZsXIEWCau10puwYNzEVhSi6EYPbkv6RdrwV+LbioVxqn0zhWyB7ZJ4ckIMekQc5Jk7QII/fkkTyTF+/Be/Jevbfv0jlv2rNLfsF7/wK9DZtG</latexit>
YES
Construct a proof ⇧0 for
<latexit sha1_base64="QBOzKeQ6gIhRJ4dCe6iC3pCYHfY=">AAACEHicbVA7T8MwGHTKq5RXgJHFokVlqpIuMFZ0YSwSfUhNVDmO01p17Mh2kKqoP4GFv8LCAEKsjGz8G9 w0A7TcdLr7nhckjCrtON9WaWNza3unvFvZ2z84PLKPT3pKpBKTLhZMyEGAFGGUk66mmpFBIgmKA0b6wbS98PsPRCoq+L2eJcSP0ZjTiGKkjTSy6x4XlIeEa9gWXGmZYg0RTKQQEax5HVqvwUhIOLKrTsPJAdeJW5AqKNAZ2V9eKHAam8mYIaWGrpNoP0NSU8zIvOKliiQIT9GYDA3lKCbKz/KH5vDCKGG+NxLmslz93ZGhWKlZHJjKGOmJWvUW4n/eMNXRtZ9Rnq SacLxcFKUMagEX6cCQSoI1mxmCsKTmVognSCKsTYYVE4K7+vI66TUbrtNw75rV1k0RRxmcgXNwCVxwBVrgFnRAF2DwCJ7BK3iznqwX6936WJaWrKLnFPyB9fkD0gObwQ==</latexit><latexit sha1_base64="QBOzKeQ6gIhRJ4dCe6iC3pCYHfY=">AAACEHicbVA7T8MwGHTKq5RXgJHFokVlqpIuMFZ0YSwSfUhNVDmO01p17Mh2kKqoP4GFv8LCAEKsjGz8G9 w0A7TcdLr7nhckjCrtON9WaWNza3unvFvZ2z84PLKPT3pKpBKTLhZMyEGAFGGUk66mmpFBIgmKA0b6wbS98PsPRCoq+L2eJcSP0ZjTiGKkjTSy6x4XlIeEa9gWXGmZYg0RTKQQEax5HVqvwUhIOLKrTsPJAdeJW5AqKNAZ2V9eKHAam8mYIaWGrpNoP0NSU8zIvOKliiQIT9GYDA3lKCbKz/KH5vDCKGG+NxLmslz93ZGhWKlZHJjKGOmJWvUW4n/eMNXRtZ9Rnq SacLxcFKUMagEX6cCQSoI1mxmCsKTmVognSCKsTYYVE4K7+vI66TUbrtNw75rV1k0RRxmcgXNwCVxwBVrgFnRAF2DwCJ7BK3iznqwX6936WJaWrKLnFPyB9fkD0gObwQ==</latexit><latexit sha1_base64="QBOzKeQ6gIhRJ4dCe6iC3pCYHfY=">AAACEHicbVA7T8MwGHTKq5RXgJHFokVlqpIuMFZ0YSwSfUhNVDmO01p17Mh2kKqoP4GFv8LCAEKsjGz8G9 w0A7TcdLr7nhckjCrtON9WaWNza3unvFvZ2z84PLKPT3pKpBKTLhZMyEGAFGGUk66mmpFBIgmKA0b6wbS98PsPRCoq+L2eJcSP0ZjTiGKkjTSy6x4XlIeEa9gWXGmZYg0RTKQQEax5HVqvwUhIOLKrTsPJAdeJW5AqKNAZ2V9eKHAam8mYIaWGrpNoP0NSU8zIvOKliiQIT9GYDA3lKCbKz/KH5vDCKGG+NxLmslz93ZGhWKlZHJjKGOmJWvUW4n/eMNXRtZ9Rnq SacLxcFKUMagEX6cCQSoI1mxmCsKTmVognSCKsTYYVE4K7+vI66TUbrtNw75rV1k0RRxmcgXNwCVxwBVrgFnRAF2DwCJ7BK3iznqwX6936WJaWrKLnFPyB9fkD0gObwQ==</latexit><latexit sha1_base64="QBOzKeQ6gIhRJ4dCe6iC3pCYHfY=">AAACEHicbVA7T8MwGHTKq5RXgJHFokVlqpIuMFZ0YSwSfUhNVDmO01p17Mh2kKqoP4GFv8LCAEKsjGz8G9 w0A7TcdLr7nhckjCrtON9WaWNza3unvFvZ2z84PLKPT3pKpBKTLhZMyEGAFGGUk66mmpFBIgmKA0b6wbS98PsPRCoq+L2eJcSP0ZjTiGKkjTSy6x4XlIeEa9gWXGmZYg0RTKQQEax5HVqvwUhIOLKrTsPJAdeJW5AqKNAZ2V9eKHAam8mYIaWGrpNoP0NSU8zIvOKliiQIT9GYDA3lKCbKz/KH5vDCKGG+NxLmslz93ZGhWKlZHJjKGOmJWvUW4n/eMNXRtZ9Rnq SacLxcFKUMagEX6cCQSoI1mxmCsKTmVognSCKsTYYVE4K7+vI66TUbrtNw75rV1k0RRxmcgXNwCVxwBVrgFnRAF2DwCJ7BK3iznqwX6936WJaWrKLnFPyB9fkD0gObwQ==</latexit>
invalidity of everything in C
<latexit sha1_base64="f7VEJH92EPArz8MR7PRiY1TcJ9o=">AAACFHicbVDLSgMxFM3UV62vUZdugq0gCGWmG10Wu3FZwT6gLSWTudOGZpIhyRSG0o9w46+4caGIWxfu/B vTx0JbDwQO59x7c+8JEs608bxvJ7exubW9k98t7O0fHB65xydNLVNFoUEll6odEA2cCWgYZji0EwUkDji0glFt5rfGoDST4sFkCfRiMhAsYpQYK/Xdq66QTIQgDGZiTDgLmcmwjDDYrswMmRhYA5dqJYz7btEre3PgdeIvSREtUe+7X91Q0jS20yknWnd8LzG9CVGGUQ7TQjfVkBA6IgPoWCpIDLo3mR81xRdWCXEklX12u7n6u2NCYq2zOLCVMTFDverNxP+8Tm qim96EiSQ1IOjioyjl2Eg8SwiHTAE1PLOEUMXsrpgOiSLU2BwLNgR/9eR10qyUfa/s31eK1dtlHHl0hs7RJfLRNaqiO1RHDUTRI3pGr+jNeXJenHfnY1Gac5Y9p+gPnM8fWsOdqw==</latexit><latexit sha1_base64="f7VEJH92EPArz8MR7PRiY1TcJ9o=">AAACFHicbVDLSgMxFM3UV62vUZdugq0gCGWmG10Wu3FZwT6gLSWTudOGZpIhyRSG0o9w46+4caGIWxfu/B vTx0JbDwQO59x7c+8JEs608bxvJ7exubW9k98t7O0fHB65xydNLVNFoUEll6odEA2cCWgYZji0EwUkDji0glFt5rfGoDST4sFkCfRiMhAsYpQYK/Xdq66QTIQgDGZiTDgLmcmwjDDYrswMmRhYA5dqJYz7btEre3PgdeIvSREtUe+7X91Q0jS20yknWnd8LzG9CVGGUQ7TQjfVkBA6IgPoWCpIDLo3mR81xRdWCXEklX12u7n6u2NCYq2zOLCVMTFDverNxP+8Tm qim96EiSQ1IOjioyjl2Eg8SwiHTAE1PLOEUMXsrpgOiSLU2BwLNgR/9eR10qyUfa/s31eK1dtlHHl0hs7RJfLRNaqiO1RHDUTRI3pGr+jNeXJenHfnY1Gac5Y9p+gPnM8fWsOdqw==</latexit><latexit sha1_base64="f7VEJH92EPArz8MR7PRiY1TcJ9o=">AAACFHicbVDLSgMxFM3UV62vUZdugq0gCGWmG10Wu3FZwT6gLSWTudOGZpIhyRSG0o9w46+4caGIWxfu/B vTx0JbDwQO59x7c+8JEs608bxvJ7exubW9k98t7O0fHB65xydNLVNFoUEll6odEA2cCWgYZji0EwUkDji0glFt5rfGoDST4sFkCfRiMhAsYpQYK/Xdq66QTIQgDGZiTDgLmcmwjDDYrswMmRhYA5dqJYz7btEre3PgdeIvSREtUe+7X91Q0jS20yknWnd8LzG9CVGGUQ7TQjfVkBA6IgPoWCpIDLo3mR81xRdWCXEklX12u7n6u2NCYq2zOLCVMTFDverNxP+8Tm qim96EiSQ1IOjioyjl2Eg8SwiHTAE1PLOEUMXsrpgOiSLU2BwLNgR/9eR10qyUfa/s31eK1dtlHHl0hs7RJfLRNaqiO1RHDUTRI3pGr+jNeXJenHfnY1Gac5Y9p+gPnM8fWsOdqw==</latexit><latexit sha1_base64="f7VEJH92EPArz8MR7PRiY1TcJ9o=">AAACFHicbVDLSgMxFM3UV62vUZdugq0gCGWmG10Wu3FZwT6gLSWTudOGZpIhyRSG0o9w46+4caGIWxfu/B vTx0JbDwQO59x7c+8JEs608bxvJ7exubW9k98t7O0fHB65xydNLVNFoUEll6odEA2cCWgYZji0EwUkDji0glFt5rfGoDST4sFkCfRiMhAsYpQYK/Xdq66QTIQgDGZiTDgLmcmwjDDYrswMmRhYA5dqJYz7btEre3PgdeIvSREtUe+7X91Q0jS20yknWnd8LzG9CVGGUQ7TQjfVkBA6IgPoWCpIDLo3mR81xRdWCXEklX12u7n6u2NCYq2zOLCVMTFDverNxP+8Tm qim96EiSQ1IOjioyjl2Eg8SwiHTAE1PLOEUMXsrpgOiSLU2BwLNgR/9eR10qyUfa/s31eK1dtlHHl0hs7RJfLRNaqiO1RHDUTRI3pGr+jNeXJenHfnY1Gac5Y9p+gPnM8fWsOdqw==</latexit>
Let ⇧ = ⇧ [⇧0
<latexit sha1_base64="Mc2xis97hClGdNxrRJ2JVaB9yu4=">AAACDHicdVDLSgMxFM3UV62vqks3wVZ0VWam2HYjFN24cFHBPqBTSibNtKGZZEgyQin9ADf+ihsXirj1A9 z5N2baEVT0QMLhnHuTe48fMaq0bX9YmaXlldW17HpuY3Nreye/u9dSIpaYNLFgQnZ8pAijnDQ11Yx0IklQ6DPS9scXid++JVJRwW/0JCK9EA05DShG2kj9fMHjgvIB4RpeEQ2LXoPCM5jcHo6jhBwXTZVdsueAdqnsVN3qqSE1t1Jxy9BJrQJI0ejn372BwHFoXsUMKdV17Ej3pkhqihmZ5bxYkQjhMRqSrqEchUT1pvNlZvDIKAMYCGmOmWqufu+YolCpSeibyh DpkfrtJeJfXjfWQa03pTyKNeF48VEQM6gFTJKBAyoJ1mxiCMKSmlkhHiGJsDb55UwIX5vC/0nLLTl2ybl2C/XzNI4sOACH4AQ4oArq4BI0QBNgcAcewBN4tu6tR+vFel2UZqy0Zx/8gPX2CZ7WmWo=</latexit><latexit sha1_base64="Mc2xis97hClGdNxrRJ2JVaB9yu4=">AAACDHicdVDLSgMxFM3UV62vqks3wVZ0VWam2HYjFN24cFHBPqBTSibNtKGZZEgyQin9ADf+ihsXirj1A9 z5N2baEVT0QMLhnHuTe48fMaq0bX9YmaXlldW17HpuY3Nreye/u9dSIpaYNLFgQnZ8pAijnDQ11Yx0IklQ6DPS9scXid++JVJRwW/0JCK9EA05DShG2kj9fMHjgvIB4RpeEQ2LXoPCM5jcHo6jhBwXTZVdsueAdqnsVN3qqSE1t1Jxy9BJrQJI0ejn372BwHFoXsUMKdV17Ej3pkhqihmZ5bxYkQjhMRqSrqEchUT1pvNlZvDIKAMYCGmOmWqufu+YolCpSeibyh DpkfrtJeJfXjfWQa03pTyKNeF48VEQM6gFTJKBAyoJ1mxiCMKSmlkhHiGJsDb55UwIX5vC/0nLLTl2ybl2C/XzNI4sOACH4AQ4oArq4BI0QBNgcAcewBN4tu6tR+vFel2UZqy0Zx/8gPX2CZ7WmWo=</latexit><latexit sha1_base64="Mc2xis97hClGdNxrRJ2JVaB9yu4=">AAACDHicdVDLSgMxFM3UV62vqks3wVZ0VWam2HYjFN24cFHBPqBTSibNtKGZZEgyQin9ADf+ihsXirj1A9 z5N2baEVT0QMLhnHuTe48fMaq0bX9YmaXlldW17HpuY3Nreye/u9dSIpaYNLFgQnZ8pAijnDQ11Yx0IklQ6DPS9scXid++JVJRwW/0JCK9EA05DShG2kj9fMHjgvIB4RpeEQ2LXoPCM5jcHo6jhBwXTZVdsueAdqnsVN3qqSE1t1Jxy9BJrQJI0ejn372BwHFoXsUMKdV17Ej3pkhqihmZ5bxYkQjhMRqSrqEchUT1pvNlZvDIKAMYCGmOmWqufu+YolCpSeibyh DpkfrtJeJfXjfWQa03pTyKNeF48VEQM6gFTJKBAyoJ1mxiCMKSmlkhHiGJsDb55UwIX5vC/0nLLTl2ybl2C/XzNI4sOACH4AQ4oArq4BI0QBNgcAcewBN4tu6tR+vFel2UZqy0Zx/8gPX2CZ7WmWo=</latexit><latexit sha1_base64="Mc2xis97hClGdNxrRJ2JVaB9yu4=">AAACDHicdVDLSgMxFM3UV62vqks3wVZ0VWam2HYjFN24cFHBPqBTSibNtKGZZEgyQin9ADf+ihsXirj1A9 z5N2baEVT0QMLhnHuTe48fMaq0bX9YmaXlldW17HpuY3Nreye/u9dSIpaYNLFgQnZ8pAijnDQ11Yx0IklQ6DPS9scXid++JVJRwW/0JCK9EA05DShG2kj9fMHjgvIB4RpeEQ2LXoPCM5jcHo6jhBwXTZVdsueAdqnsVN3qqSE1t1Jxy9BJrQJI0ejn372BwHFoXsUMKdV17Ej3pkhqihmZ5bxYkQjhMRqSrqEchUT1pvNlZvDIKAMYCGmOmWqufu+YolCpSeibyh DpkfrtJeJfXjfWQa03pTyKNeF48VEQM6gFTJKBAyoJ1mxiCMKSmlkhHiGJsDb55UwIX5vC/0nLLTl2ybl2C/XzNI4sOACH4AQ4oArq4BI0QBNgcAcewBN4tu6tR+vFel2UZqy0Zx/8gPX2CZ7WmWo=</latexit>
Is any member of C
<latexit sha1_base64="VAsKBYApsiaHW9Xmzvz7DoWQH9A=">AAACB3icbVC7SgNBFJ2NrxhfUUtBBoNgFXbTaBlMo10E84BkCbOTu8mQeSwzs8IS0tn4KzYWitj6C3 b+jZNHoYkHBg7n3Hvn3hMlnBnr+99ebm19Y3Mrv13Y2d3bPygeHjWNSjWFBlVc6XZEDHAmoWGZ5dBONBARcWhFo9rUbz2ANkzJe5slEAoykCxmlFgn9YqnXamY7IO0+NZgIjMsQESgsYpxrYB7xZJf9mfAqyRYkBJaoN4rfnX7iqbCDaScGNMJ/MSGY6ItoxwmhW5qICF0RAbQcVQSASYcz+6Y4HOn9HGstHtuoZn6u2NMhDGZiFylIHZolr2p+J/X SW18FY6ZTFILks4/ilOOrcLTUHCfaaCWZ44QqpnbFdMh0YRaF13BhRAsn7xKmpVy4JeDu0qper2II49O0Bm6QAG6RFV0g+qogSh6RM/oFb15T96L9+59zEtz3qLnGP2B9/kDygyX7g==</latexit><latexit sha1_base64="VAsKBYApsiaHW9Xmzvz7DoWQH9A=">AAACB3icbVC7SgNBFJ2NrxhfUUtBBoNgFXbTaBlMo10E84BkCbOTu8mQeSwzs8IS0tn4KzYWitj6C3 b+jZNHoYkHBg7n3Hvn3hMlnBnr+99ebm19Y3Mrv13Y2d3bPygeHjWNSjWFBlVc6XZEDHAmoWGZ5dBONBARcWhFo9rUbz2ANkzJe5slEAoykCxmlFgn9YqnXamY7IO0+NZgIjMsQESgsYpxrYB7xZJf9mfAqyRYkBJaoN4rfnX7iqbCDaScGNMJ/MSGY6ItoxwmhW5qICF0RAbQcVQSASYcz+6Y4HOn9HGstHtuoZn6u2NMhDGZiFylIHZolr2p+J/X SW18FY6ZTFILks4/ilOOrcLTUHCfaaCWZ44QqpnbFdMh0YRaF13BhRAsn7xKmpVy4JeDu0qper2II49O0Bm6QAG6RFV0g+qogSh6RM/oFb15T96L9+59zEtz3qLnGP2B9/kDygyX7g==</latexit><latexit sha1_base64="VAsKBYApsiaHW9Xmzvz7DoWQH9A=">AAACB3icbVC7SgNBFJ2NrxhfUUtBBoNgFXbTaBlMo10E84BkCbOTu8mQeSwzs8IS0tn4KzYWitj6C3 b+jZNHoYkHBg7n3Hvn3hMlnBnr+99ebm19Y3Mrv13Y2d3bPygeHjWNSjWFBlVc6XZEDHAmoWGZ5dBONBARcWhFo9rUbz2ANkzJe5slEAoykCxmlFgn9YqnXamY7IO0+NZgIjMsQESgsYpxrYB7xZJf9mfAqyRYkBJaoN4rfnX7iqbCDaScGNMJ/MSGY6ItoxwmhW5qICF0RAbQcVQSASYcz+6Y4HOn9HGstHtuoZn6u2NMhDGZiFylIHZolr2p+J/X SW18FY6ZTFILks4/ilOOrcLTUHCfaaCWZ44QqpnbFdMh0YRaF13BhRAsn7xKmpVy4JeDu0qper2II49O0Bm6QAG6RFV0g+qogSh6RM/oFb15T96L9+59zEtz3qLnGP2B9/kDygyX7g==</latexit><latexit sha1_base64="VAsKBYApsiaHW9Xmzvz7DoWQH9A=">AAACB3icbVC7SgNBFJ2NrxhfUUtBBoNgFXbTaBlMo10E84BkCbOTu8mQeSwzs8IS0tn4KzYWitj6C3 b+jZNHoYkHBg7n3Hvn3hMlnBnr+99ebm19Y3Mrv13Y2d3bPygeHjWNSjWFBlVc6XZEDHAmoWGZ5dBONBARcWhFo9rUbz2ANkzJe5slEAoykCxmlFgn9YqnXamY7IO0+NZgIjMsQESgsYpxrYB7xZJf9mfAqyRYkBJaoN4rfnX7iqbCDaScGNMJ/MSGY6ItoxwmhW5qICF0RAbQcVQSASYcz+6Y4HOn9HGstHtuoZn6u2NMhDGZiFylIHZolr2p+J/X SW18FY6ZTFILks4/ilOOrcLTUHCfaaCWZ44QqpnbFdMh0YRaF13BhRAsn7xKmpVy4JeDu0qper2II49O0Bm6QAG6RFV0g+qogSh6RM/oFb15T96L9+59zEtz3qLnGP2B9/kDygyX7g==</latexit>
a valid counterexample?
<latexit sha1_base64="etsareFOYcgJqczvDdEnnSYW1cs=">AAACDHicbVC7TgMxEPSFVwivACWNRYREFd2lgY4IGsogkYeURNGeb5NY8dkn2xcRRfkAGn6FhgKEaPkAOv 4G51FAwkiWRrOz690JE8GN9f1vL7O2vrG5ld3O7ezu7R/kD49qRqWaYZUpoXQjBIOCS6xabgU2Eo0QhwLr4eBmWq8PURuu5L0dJdiOoSd5lzOwTurkCy2puIxQWgp0CIJHlKlUWtT4AHEi8CpHncsv+jPQVRIsSIEsUOnkv1qRYmnspjIBxjQDP7HtMWjLmcBJrpUaTIANoIdNRyXEaNrj2TETeuaUiHaVds9tNVN/d4whNmYUh84Zg+2b5dpU/K/WTG33sj3mMk ktSjb/qJsKahWdJkMjrpFZMXIEmOZuV8r6oIG5MEzOhRAsn7xKaqVi4BeDu1KhfL2II0tOyCk5JwG5IGVySyqkShh5JM/klbx5T96L9+59zK0Zb9FzTP7A+/wB/jea6A==</latexit><latexit sha1_base64="etsareFOYcgJqczvDdEnnSYW1cs=">AAACDHicbVC7TgMxEPSFVwivACWNRYREFd2lgY4IGsogkYeURNGeb5NY8dkn2xcRRfkAGn6FhgKEaPkAOv 4G51FAwkiWRrOz690JE8GN9f1vL7O2vrG5ld3O7ezu7R/kD49qRqWaYZUpoXQjBIOCS6xabgU2Eo0QhwLr4eBmWq8PURuu5L0dJdiOoSd5lzOwTurkCy2puIxQWgp0CIJHlKlUWtT4AHEi8CpHncsv+jPQVRIsSIEsUOnkv1qRYmnspjIBxjQDP7HtMWjLmcBJrpUaTIANoIdNRyXEaNrj2TETeuaUiHaVds9tNVN/d4whNmYUh84Zg+2b5dpU/K/WTG33sj3mMk ktSjb/qJsKahWdJkMjrpFZMXIEmOZuV8r6oIG5MEzOhRAsn7xKaqVi4BeDu1KhfL2II0tOyCk5JwG5IGVySyqkShh5JM/klbx5T96L9+59zK0Zb9FzTP7A+/wB/jea6A==</latexit><latexit sha1_base64="etsareFOYcgJqczvDdEnnSYW1cs=">AAACDHicbVC7TgMxEPSFVwivACWNRYREFd2lgY4IGsogkYeURNGeb5NY8dkn2xcRRfkAGn6FhgKEaPkAOv 4G51FAwkiWRrOz690JE8GN9f1vL7O2vrG5ld3O7ezu7R/kD49qRqWaYZUpoXQjBIOCS6xabgU2Eo0QhwLr4eBmWq8PURuu5L0dJdiOoSd5lzOwTurkCy2puIxQWgp0CIJHlKlUWtT4AHEi8CpHncsv+jPQVRIsSIEsUOnkv1qRYmnspjIBxjQDP7HtMWjLmcBJrpUaTIANoIdNRyXEaNrj2TETeuaUiHaVds9tNVN/d4whNmYUh84Zg+2b5dpU/K/WTG33sj3mMk ktSjb/qJsKahWdJkMjrpFZMXIEmOZuV8r6oIG5MEzOhRAsn7xKaqVi4BeDu1KhfL2II0tOyCk5JwG5IGVySyqkShh5JM/klbx5T96L9+59zK0Zb9FzTP7A+/wB/jea6A==</latexit><latexit sha1_base64="etsareFOYcgJqczvDdEnnSYW1cs=">AAACDHicbVC7TgMxEPSFVwivACWNRYREFd2lgY4IGsogkYeURNGeb5NY8dkn2xcRRfkAGn6FhgKEaPkAOv 4G51FAwkiWRrOz690JE8GN9f1vL7O2vrG5ld3O7ezu7R/kD49qRqWaYZUpoXQjBIOCS6xabgU2Eo0QhwLr4eBmWq8PURuu5L0dJdiOoSd5lzOwTurkCy2puIxQWgp0CIJHlKlUWtT4AHEi8CpHncsv+jPQVRIsSIEsUOnkv1qRYmnspjIBxjQDP7HtMWjLmcBJrpUaTIANoIdNRyXEaNrj2TETeuaUiHaVds9tNVN/d4whNmYUh84Zg+2b5dpU/K/WTG33sj3mMk ktSjb/qJsKahWdJkMjrpFZMXIEmOZuV8r6oIG5MEzOhRAsn7xKaqVi4BeDu1KhfL2II0tOyCk5JwG5IGVySyqkShh5JM/klbx5T96L9+59zK0Zb9FzTP7A+/wB/jea6A==</latexit>C: a set of
<latexit sha1_base64="r8jvQXggxW9Q/UMyyBKQYXbLyQ4=">AAAB/nicdVBLSwMxGMzWV62vVfHkJVgET8vuFtviqdiLxwq2FdqlZLPZNjSbLElWKEvBv+LFgyJe/R3e/D emD0FFBwLDzPclkwlTRpV23Q+rsLK6tr5R3Cxtbe/s7tn7Bx0lMolJGwsm5G2IFGGUk7ammpHbVBKUhIx0w3Fz5nfviFRU8Bs9SUmQoCGnMcVIG2lgH/W5oDwiXMPmBURQEQ1FPLDLruPOAV2n4tX82rkhdb9a9SvQW1plsERrYL/3I4GzxNyDGVKq57mpDnIkNcWMTEv9TJEU4TEakp6hHCVEBfk8/hSeGiWCsZDmmBxz9ftGjhKlJkloJhOkR+q3NxP/8nqZju tBTnmaacLx4qE4Y1ALOOsCRlQSrNnEEIQlNVkhHiGJsDaNlUwJXz+F/5OO73iu41375cblso4iOAYn4Ax4oAYa4Aq0QBtgkIMH8ASerXvr0XqxXhejBWu5cwh+wHr7BBZDlOk=</latexit><latexit sha1_base64="r8jvQXggxW9Q/UMyyBKQYXbLyQ4=">AAAB/nicdVBLSwMxGMzWV62vVfHkJVgET8vuFtviqdiLxwq2FdqlZLPZNjSbLElWKEvBv+LFgyJe/R3e/D emD0FFBwLDzPclkwlTRpV23Q+rsLK6tr5R3Cxtbe/s7tn7Bx0lMolJGwsm5G2IFGGUk7ammpHbVBKUhIx0w3Fz5nfviFRU8Bs9SUmQoCGnMcVIG2lgH/W5oDwiXMPmBURQEQ1FPLDLruPOAV2n4tX82rkhdb9a9SvQW1plsERrYL/3I4GzxNyDGVKq57mpDnIkNcWMTEv9TJEU4TEakp6hHCVEBfk8/hSeGiWCsZDmmBxz9ftGjhKlJkloJhOkR+q3NxP/8nqZju tBTnmaacLx4qE4Y1ALOOsCRlQSrNnEEIQlNVkhHiGJsDaNlUwJXz+F/5OO73iu41375cblso4iOAYn4Ax4oAYa4Aq0QBtgkIMH8ASerXvr0XqxXhejBWu5cwh+wHr7BBZDlOk=</latexit><latexit sha1_base64="r8jvQXggxW9Q/UMyyBKQYXbLyQ4=">AAAB/nicdVBLSwMxGMzWV62vVfHkJVgET8vuFtviqdiLxwq2FdqlZLPZNjSbLElWKEvBv+LFgyJe/R3e/D emD0FFBwLDzPclkwlTRpV23Q+rsLK6tr5R3Cxtbe/s7tn7Bx0lMolJGwsm5G2IFGGUk7ammpHbVBKUhIx0w3Fz5nfviFRU8Bs9SUmQoCGnMcVIG2lgH/W5oDwiXMPmBURQEQ1FPLDLruPOAV2n4tX82rkhdb9a9SvQW1plsERrYL/3I4GzxNyDGVKq57mpDnIkNcWMTEv9TJEU4TEakp6hHCVEBfk8/hSeGiWCsZDmmBxz9ftGjhKlJkloJhOkR+q3NxP/8nqZju tBTnmaacLx4qE4Y1ALOOsCRlQSrNnEEIQlNVkhHiGJsDaNlUwJXz+F/5OO73iu41375cblso4iOAYn4Ax4oAYa4Aq0QBtgkIMH8ASerXvr0XqxXhejBWu5cwh+wHr7BBZDlOk=</latexit><latexit sha1_base64="r8jvQXggxW9Q/UMyyBKQYXbLyQ4=">AAAB/nicdVBLSwMxGMzWV62vVfHkJVgET8vuFtviqdiLxwq2FdqlZLPZNjSbLElWKEvBv+LFgyJe/R3e/D emD0FFBwLDzPclkwlTRpV23Q+rsLK6tr5R3Cxtbe/s7tn7Bx0lMolJGwsm5G2IFGGUk7ammpHbVBKUhIx0w3Fz5nfviFRU8Bs9SUmQoCGnMcVIG2lgH/W5oDwiXMPmBURQEQ1FPLDLruPOAV2n4tX82rkhdb9a9SvQW1plsERrYL/3I4GzxNyDGVKq57mpDnIkNcWMTEv9TJEU4TEakp6hHCVEBfk8/hSeGiWCsZDmmBxz9ftGjhKlJkloJhOkR+q3NxP/8nqZju tBTnmaacLx4qE4Y1ALOOsCRlQSrNnEEIQlNVkhHiGJsDaNlUwJXz+F/5OO73iu41375cblso4iOAYn4Ax4oAYa4Aq0QBtgkIMH8ASerXvr0XqxXhejBWu5cwh+wHr7BBZDlOk=</latexit>
counterexamples
<latexit sha1_base64="bEO6M/cvDvDFwT6scgD8JUuH5rc=">AAAB+HicdVDLSsNAFJ3UV62PVl26GSyCq5Ck2HZZdOOygn1AG8pketMOnUzCzESsoV/ixoUibv0Ud/6N04 egogcuHM65l3vvCRLOlHacDyu3tr6xuZXfLuzs7u0XSweHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoRNMLud+5xakYrG40dME/IiMBAsZJdpIg1KRxqnQIOGORAkHNSiVHdtZADt2xa15tXND6l616lWwu7LKaIXmoPTeH8Y0jUBoyolSPddJtJ8RqRnlMCv0UwUJoRMygp6hgkSg/Gxx+AyfGmWIw1iaEhov1O8TGYmUmkaB6YyIHqvf3lz8y+ulOqz7GRNJqk HQ5aIw5VjHeJ4CHjIJVPOpIYRKZm7FdEwkoSYKVTAhfH2K/ydtz3Yd2732yo2LVRx5dIxO0BlyUQ010BVqohaiKEUP6Ak9W/fWo/VivS5bc9Zq5gj9gPX2Ccw9k9I=</latexit><latexit sha1_base64="bEO6M/cvDvDFwT6scgD8JUuH5rc=">AAAB+HicdVDLSsNAFJ3UV62PVl26GSyCq5Ck2HZZdOOygn1AG8pketMOnUzCzESsoV/ixoUibv0Ud/6N04 egogcuHM65l3vvCRLOlHacDyu3tr6xuZXfLuzs7u0XSweHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoRNMLud+5xakYrG40dME/IiMBAsZJdpIg1KRxqnQIOGORAkHNSiVHdtZADt2xa15tXND6l616lWwu7LKaIXmoPTeH8Y0jUBoyolSPddJtJ8RqRnlMCv0UwUJoRMygp6hgkSg/Gxx+AyfGmWIw1iaEhov1O8TGYmUmkaB6YyIHqvf3lz8y+ulOqz7GRNJqk HQ5aIw5VjHeJ4CHjIJVPOpIYRKZm7FdEwkoSYKVTAhfH2K/ydtz3Yd2732yo2LVRx5dIxO0BlyUQ010BVqohaiKEUP6Ak9W/fWo/VivS5bc9Zq5gj9gPX2Ccw9k9I=</latexit><latexit sha1_base64="bEO6M/cvDvDFwT6scgD8JUuH5rc=">AAAB+HicdVDLSsNAFJ3UV62PVl26GSyCq5Ck2HZZdOOygn1AG8pketMOnUzCzESsoV/ixoUibv0Ud/6N04 egogcuHM65l3vvCRLOlHacDyu3tr6xuZXfLuzs7u0XSweHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoRNMLud+5xakYrG40dME/IiMBAsZJdpIg1KRxqnQIOGORAkHNSiVHdtZADt2xa15tXND6l616lWwu7LKaIXmoPTeH8Y0jUBoyolSPddJtJ8RqRnlMCv0UwUJoRMygp6hgkSg/Gxx+AyfGmWIw1iaEhov1O8TGYmUmkaB6YyIHqvf3lz8y+ulOqz7GRNJqk HQ5aIw5VjHeJ4CHjIJVPOpIYRKZm7FdEwkoSYKVTAhfH2K/ydtz3Yd2732yo2LVRx5dIxO0BlyUQ010BVqohaiKEUP6Ak9W/fWo/VivS5bc9Zq5gj9gPX2Ccw9k9I=</latexit><latexit sha1_base64="bEO6M/cvDvDFwT6scgD8JUuH5rc=">AAAB+HicdVDLSsNAFJ3UV62PVl26GSyCq5Ck2HZZdOOygn1AG8pketMOnUzCzESsoV/ixoUibv0Ud/6N04 egogcuHM65l3vvCRLOlHacDyu3tr6xuZXfLuzs7u0XSweHbRWnkkKLxjyW3YAo4ExASzPNoZtIIFHAoRNMLud+5xakYrG40dME/IiMBAsZJdpIg1KRxqnQIOGORAkHNSiVHdtZADt2xa15tXND6l616lWwu7LKaIXmoPTeH8Y0jUBoyolSPddJtJ8RqRnlMCv0UwUJoRMygp6hgkSg/Gxx+AyfGmWIw1iaEhov1O8TGYmUmkaB6YyIHqvf3lz8y+ulOqz7GRNJqk HQ5aIw5VjHeJ4CHjIJVPOpIYRKZm7FdEwkoSYKVTAhfH2K/ydtz3Yd2732yo2LVRx5dIxO0BlyUQ010BVqohaiKEUP6Ak9W/fWo/VivS5bc9Zq5gj9gPX2Ccw9k9I=</latexit>
Does there exist
a reduction of P that
is covered by ⇧?
Fig. 4. Counterexample-guided refinement loop.
The results presented in Sec-
tions 5 and 6 give rise to the proof
checking sub routine of the algo-
rithm in Figure 4 (i.e. the light grey
test). Given a program DFA AP =
(QP , Σ,δP ,qP0, FP ) and a proof
DFA AΠ = (QΠ, Σ,δΠ,qΠ0, FΠ) (ob-
tained by determinizing the proof
NFA ΠN FA), we can decide ∃P ′ ∈
reduceD (L(AP )). P ′ ⊆ L(AΠ)
by constructing an LTA MPΠ for
reduceD (L(AP )) ∩ P(L(AΠ)) and
checking emptiness (Theorem 5.2).
7.1 Progress
The algorithm corresponding to Figure 4 satisfies a weak progress theorem: none of the coun-
terexamples from a round of the algorithm will ever appear in a future counterexample set. This,
however, is not strong enough to guarantee termination. Alternatively, one can think of the al-
gorithm’s progress as follows. In each round new assertions are discovered through the oracle
Interpolate, and one can optimistically hope that one can finally converge on an existing target
proof Π∗. The success of this algorithm depends on two factors: (1) the counterexamples used by the
algorithm belong to L(Π∗) and (2) the proof that Interpolate discovers for these counterexamples
coincide with Π∗. The latter is a typical known wild card in software model checking, which cannot
be guaranteed; there is plenty of empirical evidence, however, that procedures based on Craig
Interpolation do well in approximating it. The former is a new problem for our refinement loop.
In a standard algorithm in the style of [12, 13, 16], the verification proof rule dictates that every
program trace must be in L(Π∗). In our setting, we only require a subset (corresponding to some
reduction) to be in L(Π∗). This means one cannot simply rely on program traces as appropriate
counterexamples. Theorem 5.5 presents a solution to this problem. It ensures that we always feed
Interpolate some counterexample from Π∗ and therefore guarantee progress.
Theorem 7.1 (Strong Progress). Assume a proof Π∗ exists for some reduction P∗ ∈ R and
Interpolate always returns some subset of Π∗ for traces in L(Π∗). Then the algorithm will terminate
in at most |Π∗ | iterations.
Proof. It is sufficient to show that we learn at least one new assertion in Π∗ every iteration.
Assume we have received a counterexample set C such that, for all P ′ ∈ R, there exists some x ∈ C
such that x ∈ P ′ and x < L(Π) (Theorem 5.5 ensures C exists). Let x∗ ∈ C be the counterexample
for P∗. Then Interpolate(x) will return new assertions Π′ ⊆ Π∗ satisfying x∗ ∈ L(Π′). If Π′ ⊆ Π
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then x∗ would not have been returned as a counterexample, so there must exist some ϕ ∈ Π′ (and
therefore ϕ ∈ Π∗) such that ϕ < Π. □
Theorem 7.1 ensures that the algorithm will never get into an infinite loop due to a bad choice of
counterexamples. The condition on Interpolate ensures that divergence does not occur due to
the wrong choice of assertions by Interpolate and without it any standard interpolation-based
software model checking algorithm may diverge. The assumption that there exists a proof for a
reduction of the program in the fixed set R ensures that the proof checking procedure can verify
the target proof Π∗ once it is reached. Note that, in general, a proof may exist for a reduction of the
program which is not in R. Therefore, the algorithm is not complete with respect to all reductions,
since checking the premises of SafeRed1 is undecidable as discussed in Section 4.
7.2 Faster Proof Checking through Antichains
The state set ofMPΠ , the intersection of program and proof LTAs, has size |QP×B×P(Σ)×QΠ |, which
is exponential in |Σ|. Therefore, even a linear emptiness test for this LTA can be computationally
expensive. Antichains have been previously used [8] to optimize certain operations over NFAs
that also suffer from exponential blowups, such as deciding universality and inclusion tests. The
main idea is that these operations involve computing downwards-closed and upwards-closed
sets according to an appropriate subsumption relation, which can be represented compactly as
antichains. We employ similar techniques to propose a new emptiness check algorithm.
Antichains. The set of maximal elements of a set X with respect to some ordering relation ⊑ is
denotedmax(X ). The downwards-closure of a set X with respect to ⊑ is denoted ⌊X ⌋. An antichain
is a set X where no element of X is related (by ⊑) to another. The maximal elements max(X ) of a
finite set X is an antichain. If X is downwards-closed then ⌊max(X )⌋ = X .
The emptiness check algorithm for LTAs from [2] computes the set of inactive states (i.e. states
which generate an empty language) and checks if the initial state is inactive. The set of inactive
states of an LTAM = (Q,∆,q0) is defined as the smallest set inactive(M) satisfying
∀(q,B,σ ) ∈ ∆. ∃a. σ (a) ∈ inactive(M)
q ∈ inactive(M) (Inactive)
Alternatively, one can view inactive(M) as the least fixed-point of a monotone (with respect to ⊆)
function FM : P(Q) → P(Q) where
FM (X ) = {q | ∀(q,B,σ ) ∈ ∆. ∃a. σ (a) ∈ X }.
Therefore, inactive(M) can be computed using a standard fixpoint algorithm.
If inactive(M) is downwards-closed with respect to some subsumption relation (⊑) ⊆ Q ×Q , then
we need not represent all of inactive(M). The antichain max(inactive(M)) of maximal elements of
inactive(M) (with respect to ⊑) would be sufficient to represent the entirety of inactive(M), and
can be exponentially smaller than inactive(M), depending on the choice of relation ⊑.
A trivial way to compute max(inactive(M)) is to first compute inactive(M) and then find the
maximal elements of the result, but this involves doing strictly more work than the baseline
algorithm. However, observe that if FM also preserves downwards-closedness with respect to ⊑,
then
max(inactive(M)) =max(lfp(FM ))
=max(lfp(FM ◦ ⌊−⌋ ◦max)) = lfp(max ◦FM ◦ ⌊−⌋)
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That is, max(inactive(M)) is the least fixed-point of a function FmaxM : P(Q) → P(Q) defined
as FmaxM (X ) = max(FM (⌊X ⌋)). We can calculate max(inactive(M)) efficiently if we can calculate
FmaxM (X ) efficiently, which is true in the special case of the intersection automaton for the languages
of our proof P(L(Π)) and our program reduceD (P), which we refer to asMPΠ .
We are most interested in the state space ofMPΠ , which isQPΠ = (QP ×B×P(Σ)) ×QΠ . Observe
that states whose B part is ⊤ are always active:
Lemma 7.2. ((qP ,⊤, S),qΠ) < inactive(MPΠ) for all qP ∈ QP , qΠ ∈ QΠ , and S ⊆ Σ.
Proof. Let AP = (QP , Σ,δP ,q0P , FP ) and AΠ = (QΠ, Σ,δΠ,q0Π, FΠ) be automata recognizing P
and L(Π), respectively. Then
FMPΠ (X )
= {q | ∀(q,B,σ ) ∈ ∆PΠ . ∃a. σ (a) ∈ X }
= {q | ∀(q,B,σ ) ∈ ∆∩. ∃a. σ (a) ∈ X } (MPΠ is an intersection construction)
= { (qP ,qΠ) |
∀(qP ,B,σ1) ∈ ∆D , (qΠ,B,σ2) ∈ ∆P(L(Π)).
∃a. (σ1(a),σ2(a)) ∈ X }
(Expanding ∆∩ from Lemma 5.3)
= { (qP ,qΠ) |
∀(qP ,B,σ1) ∈ ∆D . (B =⇒ qΠ ∈ FΠ) =⇒
∃a. (σ1(a),δΠ(qΠ,a)) ∈ X }
(Expanding ∆P(L(Π)) from Lemma 5.4)
= { ((qP , ι, S),qΠ) |
∀R ∈ Lin(R). (qP ∈ FP ∧ ¬ι =⇒ qΠ ∈ FΠ) =⇒
∃a. ((q′P , ι ∨ a ∈ S, (S ∪ R(a)) \ D(a)),δΠ(qΠ,a)) ∈ X }
(Expanding ∆D from Lemma 6.6)
Note that if ι = ⊤ then the body of the set comprehension simplifies to
∀R ∈ Lin(R). ∃a. ((q′P ,⊤, (S ∪ R(a)) \ D(a)),δΠ(qΠ,a)) ∈ X
In other words, a state where ι = ⊤ always has a transition to another state with ι = ⊤. Therefore
such states cannot be inactive.
This proof has been mechanically checked. □
The state space can then be assumed to be QPΠ = (QP × {⊥} × P(Σ)) ×QΠ for the purposes of
checking inactivity. The subsumption relation defined as the smallest relation ⊑PΠ satisfying
S ⊆ S ′ =⇒ ((qP ,⊥, S),qΠ) ⊑PΠ ((qP ,⊥, S ′),qΠ)
for all qP ∈ QP , qΠ ∈ QΠ , and S, S ′ ⊆ Σ, is a suitable one since:
Lemma 7.3. FMPΠ preserves downwards-closedness with respect to ⊑PΠ .
Proof. Let AP = (QP , Σ,δP ,q0P , FP ) and AΠ = (QΠ, Σ,δΠ,q0Π, FΠ) be automata recognizing P
and L(Π), respectively. Then
FMPΠ (X )
= {q | ∀(q,B,σ ) ∈ ∆PΠ . ∃a. σ (a) ∈ X }
= {q | ∀(q,B,σ ) ∈ ∆∩. ∃a. σ (a) ∈ X } (MPΠ is an intersection construction)
= { (qP ,qΠ) |
∀(qP ,B,σ1) ∈ ∆D , (qΠ,B,σ2) ∈ ∆P(L(Π)).
∃a. (σ1(a),σ2(a)) ∈ X }
(Expanding ∆∩ from Lemma 5.3)
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= { (qP ,qΠ) |
∀(qP ,B,σ1) ∈ ∆D . (B =⇒ qΠ ∈ FΠ) =⇒
∃a. (σ1(a),δΠ(qΠ,a)) ∈ X }
(Expanding ∆P(L(Π)) from Lemma 5.4)
= { ((qP , ι, S),qΠ) |
∀R ∈ Lin(R). (qP ∈ FP ∧ ¬ι =⇒ qΠ ∈ FΠ) =⇒
∃a. ((q′P , ι ∨ a ∈ S, (S ∪ R(a)) \ D(a)),δΠ(qΠ,a)) ∈ X }
(Expanding ∆D from Lemma 6.6)
= { ((qP ,⊥, S),qΠ) |
∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
∃a < S . ((q′P ,⊥, (S ∪ R(a)) \ D(a)),δΠ(qΠ,a)) ∈ X }
(Restricting B-part of the domain to {⊥})
where
q′P = δP (qP ,a) q′Π = δΠ(qΠ,a)
Recall the subsumption relation ⊑PΠ :
S ⊆ S ′ =⇒ ((qP ,⊥, S),qΠ) ⊑ ((qP ,⊥′, S ′),qΠ)
Assume X ⊆ (QP × {⊥} × P(Σ)) ×QΠ is downwards-closed with respect to ⊑PΠ . For any S, S ′ ⊆ Σ
such that S ⊆ S ′, we have
(S ∪ R(a)) \ D(a) ⊆ S ′ ∪ R(a) \ D(a)
for all R ∈ Lin(Σ), so FPΠ(X ) is also downwards-closed with respect to ⊑PΠ .
This proof has been mechanically checked. □
The function FmaxMPΠ is a function over relations
FmaxMPΠ : P((QP × {⊥} × P(Σ)) ×QΠ) → P((QP × {⊥} × P(Σ)) ×QΠ)
but in our case it is more convenient to view it as a function over functions
FmaxMPΠ : (QP × {⊥} ×QΠ → P(P(Σ))) → (QP × {⊥} ×QΠ → P(P(Σ)))
Through some algebraic manipulation and some simple observations, we can define FmaxMPΠ func-
tionally as follows.
Lemma 7.4. For all qP ∈ QP , qΠ ∈ QΠ , and X : QP × {⊥} ×QΠ → P(P(Σ)),
FmaxMPΠ (X )(qP ,⊥,qΠ) =

{Σ} if qP ∈ FP ∧ qΠ < FΠd
R∈Lin(Σ)
⊔
a∈Σ
S ∈X (q′P ,⊥,q′Π)
S ′ otherwise
where
q′P = δP (qP ,a) X ⊓ Y = max{x ∩ y | x ∈ X ∧ y ∈ Y }
q′Π = δΠ(qΠ,a) X ⊔ Y = max(X ∪ Y )
S ′ =
{
{(S ∪ D(a)) \ {a}} if R(a) \ D(a) ⊆ S
∅ otherwise
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Proof. From the proof of Lemma 7.3 we have
FMPΠ (X )
= { ((qP ,⊥, S),qΠ) |
∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
∃a < S . ((q′P ,⊥, (S ∪ R(a)) \ D(a)),q′Π) ∈ X }
where
q′P = δP (qP ,a) q′Π = δΠ(qΠ,a)
Since P((QΠ × {⊥} × P(Σ)) ×QP ) ≃ QΠ × {⊥} × QP → P(P(Σ)) we can reformulate FMPΠ as a
function
FMPΠ (X )(qP ,⊥,qΠ)
= { S |∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
∃a < S . (S ∪ R(a)) \ D(a) ∈ X (q′P ,⊥,q′Π)}
and therefore
FmaxMPΠ (X )(qP ,⊥,qΠ)
= max{ S |∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
∃a < S . (S ∪ R(a)) \ D(a) ∈ ⌊X (q′P ,⊥,q′Π)⌋}
=

{Σ} if qP ∈ FP ∧ qΠ < FΠ
max{ S |∀R ∈ Lin(R). ∃a < S .
(S ∪ R(a)) \ D(a) ∈ ⌊X (q′P ,⊥,q′Π)⌋}
otherwise
The first case is already in the form we want, so we focus on the second case:
max{ S |∀R ∈ Lin(R). ∃a < S .
(S ∪ R(a)) \ D(a) ∈ ⌊X (q′P ,⊥,q′Π)⌋}
= max{ S |∀R ∈ Lin(R). ∃a ∈ Σ, S↑ ∈ X (q′P ,⊥,q′Π).
a < S ∧ (S ∪ R(a)) \ D(a) ⊆ S↑}
=
l
R∈Lin(R)
⊔
a∈Σ
S↑∈X (q′P ,⊥,q′Π)
max{a < S ∧ (S ∪ R(a)) \ D(a) ⊆ S↑}
=
l
R∈Lin(R)
⊔
a∈Σ
S↑∈X (q′P ,⊥,q′Π)
max{a < S ∧ S ∪ R(a) ⊆ S↑ ∪ D(a)}
=
l
R∈Lin(R)
⊔
a∈Σ
S↑∈X (q′P ,⊥,q′Π)
max{a < S ∧ S ⊆ S↑ ∪ D(a) ∧ R(a) ⊆ S↑ ∪ D(a)}
=
l
R∈Lin(R)
⊔
a∈Σ
S↑∈X (q′P ,⊥,q′Π)
max{S ⊆ (S↑ ∪ D(a)) \ {a} ∧ R(a) ⊆ S↑ ∪ D(a)}
=
l
R∈Lin(R)
⊔
a∈Σ
S ∈X (q′P ,⊥,q′Π)
S ′
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This proof has been mechanically checked. □
Formulating FmaxMPΠ as a higher-order function allows us to calculate max(inactive(MPΠ)) using
efficient fixpoint algorithms like the one in [21]. Algorithm 1 outlines our proof checking routine.
Fix : ((A→ B) → (A→ B)) → (A→ B) is a procedure that computes the least fixpoint of its input.
The algorithm simply computes the fixpoint of the function FmaxMPΠ as defined in Lemma 7.4, which
is a compact representation of inactive(MPΠ) and checks if the start state ofMPΠ is in it.
function Check(AP , AΠ , D)
(QP , Σ,δP ,q0P , FP ) ← AP
(QΠ, Σ,δΠ,q0Π, FΠ) ← AΠ
function FMax(X)((qP ,⊥,qΠ))
if qP ∈ FP ∧ qΠ < FΠ
return {Σ}
X⊓ ← {Σ}
for R ∈ Lin(Σ)
X⊔ ← ∅
for a ∈ Σ, S ∈ X((δP (qP ,a),⊥,δΠ(qΠ,a)))
if R(a) \ D(a) ⊆ S
X⊔ ← X⊔ ⊔ {(S ∪ D(a)) \ {a}}
X⊓ ← X⊓ ⊓ X⊔
return X⊓
return Fix(FMax)((q0P ,⊥,q0Π)) , ∅
Algorithm 1: Proof checking algorithm
Complexity. Antichain methods do not generally improve worst case time complexity, as the
size of the largest antichain in P(Σ) is exponential in |Σ|. Therefore, our fixpoint algorithm can
perform up to |QP | |QΠ |2 |Σ | iterations in the worst case. At each iteration of the fixpoint algorithm,
Fmax(X )(qP ,⊥,qΠ) must be recalculated for each qP ∈ QP and qΠ ∈ QΠ , where X : QP ×⊥×QΠ →
P(P(Σ)) is the current assignment calculated by the fixpoint algorithm.
To analyze the complexity of Fmax, first, note that antichain meet (⊓) and join (⊔) can be computed
in O((n1n2)2) and O(n1n2) time, respectively, where n1 and n2 are the cardinalities of the left and
right arguments, respectively. The complexities of iterated antichain meet (
d
) and join (
⊔
) over a
set of n elements with cardinality at mostm are therefore
O((mm)2 + (m2m)2 + · · · + (mn−1m)2) = O
(
m2
1 −m2n
1 −m2
)
= O(m2n)
and
O(mm + (2m)m + · · · + ((n − 1)m)m) = O(n2m2)
respectively.
The inner join of Fmax is over at most k = |Σ| |QP | |QΠ |2 |Σ | antichains of size ≤ 1, and is there-
fore computed in O(k2) and computes an antichain with size k . The outer meet is over |Σ|! an-
tichains produced by the inner join, and thus has complexity O(k2 |Σ |!). Therefore Fmax can be
computed in O(k2 |Σ |!k2) = O(k2 |Σ |!+2). This brings the total complexity of our fixpoint algorithm
to O(|QP |2 |QΠ |22 |Σ |k2 |Σ |!+2). Since |Σ| is typically linear in the program size, we simplify this to
O(|P | |Π |(|P |2 |Π |2 |P |)2 |P |!+3), where |P | is the program size and |Π | is the proof size.
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Counterexamples. Theorem 5.5 states that a finite set of counterexamples exists whenever
∃P ′ ∈ reduceD (P). P ′ ⊆ L(Π) does not hold. The proof of emptiness for an LTA, formed using rule
Inactive above, is a finite tree. Each edge in the tree is labelled by an element of Σ (obtained from
the existential in the rule) and the paths through this tree form the counterexample set. To compute
this set, then, it suffices to remember enough information during the computation of inactive(M)
to reconstruct the proof tree. Every time a state q is determined to be inactive, we must also record
the witness a ∈ Σ for each transition (q,B,σ ) ∈ ∆ such that σ (a) ∈ inactive(M).
In an antichain-based algorithm, once we determine a state q to be inactive, we simultaneously
determine everything it subsumes (i.e. ⊑ q) to be inactive as well. If we record unique witnesses for
each and every state that q subsumes, then the space complexity of our antichain algorithm will
be the same as the unoptimized version. The following lemma states that it is sufficient to record
witnesses only for q and discard witnesses for states that q subsumes.
Lemma 7.5. Fix some states q,q′ such that q′ ⊑PΠ q. A witness used to prove q is inactive can also
be used to prove q′ is inactive.
Proof. From the proof of Lemma 7.3 we have
FMPΠ (X )
= { ((qP ,⊥, S),qΠ) |
∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
∃a < S . ((q′P ,⊥, (S ∪ R(a)) \ D(a)),q′Π) ∈ X }
where
q′P = δP (qP ,a) q′Π = δΠ(qΠ,a)
Thus, if we have states q′ = ((qP ,⊥, S ′),qΠ) and q = ((qP ,⊥, S),qΠ) with S ⊆ S ′ such that q′ ∈
inactive(MPΠ) (and therefore q ∈ inactive(MPΠ)), our witness for q′ is a function f : Lin(R) → Σ
such that
∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
f (R) < S ′ ∧ ((q′P ,⊥, (S ′ ∪ R(a)) \ D(a)),q′Π) ∈ inactive(MPΠ)
We must show
∀R ∈ Lin(R). (qP ∈ FP =⇒ qΠ ∈ FΠ) =⇒
f (R) < S ∧ ((q′P ,⊥, (S ∪ R(a)) \ D(a)),q′Π) ∈ inactive(MPΠ)
which is indeed the case since f (R) < S ′ =⇒ f (R) < S and (S∪R(a))\D(a) ⊆ (S ′∪R(a))\D(a). □
Note that this means that the antichain algorithm soundly returns potentially fewer counterex-
amples than the original one.
7.3 Partition Optimization
The LTA construction for reduceD (P) involves a nondeterministic choice of linear order at each
state. Since |Lin(Σ)| has size |Σ|!, each state in the automaton would have a large number of
transitions. As an optimization, our algorithm selects ordering relations out of Part(Σ) (instead of
Lin(Σ)), defined as Part(Σ) = {Σ1 × Σ2 | Σ1 ⊎ Σ2 = Σ} where ⊎ is disjoint union. This leads to a
sound algorithm which is not complete with respect to sleep set reductions and trades the factorial
complexity of computing Lin(Σ) for an exponential one.
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8 EXPERIMENTS
8.1 Implementation
To evaluate our approach, we have implemented our algorithm in a tool calledWeaver written
in Haskell.Weaver accepts a program written in a simple imperative language as input, where
the property is already encoded in the program in the form of assume statements, and attempts to
prove the program correct. The dependence relation for each input program is computed using a
heuristic that ensures ∼D -closedness. It is based on the fact that the shuffle product (i.e. parallel
composition) of two ∼D -closed languages is ∼D -closed.
Weaver employs two verification algorithms: (1) The total order algorithm presented in Al-
gorithm 1, and (2) the variation with the partition optimization discussed in Section 7.3. It also
implements multiple counterexample generation algorithms: (1) Naive: selects the first counterex-
ample in the difference of the program and proof language. (2) Progress-Ensuring: selects a set of
counterexamples satisfying Theorem 5.5. (3) Bounded Progress-Ensuring: selects a limited subset of
the set computed by the progress-ensuring algorithm. We experimented with multiple strategies
for the selection of the limited subset:
• RR: selects a lockstep trace of the program. In other words, it selects a single counterexample
by choosing successive statements from each thread in a round robin fashion, e.g. the first
statement is from thread 1, the second statement is from thread 2, and so on.
• Ln: selects the n leftmost counterexamples from the tree of counterexamples. When n = 1, this
counterexample strategy effectively chooses sequential composition traces of the program.
• Mn: selects the n middlemost counterexamples from the tree of counterexamples. The mid-
dlemost counterexamples do not always contain lockstep counterexamples, so this strategy
is distinct from the RR strategy.
Fixing a counterexample strategy does not mean committing to a particular reduction. For example,
it is possible for assertions learned from a sequential composition trace to generalize to lockstep
traces. In some of our benchmarks, we found that our algorithm converged using the L1 strategy,
despite the fact that no full proof exists for the sequential composition reduction.
Our experimentation demonstrated that in all cases, the bounded progress ensuring algorithm
(an instance of the partition algorithm) is the fastest of all options. Therefore, all our reports in this
section are using this instance of the algorithm.
For the larger benchmarks, we use a simple sound optimization to reduce the proof size. We
declare the basic blocks of code as atomic, so that internal assertions need not be generated for
them as part of the proof. This optimization is incomplete with respect to sleep set reductions.
Weaver and all our benchmarks can be found at github.com/weaver-verifier/weaver.
8.2 Benchmarks
We use a set of sequential benchmarks from [23] and include additional sequential benchmarks that
involve more interesting reductions in their proofs. We also have a set of parallel benchmarks, which
are beyond the scope of previous hypersafety verification techniques. We use these benchmarks to
demonstrate that our technique/tool can seamlessly handle concurrency. These involve proving
concurrency specific hypersafety properties such as determinism and equivalence of parallel and
sequential implementations of algorithms. Finally, since the proof checking algorithm is the core
contribution of this paper, we have a contrived set of instances to stress test our proof checking
algorithm. These involve proving determinism of simple parallel-disjoint programs with various
numbers of threads and statements per thread. These benchmarks have been designed to cause a
combinatorial explosion for the proof checker and counterexample generation routines. The set of
hypersafety properties used in all our experimental results are depicted in Figure 5.
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Property Formula Description
CompSymm ∀a,b, c . sign(P(a,b)) = − sign(P(b,a)) Comparator symmetry
CompTrans ∀a,b, c . P(a,b) > 0 ∧ P(b, c) > 0 =⇒ P(a, c) > 0 Comparator transitivity
CompSubst ∀a,b . P(a,b) = 0 =⇒ sign(P(a, c)) = sign(P(b, c)) Comparator resp. equality
Symm ∀a,b . P(a,b) =⇒ P(b,a) Symmetry
Trans ∀a,b, c . P(a,b) ∧ P(b, c) =⇒ P(a, c) Transitivity
Dist ∀a,b, c . P(a + b, c) = P(a, c) + P(b, c) Distributivity
Sec ∀h1,h2, l . P(h1, l) = P(h2, l) Information flow security
Det ∀x ,x ′1,x ′2. (x ,x ′1) ∈ P ∧ (x ,x ′2) ∈ P =⇒ x ′1 = x ′2 Determinism
Eqiv ∀a. P1(a) = P2(a) Equivalence
Fig. 5. Hypersafety properties for our experiments. In the case of Det, P is a relation between inputs and
outputs rather than a function.
Benchmarks from [23]. Each example implements a comparator function that returns a nega-
tive number if the first argument is less than the second, a positive number if the first argument
is greater than the second, and zero if they are equal. We check that each comparator satisfies
CompSubst, CompTrans, and CompSymm.
Our Sequential Benchmarks. We verify theMult example given in Section 2 satisfies Dist (i.e.
Mult(a + b, c) = Mult(a, c) +Mult(b, c)). SinceMult iterates on its first argument only, we also
verify that the property holds when its arguments are flipped (i.e.Mult(c,a + b) = Mult(c,a) +
Mult(c,b)). We also verify that an array equality procedure ArrayEq satisfies symmetry and
transitivity, and include a simple information flow security example. Lastly, we include examples
of loop unrolling: each UnrollN example involves a loop iterating a multiple of N times, and each
UnrollCondN example unrolls a loop N times, with cleanup code for extra iterations.
Our Parallel Benchmarks. We use the following parallel benchmarks:
• The Barrier example checks that a simple loop-free barrier computation is deterministic.
• The Lamport example verifies the correctness of a locking algorithm by checking whether
executing a non-atomic operation in two threads within the confines of the lock is equivalent
to executing the operation twice sequentially. The lock is implemented using Lamport’s
bakery algorithm.
• The ParallelSum examples implement parallel summation over a queue. The ParallelSum1
example has two threads atomically sum into a shared variable, while each thread in the
ParallelSum2 example sums into a local variable. We verify that they are deterministic.
We also verify that ParallelSum1 is equivalent to a single-threaded version of the same
program.
• The SimpleInc example verifies that atomically incrementing an integer in two differ-
ent threads is equivalent to non-atomically incrementing it twice in a single thread. The
Spaghetti example verifies the determinism of a program that performs an arbitrary compu-
tation before setting its output to a fixed value.
• The ExpNxM benchmarks verify that a program computing an exponential term is determin-
istic. Each program is replicated over N threads, and each thread containsM statements.
8.3 Evaluation
Detailed results of our experiments are included in Appendix A. Table 1 includes a summary in the
form of averages, and here, we discuss our top findings.
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Benchmark Group GroupCount
Proof
Size
Number of
Refinement
Rounds
Proof
Construction
Time
Proof
Checking
Time
Total
Time
Looping programs of [23]
2-safety properties 5 63 12 46.69s 0.1s 47.03s
Looping programs of [23]
3-safety properties 8 155 22 475.78s 11.79s 448.36s
Loop-free programs of [23] 27 5 2 0.13s 0.0004s 0.15s
Our sequential benchmarks 13 30 9 14.27s 2.5s 17.94s
Our parallel benchmarks 7 31 8 17.95 0.56s 18.63s
Table 1. Experimental results averages for benchmark groups.
Proof construction time refers to the time spent to construct L(Π) from a given set of asser-
tions Π and excludes the time to produce proofs for the counterexamples in a given round. Proof
checking time is the time spent to check if the current proof candidate is strong enough for a
reduction of the program. In the fastest instances (total time around 0.01 seconds), roughly equal
time is spent in proof checking and proof construction. In the slowest instances, the total time is
almost entirely spent in proof construction. In contrast, in our stress tests (designed to stress the
proof checking algorithm) the majority of the time is spent in proof checking. The time spent in
proving counterexamples correct is negligible in all instances. Proof sizes vary from 4 assertions
to 298 for the most complicated instance. Verification times are correlated with the final proof size;
larger proofs tend to cause longer verification times.
Numbers of refinement rounds vary from 2 for the simplest to 33 for the most complicated
instance. A small number of refinement rounds (e.g. 2) implies a fast verification time. But, for
the higher number of rounds, a strong positive correlation between the number of rounds and
verification time does not exist.
The bounded progress ensuring algorithm achieves its best time, in most cases, by taking 1
counterexample at each refinement round. There are two exceptions which respectively require 5
counterexamples from the left (the parallel sum) andmiddle (transitivity of integer array comparator)
per refinement round for the best overall verification time. The former is negligible because the
1 counterexample variation produces a runtime within 12% of this optimal answer. The latter is
significant, since other instances take substantially more time to verify.
In the vast majority of the cases, choosing a counterexample from the left or the middle makes a
negligible difference in the verification time. The exceptions are the hardest sequential instance
and the hardest parallel one. In these two cases, a left choice leads to a timeout while the middle
one succeeds.
To gauge the effect of the counterexample selection strategy on the overall performance of our
approach, we used all three counterexample selection modes on all our benchmarks: RR, Ln, and Mn
, for n ∈ {1, 5, 10}. In most cases, the fastest configuration is 1-2x faster than the next fastest. For
the more complicated benchmarks, the difference is much larger; for example,Weaver converges
13x faster using the RR compared to M1 counterexample mode for the substitutivity of the integer
array comparator.
Our conclusion is that in the cases that the proof is complicated and can grow large, the choice of
counterexamples can have a big impact on verification time. One can simply run a few instantiations
of the algorithm with different counterexample choices in parallel and wait for the best one to
return.
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For our parallel programs benchmarks (other than our stress tests), the tool spends the majority
of its time in proof construction. Therefore, we designed specific (unusual) parallel programs to
stress test the proof checker. Stress test benchmarks are trivial tests of determinism of disjoint
parallel programs, which can be proven correct easily by using the atomic block optimization.
However, we force the tool to do the unnecessary hard work. These instances simulate the worst
case theoretical complexity where the proof checking time and number of counterexamples grow
exponentially with the number of threads and the sizes of the threads. In the largest instance, more
than 99% of the total verification time is spent in proof checking. Averages are not very informative
for these instances, and therefore are not included in Table 1.
Finally,Weaver is only slow for verifying 3-safety properties of large looping benchmarks from
[23]. Note that unlike the approach in [23], which starts from a default lockstep reduction (that
is incidentally sufficient to prove these instances), we do not assume any reduction and consider
them all. The extra time is therefore expected when the product programs become quite large.
Antichains. To measure the effectiveness of our antichain optimization, we compare the times
for proof checking of the final (correct) proof for all our benchmarks with and without the an-
tichain optimization. We discard the cases where the proof checking time is under 0.01s without
optimization as the times are too small to be statistically relevant. The antichain-based algorithm
outperforms the unoptimized one in all these instances. Of the remaining (27 benchamrks), the
minimum speedup is a factor of 2, and the maximum is a factor of 44 (not considering the one
instance that times out without the optimization). The average speedup is 12, and larger speedups
(on average) are observed for the parallel benchmarks compared to the sequential ones.
9 RELATEDWORK
The notion of a k-safety hyperproperty was introduced in [7] without consideration for automatic
program verification. The approach of reducing k-safety to 1-safety by self-composition is intro-
duced in [5]. While theoretically complete, self-composition is not practical as discussed in Section
1. Product programs generalize the self-composition approach and have been used in verifying
translation validation [19], non-interference [15, 22], and program optimization [24]. A product
of two programs P1 and P2 is semantically equivalent to P1 · P2 (sequential composition), but is
made easier to verify by allowing parts of each program to be interleaved. The product programs
proposed in [3] allow lockstep interleaving exclusively, but only when the control structures of P1
and P2 match. This restriction is lifted in [4] to allow some non-lockstep interleavings. However,
the given construction rules are non-deterministic, and the choice of product program is left to the
user or a heuristic.
Relational program logics [6, 27] extend traditional program logics to allow reasoning about
relational program properties, however automation is usually not addressed. Automatic construction
of product programs is discussed in [10] with the goal of supporting procedure specifications and
modular reasoning, but is also restricted to lockstep interleavings. Our approach does not support
procedure calls but is fully automated and permits non-lockstep interleavings.
The key feature of our approached is the automation of the discovery of an appropriate program
reduction and a proof combined. In this case, the only other method that compares is the one based
on Cartesian Hoare Logic (CHL) proposed in [23] along with an algorithm for automatic verification
based on CHL. Their proposed algorithm implicitly constructs a product program, using a heuristic
that favours lockstep executions as much as possible, and then prioritizes certain rules of the logic
over the rest. The heuristic nature of the search for the proof means that no characterization of the
search space can be given, and no guarantees about whether an appropriate product program will
be found. In contrast, we have a formal characterization of the set of explored product programs in
this paper. Moreover, CHL was not designed to deal with concurrency.
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Lipton [18] first proposed reduction as a way to simplify reasoning about concurrent programs.
His ideas have been employed in a semi-automatic setting in [11]. Partial-order reduction (POR)
is a class of techniques that reduces the state space of search by removing redundant paths. POR
techniques are concerned with finding a single (preferably minimal) reduction of the input program.
In contrast, we use the same underlying ideas to explore many program reductions simultaenously.
The class of reductions described in Section 6 is based on the sleep set technique of Godefroid [14].
Other techniques exist [1, 14] that are used in conjunction with sleep sets to achieve minimality in a
normal POR setting. In our setting, reductions generated by sleep sets are already optimal (Theorem
6.7). However, employing these additional POR techniques may propose ways of optimizing our
proof checking algorithm by producing a smaller reduction LTA.
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A RESULTS
Benchmarks were run on a Proliant DL980 G7 with eight eight-core Intel X6550 processors (64
cores, 64 threads) and 256G of RAM, running 64-bit Ubuntu.
Benchmark Property Algorithm
Proof
Size
Refinement
Rounds
Proof
Construction
Time
Proof
Checking
Time
Total
Time
Our Sequential Benchmarks
ArrayEq Symm BPE(RR) 17 10 1.17s 0.16s 1.38s
ArrayEq Trans BPE(M5) 97 15 156.17s 30.71s 201.2s
Mult Dist BPE(M1) 21 11 1.34s 1.32s 2.94s
Mult Dist (Flipped) BPE(L1) 27 12 2.54s 1.38s 4s
Security Sec BPE(RR) 12 6 0.41s 0.052s 0.49s
Unroll2 Eqiv BPE(RR) 21 9 1.42s 0.017s 1.48s
Unroll3 Eqiv BPE(RR) 25 9 1.99s 0.02s 2.06s
Unroll4 Eqiv BPE(L1) 31 11 3.31s 0.05s 3.43s
Unroll5 Eqiv BPE(L1) 36 12 4.87s 0.06s 5.01s
UnrollCond2 Eqiv BPE(RR) 22 7 0.85s 0.01s 0.88s
UnrollCond3 Eqiv BPE(RR) 30 9 2.28s 0.02s 2.35s
UnrollCond4 Eqiv BPE(L1) 38 9 4.7s 0.02s 4.8s
UnrollCond5 Eqiv BPE(L1) 45 10 7.06s 0.02s 7.18s
Our Parallel Benchmarks
Barrier Det BPE(RR) 21 6 4.05s 1.98s 6.1s
Lamport Eqiv BPE(RR) 28 8 3.24s 0.44s 3.77s
ParallelSum1 Eqiv BPE(M5) 32 7 6.01s 0.19s 6.45s
ParallelSum1 Det BPE(RR) 37 13 10.38s 0.22s 10.72s
ParallelSum2 Det BPE(RR) 86 15 101.89s 1.07s 103.23s
SimpleInc Eqiv BPE(M1) 7 2 0.05s 0.0008s 0.06s
Spaghetti Det BPE(RR) 4 2 0.03s 0.02s 0.05s
Stress Tests
Exp1x3 Det BPE(L1) 10 5 0.13s 0.005s 0.15s
Exp2x3 Det BPE(L1) 17 8 0.88s 3.03s 3.95s
Exp2x4 Det BPE(RR) 18 8 1.11s 4.23s 5.39s
Exp2x6 Det BPE(RR) 19 8 1.32s 8.26s 9.65s
Exp2x9 Det BPE(RR) 19 8 1.34s 19.19s 20.61s
Exp3x3 Det BPE(L5) 26 11 3.77s 1672.05s 1676.61s
Table 2. The detailed results of the winning algorithm performed on our benchmarks. TO = total-order, P =
partition, N = naive, BPE(?n) = bounded-progress-ensuring (with n counterexamples from left (L), middle (M),
or round-robin (RR)).
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Benchmark Property Algorithm
Proof
Size
Refinement
Rounds
Proof
Construction
Time
Proof
Checking
Time
Total
Time
ArrayInt CompSubst BPE(RR) 146 20 517.33s 5.22 523.82
ArrayInt CompSymm BPE(RR) 29 8 6.21s 0.02s 6.36s
ArrayInt CompTrans BPE(RR) 148 21 390.15s 2.27s 393.66s
Chromosome CompSubst BPE(L1) 136 18 211.34s 11.39s 223.58s
Chromosome CompSymm BPE(RR) 99 16 61.68s 0.15s 62.2s
Chromosome CompTrans BPE(L1) 179 23 274s 16.56s 291.22s
Collitem CompSubst BPE(M1) 5 2 0.5s 0.0004s 0.55s
Collitem CompSymm BPE(M1) 4 2 0.09s 0.0003s 0.12s
Collitem CompTrans BPE(M1) 5 2 0.21s 0.0003s 0.24s
Container CompSubst BPE(M1) 5 2 0.39s 0.0004s 0.43s
Container CompSymm BPE(M1) 4 2 0.09s 0.001s 0.12s
Container CompTrans BPE(M1) 5 2 0.22s 0.0005s 0.25s
ExpTerm CompSubst BPE(L1) 5 2 0.16s 0.0005s 0.18s
ExpTerm CompSymm BPE(M1) 4 2 0.07s 0.0003s 0.08s
ExpTerm CompTrans BPE(M1) 4 2 0.08s 0.0003s 0.09s
FileItem CompSubst BPE(RR) 5 2 0.14s 0.0004s 0.16s
FileItem CompSymm BPE(RR) 4 2 0.07s 0.0003s 0.08s
FileItem CompTrans BPE(L1) 5 2 0.12s 0.0004s 0.13s
Match CompSubst BPE(RR) 5 2 0.11s 0.0004s 0.12s
Match CompSymm BPE(M1) 4 2 0.06s 0.0005s 0.07s
Match CompTrans BPE(RR) 5 2 0.07s 0.0004s 0.08s
NameComparator CompSubst BPE(L1) 75 14 70.41s 0.37s 71.03s
NameComparator CompSymm BPE(L1) 49 9 15.5s 0.026s 15.66s
NameComparator CompTrans BPE(L1) 114 18 114.88s 3.56s 118.84s
Node CompSubst BPE(L1) 5 2 0.27s 0.0004s 0.3s
Node CompSymm BPE(L1) 4 2 0.06s 0.0002s 0.08s
Node CompTrans BPE(RR) 5 2 0.1s 0.0004s 0.11s
NzbFile CompSubst BPE(RR) 298 33 2026.73s 28.51s 2056.9s
NzbFile CompSymm BPE(RR) 111 19 144.96s 0.27s 145.72s
NzbFile CompTrans BPE(RR) 219 29 751.71s 43.97s 796.54s
SimplStr CompSubst BPE(RR) 5 2 0.12s 0.0003s 0.13s
SimplStr CompSymm BPE(L1) 4 2 0.03s 0.0002s 0.04s
SimplStr CompTrans BPE(RR) 5 2 0.07s 0.0003s 0.07s
Sponsored CompSubst BPE(RR) 5 2 0.07s 0.0003s 0.08s
Sponsored CompSymm BPE(M1) 4 2 0.03s 0.0002s 0.03s
Sponsored CompTrans BPE(M1) 5 2 0.03s 0.0003s 0.04s
Time CompSubst BPE(M1) 5 2 0.17s 0.0005s 0.19s
Time CompSymm BPE(M1) 4 2 0.03s 0.0005s 0.04s
Time CompTrans BPE(M1) 5 2 0.07s 0.0004s 0.08s
Word CompSubst BPE(RR) 103 18 179.29s 2.59s 182.28s
Word CompSymm BPE(RR) 26 8 5.14s 0.017s 5.22s
Word CompTrans BPE(RR) 129 22 221.94s 3.48s 225.78s
Table 3. The detailed results of the winning algorithm performed on benchmarks from [23]. TO = total-order,
P = partition, N = naive, BPE(?n) = bounded-progress-ensuring (with n counterexamples from left (L), middle
(M), or round-robin (RR))
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Benchmark Property Threads Proof Size Optimized Time Unoptimized Time
Our Sequential Benchmarks
ArrayEq Symm 2 17 0.03s 0.13s
ArrayEq Trans 3 97 5.99s 75.53s
Mult Dist 3 21 0.42s 5.21s
Mult Dist (Flipped) 3 27 0.33s 3.11s
Security Sec 2 12 0.01s 0.06s
Unroll2 Eqiv 2 21 0.003s 0.007s
Unroll3 Eqiv 2 25 0.005s 0.01s
Unroll4 Eqiv 2 31 0.01s 0.05s
Unroll5 Eqiv 2 36 0.01s 0.05s
UnrollCond2 Eqiv 2 22 0.002s 0.003s
UnrollCond3 Eqiv 2 30 0.003s 0.005s
UnrollCond4 Eqiv 2 38 0.007s 0.02s
UnrollCond5 Eqiv 2 45 0.006s 0.01s
Our Parallel Benchmarks
Barrier Det 4 21 0.47s 11.46s
Lamport Eqiv 3 28 0.09s 0.36s
ParallelSum1 Eqiv 3 32 0.09s 1.10s
ParallelSum1 Det 4 37 0.12s 1.17s
ParallelSum2 Det 4 86 0.1s 1.21s
SimpleInc Eqiv 3 7 0.0004s 0.001s
Spaghetti Det 4 4 0.004s 2.28s
Stress Tests
Exp1x3 Det 2 10 0.002s 0.005s
Exp2x3 Det 4 17 1.15s 27.2s
Exp2x4 Det 4 18 1.33s 36.009s
Exp2x6 Det 4 19 2.34s 80.98s
Exp2x9 Det 4 19 5.045s 222.45s
Exp3x3 Det 6 26 910.03s T/O
Benchmarks from [23]
ArrayInt CompSubst 3 146 0.54s 2.47s
ArrayInt CompSymm 2 29 0.004s 0.005s
ArrayInt CompTrans 3 148 0.13s 0.71s
Chromosome CompSubst 3 136 2.81s 32.63s
Chromosome CompSymm 2 99 0.02s 0.02s
Chromosome CompTrans 3 179 3.25s 24.55s
NameComparator CompSubst 3 75 0.02s 0.31s
NameComparator CompSymm 2 49 0.004s 0.009s
NameComparator CompTrans 3 114 0.22s 1.79s
NzbFile CompSubst 3 298 6.25s 34.38s
NzbFile CompSymm 2 111 0.041s 0.082s
NzbFile CompTrans 3 219 9.39s 50.74s
Word CompSubst 3 103 0.42s 2.11s
Word CompSymm 2 26 0.005s 0.007s
Word CompTrans 3 129 0.39s 2.038s
Table 4. The detailed results of the last round of proof checking for all benchmarks, with and without the
antichain optimization. The value of the Threads column is the number of threads in the encoded program.
Benchmarks whose proofs take less than 0.01 seconds to check are omitted.
