EXECUTIVE SU".ARY
Space-based radar systems have been proposed for future CONUS defense, surveillance, and tactical battle-support functions.
In the initial planning of these systems, however, little attention was given to the deleterious effects of propagation disturbances, particularly in nuclear environments. To provide a means of evaluating these effects, a general propagation model based on the SATCOM formalism has been developed.
This first Topical report has been written primarily to present the mathematical details of the model. The SATCOM channel model characterizes the propagation effects in terms of a time-varying transfer function or the equivalent tap delay line for a one-way path. A radar signal traverses the disturbed region twice; moreover, the radar processor must determine the angular position of the target, which requires a high-gain antenna system.
To analyze the degradation of the antenna beam, the spatial coherence of the channel must be specified; moreover, the two-way path must be accommodated. In Section I of the report, we develop the general form of a complete radar channel model. The propagation effects are characterized by a spatially and temporally varying transfer function.
For some applications, widely dispersed array elements may be employed. In Section II, we have generalized the propagation model to accommodate angle variations over a distributed antenna aperture; however, we have not yet exercised this aspect of the model. Rather, we have concentrated our initial efforts on systems with apertures over which variations in the propagation geometry can be neglected.
A straightforward application of reciprocity shows that the signal structure of the radar echo is the product of the disturbed forward and returned complex signals. It follows, however, that the coherence function that characterizes the average structure of radar signal depends on I the fourth-order complex moment of the channel transfer function, which is not available in current SATCOM models.
We show in Section III that the forward and return paths are uncorrelated under the strong scatter conditions that are of most interest.
This means that the complex signal correlation function of the radar echo is the product of the corresponding complex correlation functions for the forward and reciprocal paths, which can be derived from existing SATCOM Codes. Thus, where it is needed, the fourth-order moment can be evaluated.
To illustrate one application of the model, in Section IV we compute the average beam distortion for an idealized antenna with a Gaussian gain function. We did this so that we could analytically evaluate the integrals involved. The results of that computation confirm the following general guidelines for use of the SATCOM model to analyze radar propagation effects:
(1) As long as the spatial coherence scale is large compared to the effective aperture size, beam distortion is negligible.
(2) When beam distortion is negligible, the radar signal structure is simply the square of the signal structure on a one-way path.
(3)
In general, the forward and reciprocal paths differ only by the scale factor that accommodates wavefront curvature for a finite propagation distance.
These results are not strictly new. Indeed, they were incorporated, at least implicitly, in early Ballistic Missile Defense radar studies.
The results, however, have not been previously developed within the framework of the SATCOM channel modeling approach.
The continuation of this effort will apply the model to simulate the degradation of satellite-borne synthetic aperture radars. Because of (3), it is only necessary to simulate a one-way path. The complete radar echo structure can be derived by appropriately scaling the signal and multiplying the results; when (2) applies, no scaling is necessary. To introduce the SBR propagation problem, consider the simple geometry shown in Figure 1 . A monochromatic, spherical wave emanating from T will be distorted by any intervening structured ionization. The resultant distortion can be characterized by the complex spatial modulation function
The spatial variable p is measured perpendicular to the direct ray and f is the frequency. The subscript p is used to denote quantities that depend on the principal raypath.
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Formally, hp( , zp; f) is the random modulation imparted to a pip plane wave, as can be seen by letting R 1 approach infinity in Eqs. (2) and (3). Two correlation scales, which can be obtained from the SATCOM models, are important:
(1) the spatial correlation, Z , which is a measure of the minimum correlation distance of hp( i t Z p; f) along ', and (2) the coherence bandwidth, f , which is a measure of the frequency coherence of hp( , Zp ; f). -0.
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where vE is the apparent transverse motion of the striations as seen from R. The vector AK gives the pointing direction of the target relative to the main axis of the antenna.
The target will generate a reflected signal, which, when received at T, admits the similar representation
and a is the scattering cross section. The apparent velocity of the striations is invariant to a source-receiver interchange. Thus, the only difference in structure for the reciprocal path comes from the scale factor, CR, which accommodates the finite distance of the signal source. Stated another way, the angular spectrum is not invariant to a source-receiver interchange, as can be deduced from Figure 1 .
The SBR processor must control the transmitted waveform, the waveform repetition rate, and the antenna to detect and evaluate targets, generally in the presence of clutter and jamming. Thus, a detailed characterization of v A(t) is essential for SBR performance evaluation and the design of mitigants.
For SATCOM analyses in which only a one-way path is involved, it is comparatively straightforward to compute the signal correlation function which, as indicated in Eq. (6), is a function of the two-point, twofrequency correlation of the channel transfer function h . Under P strong-scatter conditions, moreover, the signal structure can be adequately modeled by a Rayleigh process. Thus, simulations can be performed without explicit recourse to the diffraction theory.
It follows from Eqs. (4) and (5), however, that for the SBR problem
Thus, knowledge of the fourth-order moment of the channel transfer function is necessary to evaluate the second-order moment of vA; moreover, . (9) Thus, under the strong-scatter conditions that are of primary concern, the SBR signal structure can be analyzed by running the SATCOM model for the forward and reciprocal paths and then multiply the results.
Because the reciprocal path structure is simply related to the forward path, however, only one execution of the channel model algorithm is actually necessary.
If the coherence bandwidth, fo is larger than the signal bandwidth,
Eq. (4) simplifies to vvt)(A (P)h (C'
with a similar simplification for Eq. (5). Similarly, if the spatial coherence scale, 1o is large compared to the extent of the aperture distribution,
VR(t) v V(t)g(AK)hp(Epf)(1
A.
where g(AK) is the antenna "voltage pattern." It follows that
which is the simplest possible case of interest.
In Section II, we present a detailed analysis of the propagation effects for a distributed antenna system. With appropriate simplifications, Eq. (10) can be recovered as a special case. The purpose of the analysis is to accommodate very large systems in which the propagation geometry can change significantly over the array. In Section III, we review the derivation of Eq. (8). In Section IV, we apply the SATCOM model and an idealized antenna system to estimate perturbation levels at which Eq. (12) becomes invalid.
To assist the reader, a notation equivalence table has been generated for the natural ionospheric models and the nuclear effects models. 
The quadratic term in Eq. (18) is often neglected.
If a striated region is located at a distance, H, from the array plane, its effects can be formally accommodated in Eq. (5) by replacing
A by A h where h is a complex random variable. Because h is random, n n n n n performance measures are derived by averaging quantities of interest.
For example, the power pattern of the array can be computed as
To evaluate h nconsider the wave propagating along the ray from AZ to R. Applying the Huygens-Fresnel formula,
where the remaining parameters are defined as: the disturbed region--is applied, the result is
With straightforward algebraic manipulations, it can be shown that
and
where EIIoIn sin 8cos -)I It follows that
where D 6 ) is the phase structure function for the ray path along 1c 
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The incident power and R' losses have been normalized to unity.
To evaluate the propagation term, we use Eq. (20) whereby
To evaluate Eq. (38), we make the following change of variables
In the Fourier domain, we have
(l) = (l) _ -(2) + -(3) -(4) (40a)
- (2) -
- (4) - (1) - (2) - (3) -
2q 
In the spatial domain the equivalent expression is 
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To evaluate M 4 , we use the Gaussian phase screen model, whereby
- 
x expl-i) ( 2 ) .
where Dpnm c nC R -mC, etc.
When the phase structure constant, C 2 is sufficiently large, the inner integral approximates 6(a( ). To prove this formally, we first consider the behavior of the argument of the first exponential as a(
3 ) " _ .. By using an appropriate series expansion (Eq. (31) in Reference 3], we can show that the argument converges to zero (as long as v < 1.5) so that the exponential is near unity. For small values of (3) a "the contribution can always be reduced to a negligible value by 2 tnefct h itgaloe (3) increasing C 6.-In effect, the integral over a is equivalent to the integral over the complex exponential, which is S( (2) That is, the power received can be computed from the product of the average transmit and received antenna patterns, just as it is for an undisturbed path.
The analysis presented in this section verifies that under the same conditions the intensity scintillation satisifes the Rayleigh relation-
where I -IvJ 2 , the forward and reciprocal radar paths are uncorrelated.
This has proven to be a very durable relationship for naturally occurring scintillation with S 4 near unity. Thus, based on the special case analyzed in this section and the more extensive experimental results, it seems safe to use Eqs. 
the structure function admits a similar power-law representation
where C 2 is the phase structure constant. This is discussed in Rino.
The anisotropy of wave field is accommodated by taking
Wittwer2' has developed a complete signal specification for evaluating radiowave propagation disturbances. Equation (25) For data interpretation, we have found it convenient to use the structure and phase turbulent strength parameters, C and
where r (-2.87 x 10 -m) is the classical electron radius, X is the e wavelength, and Z is the propagation path length. On the other hand, p most other analyses are specified in terms of the rms electron density, 
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Plots of(<&N> versus C and a versus C for v 1.5 are given in 
1P
Magnetic azimuth angle 
We have assumed that the beam is focused on axis.
It is readily shown that as 9 The analytic form presented here should be used with caution, however, because of the assumed Gaussian aperture distribution function.
For the more exacting system analyses, a simulation based on the model described in Section II should be used.
