Abstract
INTRODUCTION
Modeling the time-varying channel typically encountered in mobile communications has received considerable attention. Appropriate models should assist in the design of simple receivers to achieve better error performance during channel use. By treating the fading process as Markov ] can be found in literature that seek to compare Markov models of the fading channel in terms of ability to mimic the behavior of the real channel. In this paper we compare different Markov models of the fading channel by the performance of receivers designed using the defining parameters of the Markov models. The receivers operate using descriptions of a FSMC, but the sufficient statistics input to the receiver are from a Jakes-Clarke fading channel model. This paper is divided as follows. Section 2 describes the true Jakes-Clarke fading channel, as well as its relation to the discrete FSMC. The operations of the reference and FSMC receivers are described in section 3. The actual Markov models iniplemented are outlined in section 4, along with the simulated performance results of each. Finally, some conclusions are made, and the results summarized in section 5.
MODELS FOR THE FADING

CHANNEL
In mobile communications the transmitted signal is corrupted by additive noise as well as distorted by mulitpath effects. Multipath effects cause time-varying signal attenuation and phase uncertainty. In attempting to construct a Markov model of the fading channel, the true channel must first be outlined. The true channel is assumed to be the Jakes-Clarke fading channel, and the relations between the Markov model and the true channel are discussed.
Jakes-Clarke Fading Channel
Let a(t) be a low-pass equivalent of the transmitted signal with in-phase and quadrature components a,@) = Re{a(t)} and a p ( t ) = h { a ( t ) ] . The channel considered is the frequency nonselective fading channel with additive noise n(t). As in Fig. 1 , this channel can be modeled as
where r(t) is the received signal and g(t) is the random f'ading process. The additive noise is assumed to be complex additive white Gaussian noise (AWGN) with variance NJZ, and the fading is a complex stationary zero-mean Gaussian process with independent and identically dis!i+buted (i.i.d) in-phase and quadrature P m gdt) and g&. 
Note the processes are stationary so the density is independent of the time index, and the autocorrelation is an even function so the covariance matrix is symmetrical.
The product fDTn is defined as the normalized fading rate of a frequency non-selective channel. 
Finite State Markov Channel
n,
The second step is to determine the state tmnsition probabilities e/ =p(gc,k+, E R/ I gc,k R t ) ,
(7)
This can be rewritten using Bayes rules as and c:.
In practice, the transition probabilities are calculated using training sequences with appropriate statistical propehes, as the regions 2, are not readily determined.
RECEIVER DESIGN
The sufficient statistics acquired fiom a matched filter are to be processed to acquire an estimate of the sent information sequence. Depending on the model of the fading channel and the desired criteria, a different receiver is used to process the sufficient statistics. The performance of FSMC receivers are to be compared with a receiver based on the ARMA representation of the fading process.
Maximum Likelihood Sequence Detection on Jakes-Clarke channel
The maximum likelihood (ML) sequence estimation obtained from the set of sufficient statistics is obtained by where {%} is a zero-mean white Gaussian vector process, and bi and ai are ARMA coefficients. The sufficient statistics can be whitened given the eammitted sequence, and the result of the whitening is a set of sufficient statistics that are independent of one another.
The whitening is done using estimates of the received signal obtained from prediction error filtering [SI.
Using the received signal estimate the probability to be " k e d can be written
The conditional mean and conditional variance supplied by the prediction filtering under a specific signal sequence hypothesis are vectors 7 and af respectively.
Taking the logarithm provides additive metrics, and by searching a trellis with Am states, ML sequence estimation can be performed. A is the cardinality of the modulation set, and m is the order of the ARMA model of the fading.
Joint MAP Sequence Detection and Channel Estimation on FSMC
The maximum a posteriori (MAF') probability joint sequence detection and channel state estimation is given bY It is desired to use the Markov approximation of the fading components to simplify this expression.
The real fading has infinite memory, a continuous probability density and is non-causal, while the Markov approximation removes these complications. Under the assumptions that g is Markov, g and a are independent and all transmitted sequences are equally probable, the term which is to be maximized can be rewritten [9] with '(gk I gk-1) I g,,k-l)P(gQ,t I gQk.
1). (18)
Taking the logarithm presents an additive metric, and by searching a trellis with AK2 states using the Viterbi algorithm, joint estimation and detection can be achieved.
K is the number of Markov states in each fading component's model, and A is the cardinality of the signal set.
The joht MAP estimation of the channel and data sequence is asymptotically the MAP estimate of the channel and the ML estimate of the data. The receiver criterion for each fading model was chosen because of its high performance and low implementation complexity relative to other criterion for a specific model.
FSMC DESIGN SPECIFICATIONS AND
SIMULATION RESULTS
As discussed in section 2, there are a number of parameters to specify when developing a Markov model. The order, number of states used, and the quantization method used to define the state space are studied in this section. 
Quantization Methods
For this research the Is and Znd order Markov models were developed. The I* order models considered were chosen to minimize the quantization ermr on the Is order Gaussian density. Two different quantization techniques were used to specify the state space for the 20d order models. The first method was a product quantizer in which the 2nd order states were derived from a Cartesian product of two 1" order quantizers.
The second method used to quantize the Znd order density was the vector quantizer approach. Vector quantization provides a more efficient quantization than product quantization as it minimizes the quantization error for higher order densities.
The Linde-Bnzo-Gra (LBG) algorithm was used to determine the I" and 2 order state spaces. It minimizes the quantization ermr with respect to haining sequences. The number of states per fading component normalized by model order (K'") was 2,4,8 and 16 for the first order model, and 2, 4 and 8 for the second order models. The state m i t i o n probabilities were determined using the Monte Carlo method with training sequences.
Simulation Results
2
Fading rates of 0.1 and 0.01 were considered. These rates fall in the range typically of interest in mobile communications. f0T9 = 0.1 corresponds to a channel with faster fading and receiver performance is expected to be worse, compared to the performance on a channel with fDTs = 0.01. A memory length of 5 was used in the ARMA models. The modulation scheme was on-off signaling (A = 2) and the signal energy to noise ratio (SNR) range 5 to 40 dB. The total power c? in the fading process was unity without loss of generality.
The bit ermr rate @ER) is plotted for the models tested on a channel withfoT. = 0.01 in Figs As expected, the results show that the FSMC receivers perform equal to or worse than the ARMA receiver.
Several other observations can be made.
Increasing the number of states for a given order results in a dramatic decrease in BER at high SNR. On the other hand, for low SNR, using a higher number of states does not always see an improvement in receiver performance.
Increasing the order of the Markov model gives an increase in performance only when a more efficient state space it used It is apparent that for a given number of states per order, a 1' order model performs just as well a 20d order model designed using a product quantizer.
The most important observation is that for the 1' order models, the number of Markov states limits the performance of a receiver. It appears as though the quantization error from the constructing the state space induces a fundamental limit on the receiver performance.
CONCLUSIONS
This objective of this paper was to provide a new method for comparing Markov models of the fading channel. The criterion stated was not the ability for a Markov model to mimic the characteristics of the real channel, hut the ability for the model to perform well when implemented in a receiver.
Evidence from the simulation results suggests that using a higher order Markov model with a number of states normalized by the model order can provide an increase in receiver performance. This comes at an enormous increase in receiver complexity however, as the number of states to search in the trellis at the receiver rises exponentially with model order.
It is the conclusion of this research that 1" order Markov models of the fading channel are sufficient when llsed in receiver design as the number of states in the model can be increased to improve receiver performance to a desired level within channel limitations. As the number of Markov states increases, the number of states to trace in the receiver trellis increases linearly.
