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Einleitung
In allen naturwissenschaftlichen Disziplinen wird die Sprache der Mathematik zur For-
mulierung von Modellen benutzt, die beobachtete Effekte erklären sollen. Beispiele sind
unter anderem das Newtonsche Gravitationsgesetz in der Physik, Strömungsgleichungen
in der Meteorologie oder Räuber-Beute-Modelle in der Biologie. Häufig bedient man sich
parameterabhängiger Differentialgleichungen, um interessierende Effekte zu modellieren
([35],[32]). Zum Beispiel benutzt man in der computergestützten Neurowissenschaft ge-
koppelte Systeme gewöhnlicher Differentialgleichungen (DGLn) zur Beschreibung der so
genannten 600-Hz Aktivität, die zwischen bestimmten Hirnarealen gemessen wurde (sie-
he [21]). Die Gleichungen enthalten mehrere Parameter, die an die jeweiligen Messdaten
mittels Methoden der nichtlinearen Optimierung angepasst werden müssen. Ein weiteres
Beispiel ist die Modellierung eines 3D-Durchschlagstabes mittels eines nichtlinearen para-
metrisierten 12-dimensionalen Randwertproblems (RWPs) mit linearen Randbedingungen,
wie sie unter anderem in [25] vorgestellt wird. Oft können Lösungen eines solchen RWPs
als parametrisierte Lösungskurve dargestellt werden. Auf solchen Kurven, und auch abseits
davon, kann es zu verschiedenen Phänomenen kommen ([18]. So können sich beispielswei-
se zwei verschiedene Lösungskurven schneiden. In einem solchen Schnittpunkt versagt die
Parametrisierung der Kurve und die numerische Berechnung weiterer Lösungen des RWPs
wird problematisch. Deshalb ist man an der Bestimmung und Klassifizierung solcher so
genannter singulärer Punkte interessiert. Um das Problem in allgemeiner Form behandeln
zu können, betrachten wir Gleichungen der Form T (x, λ) = 0, wobei T ein nichtlinearer
Operator zwischen den Banachräumen X ×R und Y mit gewissen Glattheitseigenschaften
ist. Nichtlineare RWPe mit einem Bifurkationsparameter λ lassen eine solche Darstellung
zu und werden in dieser Arbeit als Anwendungsbeispiel der Methoden für das allgemeine
Problem herangezogen. Dennoch wird auch auf andere Spezialisierungen der Problemstel-
lung, wie zum Beispiel endlichdimensionale nichtlineare Gleichungen eingegangen.
Im ersten Kapitel diskutieren wir zunächst allgemeine Bifurkationsprobleme im Zusammen-
hang mit der Gleichung T (x, λ) = 0 im Banachraum. Im Anschluss an grundlegende Defini-
tionen, wie z.B. singuläre Punkte und Bifurkationspunkte ([19], [4]), wird auf verschiedene
Spezialisierungen des Problems eingegangen. Darunter findet sich auch ein Bifurkations-
problem im Folgenraum lp und die Klasse der nichtlinearen Zweipunkt-Randwertprobleme
mit linearen Randbedingungen. Für letztere wird unter anderem gezeigt, wie sich Lösungen
des adjungierten linearisierten RWPs im zweidimensionalen Fall direkt aus den Lösungen
des ursprünglichen linearisierten RWPs berechnen lassen. Das zweite Kapitel widmet sich
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der so genannten Liapunov-Schmidt Reduktion, einem bedeutenden Hilfsmittel zum Stu-
dium von Bifurkationsproblemen in Banachräumen (siehe z.B. [16], [19], [23]). Dabei wird
zunächst auf die Definition und die Umsetzung der Reduktion eingegangen. Danach wer-
den einige der Beispiele aus dem ersten Kapitel einer solchen Reduktion unterzogen. Die
Definition der Liapunov-Schmidt Reduktion beinhaltet einige Freiheitsgrade, die mehrere
reduzierte Funktionen zum selben Bifurkationsproblem ermöglichen. Deshalb wird im drit-
ten Kapitel die bekannte Kontaktäquivalenz eingeführt und diskutiert (siehe [24], [5]). Der
Beweis, dass die Liapunov-Schmidt reduzierten Funktionen (bis auf das Vorzeichen) unter-
einander paarweise kontaktäquivalent sind, wird allein auf der Basis der Kenngrößen der
Reduktion erbracht. Der Versuch der Klassifikation von Bifurkationsproblemen bezüglich
der Kontaktäquivalenz führt auf die bekannte Definition der starken Äquivalenz (siehe [5]).
Dieser Äquivalenzbegriff wird im vierten Kapitel ausführlich diskutiert. Insbesondere die
wichtige Definition der endlichen Codimension von Bifurkationsproblemen ist dort angege-
ben. Schließlich gelingt die Formulierung und der Beweis des Hauptresultates dieser Arbeit:
Im Falle endlicher Codimension eines Bifurkationsproblemes, kann mit dem vereinfachten
Newton-Verfahren eine, zur gesuchten reduzierten Funktion stark äquivalente, reduzier-
te Funktion berechnet werden. Im Anschluss an das Resultat, wird auf die erfolgreiche
Klassifikation von Bifurkationsproblemen bezüglich starker Äquivalenz eingegangen. We-
sentliche Hilfsmittel für den Beweis des Hauptresultates werden im fünften und sechsten
Kapitel bereitgestellt. Das fünfte Kapitel beschäftigt sich mit Formulierungen des Tay-
lorschen Satzes im Banachraum und liefert eine neue Restglieddarstellung, die durch [5]
motiviert ist. Im sechsten Kapitel leiten wir folgende Eigenschaft des vereinfachten Newton-
Verfahrens her: Bei der Berechnung impliziter Funktionen mit diesem Verfahren, werden
im k-ten Iterationsschritt (k > 0) Funktionswerte berechnet, die als Auswertung des k-ten
Taylorpolynomes der impliziten Funktion mit einem Korrekturterm höherer Ordnung in-
terpretiert werden können. Diese Aussage wird zum einen im Beweis des Hauptresultates
ausgenutzt, und ist zum anderen auch für sich genommen interessant. Das siebte Kapitel
enthält hauptsächlich Aussagen aus dem Artikel [12]. Dieser behandelt die Berechnung
der wesentlichen Hilfsfunktionen für eine Liapunov-Schmidt Reduktion, bei völliger Un-
kenntnis des singulären Punktes. An einigen Stellen konnten diese Resultate noch etwas
verallgemeinert werden. Im achten Kapitel werden schließlich reduzierte Funktionen mit der
Berechnungsvorschrift aus dem zweiten Kapitel ausgewertet. Die resultierenden Grafiken in
einem dreidimensionalen Koordinatensystem ermöglichen den Schluss auf den entsprechen-
den Typ von Bifurkation gemäß der Klassifizierung aus dem vierten Kapitel. Die Arbeit
schließt mit einer Zusammenfassung der erzielten Ergebnisse und vermittelt einen Ausblick
auf mögliche Erweiterungen der Resultate und auf neue Forschungsprojekte.
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4 Starke Äquivalenz und endliche Codimension 36
4.1 Starke Äquivalenz reduzierter Funktionen . . . . . . . . . . . . . . . . . . . 37
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Kapitel 1
Bifurkationsprobleme
In diesem Kapitel wollen wir eine allgemeine Formulierung der zentralen Problemstellung
angeben und Spezialisierungen davon diskutieren. Dazu setzen wir die Grundlagen der
Banachraum-Theorie, insbesondere der Riesz-Schauder-Theorie, sowie die Definition der
partiellen Fréchet-Ableitung voraus, wie sie unter anderem in [36], [2] oder [8] dargestellt
wird. Dennoch wollen wir zu Beginn die Definition des Fredholmoperators und den Satz
vom abgeschlossenen Bildraum angeben, um uns im weiteren Verlauf direkt darauf be-
ziehen zu können. Danach werden wir Bifurkationsprobleme in Banachräumen aufstellen
und diskutieren. Auf der Grundlage dieser allgemeinen Herangehensweise sollen anschlie-
ßend unter anderem nichtlineare Zweipunkt-Randwertprobleme, sowie endlichdimensionale
nichtlineare Gleichungssysteme als spezielle Operatorgleichungen betrachtet werden.
1.1 Fredholm-Operatoren und der Satz
vom abgeschlossenen Bildraum
In dieser Arbeit machen wir häufig Gebrauch von den Eigenschaften so genannter Fred-
holm-Operatoren.
Definition 1.1 Es seien X und Y Banachräume. Ein linearer, beschränkter Operator von
X nach Y (in Zeichen T ∈ L(X, Y )) ist ein Fredholmoperator, wenn folgende Bedingungen
erfüllt sind:
1. der Nullraum N (T ) von T ist endlichdimensional,
2. der Bildraum R(T ) von T ist abgeschlossen in Y und hat eine endliche Codimension.
Unter dem Index von T verstehen wir wie üblich die ganze Zahl
ind(T ) := dim N (T )− codim R(T ).
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Ist E ein Banachraum, so bezeichnet E∗ = L(E,R) den Banachraum der linearen be-
schränkten Funktionale auf E. Die Elemente von E∗ sind natürlich auch als lineare Opera-
toren zu verstehen, weshalb man üblicherweise bei Ihrer Anwendung keine Klammern um
das Argument setzt. Aufgrund besserer Übersichtlichkeit benutzen wir dennoch gelegent-
lich geklammerte Argumente.
Definition 1.2 Ist T ∈ L(X, Y ), so ist T ∗ : Y ∗ → X∗ erklärt durch
(T ∗y∗)(x) := y∗(Tx) für y∗ ∈ Y ∗ und x ∈ X.
T ∗ wird der zu T duale Operator genannt.
Definition 1.3 Sei E ein Banachraum, ∅ 6= M ⊂ E und ∅ 6= N ⊂ E∗. Dann sind
M⊥ := {e∗ ∈ E∗ : ∀ e ∈M : e∗(e) = 0} und N⊥ := {e ∈ E : ∀ e∗ ∈ N : e∗(e) = 0}
die Annihilatoren von M und N .
Es gilt für Operatoren mit abgeschlossenem Bildraum, also auch für Fredholmoperatoren,
der fundamentale
Satz 1.1 (Satz vom abgeschlossenen Bildraum)
Es seien X und Y Banachräume und T ∈ L(X, Y ). Dann sind die folgenden Aussagen
äquivalent:
1. R(T ) ist abgeschlossen,
2. R(T ) = N (T ∗)⊥,
3. R(T ∗) ist abgeschlossen,
4. R(T ∗) = N (T )⊥.
Beweis: Siehe [8].
Für beliebige Operatoren T ∈ L(X, Y ) gilt stets
N (T ) = R(T ∗)⊥ und N (T ∗) = R(T )⊥.
Deshalb ist für Fredholm-Operatoren auch
dim N (T ∗) = codim R(T ) und codim R(T ∗) = dim N (T )
und es gilt ind(T ∗) = −ind(T ).
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1.2 Bifurkationsprobleme in Banachräumen
In diesem Abschnitt soll die Problemstellung unter allgemeinen Bedingungen vorgestellt
werden. Gegeben seien zwei Banachräume X und Y . Mit der Abbildung
T : X × R → Y
betrachten wir die Aufgabe, alle Lösungen der Gleichung
T (x, λ) = 0, (1.1)
innerhalb eines endlichen Parameterbereiches [λmin, λmax] zu bestimmen. Der Operator T
möge dabei die folgenden Eigenschaften besitzen.
1. T sei p-fach (p genügend groß) stetig partiell nach x bzw. λ Fréchet-differenzierbar.
2. Die Fréchet-Ableitung Tx(x, λ) ∈ L(X, Y ) sei für alle (x, λ) ihres Definitionsgebietes
ein Fredholmoperator vom Index Null.
Aus dem Verschwinden des Index folgt sofort, dass dim N (T ∗) = dim N (T ) gilt.
Definition 1.4 Als singulären Punkt von T bezeichnet man eine Lösung (x(0), λ(0)) von
(1.1), für den Tx(x
(0), λ(0))ϕ(0) = 0 eine nichttriviale Lösung ϕ(0) besitzt.
Bemerkung 1.1 Besitzt Tx(x
(0), λ(0))ϕ(0) = 0 nur die triviale Lösung, so hat offenbar der
Nullraum N (Tx(x(0), λ(0))) die Dimension 0 und Tx(x(0), λ(0)) ist injektiv. Die Codimension
des Bildraumes R(Tx(x(0), λ(0))) ist ebenfalls 0, weil Tx(x(0), λ(0)) ein Fredholmoperator
vom Index Null ist. Dies ist gleichbedeutend mit R(Tx(x(0), λ(0))) = Y , was zusammen
mit der Injektivität von Tx(x
(0), λ(0)) die Existenz eines beschränkten linearen inversen
Operators zu Tx(x
(0), λ(0)) nach sich zieht.
Offensichtlich gilt:
Lemma 1.1 Der Punkt (x(0), λ(0)) ist genau dann ein singulärer Punkt von T , wenn
Tx(x
(0), λ(0)) nicht invertierbar ist.
Definition 1.5 Als Bifurkationsproblem bezeichnet man die Bestimmung aller Lösungen
in der Umgebung eines singulären Punktes (x(0), λ(0)) von T .
Definition 1.6 Ein einfacher singulärer Punkt ist ein singulärer Punkt (x(0), λ(0)) von T ,
für den der Nullraum N (Tx(x(0), λ(0))) die Dimension 1 hat.
Der vorliegende Text beschäftigt sich vorwiegend mit der Untersuchung solcher einfachen
singulären Punkte.
Man kann Bedingungen formulieren, unter denen sich die Lösungen von (1.1) lokal para-
metrisieren lassen. Das heißt, es gibt ein Intervall (s0, s1) ⊂ R und Abbildungen x : R → X
sowie λ : R → R, so dass T (x(s), λ(s)) ≡ 0 für alle s ∈ (s0, s1) gilt. (x(·), λ(·)) bezeichnet
man als Lösungskurve von T .
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Definition 1.7 Schneiden sich zwei oder mehrere Lösungskurven von T in einer Lösung
(x(0), λ(0)) von (1.1), so nennt man (x(0), λ(0)) einen Bifurkationspunkt von T . Ist eine
Lösungskurve von T explizit bekannt, dann spricht man von primärer Bifurkation.
Ein Spezialfall primärer Bifurkation liegt beispielsweise vor, wenn T die triviale Lösung
(0, λ) für alle λ ∈ R besitzt und in (0, λ(0)) eine weitere Lösung abzweigt.
Satz 1.2 Bifurkationspunkte sind singuläre Punkte.
Beweis: Siehe [33]
Oft ist es von Vorteil, sich einen visuellen Eindruck vom Lösungsverhalten der Operator-
gleichung (1.1) zu verschaffen. Dazu bedient man sich eines Funktionals f ∈ X∗ sowie
eines Intervalles I ⊂ R und stellt die Menge {(f(x), λ) : T (x, λ) = 0, λ ∈ I} ⊆ R2 als so
genanntes Bifurkations-Diagramm dar.
1.3 Ein Beispiel im Folgenraum lp
Wir wollen in diesem Abschnitt eine nichtlineare Gleichung im Folgenraum lp vorstellen
und einige der bisherigen Definitionen darauf anwenden. Auch spätere Techniken und Re-
sultate lassen sich mit dieser Gleichung leicht nachvollziehen. Zunächst muss jedoch der
Folgenraum lp definiert werden.
Definition 1.8 Für 1 < p < ∞ besteht die Menge lp aus allen reellen Zahlenfolgen der











für x ∈ lp
wird die Menge lp zu einem Banachraum.
Offenbar hat lp keine endliche Dimension. Man rechnet leicht nach, dass der Dualraum
(lp)
∗ von lp isometrisch isomorph zum Raum lq mit 1/p + 1/q = 1 ist. Damit ist gemeint,
dass sich jedes Funktional f ∈ (lp)∗ folgendermaßen darstellen lässt:




yk · xk für alle x ∈ lp.
Wir definieren nun den Operator T : lp × R → lp zu
T (x, λ) = T ((x1, x2, x3, . . . ), λ) := ((x1 + λ) · (x1 − λ2), x2, x3, . . . ).
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Die Gleichung T (x, λ) = 0 ist nur für die Lösungskurven
(x(1)(λ), λ) := ((−λ, 0, 0, . . . ), λ) mit λ ∈ R
und
(x(2)(λ), λ) := ((λ
2, 0, 0, . . . ), λ) mit λ ∈ R
erfüllt. Offenbar schneiden sich diese Lösungskurven in (x(0), λ(0)) := ((0, 0, . . . ), 0) und
(x(1), λ(1)) := ((1, 0, 0, . . . ),−1). Bei (x(0), λ(0)) und (x(1), λ(1)) handelt es sich um Bifur-
kationspunkte, genauer, sekundäre Bifurkationspunkte. Nach Satz 1.2 muss die Fréchet-
Ableitung von T in den Punkten (x(0), λ(0)) und (x(1), λ(1)) einen nichttrivialen Nullraum
haben. Es gilt:
Tx(x
(0), λ(0))ϕ = (0, ϕ2, ϕ3, . . . )
und
Tx(x
(1), λ(1))ϕ = (0, ϕ2, ϕ3, . . . ).
Offensichtlich wird in beiden Fällen der Nullraum durch das Element (1, 0, 0, . . . ) ∈ lp
aufgespannt und ist deshalb eindimensional. Der Bildraum der Fréchet-Ableitung in den
beiden Bifurkationspunkten ist abgeschlossen und hat die Codimension 1. Also handelt
es sich bei Tx(x
(0), λ(0)) und Tx(x
(1), λ(1)) um Fredholmoperatoren vom Index Null mit
eindimensionalem Nullraum. Wir betrachten nun ein f ∈ (lp)∗, repräsentiert durch y ∈ lq
mit 1/p+ 1/q = 1 sowie ein ϕ ∈ lp und rechnen:
(Tx(x





Daraus schließen wir, dass (Tx(x
(0), λ(0)))∗(f) durch y = (0, y2, y3, . . . ) ∈ lq repräsentiert
werden kann, wobei (y1, y2, . . . ) ∈ lq der Repräsentant von f ∈ (lp)∗ ist. Somit ist der
duale Operator in lq identisch mit dem ursprünglichen Operator in lp. Daher wird auch
der Nullraum der dualen Operatoren zu Tx(x
(0), λ(0)) bzw. Tx(x
(1), λ(1)) jeweils durch das
Element (1, 0, 0, . . . ) ∈ lq aufgespannt. Die Aussagen des Satzes 1.1 lassen sich an diesem
Beispiel mühelos verifizieren.
1.4 Endlichdimensionale nichtlineare Gleichungen
In diesem Abschnitt wollen wir das Problem (1.1) mit den Banachräumen X = Rn und
Y = Rn betrachten. Es gibt also eine Darstellung
T (x, λ) = F (x1, x2, . . . , xn, λ) =
 f1(x1, x2, . . . , xn, λ)...
fn(x1, x2, . . . , xn, λ)
 = 0 (1.2)
mit p-fach stetig partiell differenzierbaren Funktionen f1, . . . , fn : Rn+1 → R. Die Fréchet-
Ableitung Tx(x, λ) ist dann nichts anderes als JF (x, λ), die Jacobi-Matrix von F an der
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Stelle (x, λ). Für solche (n × n)-Matrizen gilt allgemein, dass die Dimension des Nullrau-
mes gleich dem Rangabfall ist. Da aufgrund der endlichen Dimension der Bildraum von
Tx(x, λ) stets abgeschlossen ist, handelt es sich bei Tx(x, λ) automatisch immer um einen
Fredholmoperator vom Index Null. Der duale Operator ist durch die transponierte Matrix
JF (x, λ)
T gegeben. Die Aussage von Satz 1.1 ist dann äquivalent zu einem Resultat aus der
linearen Algebra. Das Gleichungssystem Ax = b mit A ∈ Rn×n sowie x, b ∈ Rn ist genau
dann lösbar, wenn b senkrecht auf dem Nullraum von AT steht. Ein besonders einfaches
Beispiel für (1.2) ergibt sich mit n = 1 zu
T (x, λ) = F (x, λ) := x3 − λ · x.
Hier findet man im Nullpunkt (x(0), λ(0)) = (0, 0) eine sogenannte Pitchfork-Bifurkation.
Die zwei beteiligten Lösungskurven kann man explizit angeben zu (x, λ) = (0, λ) für λ ∈ R
und (x, λ) = (s, s2) für s ∈ R.
Wir wollen an dieser Stelle noch ein weiteres Beispiel für (1.2) angeben. Diesmal ist n = 2.
T (x, λ) = F ((x1, x2), λ) :=
(





x1 + x2 − λ
)
= 0, (1.3)
wobei wir hier unter 0 den zweidimensionalen Nullvektor verstehen wollen. Die Lösungen




(λ, λ) und (x1, x2) =
1
3
(2λ− 2, λ+ 2), (1.4)
die sich im Punkt (x(0), λ(0)) = ((x1, x2), λ) = ((2, 2), 4) schneiden. Es handelt sich also um
















und hat in (x(0), λ(0)) einen eindimensionalen Nullraum.
1.5 Zweipunkt-Randwertprobleme
mit linearen Randbedingungen
In diesem Abschnitt werden wir unsere wichtigste Anwendung der abstrakten Bifurkations-
theorie in Banachräumen vorstellen. Zahlreiche praktische Problemstellungen lassen sich
auf folgenden Typ von Zweipunkt-Randwertproblemen zurückführen.
Gegeben sei die nichtlineare gewöhnliche Differentialgleichung erster Ordnung
x′(t) = f(t, x(t), λ); t ∈ (a, b) ⊂ R (1.6)
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mit der linearen, homogenen Zweipunkt-Randbedingung
Bax(a) +Bbx(b) = 0. (1.7)
Dabei sei die Funktion f : R × Rn × R → Rn p-fach (p genügend groß) stetig partiell
differenzierbar nach allen auftretenden Variablen und die erweiterte Matrix [Ba Bb] ∈ Rn×n
habe den Rang n. Wir definieren nun die Banachräume X und Y wie folgt:
X := BC1n([a, b]) := {x(t) ∈ C1n([a, b]) : Bax(a) +Bbx(b) = 0},
‖x‖X = ‖x‖C1n([a,b]) := sup
t∈[a,b]
{|x(t)|+ |x′(t)|},
Y := Cn([a, b]), ‖y‖Y := sup
t∈[a,b]
{|y(t)|},
mit |v| := (vTv)1/2, für ein v ∈ Rn. Das Zweipunkt-Randwertproblem (1.6), (1.7) lässt sich
nun mittels des folgenden Operators
T : X × R → Y, mit T (x, λ) = x′ − f(·, x, λ), für (x, λ) ∈ X × R
durch die Gleichung
T (x, λ) = 0
darstellen. Die Differenzierbarkeitseigenschaften der rechten Seite f der Differentialglei-
chung (1.6) implizieren die entsprechenden Fréchet-Differenzierbarkeitseigenschaften des
Operators T . Wir geben die Fréchet-Ableitung von T an der Stelle (x, λ) ∈ X × R an:
Tx(x, λ) : X → Y, mit Tx(x, λ)ϕ = ϕ′ − fx(·, x, λ)ϕ, für ϕ ∈ X. (1.8)
Es gilt der
Satz 1.3 Der Operator Tx(x, λ) ist für alle (x, λ) ∈ X × R ein Fredholmoperator vom
Index Null.
Beweis: Siehe z.B. [25].
Wir wollen nun den Nullraum und den Bildraum dieses Operators charakterisieren. Dafür
definieren wir zunächst den Banachraum B∗C1n([a, b]) und den zu Tx(x, λ) adjungierten




a −BbCTb = 0, rg[Ca, Cb] = n. (1.9)
Dann ist der zu Tx(x, λ) adjungierte Operator T
∗
x (x, λ) : B
∗C1n([a, b]) → Cn([a, b]) gegeben
durch
T ∗x (x, λ)ψ = −ψ′ − fx(·, x, λ)Tψ, für ψ ∈ B∗C1n([a, b]),
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wobei B∗C1n([a, b]) = {ψ ∈ C1n([a, b]) : Caψ(a) + Cbψ(b) = 0}, mit ‖ψ‖B∗C1n([a,b]) =





u(t)T · v(t)dt, für u, v ∈ Cn([a, b]). (1.10)
Diese Konstruktion macht natürlich auch auf C1n([a, b]) einen Sinn. Ist nun eine Menge
S ⊂ Cn([a, b]) gegeben, so setzen wir
S⊥ = {f ∈ Cn([a, b]) : (f(t), s(t)) = 0 für alle s ∈ Cn([a, b])}.
Es gilt nun der folgende
Satz 1.4
R(Tx(x, λ)) = N (T ∗x (x, λ))⊥, R(T ∗x (x, λ)) = N (Tx(x, λ))⊥
R(Tx(x, λ))⊥ = N (T ∗x (x, λ)) ∩ C1n([a, b]), R(T ∗x (x, λ))⊥ = N (Tx(x, λ)) ∩ C1n([a, b]).
Beweis: siehe [25] oder [20]
Um Bildräume und Nullräume darzustellen, bedarf es also nicht notwendig des dualen
Operators wie in Satz 1.1, sondern es genügt obiger adjungierter Operator und das innere
Produkt (1.10).
Für einfache singuläre Punkte (x(0), λ(0)) von T ist der Nullraum von Tx(x
(0), λ(0)) eindi-
mensional. Er wird durch eine Lösung des Gleichungssystems
Tx(x
(0), λ(0))ϕ = 0,
(ϕ, ϕ) = 1
(1.11)
aufgespannt. Da die erste Komponente des einfachen singuläre Punktes (x(0), λ(0)) nur im
Falle primärer Bifurkation bekannt ist, fügt man noch das ursprüngliche Problem hinzu
und berechnet eine Lösung von
T (x, λ) = 0
Tx(x, λ)ϕ = 0,
(ϕ, ϕ) = 1.
(1.12)
Die isolierten Lösungen (x, λ, ϕ) dieses erweiterten Systemes enthalten die einfachen Um-
kehrpunkte (x, λ), die wir in Kalpitel 4 definieren werden. Interessant sind jedoch vor allem
Lösungen, die nicht isoliert sind, wie dies zum Beispiel bei Bifurkationspunkten der Fall
ist. Man braucht dann zur numerischen Berechnung einer Lösung sehr gute Startwerte.
Wie diese berechnet werden können zeigt das 7. Kapitel.
Wir wollen nun auf die Umsetzung von (1.12) als Randwertproblem eingehen. Die Bedin-
gung x, ϕ ∈ X führt direkt auf die Randbedingungen in folgendem Gleichungssystem:
x′(t)− f(t, x(t), λ) = 0; Bax(a) +Bbx(b) = 0
ϕ′(t)− fx(t, x(t), λ)ϕ(t) = 0; Baϕ(a) +Bbϕ(b) = 0
b∫
a
ϕT (t) · ϕ(t)dt = 1.
(1.13)
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ϕT (s) · ϕ(s)dt
und berechnen ξ′(t) = ϕT (t) ·ϕ(t). Offensichtlich ist ξ(a) = 0. Die Integralbedingung lautet
dann ξ(b) = 1. Es resultiert also folgendes Randwertproblem:
x′(t)− f(t, x(t), λ) = 0; Bax(a) +Bbx(b) = 0
ϕ′(t)− fx(t, x(t), λ)ϕ(t) = 0; Baϕ(a) +Bbϕ(b) = 0
ξ′(t) = ϕT (t) · ϕ(t); ξ(a) = 0
λ′(t) = 0; ξ(b) = 1.
(1.14)
Die zusätzliche triviale Differentialgleichung λ′(t) = 0 ist erforderlich, da sonst mehr Rand-
bedingungen als Differentialgleichungen vorhanden wären.
Zur Berechnung des Nullraumes von T ∗x (x
(0), λ(0)) wird das erweiterte System
x′(t)− f(t, x(t), λ) = 0; Bax(a) +Bbx(b) = 0
ϕ′(t) + fTx (t, x(t), λ)ψ(t) = 0; Caψ(a) + Cbψ(b) = 0
η′(t) = ψT (t) · ψ(t); η(a) = 0
λ′(t) = 0; η(b) = 1.
(1.15)
herangezogen, wobei Ca und Cb durch (1.9) festgelegt sind.
Wir wollen an dieser Stelle ein klassisches Beispiel für ein Bifurkationsproblem in Gestalt
eines nichtlinearen Zweipunkt-Randwertproblems mit linearen Randbedingungen angeben.
Wir betrachten den sogenannten Eulerschen Knickstab (siehe [3] und [33]) mit beidseitiger
horizontaler Einspannung. Der Neigungswinkel x1(t) der Biegelinie erfüllt das Randwert-
problem
x′1(t) = x2(t); x1(0) = 0
x′2(t) = −λ sin(x1(t)); x1(1) = 0,
(1.16)
wobei λ > 0 eine dimensionslose äußere Druckkraft bezeichnet, die an einem Stabende
angreift. Offensichtlich ist für alle λ ∈ R eine Lösung durch x1(t) = x2(t) ≡ 0 gege-
ben. Wendet man die Fréchet-Ableitung Tx(x, λ) des zugehörigen Operators T im Punkte
(x, λ) = ((0, 0), λ) auf ein Element ϕ ∈ X an, so ergibt sich aus der Gleichung Tx(x, λ)ϕ = 0
das lineare Randwertproblem
ϕ′1(t) = ϕ2(t); ϕ1(0) = 0
ϕ′2(t) = −λϕ1(t); ϕ1(1) = 0,
(1.17)
da die Ableitung von sin(x1(t)) nach x1(t) in x ≡ (0, 0) gleich Eins ist. Es stellt sich die
Frage, für welche λ ∈ R eine nichttriviale Funktion ϕ(t) = (ϕ1(t), ϕ2(t))T ∈ X existiert,
die (1.17) löst. Dazu transformieren wir (1.17) zurück in ein skalares Randwertproblem:
y′′(t) = −λy(t); y(0) = y(1) = 0.
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Die allgemeine Lösung der Differentialgleichung lautet
y(t) = c1 cos(
√
λt) + c2 sin(
√
λt),
mit reellen Koeffizienten c1 und c2. Die Forderung y(0) = 0 impliziert c1 = 0. Aus der
Forderung y(1) = 0 folgt
√











ist eine Basis für den Nullraum von Tx(0, k
2π2). Singuläre Punkte sind also durch die
Nullfunktion x ≡ 0 und die λ-Werte λ = k2π2 mit k ∈ N gegeben. Zur Berechnung einer
Basis des Nullraumes von T ∗x (0, k
2π2) sind die folgenden Überlegungen nützlich.













































Für λ = k2π2 mit k ∈ N hat es eine nichttriviale Lösung ϕ(t) = (ϕ1(t), ϕ2(t))T . Fixiert


















; Bay(a) +Bby(b) = 0
(1.18)
mit einer nichttrivialen Lösung y(t), wobei y(t) = (y1(t), y2(t))
T gesetzt wurde. Von Inter-












; Caz(a) + Cbz(b) = 0. (1.19)
Die Koeffizientenmatrix A(t) ist also transponiert und mit −1 multipliziert worden. Die
Matrizen Ca und Cb sind wie üblich festgelegt und eine nichttriviale Lösung y von (1.18)
sei bekannt. In dieser Situation gilt nun das folgende
Lemma 1.2 Genau dann kann man aus einer Lösung y von (1.18) durch






eine Lösung z von (1.19) erhalten, wenn Spur(A) = 0 sowie det(Ba) = det(Bb) erfüllt
sind.
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Beweis: Zunächst überprüfen wir, wann die Funktion z(t) aus dem Lemma die Differen-
tialgleichung in (1.19) erfüllt. Es ist z1(t) = −y2(t) und z2(t) = y1(t). Dann gilt
z′1(t) = −y′2(t) = −a2,1y1(t)− a2,2y2(t) = −a2,1z2(t) + a2,2(−y2(t))
= −a2,1z2(t) + a2,2z1(t) = −a1,1z1(t)− a2,1z2(t)
genau dann, wenn a2,2 = −a1,1, also Spur(A) = 0 erfüllt ist. Analog rechnet man nach:
z′2(t) = −a1,2z1(t)− a2,2z2(t)
gilt genau dann, wenn Spur(A) = 0 erfüllt ist. Nun müssen noch die adjungierten Rand-
bedingungen betrachtet werden. Laut Definition hat die erweiterte Matrix [Ba, Bb] vollen
Rang (also Rang 2). Darüber hinaus sind geeignete Matrizen Ca und Cb so gewählt wor-
den, dass BaC
T
a − BbCTb = 0 (die (2 × 2)-Nullmatrix) erfüllt ist und [Ca, Cb] vollen Rang
hat. Offenbar hat auch [Ca,−Cb] vollen Rang und die Spalten von [Ca,−Cb]T sind jeweils
orthogonal zu den Spalten von [Ba, Bb]












ment der Spalten von [Ba, Bb]
T . Dieses orthogonale Komplement wird von den Spalten von
[Ca,−Cb]T aufgespannt. Deshalb gibt es einen Vektor x ∈ R2 mit
y(a) = CTa x und y(b) = −CTb x.
Darüber hinaus wollen wir noch festhalten, dass alle geeigneten Matrizen [Ca,−Cb]T durch
Rechtsmultiplikation mit einer invertierbaren Matrix, sagen wir M ∈ R2×2, ineinander
überführt werden können. Denn beliebige Basen für den gleichen linearen Unterraum sind
durch so eine Rechtsmultiplikation ineinander überführbar. Man berechnet leicht für be-
liebige (2× 2)-Matrizen U die Gleichung UTUT =det(U) · T . Daraus ergibt sich
Caz(a)+Cbz(b) = CaTy(a)+CbTy(b) = CaTC
T
a x−CbTCTb x = det(Ca)Tx−det(Cb)Tx = 0
genau dann, wenn det(Ca) = det(Cb) erfüllt ist. Die Möglichkeit Tx = 0 scheidet aus, weil
x = 0 einen trivialen Fall darstellt und T invertierbar ist. Nun muss gezeigt werden, dass
det(Ca) = det(Cb) genau dann gilt, wenn det(Ba) = det(Bb) erfüllt ist. Wir unterscheiden
folgende Fälle:
1. Fall: det(Ba) = det(Bb) = c, mit c 6= 0.
2. Fall: det(Ba) = det(Bb) = 0.
3. Fall: det(Ba) 6= 0, det(Bb) 6= 0 und det(Ba) 6= det(Bb).
4. Fall: det(Ba) 6= det(Bb) und o.B.d.A. det(Bb) = 0.







a ) = det(BbC
T
b ) = det(Ba)det(Ca) = det(Bb)det(Cb) = det(Ca) = det(Cb),
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nach Division durch det(Ba) = det(Bb).
Zu Fall 2: Wir wählen zwei Vektoren v und w ungleich Null (v = w erlaubt) mit Bav =
Bbw = 0, sowie den Vektor u = 0. Wählt man C
T
a = (v, u) und C
T











] hat offenbar vollen Rang. Darüber hinaus gilt
det(Ca) = det(Cb) = 0. Für alle geeigneten Matrizen C̃a und C̃b findet man eine Darstel-
lung C̃a = Ca ·M und C̃b = Cb ·M , mit einer invertierbaren (2 × 2)-Matrix M . Es folgt
det(C̃a) = det(C̃b) = 0.
Zu Fall 3: Die Matrizen Ba und Bb sind beide invertierbar mit verschiedenen Determinan-
ten. Offensichtlich sind Ca = B
−T
a und Cb = B
−T
b geeignete adjungierte Randmatrizen.
Da alle anderen Matrizen C̃a und C̃b dieser Art durch Rechtmultiplikation mit einer in-
vertierbaren Matrix M dargestellt werden können, wird sofort deutlich, dass sich auch die
Determinanten von C̃a und C̃b unterscheiden und beide von Null verschieden sind.
Zu Fall 4: Ist Bb = 0, so kann man Cb = I und Ca = 0 wählen und findet wieder verschie-
dene Determinanten vor. Ist Bb 6= 0, so findet man einen Vektor v mit Bbv = 0 und einen
Vektor w mit Bbw 6= 0. Der Vektor w̃ mit Baw̃ = −Bbw existiert aufgrund der Invertierbar-
keit von Ba und ist auch verschieden von Null. Setzt man u = 0 und definiert C
T
a = (u, w̃)










] hat offenbar vollen
Rang. Darüber hinaus gilt det(Ca) = 0 und det(Cb) 6= 0. Daraus folgt wieder, dass sich die
Determinanten aller geeigneten Matrizen C̃a und C̃b unterscheiden.
Damit wurde gezeigt, dass det(Ca) = det(Cb) genau dann gilt, wenn det(Ba) = det(Bb)
erfüllt ist. Zusammen mit dem ersten Teil des Beweises folgt daraus das Lemma.
Folgerung 1.1 Der Nullraum von T ∗x (0, k












Wir wollen abschließend noch eine Konsequenz aus Lemma 1.2 ziehen. Es sei eine homo-
gene lineare Differentialgleichung zweiter Ordnung ohne Ableitungsterm mit vollständig
separierten homogenen Randbedingungen gegeben. Also
y′′(t) = u(t)y(t), (1.20)
mit einer der Randbedingungen
1. y(a) = 0, y(b) = 0,
2. y(a) = 0, y′(b) = 0,
3. y(a)′ = 0, y′(b) = 0,
4. y(a)′ = 0, y(b) = 0.
(1.21)
Wir formulieren die Differentialgleichung als zweidimensionales Differentialgleichungssy-
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Es ist also z′1(t) = −a(t)z2(t) und z′2(t) = −z1(t). Dies ist gleichbedeutend mit der Diffe-
rentialgleichung z′′2 (t) = −z′1(t) = a(t)z2(t). Das adjungierte Differentialgleichungssystem
entspricht also derselben skalaren Differentialgleichung wie die Ausgangsgleichung (1.20).













































gegeben. Für (z1(t), z2(t))
T ergibt sich daraus die Randbedingung z2(a) = z2(b) = 0. Also
ist die skalare Formulierung des adjungierten Randwertproblems mit dem ursprünglichen
Randwertproblem identisch. Dies trifft auch für den Fall der Randbedingungen 2., 3. und
4. zu. Deshalb nennt man Randwertprobleme mit der Differentialgleichung (1.20) und total
separierten Randbedingungen auch selbstadjungiert. Tritt in der rechten Seite von (1.20)
ein Summand v(t)y′(t) auf, so ist keine Selbstadjungiertheit mehr gegeben.
1.6 Zweipunkt-Randwertprobleme mit nichtlinearen
Randbedingungen
Wir wollen in diesem Abschnitt auf die Problematik der nichtlinearen Randbedingungen
eingehen. Diese können nämlich nicht in die Definition des Banachraumes X eingearbeitet
werden. Die Theorie dieses Abschnittes kommt auch zum Tragen, wenn die Randbedin-
gungen von λ abhängen, was es ebenfalls unmöglich machen würde, die Randbedingungen
in die Definition der Banachräume einzuarbeiten. Deshalb definiert man einen anderen
Typ von Randwertproblem-Operator. Das nichtlineare Randwertproblem mit nichtlinea-
ren Randbedingungen geben wir durch die Gleichung T (x, λ) = 0 an, mit dem Operator
T : X × R → Y × Rn, T (x, λ) =
[




Dabei gilt wie üblich X = C1n([a, b]) sowie Y = Cn([a, b]) und die Funktionen
r : Rn × Rn × R → Rn und f : R× Rn × R → Rn
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seien hinreichend oft stetig partiell differenzierbar. Die Anwendung der Fréchet-Ableitung
Tx(x, λ) ∈ L(X, Y × Rn) auf ein Element ϕ ∈ X ist gegeben durch
Tx(x, λ)ϕ =
[
ϕ′(t)− fx(t, x(t), λ)ϕ




Ba(x(a), x(b), λ) =
∂r
∂x(a)




Als generelle Lösbarkeitsbedingung fordern wir, dass die erweiterte Matrix
[Ba(x(a), x(b), λ) Bb(x(a), x(b), λ)]
stets vollen Rang habe. In [11] wird gezeigt, dass Tx(x, λ) für alle (x, λ) ein Fredholm-
operator vom Index Null ist. Um wieder eine Darstellung von Satz 1.4 zu bekommen, die
mit Randwertproblem-Operatoren formulierbar ist, müssen wir den adjungierten Operator
T ∗x (x, λ) bestimmen. Dieser bildet von (Y × Rn)∗ nach X∗ wie folgt ab. Für ein Element
ψ = (y, r) ∈ Y × Rn, welches ein Funktional ψ∗ über die Intergralformulierung definiert,
ist das Funktional T ∗x (x, λ)ψ




y(t)T [z′(t)−fx(t, x(t), λ)z(t)]dt+rT [Ba(x(a), x(b), λ)z(a)+Bb(x(a), x(b), λ)z(b)].
Der Nullraum von T ∗x (x, λ) besteht dann aus allen Funktionalen ψ
∗, die über die Integral-
formulierung durch Elemente ψ = (y, r) ∈ Y ×Rn erzeugt werden, welche das Gleichungs-
system
y′(t) + fTx (t, x(t), λ)y(t) = 0
Ca(x(a), x(b), λ)y(a) + Cb(x(a), x(b), λ)y(b) = 0
BTa (x(a), x(b), λ)r = y(a)
BTb (x(a), x(b), λ)r = −y(b)
(1.24)
lösen, siehe dazu [24]. Hier gilt wie im linearen Fall
Ba(x(a), x(b), λ)C
T
a (x(a), x(b), λ)−Bb(x(a), x(b), λ)CTb (x(a), x(b), λ) = 0.
Ist eine Lösung des Randwertproblemes (1.24, erste u. zweite Zeile) gefunden, so sind die
verbleibenden beiden Gleichungen in (1.24) eindeutig lösbar. Siehe dazu (Milde 2004 Lem-
ma 1.2). Mit dieser Definition des Nullraumes von T ∗x (x, λ) gilt der Satz (1.4) unverändert
wie im linearen Fall. Dies folgt aus den Darstellungen in [11].
Nichtlineare Randbedingungen treten bei der Modellierung natürlicher Vorgänge weitaus
seltener auf als lineare Randbedingungen. Zudem werden die auftretenden Formeln schnell
sehr unübersichtlich. Deshalb verzichten wir an dieser Stelle auf ein illustrierendes Bei-
spiel. Abschließend wollen wir noch bemerken, dass lineare Zweipunkt-Eigenwertprobleme




In diesem Kapitel soll die so genannte Liapunov-Schmidt Reduktion von Bifurkations-
problemen im Banachraum, analog zu [5] vorgestellt werden. Dabei handelt es sich um
das wichtigste Hilfsmittel zur Untersuchung von Bifurkationsproblemen, welches in dieser
Arbeit behandelt werden soll. Mit diesem Konzept ist es möglich, unendlichdimensionale
Verzweigungsprobleme auf eine endlichdimensionale reelle Funktion, die sogenannte redu-
zierte Funktion, zurückzuführen. Ziel der Arbeit ist die Berechnung von Funktionswerten
einer solchen reduzierten Funktion. Im Anschluss an die Theorie der Liapunov-Schmidt
Reduktion soll für einige Beispiele aus dem vorigen Kapitel eine solche Reduktion durch-
geführt werden.
2.1 Die Liapunov-Schmidt Reduktion in Banachräu-
men
2.1.1 Die Definition der reduzierten Funktion
Zur Vereinfachung der Darstellung soll hier nicht zwischen Komponenten der einzelnen Vek-
toren unterschieden werden. Ein Index unten dient nur der Benennung spezieller Punkte.
Für die allgemeine Problemstellung seien wieder zwei Banachräume X und Y gegeben. Wir
betrachten den nichtlinearen Operator T : X × R → Y . In allen Punkten (x, λ) ∈ X × R
möge T p-mal (p genügend groß) stetig Fréchet-differenzierbar nach x und Tx(x, λ) : X → Y
ein Fredholmoperator vom Index 0 sein. Wir stellen nun die Aufgabe
T (x, λ) = 0. (2.1)
Es sei (x0, λ0) ∈ X × R ein einfacher singulärer Punkt von T und ϕ0 ∈ X so gewählt,
dass span{ϕ0} = N (T 0x ), mit T 0x = Tx(x0, λ0). Der span einer Menge von Vektoren ei-
nes Banachraumes ist die Menge aller endlichen und reellen Linearkombinationen dieser
Vektoren. Im vorliegenden Fall sind alle reellen Vielfachen von ϕ0 gemeint. Unsere Voraus-
setzungen implizieren, dass auch dimN (T ∗x 0) = 1 ist. Es kann also auch hier ein Element
21
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ψ∗0 ∈ Y ∗ gefunden werden, welches die Eigenschaft span{ψ∗0} = N (T ∗x 0) besitzt. Man kann
die Räume X und Y stets wie folgt zerlegen:
X = N (T 0x )⊕M,
Y = N ⊕R(T 0x ).
(2.2)




0(ψ0) = 1 erfüllen und
folgende Darstellung der Zerlegung (2.2) zulassen:
X = span{ϕ0} ⊕ {x ∈ X : ϕ∗0(x) = 0},
Y = span{ψ0} ⊕ {y ∈ Y : ψ∗0(y) = 0},
(2.3)
das heißt:
M := {x ∈ X : ϕ∗0(x) = 0}, N := span{ψ0} und R(T 0x ) := {y ∈ Y : ψ∗0(y) = 0}.
Diese Zerlegung der beteiligten Banachräume und ihre Darstellung mittels bestimmter
linearer Funktionale stellt den Ausgangspunkt für die Liapunov-Schmidt Reduktion dar.
Nun kann nämlich die ursprüngliche Aufgabe T (x, λ) = 0 in zwei Teilaufgaben zerlegt
werden. Es sei E : Y → R(T 0x ) eine Projektion auf R(T 0x ) längs N . D.h. für alle p ∈ N
ist Ep = 0 und für alle q ∈ R(T 0x ) ist Eq = q. Da jedes y ∈ Y als p + q mit p ∈ N und
q ∈ R(T 0x ) darstellbar ist, gilt Ey = q. Mittels dieser Projektion zerlegen wir die Gleichung
(2.1) in die beiden Gleichungen
(a) ET (x, λ) = 0
(b) (I − E)T (x, λ) = 0. (2.4)
Analog zu E können wir auch eine Projektion Q auf M ⊂ X längs N (T 0x ) definieren. Es
ist also Qw = w für alle w ∈ M und Qv = 0 für alle v ∈ N (T 0x ). Schreiben wir zusätzlich
x ∈ X eindeutig als x = v + w, mit v ∈ N (T 0x ) und w ∈ M , so ergibt sich Qx = w und
(2.4,a) transformiert sich zu
ET (v + w, λ) = ET (v +Qw, λ) = 0. (2.5)
Wir wollen nun nachrechnen, dass diese Gleichung lokal nach w ∈ M auflösbar ist. Die
Fréchet-Ableitung von (2.5) nach w im Punkte (x0, λ0) = (v0 + w0, λ0) ist gegeben durch
ET 0xQ : X → Y. (2.6)
Fundamental für die Bifurkationstheorie und evident für die folgenden Berechnungen ist
der folgende
Satz 2.1 (Satz über implizite Funktionen)
X, Y und Z seien Banachräume und m ≥ 2 eine natürliche Zahl. Die Abbildung
T : U(x0, y0) ⊂ X × Y → Z
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sei m-mal stetig Fréchet-differenzierbar und erfülle T (x0, y0) = 0. Ist nun die partielle
Fréchet-Ableitung von T nach x in (x0, y0)
Tx(x0, y0) : X → Z
ein linearer Homöomorphismus der Banachräume X und Z, so gibt es positive Zahlen r und
v, so dass für alle y ∈ Y mit ‖y−y0‖Y ≤ r genau ein x ∈ X existiert mit ‖x−x0‖X ≤ v und
T (x(y), y) = 0. Die Abbildung x : Y → X ist auch m-mal stetig Fréchet-differenzierbar.
Beweis: Siehe [36].
Lemma 2.1 Betrachtet man den Operator ET 0xQ ∈ L(X,Y ) als einen Operator aus
L(M,R(T 0x )) so ist er invertierbar.
Beweis: Es sei ET 0xQx = 0. Dann muss wegen T
0
xQx ∈ R(T 0x ) gelten: T 0xQx = 0. Daraus
folgt Qx ∈ N (T 0x ), was aufgrund der Projektionseigenschaft von Q nur möglich ist wenn
x = 0 gilt. Sei nun y ∈ R(T 0x ) gegeben. Gesucht ist ein x ∈ M mit ET 0xQx = y. Es gibt
laut Voraussetzung an y sicher ein x ∈ X mit T 0xx = ET 0xx = y. I − Q projiziert auf
N (T 0x ), was T 0x (I −Q)x = 0 für alle x ∈ X nach sich zieht. Man schließt sofort
ET 0xx = ET
0
x [(I −Q)x+Qx] = ET 0x (I −Q)x+ ET 0xQx = ET 0xQx = y.
ET 0xQ erweist sich also als injektiv und surjektiv in L(M,R(T 0x )). Daraus folgt mit dem
Satz von Banach aus der linearen Funktionalanalysis (siehe z.B. [8]) die Invertierbarkeit
von ET 0xQ als Operator aus L(M,R(T 0x )).
Der Satz über implizite Funktionen 2.1 sagt nun aus, dass es genau eine Funktion
w(v, λ) : N (T 0x )× R →M
gibt, mit der Eigenschaft
ET (v + w(v, λ), λ) = 0 und w(v0, λ0) = w0, (2.7)
in einer hinreichend kleinen Umgebung um (x0, λ0) = (v0 +w0, λ0). Mit Hilfe dieser Funk-
tion w(v, λ) definieren wir nun
f(v, λ) = (I − E)T (v + w(v, λ), λ). (2.8)
Für alle (v, λ) ∈ N (T 0x ) × R ist f(v, λ) ∈ N , da I − E auf N projiziert. Deshalb ist
ψ∗0f(v, λ) gleich Null genau dann, wenn f(v, λ) gleich Null ist. Des weiteren erhält man
alle v ∈ N (T 0x ) als reelle vielfache von ϕ0. Zusätzlich gilt ψ∗0Ey = 0 für alle y ∈ Y , da
Ey ∈ R(T 0x ) zutrifft. Daraus ergibt sich
g(s, λ) = ψ∗0f(sϕ0, λ) = ψ
∗
0(I −E)T (sϕ0 +w(sϕ0, λ), λ) = ψ∗0T (sϕ0 +w(sϕ0, λ), λ), (2.9)
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für (s, λ) in einer hinreichend kleinen Umgebung um (s0, λ0), wobei s0 durch v0 = s0ϕ0 be-
stimmt ist. Aus der Gleichung (2.9) resultiert sofort die Definition der reduzierten Funktion
g : R× R → R zu
g(s, λ) = ψ∗0T (sϕ0 + w(sϕ0, λ), λ). (2.10)
Offensichtlich besteht eine eineindeutige Zuordnung zwischen den Lösungen von g(s, λ) = 0
und den Lösungen von (2.1). Darüber hinaus bleibt auch das qualitative Lösungsverhalten
von T (x, λ) = 0 in der Umgebung des einfachen singulären Punktes (x0, λ0) unter obiger
Reduktion erhalten. Dies folgt aus Satz 1.1 und Folgerung 1.2 in [24]. Damit ergibt sich die
Möglichkeit einfache singuläre Punkte nur mit Hilfe ihrer reduzierten Funktion zu unter-
suchen. So lässt sich auch eine Typeneinteilung verschiedener Singularitäten vornehmen.
Dazu kommen wir später in Kapitel 3.
2.1.2 Die Berechnung der reduzierten Funktion





ϕ0 + (x0 − ϕ∗0(x0)ϕ0)︸ ︷︷ ︸
w0
= s0ϕ0 + w0.
Offenbar gilt wie gefordert ϕ∗0(w0) = 0. Wählt man ein konkretes Paar (s, λ) ∈ R × R in
einer hinreichend kleinen Umgebung von (s0, λ0) aus, so berechnet sich g(s, λ) wie folgt.
1. Bestimme w(sϕ0, λ) als isolierte Lösung der Aufgabe
ET (sϕ0 + w(sϕ0, λ), λ) = 0,
ϕ∗0(w(sϕ0, λ)) = 0.
(2.11)
2. Bestimme g(s, λ) = ψ∗0T (sϕ0 + w(sϕ0, λ), λ).
Die zweite Gleichung in (2.11) sichert ab, dass w ∈ M gilt. Es stellt sich natürlich die
Frage wie man den Schritt 1. realisiert. Bevor man w bestimmen kann, braucht man eine
genaue Darstellung der Projektion E : Y → R(T 0x ). Bekanntermaßen wird Y zerlegt in
Y = N ⊕ R(T 0x ), mit N := span{ψ0} und R(T 0x ) := {y ∈ Y : ψ∗0(y) = 0}. Ist also ein
Vektor y ∈ Y gegeben, so gilt
y = r · ψ0 + q, (2.12)
mit r ∈ R und q ∈ R(T 0x ). Letzteres bedeutet ψ∗0(q) = 0. Wendet man ψ∗0 auf y an, so
erhält man r, den Vorfaktor von ψ0 in der Darstellung (2.12). Wir wollen jedoch genau
den Vektor q = Ey bestimmen. Also bilden wir einfach q = y − ψ∗0(y) · ψ0. Die Projektion
E kann also dargestellt werden als
E : Y → R(T 0x ), Ey 7→ y − ψ∗0(y) · ψ0, für y ∈ Y, also E· = (I − ψ∗0(·)ψ0). (2.13)
Wir können nun (2.11) genauer aufschreiben. Berechne den Vektor w als isolierte Lösung
von
T (sϕ0 + w, λ)− ψ∗0(T (sϕ0 + w, λ))ψ0 = 0,
ϕ∗0(w) = 0.
(2.14)
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Die hier auftretende Größe ψ∗0(T (sϕ0 + w, λ)) ist schließlich der gesuchte Funktionswert
der reduzierten Funktion an der Stelle (s, λ).
Nun ergibt sich das Problem wie man die Aufgabe in (2.14) numerisch löst. Im Hinblick auf
die später folgende Theorie schlagen wir hier das einfache Newton-Verfahren vor. Zuerst
wählen wir als Startvektor w0 aus der Zerlegung des singulären Punktes
(x0, λ0) = (s0ϕ0 + w0, λ0),
mit w0 = x0 − ϕ∗0(x0)ϕ0. Nun benötigen wir die Fréchet-Ableitung der linken Seite der
Gleichung (2.14) nach w im Punkt x0 = t0ϕ0 +w0, angewandt auf den Vektor 4wk. Diese
ist gegeben durch Tx(t0ϕ0 + w0︸ ︷︷ ︸
x0








Wir können nun die Newton-Iteration zur Berechnung der Lösung w aus (2.14) notieren.
Es bestimmt sich wk+1 aus wk für k = 1, 2, ... durch folgende Iterationsvorschrift
Tx(x0, λ0)4 wk = −T (sϕ0 + wk, λ) + ψ∗0(T (sϕ0 + wk, λ))ψ0,
ϕ∗0(4wk) = −ϕ∗0(wk) = 0,
(2.16)
wk+1 = wk +4wk. (2.17)
Iterativ entstehen Näherungen für den Funktionswert von g aus der Folge
gk = gk(s, λ) = ψ
∗
0(T (sϕ0 + wk, λ)). (2.18)
Diese Iteration wird nicht mit dem Wunsch einer Konvergenz gegen einen bestimmten
Vektor durchgeführt. Vielmehr steht die Intention im Vordergrund, Funktionswerte gk(s, λ)
einer zu g(s, λ) stark äquivalenten Funktion auszurechnen. Mit diesem Äquivalenz-Begriff
beschäftigt sich das Kapitel 4 ausführlich. Bei der Konstruktion der Liapunov-Schmidt














für alle ϕ̃∗0 ∈ X∗ mit ϕ̃∗0ϕ0 = 0. Diese Freiheiten in der Konstruktion der Reduktion
führen zu verschiedenen reduzierten Funktionen. Es zeigt sich aber, dass diese verschiede-
nen Funktionen untereinander kontakt-äquivalent sind. Mit diesem Äquivalenz-Begriff und
den dadurch gegebenen Klassifikationsmöglichkeiten für singuläre Punkte beschäftigt sich
das nächste Kapitel. Hier sollen nun abschließend einige Beispiele aus dem vorigen Kapitel
einer Liapunov-Schmidt Reduktion unterzogen werden.
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2.2 Beispiele für reduzierte Funktionen
Zuerst soll das Beispiel im Folgenraum aus Abschnitt 1.3 untersucht werden. Wir definieren
noch einmal den Operator T : lp × R → lp, mit
T (x, λ) = T ((x1, x2, x3, . . . ), λ) := ((x1 + λ) · (x1 − λ2), x2, x3, . . . ).
Dabei ist 1 < p <∞. Wir haben in Kapitel 1 bereits hergeleitet, dass sich in (x(0), λ(0)) =
((0, 0, . . . ), 0) ein sogenannter sekundärer Bifurkationspunkt befindet. Darüber hinaus zeig-
ten wir, dass der Nullraum von Tx(x
(0), λ(0)) = T 0x durch ϕ0 = (1, 0, 0, . . . ) ∈ lp und der
Nullraum von (T 0x )
∗ durch ψ∗0 = (1, 0, 0, . . . ) ∈ lq, mit 1/p + 1/q = 1 aufgespannt wird.
Offenbar ist ein geeignetes ϕ∗0 ∈ lq mit ϕ∗0ϕ0 = 1 durch ϕ∗0 = (1, 0, 0, . . . ) und ein geeignetes
Element ψ0 ∈ lp mit ψ∗0ψ0 = 1 durch ψ0 = (1, 0, 0, . . . ) gegeben. Nun bestimmen wir den
Vektor w ∈ lp mittels Gleichung (2.14). Aus ϕ∗0(w) = 0 folgt für w = (w1, w2, . . . ) sofort
w1 = 0. Darüber hinaus impliziert (2.14)
T (sϕ0 + w, λ)− ψ∗0(T (sϕ0 + w, λ))︸ ︷︷ ︸
=g(s,λ)
ψ0 =
((s+ λ) · (s− λ2), w2, w3, . . . )− (s+ λ) · (s− λ2)︸ ︷︷ ︸
=g(s,λ)
·(1, 0, 0 . . . ) = (0, w2, w3, . . . ) = 0,
also w2 = w3 = · · · = 0 und g(s, λ) = (s + λ) · (s − λ2). Hier zeigt sich deutlich dass
g die gesammte Information über die Lösungsverzweigung enthält. Man bezeichnet die
Ljapunov-Schmidt Reduktion deshalb auch oft als eine Projektion auf die wesentlichen
Koordinaten. Hier war offenbar nur die erste Koordinate wesentlich.
Nun soll noch einmal das zweite Beispiel aus Abschnitt 1.4 zwischen endlichdimensionalen
Räumen betrachtet werden. Das erste Beispiel aus Abschnitt 1.4 ist nämlich bereits seine
eigene reduzierte Funktion. Wir geben noch einmal den Operator T : R2×R → R2 an, mit
T (x, λ) = f((x1, x2), λ) :=
(





x1 + x2 − λ
)
.
Es zeigte sich dass (x(0), λ(0)) = ((2, 2), 4) ein Bifurkationspunkt ist. Die Fréchet-Ableitung
T 0x := Tx(x




gegeben. Offenbar wird der Nullraum durch ϕ0 = (1,−1) aufgespannt. Ein geeigneter
Vektor ϕ∗0 ∈ R2, mit ϕ∗0ϕ0 = 1 ist beispielsweise durch ϕ∗0 = (1, 0) gegeben. Der duale
Operator (T 0x )




gegeben. Offenbar wird hier der Nullraum durch ψ∗0 = (1, 0) aufgespannt. Ein geeigneter
Vektor ψ0 ∈ R2, mit ψ∗0ψ0 = 1 ist beispielsweise durch ψ0 = (1, 0) gegeben. Wir betrachten
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wieder die Gleichung (2.14) und erhalten aus ϕ∗0(w) = 0 sofort w1 = 0 für den Vektor
w = (w1, w2)
T ∈ R2. Die erste Gleichung in (2.14) impliziert











− (2s− w2) ·
(s
2








D.h. w2 = λ und
























Abschließend wollen wir noch auf das Randwertproblem des Eulerschen-Knickstabes ein-
gehen. Auch hier lassen sich problemlos die Elemente ϕ0, ψ
∗
0 u.s.w. bestimmen. Aber die
Anwendung des Funktionals ψ∗0 auf Elemente von Y ist durch das Integral von 0 bis 1
erklärt. Der Wert des Intagrals ist Bestandteil der Differentialgleichung aus der w(s, λ) be-
stimmt werden soll. Dies macht es nicht nur schwierig w(s, λ) und damit auch die gesuchte
reduzierte Funktion g(s, λ) numerisch zu berechnen, es wird auch gänzlich aussichtslos ei-
ne analytische Lösung zu ermitteln. Aus diesem Grund verlagern wir die Berechnung der




In diesem Kapitel soll der Begriff der Kontaktäquivalenz von Bifurkationsproblemen, wel-
cher im vorherigen Kapitel bereits Erwähnung fand, im Vordergrund stehen. Mit der so
genannten starken Äquivalenz beschäftigt sich das nächte Kapitel.
Die Wahlmöglichkeiten die sich bei der Konstruktion der Ljapunov-Schmidt reduzierten
Funktion ergeben, werfen die Frage nach der Wohldefiniertheit dieser Funktion auf. Es
zeigt sich dass es nicht eine einzige reduzierte Funktion gibt, sondern eine ganze Klasse un-
tereinander kontaktäquivalenter Funktionen betrachtet werden muss. Ist dieser Umstand
geklärt, dann rechnet man natürlich wieder mit einem solchen Repräsentanten der sich
einfach berechnen lässt oder bestimmte algebraische Eigenschaften aufweist. Oft existiert
ein polynomialer Repräsentant der allerdings selten direkt bestimmt werden kann. Eine
polynomiale Darstellung der reduzierten Funktion erlaubt jedoch eine Klassifizierung der
zugrundeliegenden Singularität.
3.1 Kontaktäquivalente reduzierte Funktionen
Definition 3.1 Zwei reduzierte Funktionen h, g : R2 → R werden kontaktäquivalent ge-
nannt wenn folgende Gleichung gilt





: R2 → R2, (s, λ) 7→ (T̄ (s, λ),Λ(λ))
ein lokaler (in einer Umgebung der Singularität (s0, λ0)) Diffeomorphismus des R2
mit der Eigenschaft T̄s(s, λ) > 0 sowie Λ
′(λ) > 0 gegeben ist und
2. S(s, λ) eine nichtnegative stetige Funktion ist.
28
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Satz 3.1 Kontaktäquivalenz ist eine Äquivalenzrelation.
Beweis: Es muss die Reflexivität, die Transitivität und die Symmetrie obiger binärer
Relation gezeigt werden. Zum Beweis der Reflexivität sei










h(T̃ (s, λ), Λ̃(λ)) = S(T̃ (s, λ), Λ̃(λ))g(T̄ (T̃ (s, λ), Λ̃(λ)),Λ(Λ̃(λ))) = S(T̃ (s, λ), Λ̃(λ))g(s, λ).
Die Division durch S(T̃ (s, λ), Λ̃(λ)) zeigt die Reflexivität. Die Symmetrie wird offensicht-
lich durch S(s, λ) = 1, T̄ (s, λ) = s und Λ(λ) = λ gesichert. Die Transitivität ergibt
sich sofort aus dem Umstand, dass das Produkt nichtnegativer stetiger Funktionen S1
und S2 wieder nichtnegativ und stetig ist und dass die Hintereinanderausführung lokaler
Diffeomorphismen wieder ein lokaler Diffeomorphismus ist, welcher die gleichen Nichtne-
gativitätsforderungen an die partiellen Ableitungen erfüllt wie die beiden ursprünglichen
Diffeomorphismen.
Es seien X und Y reelle Banachräume und T ;X × R → Y ein Operator mit den üblichen
Eigenschaften. Des weiteren sei durch (x0, λ0) ein einfacher singulärer Punkt von T gegeben.
Wir betrachten zwei reduzierte Funktionen g1(s, λ) und g2(s, λ) die gemäß Abschnitt 2.1.2
konstruiert worden sind. Insbesondere wurden für g1 die Elemente
ϕ0,1 ∈ X und ψ∗0,1 ∈ Y ∗
und für g2 die Elemente
ϕ0,2 ∈ X und ψ∗0,2 ∈ Y ∗
benutzt. Da diese Vektoren jeweils eindimensionale Nullräume aufspannen gilt
ϕ0,2 = c · ϕ0,1 und ψ∗0,2 = d · ψ∗0,1
mit nicht verschwindenden Zahlen c, d ∈ R. Ausgehend von dieser Situation gilt nun fol-
gender
Satz 3.2 g2(s, λ) ist kontaktäquivalent zu δg1(εs, λ), wobei ε := sgn(c) und δ := sgn(d)
festgelegt wird.
Bemerkung 3.1 Wir wollen diesen Äquivalenzsatz ausschließlich mit Hilfe der Elemente
ϕ0 ∈ X, ϕ∗0 ∈ X∗, ψ∗0 ∈ Y ∗ und ψ0 ∈ Y
zeigen. In [5] wird statt dessen mit den Komplentärräumen M bzw. N aus (2.2) gearbeitet.
Da aber in der praktischen Umsetzung der Ljapunov-Schmidt Reduktion diese Räume
durch ϕ∗0 ∈ X∗ bzw. ψ0 ∈ Y definiert werden, soll auch der Beweis des Satzes entsprechend
gestaltet werden.
Bevor der Beweis geführt werden kann, müssen jedoch noch zwei Hilfsresultate gezeigt
werden. Diese wurden gegenüber ihrer Darstellung in [5] nur geringfügig modifiziert. Mit
5 wird in diesem Kapitel der Gradient bezeichnet.
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Lemma 3.1
Sei ψ : Rn → R eine stetig partiell differenzierbare Funktion die in einer Umgebung des
Ursprungs definiert ist und ψ(0) = 0, sowie 5ψ(0) 6= 0 erfüllt. Dann gibt es einen Diffeo-
morphismus Y (y) welcher Y (0) = 0 und ψ(Y (y)) = yn erfüllt, wobei yn die n-te Koordi-
natenfunktion von y = (y1, ..., yn) ist.
Beweis: 5ψ(0) 6= 0 impliziert die Existenz eines Index i mit ∂ψ/∂yi(0) 6= 0. O.B.d.A.
sei i = n, sonst werden die Koordinaten entsprechend umgeordnet. Betrachtet man die
Abbildung
Ψ(y) = (y1, ..., yn−1, ψ(y)),
stellt man fest, dass die Jacobimatrix im Ursprung nicht verschwindet. Der Satz über die
Umkehrfunktion sichert die Existenz einer stetig partiell differenzierbaren Funktion Y (y),
welche Y (0) = 0 und gemäß der Definition einer Umkehrfunktion Ψ(Y (y)) = y erfüllt.
Offenbar gilt dann auch ψ(Y (y)) = yn.
Lemma 3.2
Es seien φ, ψ : Rn → R zwei stetig partiell differenzierbare Funktionen die auf einer Um-
gebung des Ursprunges definiert sind und bei Null verschwinden. Gilt
a) ψ(y) = 0 ⇒ φ(y) = 0,
b) 5φ(0) 6= 0, 5ψ(0) 6= 0,
dann ist die Funktion
a(y) = φ(y)/ψ(y)
eine stetige Funktion die in einer Umgebung des Ursprunges nicht verschwindet. Des wei-
teren gilt sgn a(0) =< 5φ(0),5ψ(0) >.
Beweis: Die Verkettung stetig partiell differenzierbarer Funktionen ist wieder eine stetig
partiell differenzierbare Funktion. In diesem Sinne ist die Funktionenklasse invariant unter
stetig partiell differenzierbaren Koordinatentransformationen. Wir können also die Aussa-
ge dass a stetig ist in einem Koordinatensystem nachweisen, welches die Betrachtungen
vereinfacht. Wir verwenden das Koordinatensystem aus dem obigen Lemma. Es sei also
ψ(y) = yn. Der Hauptsatz der Differential und Integralrechnung liefert






Hierbei ist y′ = (y1, ..., yn−1). Da ψ(y) = yn gilt, ist nach Teil a) auch φ(y
′, 0) = 0 erfüllt.
In obigem Integral substituieren wir nun s = tyn und erhalten





(y′, tyn)dt︸ ︷︷ ︸
a(y)
.
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Demnach ist φ(y) = a(y)ψ(y) und die Stetigkeit von a liegt auf der Hand. Differenziert








0 · a(0, . . . , h, . . . , 0)
h
= 0,













a(0, 0, . . . , 0, h) = a(0, . . . , 0).
Es folgt demnach
5φ(0) = a(0)5 ψ(0).
Das Skalarprodukt von linker und rechter Seite ist positiv, weil die beiden Terme identisch
und ungleich Null sind. Deshalb resultiert die Formel für das Vorzeichen von a(0).
Beweis des Satzes 3.2: Die reduzierte Funktion g, deren Konstruktion in Abschnitt 2.1.2
beschrieben wird, ist durch die Wahl der Elemente
ϕ0 ∈ X, ϕ∗0 ∈ X∗, ψ∗0 ∈ Y ∗ und ψ0 ∈ Y
eindeutig bestimmt. Es seien zur Konstruktion von g1(s, λ) neben
ϕ0,1 ∈ X und ψ∗0,1 ∈ Y ∗
das Funktional ϕ∗0,1 ∈ X∗ sowie das Element ψ0,1 ∈ Y und zur Konstruktion von g2(s, λ)
neben
ϕ0,2 = cϕ0,1 ∈ X und ψ∗0,2 = dψ∗0,1 ∈ Y ∗























· c · ϕ∗0,1ϕ0,1 = 1− 1 = 0.
Aufgrund von ϕ0,2 = cϕ0,1 ist auch ϕ̄
∗
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mit ψ∗0,1ψ̄0,1 = 0 an. Nun können wir die Äquivalenzaussage des Satzes in drei Schritten
zeigen:
Im Schritt 1 nehmen wir
ϕ0,2 = cϕ0,1 ∈ X und ψ∗0,2 = dψ∗0,1 ∈ Y ∗, sowie ϕ̄∗0,1 = 0 ∈ X∗ und ψ̄0,1 = 0 ∈ Y
an. Im Schritt 2 nehmen wir
c = d = 1, ϕ̄∗0,1 6= 0 und ψ̄0,1 = 0
an. Und im Schritt 3 sei
c = d = 1, ϕ̄∗0,1 = 0 und ψ̄0,1 6= 0.
Der allgemeine Fall ergibt sich dann aus der Transitivität der Kontaktäquivalenz.
Zu Schritt 1: w1(s, λ) wird durch
T (sϕ0,1 + w1(s, λ), λ)− ψ∗0,1(T (sϕ0,1 + w1(s, λ), λ))ψ0,1 = 0,
ϕ∗0,1(w1(s, λ)) = 0.
(3.1)
definiert. Dann berechnet sich w2(s, λ) aus







ϕ∗0,1(w2(s, λ)) = 0.
(3.2)
Es folgt sofort w2(s, λ) = w1(c ·s, λ) und g2(s, λ) = d ·g1(cs, λ). Offensichtlich ist d ·g1(cs, λ)
kontaktäquivalent zu δg1(εs, λ), mit δ und ε wie in der Formulierung des Satzes 3.2.
Zu Schritt 2: Der singuläre Punkt (x0, λ0) = (s0ϕ0 + w0, λ0) sei o.B.d.A. im Ursprung,
das heißt s0 = 0, w0 = 0 und λ0 = 0. Ist er das nicht, so betrachten wir einfach den
Operator T̂ (x, λ) = T (x0 + x, λ0 + λ). Dies führt lediglich zu einer kontaktäquivalenten
Transformation aller möglichen reduzierten Funktionen g(s, λ) in g(s0 + s, λ0 + λ). Es sei
wieder w1(s, λ) eindeutig durch (3.1) festgelegt, womit auch g1(s, λ) bestimmt ist. Wir
betrachten die Gleichung
f(a, s, λ) = a+ ϕ̄∗0,1w1(s+ a, λ)
in einer Umgebung von a0 = s0 = λ0 = 0. Dieser Punkt stellt zugleich eine Nullstelle von f
dar. Die Ableitung der zweiten Zeile von (3.1) in (s0, λ0) nach s impliziert ϕ
∗
0,1w1s(s0, λ0) =
0. Demnach ist w1s(s0, λ0) = 0. Dies zeigt, dass die Ableitung von f nach a im Nullpunkt
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gleich 1 ist. Der Satz über implizite Funktionen sichert also die Existenz einer Funktion
a(s, λ) mit f(a(s, λ), s, λ) = 0 in einer Umgebung von s0 = λ0 = 0 und a(s0, λ0) = 0.
Die Restriktion auf eine hinreichend kleine Umgebung von s0 = λ0 = 0 werde von nun an
vorausgesetzt. Wir definieren die Funktion
w(s, λ) = w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1
und berechnen
ϕ∗0,2w(s, λ) = ϕ
∗
0,2(w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1) =
ϕ∗0,1(w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1) + ϕ̄
∗
0,1(w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1)
= a(s, λ) + ϕ̄∗0,1w1(s+ a(s, λ), λ) = f(a(s, λ), s, λ) = 0.
Zudem zeigt sich, dass w(s, λ) = w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1 das Gleichungssystem
T (sϕ0,1 + w(s, λ), λ)− ψ∗0,1(T (sϕ0,1 + w(s, λ), λ))ψ0,1 = 0,
ϕ∗0,2w(s, λ) = 0
löst. Die eindeutige Lösung dieses Gleichungssystem ist aber w2(s, λ). Es folgt sofort
w(s, λ) = w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1 = w2(s, λ).
Dies führt auf folgende Gleichungskette
g2(s, λ) = ψ
∗
0,1T (sϕ0,1 + w2(s, λ), λ) =
ψ∗0,1T (sϕ0,1 + w1(s+ a(s, λ), λ) + a(s, λ)ϕ0,1, λ) =
ψ∗0,1T ((s+ a(s, λ))ϕ0,1 + w1(s+ a(s, λ), λ), λ) =
g1(s+ a(s, λ), λ) = g1(T̄ (s, λ), λ).
Nun ist noch zu untersuchen ob T̄s(s, λ) > 0 gilt. Aufgrund der Stetigkeit genügt es




f(a(s, λ), s, λ)
∣∣∣∣
(0,0,0)
= fa(0, 0, 0)as(0, 0) + fs(0, 0, 0) = 1 · as(0, 0) + 0 = as(0, 0).
Deshalb ist T̄s(s0, λ0) = 1 > 0, womit Schritt 2 beendet ist.
Zu Schritt 3: Wieder sei o.B.d.A. der singuläre Punkt im Koordinatenursprung. Wir
berechnen wieder w1(s, λ) eindeutig durch
T (sϕ0,1 + w1(s, λ), λ)− ψ∗0,1(T (sϕ0,1 + w1(s, λ), λ))ψ0,1 = 0,
ϕ∗0,1(w1(s, λ)) = 0
(3.3)
und w2(s, λ) eindeutig durch
T (sϕ0,1 + w2(s, λ), λ)− ψ∗0,1(T (sϕ0,1 + w2(s, λ), λ))ψ0,2 = 0,
ϕ∗0,1(w2(s, λ)) = 0.
(3.4)
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Es sei nun für ein Paar (s, λ) die reduzierte Funktion g1(s, λ) = 0. Dann ist w2(s, λ) =
w1(s, λ) eine Lösung von (3.4) und damit die eindeutige Lösung. Daraus folgt g2(s, λ) = 0.
Zurück schließt man genauso und es resultiert
g1(s, λ) = 0 ⇔ g2(s, λ) = 0.
Wir wollen nun den Satz 2 anwenden um zu zeigen, dass g2/g1 eine nichtnegative stetige
Funktion in der Nähe des Ursprungs ist. Dafür müssen wir beweisen, dass 5gi(0, 0) 6= 0
für i = 1, 2 zutrifft. Für beliebige Vektoren ϕ ∈ X gilt ψ∗0,1T 0xϕ = 0. Deshalb ist stets
(gi)s(0, 0) = 0. Der singuläre Punkt überträgt sich also auf g. Man findet aber auch
(g1)λ(0, 0) = ψ
∗
0,1(Tλ(0, 0)) = (g2)λ(0, 0).
Ist also eine der beiden Ableitungen nach λ ungleich Null, so ist es auch die andere und
das Skalarprodukt < 5g1(0, 0),5g2(0, 0)) >> 0. Es gibt also eine nichtnegative stetige
Funktion S(s, λ), mit
g2(s, λ) = S(t, λ)g1(s, λ),
und dies bedeutet: g2 ist äquivalent zu g1. Es ist jedoch auch denkbar, dass 5gi(0, 0) = 0
auftritt. In diesem Fall erweitern wir die Definition von T zu
T̃ : X × R× R → Y, T̃ (x, λ, β) = T (x, λ) + βψ0.
Nun wenden wir wie oben die Liapunov-Schmidt-Reduktion auf diesen neuen Operator T̃
an. Damit ändert sich an der gesamten Argumentation nichts und man findet
(gi)β(0, 0, 0) = ψ
∗
0,1(T̃β(0, 0, 0)) = ψ
∗
0,1(ψ0,i) = 1 > 0.
Man schließt nun für T̃ wie für T auf
g2(s, λ, β) = S(s, λ, β)g1(s, λ, β),
für eine nichtnegative stetige Funktion S. Die Einschränkung auf β = 0 zeigt die geforderte
Äquivalenz.
Es folgt also, dass alle denkbaren Ljapunov-Schmidt reduzierten Funktionen eines einfa-
chen singulären Punktes, bis auf möglicherweise verschiedene Vorzeichen, paarweise Kon-
taktäquivalent sind. Es gibt deshalb nicht die eine Ljapunov-Schmidt reduzierte Funktion,
sondern die Äquivalenzklasse aller paarweise Kontaktäquivalenten Ljapunov-Schmidt re-
duzierten Funktionen eines einfachen singulären Punktes. Da jedoch alle Repräesentanten
das Verhalten im und um den singulären Punkt vollständig erfassen, wollen wir trotzdem
von der Ljapunov-Schmidt reduzierten Funktion sprechen. Darüber hinaus legt im Falle
von Randwertproblemen die Methode zur Berechnung der wesentlichen Kenngrößen
ϕ0 ∈ X, ϕ∗0 ∈ X∗, ψ∗0 ∈ Y ∗ und ψ0 ∈ Y,
die resultierende reduzierte Funktion bis auf möglicherweise verschiedene Vorzeichen fest.
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3.2 Klassifikation einfacher singulärer Punkte mittels
Kontaktäquivalenz
Es liegt natürlich der Gedanke nahe, mit Hilfe des Begriffes der Kontaktäquivalenz eine
Klassifikation einfacher singulärer Punkte vorzunehmen. Anstatt die reduzierte Funkti-
on g eines einfachen singulären Punktes eines Operator T zu untersuchen, kann man sich
eine Funktion h mit einem bestimmten Verzweigungsverhalten im Nullpunkt vorgeben. An-
schließend fragt man danach, ob h zu g (bis auf verschiedene Vorzeichen) kontaktäquivalent
ist. Im positiven Fall schließt mann, dass die Lösungen von T (x, λ) = 0 in der Umgebung
des einfachen singulären Punktes das gleiche Verzweigungsverhalten wie h aufweisen. Die-
se Verzweigungsprototypen h werden Normalformen genannt und sind durchweg endliche
Polynome in s und λ. In der Tat gibt es eine Liste der häufigsten Verzweigungspheno-
mene und ihrer Normalformen. Um nun ein konkretes Bifurkationsproblem in diese Liste
einzuordnen, muss man ein einfaches Kriterium ermitteln um Kontaktäquivalenz festzu-
stellen. Es müssen sozusagen alle zu einer gegebenen Funktion kontaktäquivalenten Funk-
tionen auf einfache Weise charakterisiert werden. Dieses Problem wird im Englischen als
Recognition-Problem bezeichnet. Seine Behandlung bedarf einer Verschärfung des Begrif-
fes der Konkaktäquivalenz hin zur so genannten starken Äquivalenz. Die Möglichkeit der
Einordnung in eine Verzweigungsliste setzt voraus, dass sich ein endliches Polynom in der
Äquivalenzklasse der reduzierten Funktion befindet. Diese Frage führt sofort auf den Be-
griff der so genannten endlichen Codimension von Bifurkationsproblemen. Abschließend sei
gesagt, dass die Klassifikation von Bifurkationsproblemen nicht auf Grundlage der Kon-
kaktäquivalenz, sondern vielmehr auf Basis der starken Äquivalenz gelingt. Die Behandlung
dieses Äquivalenzbegriffes ist Gegenstand des nächsten Kapitels.
Kapitel 4
Starke Äquivalenz und endliche
Codimension
In diesem Kapitel wird zunächst der Begriff der starken Äquivalenz dargestellt. Anschlie-
ßend werden einige Hilfsmittel bereitgestellt die beim Studium der starken Äquivalenz
unentbehrlich sind. Dabei definieren wir auch was unter endlicher Codimension von Bi-
furkationsproblemen zu verstehen ist und geben Konsequenzen dieser Eigenschaft an. Im
Abschnitt 4.8 des Kapitels wird schließlich das zentrale Resultat dieser Arbeit gezeigt. Dar-
aus geht folgendes hervor: Unter der Voraussetzung, dass das einfache Newton-Verfahren
bei der Berechnung einer impliziten Funktion im k-ten Schritt das k-te Taylorpolynom mit
einer Störung der Ordnung k+1 berechnet, und dass das Bifurkationsproblem endliche Co-
dimension besitzt, wird mit der Strategie aus Abschnitt 2.1.2 nach endlich vielen Schritten
eine zu g kontaktäquivalente Funktion berechnet. In den Abschnitten 4.1 bis 4.7 werden
Teile des zweiten Kapitels aus [5] wiedergegeben. Da jedoch der Umfang moderat und der
Inhalt für das Verständnis des letzten Abschnittes evident ist, haben wir uns für diese Art
der Darstellung und gegen einen kurzen Literaturverweis entschieden.
Wir wollen noch zwei wichtige Konventionen festhalten. Wenn in diesem Kapitel von glat-
ten Funktionen die Rede ist, dann sind stets beliebig oft stetig partiell nach allen auftreten-
den Variablen differenzierbare Funktionen gemeint. Diese Art der Glattheit erscheint zwar
zunächst als äußerst einschneidende Bedingung, aber entsprechend glatte rechte Seiten in
Differentialgleichungen oder polynomiale nichtlineare Abbildungen führen auf Ljapunov-





k-fache“ Differenzierbarkeit obiger Art gegeben sein, dann behalten die
nachfolgenden Resultate in naheliegender Weise umformuliert ihre Gültigkeit. Für k > p
sind nämlich maximal (k − p)-fache Ableitungen immer noch p-fach differenzierbar. Als
weitere Voraussetzung fordern wir o.B.d.A., dass die Singularität im Koordinatenursprung
liegt. Dadurch vereinfacht sich lediglich die Darstellung. Wir beginnen direkt mit der De-
finition der starken Äquivalenz.
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4.1 Starke Äquivalenz reduzierter Funktionen
Definition 4.1 Wir wollen zwei glatte Funktionen g, h : R×R → R die in einer Umgebung
des Koordinatenursprunges (0, 0) definiert sind als stark äquivalent bezeichnen, wenn es
glatte Funktionen T̃ (s, λ) und S(s, λ) gibt, so dass die Gleichung
g(s, λ) = S(s, λ)h(T̃ (s, λ), λ) (4.1)
in der Nähe des Ursprungs gilt. S und T̃ mögen des weiteren in der Umgebung von (0, 0)
folgende Bedingungen erfüllen
T̃ (0, 0) = 0, T̃s(s, λ) > 0, S(s, λ) > 0. (4.2)
Die Bedingung (4.2) muss nur im Punkt (0, 0) gefordert werden, da aufgrund der Stetigkeit
stets eine Umgebung um (0, 0) existiert in der die Zusammenhänge noch gelten. Offenbar
impliziert die starke Äquivalenz stets die Äquivalenz aus Definition 3.1. Gegeben sei nun
eine glatte Funktion h : R×R → R die in der Nähe des Ursprungs definiert ist. Die Lösung
des sogenannten Identifikationsproblems für h besteht in der expliziten Charakterisierung
aller Funktionen die stark äquivalent zu h sind. So kann beispielsweise gezeigt werden, dass
eine Funktion g stark Äquivalent zu h(s, λ) = s3 − λs ist, wenn
g(0, 0) = gs(0, 0) = gs,s(0, 0) = gλ(0, 0) = 0
und gsss(0, 0) > 0, gλs(0, 0) < 0
(4.3)
gilt (siehe [5]).
4.2 Null-Äquivalenz und Keime
Definition 4.2 Wir sagen, zwei glatte Funktionen g1 und g2 sind Null-äquivalent, wenn es
eine Umgebung um den Koordinatenursprung (0, 0) gibt auf welcher sie übereinstimmen.
Beispielsweise sind die Funktionen g1(s, λ) = s und
g2(s, λ) =
{
s, λ ≤ 1
s+ e−1/(λ−1), λ > 1
null-äquivalent, da sie auf der Kreisscheibe {(s, λ) : s2 + λ2 < 1} übereinstimmen. Analog
zur Konstruktion der Lp-Räume in der Maßtheorie erklären wir den Raum Es,λ.
Definition 4.3 Es,λ ist der Raum aller Funktionen g : R2 → R die in einer Umgebung des
Ursprungs definiert und dort aus C∞ sind. Darüber hinaus werden zwei Elemente g1 und
g2 aus Es,λ als identisch angesehen, wenn sie Null-äquivalent sind.
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Man überzeugt sich leicht davon, dass die Null-Äquivalenz eine Äquivalenzrelation ist und
Es,λ eigentlich nicht aus Funktionen, sondern aus Äquivalenzklassen besteht. Trotzdem
rechnet man mit den Elementen von Es,λ wie mit Funktionen, indem man jeweils mit
einem beliebigen Repräsentanten arbeitet. Offenbar ist Es,λ ein Vektorraum. Wir schreiben
für Es,λ oft auch E2 oder nur E . Die Zahl 2 bezeichnet dabei die Anzahl der Variablen.
Analog dazu betrachten wir auch die Räume En für n ∈ N, das n-dimensionale Analogon
zu E2. Die Funktionen aus En mit n ≥ 1 werden in der Literatur gemeinhin auch als Keime
oder Funktionen-Keime bezeichnet (siehe z.B. [5] od. [31]).
4.3 Der restringierte Tangentenraum RT (g)
Die wesentliche Frage bei der Lösung des Indentifikationsproblems ist folgende: Für welche
Störungen p ist g+ tp stark äquivalent zu g für alle kleinen t? Dabei sind g und p aus Es,λ.
Nehmen wir einmal an, für ein gegebenes p kann obige Frage positiv beantwortet werden.
Dann gibt es Funktionen S(s, λ, t) und T̃ (s, λ, t), so dass
g(s, λ) + tp(s, λ) = S(s, λ, t)g(T̃ (s, λ, t), λ) (4.4)
mit
T̃ (0, 0, t) ≡ 0 (4.5)
erfüllt ist. Nehmen wir weiter an, dass S und T̃ glatt sind und bei t = 0 als Identität auf
g wirken. Das heißt
S(s, λ, 0) ≡ 1, T̃ (s, λ, 0) ≡ s. (4.6)
Differenziert man (4.4) bei t = 0 nach t und verwendet (4.6) zum vereinfachen, so resultiert
p(s, λ) = Ṡ(s, λ, 0)g(s, λ) + gs(s, λ)
˙̃T (s, λ, 0).
Der unten definierte restringierte Tangentenraum besteht nun aus allen p, die man durch
obige Gleichung darstellen kann.
Definition 4.4 Der restringierte Tangentenraum RT (g) einer Funktion g ∈ Es,λ besteht
aus allen Funktionen p ∈ Es,λ, die in der Form
p(s, λ) = a(s, λ)g(s, λ) + b(s, λ)gs(s, λ), (4.7)
mit a, b ∈ Es,λ und b(0, 0) = 0 geschrieben werden können.
Aufgrund der Forderung nach starker Äquivalenz nennt man den Raum restringiert. Nach
obiger Betrachtung ist p ∈ RT (g) natürlich eine notwendige Bedingung, damit g+ tp stark
äquivalent ist zu g für kleine t. In Bezug auf die Umkehrung des Resultats, gilt folgender
Satz 4.1 Es seien g und p aus Es,λ. Wenn
RT (g + tp) = RT (g) ∀ t ∈ [0, 1], (4.8)
dann ist g + tp stark äquivalent zu g für alle t ∈ [0, 1].
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Lemma 4.1 Bedingung (4.8) ist erfüllt, wenn p ∈ RT (g) gilt.
Beweis:
Sei RT (g + tp) = RT (g) für ein nichtverschwindendes t. Die Wahl a = 1, b = 0 in (4.7)
zeigt sofort g + tp ∈ RT (g + tp). Aus (4.8) folgt dann
g + tp = ag + bgs
für geeignete a, b ∈ Es,λ, wobei b(0, 0) = 0 ist. Subtrahiert man von beiden Seiten g und








Dies zeigt p ∈ RT (g).
Die Darstellung der Funktionen in RT (g), wie sie durch die Definition gegeben ist, ist für
die weiteren Schritte noch nicht ausreichend. Wir benötigen zunächst folgendes
Lemma 4.2 Sei f ∈ En mit f(0) = 0. Dann gibt es a1, ..., an ∈ En, s.d.
f(s) = f(s1, ..., sn) = s1a1(s) + · · ·+ snan(s),
wobei s = (s1, ..., sn) ist.
Beweis: Siehe Beweis von Lemma 5.1.
Nun können wir eine neue Darstellung der Funktionen aus RT (g) gewinnen.
Lemma 4.3 Sei g ∈ Es,λ. Es ist f ∈ RT (g) genau dann, wenn es Funktionen a, b und c
aus Es,λ gibt, s.d.
f = ag + (sb+ λc)gs (4.9)
erfüllt ist.
Beweis:
Ist f in der Darstellung (4.9) gegeben, dann ist dies auch eine Darstellung der Form (4.7),
da (sb + λc) im Ursprung verschwindet. Sei also f in der Form (4.7) gegeben. Dann ver-
schwindet b im Ursprung. Also findet man nach obigem Lemma Funktionen b̃ und c̃ in Es,λ,
s.d.
b(s, λ) = sb̃(s, λ) + λc̃(s, λ)
gilt. Substituiert man dies in (4.7), erhält man die Darstellung (4.9).
4.4 Algebraische Terminologie
In diesem Abschnitt betrachten wir die Menge En. Dabei handelt es sich bekanntlich um
einen Vektorraum. Außerdem kann man f ∈ En und g ∈ En miteinander multiplizieren und
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erhält f · g ∈ En. Eine Menge mit so einer algebraischen Struktur heißt Ring. Ein Ideal I
in En ist ein linearer Teilraum von En mit folgendes Eigenschaft
Aus φ ∈ En und f ∈ I, folgt φf ∈ I.
Man erkennt schnell, dass es sich bei RT (g), für g ∈ Es,λ um ein Ideal in Es,λ handelt. Dass
RT (g) eine Vektorraumstruktur hat liegt auf der Hand. Laut Lemma 4.3 besteht RT (g)
aus allen Funktionen die sich durch
ag + bsgs + cλgs (4.10)
mit Koeffizienten a, b, c ∈ Es,λ darstellen lassen. Damit erkennt man, dass für φ ∈ Es,λ und
f ∈ RT (g) auch φf ∈ RT (g) liegt. Dies liefern die Koeffizienten φa, φb und φc ∈ Es,λ.
Die Charakterisierung (4.10) ist typisch für die Ringtheorie. Allgemeiner betrachtet man
Funktionen p1, ..., pk ∈ En und die Menge aller Linearkombinationen
a1p1 + · · · akpk,
mit Koeffizienten ai ∈ En, die ihrerseits ein Ideal in En bilden. Wir schreiben dafür auch
< p1, ..., pk > und nennen p1, ..., pk die Generatoren des Ideals. Offenbar ist dann
RT (g) =< g, sgs, λgs > . (4.11)
Wir nennen Ideale mit endlicher Generatoren-Anzahl endlich erzeugt.
Es sei
M = {f ∈ En : f(0) = 0}. (4.12)
Offenbar ist M ein Ideal in En. Wir zeigen nun M =< s1, ..., sn >, wobei si ∈ En als
Projektion auf die i-te Koordinate des Eingabevektors s zu verstehen ist. Damit ist si
natürlich ein Element von En. Offenbar gehört jeder dieser Projektoren si zu M, da si(0) =
0 erfüllt ist. Dies zeigt < s1, ..., sn >⊂ M . Sei nun f ∈ M. Dann gilt f(0) = 0. Solche
Funktionen erlauben jedoch nach Lemma 4.2 eine Darstellung als
f(s) = s1a1(s) + · · ·+ snan(s).
So sehen auch die Funktionen aus < s1, ..., sn > aus. Damit ist M =< s1, ..., sn > gezeigt.
Der Buchstabe M soll andeuten, dass es sich bei M um ein maximales Ideal in En handelt.
Es gilt nämlich für beliebige Ideale I in En immer I ⊂M oder I = M.
In der Ringtheorie werden Ideale betrachtet die sich aus gegebenen Idealen bilden lassen.
So kann man zum Beispiel Das Summenideal I + J und das Produktideal I · J zweier
Ideale I und J betrachten. Das Summenideal I+J besteht aus allen Funktionen der Form
f = g1 + g2, mit g1 ∈ I und g2 ∈ J. Das Produktideal IJ besteht aus allen endlichen
Summen der Form
f = f1g1 + f2g2 + · · · fmgm,
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mit fi ∈ I und gi ∈ J. Erzeugt wird I + J von den Generatoren p1, ..., pk, q1, ..., ql, wenn
I =< p1, ..., pk > und J =< q1, ..., ql > gilt. Im selben Fall wird I·J von den k ·l Funktionen
{piqj : i = 1, ..., k, j = 1, ..., l} (4.13)
erzeugt. Natürlich können dabei einige Elemente redundant sein. Wir wollen die Produkt-
bildung genauer betrachten. Sei g ∈ Es,λ. Dann ist
M ·RT (g) =< sg, λg, s2gs, λsgs, λ2gs > .
Dies ergibt sich aus dem Umstand, dass M =< s, λ > und RT (g) =< g, sgs, λgs > ist.
Dabei würden sechs Generatoren auftreten, aber offenbar gilt λ(sgs) = s(λgs).
Wichtige sind auch Potenzen von M . Man erkennt leicht, dass Mk erzeugt wird von allen
Monomen vom Grad k:
{sα : α ∈ Nn0 , |α| = k}.
Ist I ⊂ En ein Ideal, so sagen wir f und g aus En sind äquivalent modulo I, in Formeln
f ≡ g mod I,
wenn f − g ∈ I gilt. Im nächsten Abschnitt findet man den Satz 5.1 von Taylor. Diesen
können wir notieren zu
f ≡ jkf mod Mk+1. (4.14)
Dabei bezeichnet jkf das Taylorpolynom der Ordnung k im Nullpunkt. Die algebraischen
Operationen in En respektieren diesen Äquivalenzbegriff.
4.5 Das Lemma von Nakayama
Lemma 4.4 Sei g ∈ Es,λ und k ∈ N. Wenn
Mk ⊂ RT (g) +Mk+1,
dann ist Mk ⊂ RT (g).
Die Aussage ist ein Spezialfall des
Lemma 4.5 (Nakayama)
Es seien I und J Ideale in En und I =< p1, ..., pl >, also endlich erzeugt. Dann gilt
I ⊂ J ⇔ I ⊂ J +M · I.
Beweis:
Aus I ⊂ J folgt offenbar sofort I ⊂ J +M · I. Sei also I ⊂ J +M · I erfüllt. Dann kann
offenbar jeder Generator aus I geschrieben werden als
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mit fi ∈ J und ai,j ∈ En und ai,j(0) = 0. Ist A die Matrix mit den Einträgen ai,j und I die








schreiben. Wegen A(0) = 0l×l, die l × l-Nullmatrix, ist (I − A)(0) = I, also invertierbar.
Dies bleibt auch in einer Umgebung um die Null richtig. Dafür würde bereits die Stetigkeit
der Einträge ai,j ausreichen. Die Inverse Matrix von I −A enthält jedoch auch Funktionen





Also sind die Generatoren von I in J enthalten, was I ⊂ J beweist.
4.6 Endliche Codimension
Definition 4.5 Sei I ⊂ En ein Unter-Vektorraum. Wenn es einen endlichdimensionalen
Vektorraum V ⊂ En gibt mit
I + V = En,
dann sagen wir, dass I endliche Codimension hat. Gibt es keinen solchen Raum V , dann
sagen wir, dass I unendliche Codimension hat.
Wir werden die Definition für gewöhnlich auf Unterräume anwenden die Ideale sind. Zum
besseren Verständnis wollen wir nachvollziehen, dass Mk endliche Codimension hat. Sei
f ∈ En. Dann können wir schreiben
f = [f − jk−1f ] + jk−1f.
Nach (4.14) ist der Summand in eckigen Klammern in Mk. Der letzte Summand ist ein
Polynom vom Grade maximal k − 1. Demnach gilt
En = Mk + R{sα : α ∈ Nn0 , |α| ≤ k − 1}. (4.15)
Der zweite Vektorraum besteht aus allen Linearkombinationen der Monome vom Grade
maximal k−1, welche eine endliche Basis bilden. Somit hat Mk endliche Codimension. Es
gibt oft viele Möglichkeiten den Komplementären Raum zu Räumen endlicher Codimension
zu wählen. Die Forderung nach einem komplementären Raum kleinster Dimension führt
auf den komplementären Raum bezüglich der direkten Summe von Vektorräumen. Wir
sagen En ist die direkte Summe der Räume I und V , wenn
En = I + V und I ∩ V = {0}
KAPITEL 4. STARKE ÄQUIVALENZ UND ENDLICHE CODIMENSION 43
gelten. In diesem Fall schreibt man En = I ⊕ V . Die Codimension von I ist dann die
Dimension jeden Vektorraumes V , welcher En = I⊕V erfüllt. Die Codimension ist auf diese
Weise wohl definiert, da alle Vektorräume mit dieser Eigenschaft die gleiche Dimension
haben. Einen entsprechenden Satz findet man in 7.3 in [8]. Es gilt nun folgender
Satz 4.2 Sei I ⊂ En ein Ideal. I hat genau dann endliche Codimension, wenn es ein k ∈ N
gibt mit Mk ⊂ I.
Beweis: siehe Proposition 5.7 in [5].
4.7 Starke Äquivalenz zum Taylorpolynom
Wir kommen nun zu folgendem wichtigen
Satz 4.3
(a) Es sei I =< p1, ..., pl > ein Ideal in En und die Funktionen q1, ..., ql ∈M · I gegeben.
Dann gilt I =< p1 + q1, ..., pl + ql >.
(b) Es sei g ∈ Es,λ und Mk ⊂ RT (g). Dann ist g stark äquivalent zu seinem Taylor-
Polynom jkg.
Beweis:
Zum Teil (a): Es gilt < p1 + q1, ..., pl + ql >⊂ I, weil mit qi ∈M·I auch pi + qi ∈ I zutrifft.
Des weiteren ist pi = (pi + qi)− qi ∈< p1 + q1, ..., pl + ql > +M · I. Daraus folgt
I ⊂< p1 + q1, ..., pl + ql > +M · I.
Mit dem Lemma von Nakayama schließt man nun auf I ⊂< p1 + q1, ..., pl + ql >. Daraus
folgt der Teil (a).
Zum Teil (b): Offenbar ist g = jkg − r, mit einem geeigneten Element r ∈ Mk+1. Das
negative Vorzeichen vor r ist bewusst gewählt worden. Um die starke Äquivalenz von g
und jkg zu zeigen, genügt es nach Satz 4.1
RT (g) = RT (g + tr)
für alle t ∈ [0, 1] zu zeigen. Offenbar wird RT (g+ tr) von g+ tr, s(gs + trs) und λ(gs + trs)
erzeugt. Jeder dieser Generatoren unterscheidet sich von dem entsprechenden Generator
für RT (g) nur durch einen Summanden aus Mk+1 ⊂M · RT (g). Nach Teil (a) gilt somit
RT (g) = RT (g + tr).
Bemerkung 4.1 Der Teil (b) kann wie folgt verallgemeinert werden. Ist Mk ⊂ RT (g)
und g ≡ h mod Mk+1, dann ist g stark äquivalent zu h. Der Beweis dieser Aussage ist
komplett Analog zu dem Beweis von Teil (b).
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An dieser Stelle bietet es sich an, das Hauptresultat dieser Arbeit herzuleiten. Die
beiden folgenden Kapitel liefern zwar Aussagen die für seinen Beweis benötigt werden,
aber da es sich um ein Resultat zur starken Äquivalenz handelt, wollen wir es auch in
diesem Kapitel unterbringen.
4.8 Starke Äquivalenz zur reduzierten Funktion
Wir betrachten wieder einen nichtlinearen Operator T : X × R → Y , wobei X und Y
Banachräume seien. In allen Punkten (x, λ) ∈ X × R möge T beliebig oft stetig Fréchet-
differenzierbar nach x, sowie beliebig oft differenzierbar nach λ und Tx(x, λ) ∈ L(X, Y ) ein
Fredholmoperator vom Index Null sein. Im Punkt (x0, λ0) möge T (x0, λ0) = 0 gelten. Des
weiteren sei (x0, λ0) ein einfacher singulärer Punkt von T . Nach Abschnitt 2.1.1 existiert
dann die Ljapunov-Schmidt-reduzierte Funktion g(s, λ) = ψ∗0T (sϕ0 + w(sϕ0, λ), λ), siehe
dort Formel (2.10). Es ist x0 = s0ϕ0 + w(s0ϕ0, λ0) = s0ϕ0 + w0. Die Kettenregel in Ba-
nachräumen beweist, dass g(s + s0, λ + λ0) ∈ E2 gilt. Der Einfachheit halber nehmen wir
wieder an, dass der einfache singuläre Punkt (x0, λ0) im Nullpunkt (0, 0) ∈ X×R liegt. Dar-
aus folgt s0 = λ0 = 0, woraus sich g ∈ E2 ergibt. In Abschnitt 2.1.2 wird eine Methode zur
Berechnung der reduzierten Funktion angegeben die mit dem einfachen Newton-Verfahren
arbeitet. Dabei wird iterativ die Banachraum-wertige Funktion w(s, λ) berechnet. Mit der
k-ten Iterierten wk(s, λ), siehe Formeln (2.16) und (2.17) in Abschnitt 2.1.2, wird dann die
Funktion gk(s, λ) gebildet. Nun können wir den Hauptsatz dieses Abschnittes formulieren
und beweisen.
Satz 4.4 Es sei g obige reduzierte Funktion. Des weiteren habe RT (g) endliche Codimen-
sion. Dann gibt es ein k ∈ N, so dass g stark äquivalent ist zu gk.
Beweis:
Da RT (g) endliche Codimension hat, gibt es nach Satz 4.2 ein k ∈ N, s.d. Mk ⊂ RT (g)
gilt. Mit Satz 4.3 und der Bemerkung 4.1 folgt daraus, dass g stark zu h äquivalent ist,
wenn g ≡ h mod Mk+1 erfüllt ist. Wir werden also zeigen, dass g ≡ gk mod Mk+1 gilt.
Dazu betrachten wir folgende Gleichungskette
g(s, λ) = ψ∗0T (sϕ0 + w(sϕ0, λ), λ) = ψ
∗
0T (sϕ0 + j
kw(tϕ0, λ) + r1(s, λ), λ) =
ψ∗0T (sϕ0 + wk(sϕ0, λ) + r1(s, λ) + r2(s, λ), λ) = ψ
∗
0T (sϕ0 + wk(sϕ0, λ) + r(s, λ), λ).
Mit jkw(tϕ0, λ) ist gemeint, dass (tϕ0, λ) in das Taylorpolynom der Ordnung k im Ent-
wicklungspunkt Null (siehe hierzu den Beweis von Satz 5.1) eingesetzt wurde. Darüber
hinaus bezeichnen wir mit r1(s, λ) das Taylor-Restglied, mit r2(s, λ) einen Korrekturterm





aα(s, λ) · (s, λ)α, (4.16)
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mit beliebig oft stetig partiell differenzierbaren Operatoren aα, welche mit den Multiindi-
zes α ∈ N20, |α| = k + 1 indiziert sind. r2(x) kann nach Satz 6.1 in der gleichen Weise
aufgeschrieben werden. Deshalb erlaubt auch r(s, λ) = r1(s, λ) + r2(s, λ) eine solche Dar-
stellung. Analog zum Beweis von Lemma 5.1 kann man die Existenz eines Operators a
zeigen, welcher der Identität
T (sϕ0 + wk(sϕ0, λ) + r(s, λ), λ)− T (sϕ0 + wk(sϕ0, λ), λ) =
a(sϕ0 + wk(sϕ0, λ), r(s, λ), λ)r(s, λ)
(4.17)
genügt. Dafür definiert man bei fixiertem s und λ die Banachraum-wertige Funktion








Tx(sϕ0 + wk(sϕ0, λ) + τ · r(s, λ), λ)r(s, λ)dτ
Mit der Definition
a(sϕ0 + wk(sϕ0, λ), r(s, λ), λ) :=
1∫
0
Tx(sϕ0 + wk(sϕ0, λ) + τ · r(s, λ), λ)dτ
ergibt sich schließlich die Formel (4.17). Für festes s und λ ist obiges a ein Operator aus
L(X, Y ). Analog zu Lemma 5.1 ergibt sich, dass die Abbildung a : X ×X ×R → L(X, Y )
beliebig oft stetig partiell Fréchet-differenzierbar ist. Da wk(sϕ0, λ) und r aus C
∞(R2, X)
sind, betrachten wir a als Element von C∞(R2,L(X, Y )) und schreiben
a(sϕ0 + wk(sϕ0, λ), r(s, λ), λ)r(s, λ) = a(s, λ)r(s, λ).
Setzt man die Darstellung (4.16) von r(s, λ) in diese Formel ein, so ergibt sich
a(s, λ)r(s, λ) =
∑
|α|=k+1
a(s, λ)aα(s, λ)︸ ︷︷ ︸
bα(s,λ)
·(s, λ)α
Die bα(s, λ) sind nach der Kettenregel aus C
∞(R2, Y ). Wendet man nun auf die Formel
(4.17) das Funktional ψ∗0 an, dann ergibt sich die Differenz g(s, λ) − gk(s, λ) und an der
Glattheit bezüglich s und λ ändert sich nichts. Aber weil offensichtlich ψ∗0bα(s, λ) aus
C∞(R2,R) gilt, folgt g(s, λ) − gk(s, λ) ∈ Mk+1. Dies beweist jedoch g ≡ gk mod Mk+1
und damit den Satz.
Es zeigt sich also, dass unter Verwendung des einfachen Newton-Verfahrens zur Berechnung
der Banachraum-wertigen Funktion wk aus dem Gleichungssystem (2.16), (2.17) eine Funk-
tion gk(s, λ) berechnet werden kann, die zur gesuchten reduzierten Funktion g(s, λ) stark
äquivalent und damit natürlich auch kontaktäquivalent ist. Vorausgesetzt ist allerdings,
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dass g endliche Codimension im Sinne von Abschnitt 4.6 hat. Diese Forderung ist jedoch
bei den meisten Singularitäten erfüllt, wie der folgende Abschnitt zeigt. Die praktische
Berechnung einer reduzierten Funktion g erfolgt schließlich dadurch, dass nach Wahl eines
genügend großen Index k ∈ N stets k Iterationen mit dem einfachen Newton-Verfahren
durchgeführt werden. Dadurch ergibt sich zwar i.a. ein gk mit k > k0 und Mk0 ⊂ RT (g)
berechnet, aber an der starken Äquivalenz zu g ändert sich wegen Mk ⊂ Mk0 für alle
k ≥ k0 nichts. Mit der Berechnung reduzierter Funktionen unter Verwendung von Satz 4.4
beschäftigt sich das Kapitel 8.
4.9 Klassifikation einfacher singulärer Punkte mittels
starker Äquivalenz
An dieser Stelle sind nun die notwendigen Begriffe bereitgestellt, um eine Liste von Nor-
malformen zu allen Bifurkationaproblemen anzugeben, deren reduzierte Funktion eine Co-
dimension von maximal 3 aufweist. Trotz der Beschränkung durch die Codimension 3,
enthält diese Liste die am häufigsten auftretenden Bifurkationsprobleme. Die Darstellung
ist direkt dem Abschnitt 2 von Kapitel 4 in [5] entnommen. Dort findet man auch noch eine
Liste praktisch überprüfbarer Bedingungen an die Ableitungen der reduzierten Funktion
g, welche die Zugehörigkeit zu einem bestimmten Bifurkationstyp sichern. Wir geben den
Satz 2.1 aus obiger Arbeit an.
Satz 4.5 Es sei g(s, λ) aus Es,λ und erfülle g(0, 0) = gs(0, 0) = 0 (dies ist für alle re-
duzierten Funktionen erfüllt). Ist die Codimension von g maximal gleich 3, so ist g stark
äquivalent zu einer der Normalformen in folgender Tabelle.
Nr. Normalform Codimension Nomenklatur
1. εs2 + δλ 0 Umkehrpunkt
2. ε(s2 − λ2) 1 einfacher Bifurkationspunkt
3. ε(s2 + λ2) 1 Isola center
4. εs3 + δλ 1 Hysterese
5. εs2 + δλ3 2 unsymmetrischer Cusp-Punkt
6. εs3 + δλs 2 Pitchfork
7. εs4 + δλ 2 quadratische Faltenbifurkation
8. εs2 + δλ4 3
9. εs3 + δλ2 3 Winged Cusp
10. εs4 + δλs 3
11. εs5 + δλ 3
(4.18)
Hierbei sind ε und δ entweder +1 oder −1.
Kapitel 5
Der Satz von Taylor & Polynome in
Banachräumen
Im Kapitel 4 sowie im Kapitel 6 werden sowohl der Satz von Taylor als auch Resultate über
ineinander eingesetzte Potenzreihen in Banachräumen benötigt. Dieses 5. Kapitel stellt
somit ein Hilfskapitel dar. Dennoch hat es auch eine eigenständige Bedeutung. Es enthält
nämlich den Satz von Taylor in einer Variante, wie sie in ([5] S. 60 oben) angegeben ist,
jedoch komplett in Banachräume übertragen. Die Darstellungsvariante des Satzes nennen
wir: die Darstellung in der Sprache der Keime. Auch das in dieser Arbeit viel zitierte
Lemma 5.1, sowie alle weiteren Resultate werden in allgemeinen reellen Banachräumen
bewiesen.
5.1 Der Satz von Taylor in der Sprache der Keime
Wir wollen in diesem Abschnitt eine Version des Satzes von Taylor herleiten, die an jene
in ([5] S. 60 oben) angelehnt ist. Dafür setzen wir die Kenntnis der Definition des Integrals
Banachraum-wertiger Funktionen einer reellen Variablen voraus, wie sie unter anderem in








für stetig differenzierbare Abbildungen h : [0, 1] → B, wobei B ein reeller Banachraum ist.
Wir zeigen zunächst folgendes
Lemma 5.1 Es seien E1, ..., En sowie B Banachräume und f : E1 × · · · × En → B ein
d ≥ 1-fach stetig partiell Fréchet-differenzierbarer Operator mit f(0) = 0.
Dann gibt es n (d−1)-fach stetig partiell Fréchet-differenzierbare Operatoren a1, ..., an, mit
ai : E1 × · · · × En → L(Ei, B), i = 1, ..., n und
f(x) = f((x1, ..., xn)) = a1(x)x1 + · · ·+ an(x)xn.
47
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Bemerkung 5.1 Ist d − 1 = 0, so sind die ai : E1 × · · · × En → L(Ei, B), i = 1, ..., n
stetige Operatoren.
Beweis:
Sei x ∈ Rn zunächst fixiert. Wir definieren die Funktion h(s) = f(sx), wobei 0 ≤ s ≤ 1
gilt. Offenbar ist h(0) = f(0) = 0. Nun gilt













Die iterative Anwendung der Leibnitzschen Regel aus [1], Abschnitt 8.11.2 zeigt, dass
ai : E1 × · · · × En → L(Ei, B), mit ai(x) =
1∫
0
fxi(sx)ds, i = 1, ..., n
(d− 1)-fach stetig partiell Fréchet-differenzierbare Operatoren sind. Mit diesen ai und der
Linearität des Integrals gewinnt man die gesuchte Darstellung.
Nun können wir den Satz von Taylor in der hier benötigten Form formulieren.
Satz 5.1 (Taylor)
Es seien E1, ..., En sowie B Banachräume und f : E1 × · · · × En → B ein d-fach stetig
partiell Fréchet-differenzierbarer Operator, mit d ∈ N. Des weiteren sei k ∈ N kleiner als
d. Dann gibt es d− (k + 1)-fach stetig partiell Fréchet-differenzierbare Operatoren
aα : E1 × · · · × En → L(Eα11 × · · · × Eαnn , B),











wobei α! = α1! · · ·αn! und |α| = α1 + · · ·+ αn.
Bemerkung 5.2 An dieser Stelle sind einige Erklärungen zur verwendeten Notation an-
gebracht.
• Ist d− (k + 1) = 0, so sind die Operatoren aα nur noch stetig.
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• Für einen Multiindex α ∈ Nn0 mit |α| = k + 1 ist unter E
α1
1 × · · · ×Eαnn der folgende
Raum zu verstehen:
E1 × · · · × E1︸ ︷︷ ︸
α1−mal
× · · · × En × · · · × En︸ ︷︷ ︸
αn−mal
.
Es handelt sich um ein Kreuzprodukt von α1+· · ·+αn = k+1 Banachräumen. Dieser
Kreuzprodukt-Raum wird mit einer Produkt-Norm, wie zum Beispiel der Maximum-
Norm, zu einem Banachraum. Wie die Normen auf endlichdimensionalen Räumen,
sind auch die möglichen Produktnormen für die vorliegenden Räume äquivalent.
• Die Operatoren aα sind nichtlinear. Sie ordnen jedem x ∈ E1 × · · · × En einen |α|-
linearen, beschränkten Operator aα(x) zu, welcher in B abbildet.




der Taylor-Darstellung erscheinen Summanden der Form aα(x)x
α. Dies bedeutet aus-
geschrieben für einen Multiindex α ∈ Nn0 mit |α| = k + 1 das folgende:
aα(x)x
α = aα(x)[x1, . . . , x1︸ ︷︷ ︸
α1−mal
, . . . , xn, . . . , xn︸ ︷︷ ︸
αn−mal
].








ist der Ausdruck Dαf(0)xα zu finden. Ähnlich wie die aα(x) ist D
αf(0) ein |α|-
linearer, beschränkter Operator von Eα11 ×· · ·×Eαnn nach B. Dαf(0)xα bedeutet, dass
der Operator f im Punkt Null α1-mal nach x1,. . . ,αn-mal nach xn partiell Fréchet-
differenziert wurde und in den resultierenden |α|-linearen beschränkten Operator das
Element
(x1, . . . , x1︸ ︷︷ ︸
α1−mal




• Das von uns so genannte Taylor-Polynom ist natürlich in Wahrheit kein Polynom im
klassischen Sinne. Da sich jedoch zahlreiche Rechenregeln auf jkf(x) übertragen, wie
in [22], Abschnitt 8.5, nachgelesen werden kann, sprechen wir hier von Polynomen.
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Beweis:








Wir zeigen mittels vollständiger Induktion: Ist jkg(x) = 0 für den Operator g erfüllt, so






mit d− (k + 1)-fach stetig partiell Fréchet-differenzierbaren Operatoren
aα : E1 × · · · × En → L(Eα11 × · · · × Eαnn , B),
die mit den Multiindizes α ∈ Nn0 mit |α| = k + 1 indiziert sind. Für k = 0 folgt aus









mit den entsprechenden Glattheitseigenschaften der Operatoren aα. Sei nun für ein k ∈ N,
mit k < d − 1 die Induktionsbehauptung gültig und gelte für einen Operator g mit den
gleichen Glattheitseigenschaften wie f aus dem Satz die Gleichung jk+1g(x) = 0. Offenbar






mit d− (k + 1)-fach stetig partiell Fréchet-differenzierbaren Operatoren
aα : E1 × · · · × En → L(Eα11 × · · · × Eαnn , B),
die mit den Multiindizes α ∈ Nn0 mit |α| = k + 1 indiziert sind. Offenbar ist d− (k + 1) >
k + 1 − (k + 1) ≥ 0, da d − 1 > k vorausgesetzt war. Damit sind die Operatoren aα
mindestens einmal stetig partiell Fréchet-differenzierbar. Sei nun α ∈ Nn0 mit |α| = k + 1
fixiert. Es ist
Dαg(0) = Dα(jk+1g)(0) = Dα(0) = 0,
was in völliger Analogie zum endlichdimensionalen Fall folgt. Siehe dazu Kap. 8.5 und 8.6
in [22]. Aus diesen Literaturstellen schließt man auch Dαg(0) = α!aα(0), was auf aα(0) = 0
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Setzt man g(x) = f(x)− jkf(x), dann ist jkg(x) = 0 und es folgt die gesuchte Restglied-
Darstellung für f .
Natürlich kann man die Situation in Lemma 5.1 und Satz 5.1 auch in den Punkt x0 ∈ E
bzw. x0 ∈ E1 × · · · × En verschieben. Es ergibt sich dadurch die
Folgerung 5.1











mit d− (k + 1)-fach stetig partiell Fréchet-differenzierbaren Operatoren
aα : E1 × · · · × En → L(Eα11 × · · · × Eαnn , B).
Die Operatoren aα hängen natürlich von x0 ab. Da diese Entwicklungsstelle jedoch stets
fixiert bleibt erfolgt hier keine besondere Kennzeichnung.
5.2 Polynome in Banachräumen
Wir betrachten nun einen d-fach stetig partiell Fréchet-differenzierbaren Operator f : E1×
· · · × En × E → B. Des weiteren möge der Operator g : E1 × · · · × En → E d-fach stetig
partiell Fréchet-differenzierbar sein. Für h(x) = f(x, g(x)) gilt dann die
Folgerung 5.2
Der Operator h(x) = f(x, g(x)) ist d-fach stetig partiell Fréchet-differenzierbar und erlaubt











mit d− (k + 1)-fach stetig partiell Fréchet-differenzierbaren Operatoren
aα : E1 × · · · × En → L(Eα11 × · · · × Eαnn , B).
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Bemerkung 5.3 Im ersten Teil der Summe treten verschiedene Multiindizes auf. α′ be-
zeichnet Vektoren aus Nn0 und αn+1 ist aus N0. Die 1-Norm von (α′, αn+1) ist dabei kleiner
oder gleich k. α′ bezeichnet Ableitungen nach den Variablen x1 ∈ E1, ..., xn ∈ En und αn+1
partielle Fréchet-Ableitungen nach der letzten Variablen von f .
Beweis: Offenbar wurde lediglich die Funktion g(x) in das Taylorpolynom der Ordnung
k im Entwicklungspunkt (x0, g(x0)) eingesetzt. Die Glattheit von h folgt sofort aus der
Kettenregel in Banachräumen. Es genügt also die Restglieddarstellung zu zeigen. Nach





ergeben. g(x) ist als d-fach stetig partiell Fréchet-differenzierbar vorausgesetzt. Deshalb





mit n (d− 1)-fach stetig partiell differenzierbaren Operatoren cβ, die mit den Multiindizes
β ∈ Nn0 , |β| = 1 indiziert sind. Dies setzen wir in Formel (5.1) ein und erhalten nach dem
































Unter cγ1(1,0,...,0)(x)(x − x0)(γ1,0...,0) verstehen wir dabei γ1 mal c(1,0,...,0)(x)(x − x0)(1,0,...,0)
hintereinander geschrieben, also
c(1,0,...,0)(x)(x− x0)(1,0,...,0), . . . , c(1,0,...,0)(x)(x− x0)(1,0,...,0)︸ ︷︷ ︸
γ1−mal
.
Analog ist die Schreibweise für die anderen γi, i = 2, . . . n zu interpretieren. Die rechte Seite
von Gleichung (5.2) darf aufgrund der Multilinearität als Operator d(α′,αn+1,γ)(x, g(x)), An-
gewandt auf (x−x0)α
′
(x−x0)γ geschrieben werden. Die Kettenregel in Banachräumen, die
Multilinearität und die Glattheit der beteiligten Operatoren implizieren die d−(k+1)-fach
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stetig partielle Fréchet-Differenzierbarkeit aller Operatoren d(α′,αn+1,γ)(x, g(x)). Die Multi-
indizes α′ und γ kombinieren sich so, dass (x− x0)α
′
(x− x0)γ genau alle (x− x0)α erfasst,
mit α ∈ Nn0 und |α| = k+ 1. Deshalb ergibt sich behauptete die Restglied-Darstellung mit
dem angegebenen Glattheitsgrad durch jeweiliges Ausklammern der (x− x0)α-Terme und
Zusammenfassen der entstehenden Summanden zu Operatoren aα. Diese hängen natürlich
von g und von x0 ab, welche jedoch fixiert sind.
Für das nächste Kapitel benötigen wir noch das folgende Lemma.
Lemma 5.2
Es seien die Banachräume E1, . . . , En, E, F und B, sowie die d-fach stetig partiell Fréchet-
differenzierbaren Operatoren f : E×F → B und h : E1×· · ·×En → E×F gegeben. Dann
gilt für k < d




mit d− (k+ 1)-fach stetig partiell differenzierbaren Opertoren aα, welche mit den Multiin-
dizes α ∈ Nn0 , |α| = k+1 indiziert sind. jkf bezeichnet das Taylor-Polynom der Ordnung k
von f in (y0, z0) = h(x0) und j
kh dasjenige von h gleicher Ordnung in x0 ∈ E1× · · · ×En.
Beweis:
Die Funktion h erlaubt natürlich eine Darstellung zu h(x) = (h1(x), h2(x)) ∈ E×F , wobei
h1 : E1 × · · · ×En → E und h2 : E1 × · · · ×En → F stetig partiell nach x1, ..., xn differen-
zierbar sind. Wir notieren zunächst die Taylor-Darstellungen von f in (y0, z0) und h in x0.
f(y, z) = jkf(y, z) +
∑
|(α1,α2)|=k+1




































Es zeigt sich nun:




a(α1,α2)(h1(x), h2(x))(h1(x)− y0)α1(h2(x)− z0)α2 + jkf(h(x)− (jkf ◦ jkh)(x).
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Analog zur Argumentation im Beweis der Folgerung 5.2 resultiert somit




mit α ∈ Nn0 und d − (k + 1)-fach stetig differenzierbaren Funktionen aα. Wir betrachten
nun die verbleibenden Summanden in Gleichung (5.3):




















Die Summe muss erst bei |(α1, α2)| = 1 beginnen, da für α1 = α2 = 0 in der eckigen Klam-
mer der Nullvektor steht. Wir werden nun zeigen, dass jeder Summand eine Darstellung
besitzt die (x− x0)γ enthält, wobei γ ∈ Nn0 , mit |γ| = k + 1 gilt.
D(α1,α2)f(y0, z0)
[





(jkh1(x)− y0 + P
|β|=k+1
b̃1β(x)(x−x0)β)




(jkh1(x)− y0 )α1(jkh2(x)− z0 )α2
]
.
Könnte man die Restglieder von h1 bzw. h2 weglassen, so würde der Summand Null ergeben.
Jedoch zeigt ein Blick auf den binomischen Satz, der sich laut [22] auf diesen Fall direkt




KAPITEL 5. DER SATZ VON TAYLOR & POLYNOME IN BANACHRÄUMEN 55
kompensiert werden kann. Summiert man nun alle auftretenden Korrektur-Summanden
auf, es sind derer nur endlich viele, so entsteht genau so ein Term, wie er im Lemma ge-
fordert wurde. Die entsprechenden Glattheitseigenschaften resultieren aus der Kettenregel,
sowie der Produktregel für Multilinearformen in Banachräumen. Damit ist die Behauptung
gezeigt.
Bemerkung 5.4 Dieses Lemma und sein Beweis wurden motiviert durch die Proposition
1 in [28]. Unsere Formulierung des Resultates und auch der Beweis sind an die konkrete
Taylordarstellung der beteiligten Operatoren angepasst worden. Darüber hinaus zielt die
Darstellung des Wertebereiches von h in der Form E ×F auf die Anwendung im nächsten
Kapitel ab. Natürlich gilt das Lemma auch wenn F = ∅ gesetzt wird.
Kapitel 6
Das vereinfachte Newton-Verfahren
In diesem Kapitel wird eine interessante Eigenschaft des vereinfachten Newton-Verfahrens
gezeigt. Diese wurde bereits im Beweis des Satzes 4.4 herangezogen, ist aber auch für sich
genommen bedeutsam. Wir formulieren und beweisen das Resultat in einem sehr allgemei-
nen Rahmen. Anschließend geben wir noch eine Formulierung an, die zum einen auf den
Satz 4.4 abzielt und zum anderen den endlichdimensionalen Fall abdeckt.
Die Abbildung f : E1 × · · ·En × E → F , wobei E1, . . . , En, E sowie F Banachräume
sind, sei d-fach stetig partiell Fréchet-differenzierbar nach ihren n+1 Variablen. Es sei das
Paar (x0, y0) ∈ E1 × · · ·En × E durch x0 ∈ E1 × · · ·En, sowie y0 ∈ E gegeben, wobei
f(x0, y0) = 0 und fy(x0, y0) ∈ L(E,F ) bijektiv sei. Dann existiert nach dem Satz 2.1 über
implizite Funktionen ein ε > 0 und eine Funktion y : E1 × · · · × En → E, mit
f(x, y(x)) = 0 für alle x ∈ B(x0, ε) := {x ∈ E1 × · · · × En : ‖x− x0‖ < ε}.
Die Funktion y ist auch d-fach stetig partiell Fréchet-differenzierbar. Mit jly(x) werde das







Für fixiertes x ∈ B(x0, ε) und das gleiche l < d bezeichne yl(x) die l-te Iterierte des ver-
einfachten Newton-Verfahrens, angewandt auf die Berechnung von y(x) aus der Gleichung
f(x, y(x)) = 0. Dabei wird mit y0(x) = y0 gestartet. yl(x) ist also die l-te Iterierte des
folgenden Verfahrens:
y0(x) = y0, yl+1(x) = yl(x) +4yl(x), fy(x0, y0)4 yl(x) = −f(x, yl(x)).
Bemerkung 6.1 Werden der Operator y oder seine Ableitungen im Punkt x0 ausgewertet,
dann schreiben wir zur Abkürzung y0 anstelle von y(x0) bzw. D
αy0 anstelle von Dαy(x0).
Soll der Operator f oder seine partiellen Ableitungen im Punkt (x0, y0) ausgewertet wer-
den, dann schreiben wir kürzer f 0 anstatt f(x0, y0) oder D
αf 0 für Dαf(x0, y0) im Falle
von Ableitungen nach x bzw. Dα
′
f 0yαn+1 anstatt D
α′fyαn+1 (x0, y0) für gemischte partielle
Ableitungen von f nach x und y im Punkt (x0, y0).
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yl(x) und j
ly(x) stehen in folgendem Zusammenhang:
Satz 6.1 Sei l ∈ N und l < d. Dann gibt es Operatoren aα, indiziert mit den Multiindizes






Bemerkung 6.2 Die Operatoren aα hängen natürlich von x0 und y0 ab. Da die beiden
Vektoren aber fixiert sind, wird dieser Umstand hier nicht gekennzeichnet.
Beweis: Der Satz wird mittels vollständiger Induktion bewiesen. Wir betrachten stets
die Differenz f 0y (yl(x) − jly(x)) und zeigen, dass diese die geforderte Darstellung erlaubt.
Anschließend wenden wir (f 0y )
−1 auf die resultierende Gleichung an und ändern dadurch
nichts an der Existenz oder der Glattheit der gesuchten aα. Sei nun k = 1. Die Funktion
g(x) = f(x, y(x)) ist in B(x0, ε) identisch Null. Da B(x0, ε) eine offene Menge ist verschwin-
den auch sämtliche Ableitungen von g nach x im Punkt x0. Damit verschwindet auch das














Wir können nun j1y(x) und y1(x) aufschreiben:
j1y(x) = y0 +
∑
|α|=1





y1(x) = y0 − (f 0y )−1f(x, y0(x)) = y0 − (f 0y )−1f(x, y0).
Es folgt:












Die Operatoren aα hängen natürlich von x0 und y0 ab. Da x0 und y0 aber fixiert sind und
auch alle Korrekturterme dieser Art von x0 und y0 abhängen, werden wir im Beweis auf





(−(f 0y )−1aα(x))(x− x0)α,
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was der geforderten Darstellung für den Induktionsanfang entspricht. Es sei nun k ≥ 2 und
der Satz gelte für k − 1.
Zunächst folgt aus der Definition des vereinfachten Newton-Verfahrens
f 0y yk(x) =f
0
y yk−1(x) + f
0
y 4 yk−1(x)
=f 0y yk−2(x) + f
0
y 4 yk−2(x) + f 0y 4 yk−1(x)
...
=f 0y y0 +
k−1∑
l=0
f 0y 4 yl(x)










Wir betrachten nun die Differenz f 0y (yk(x)− jky(x)).
f 0y (yk(x)− jky(x)) =f 0y y0 −
k−1∑
l=0
f(x, yl(x))− f 0y jky(x)










=f 0y y0 −
k−1∑
l=0


















Aus (6.4) ergibt sich sofort




Da yk−1(x) nach Konstruktion mittels des vereinfachten Newton-Verfahrens der gleichen
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Dαf 0(x− x0)α −
k−2∑
l=0
f(x, yl(x)) +R(x, yk−1(x)).
(6.5)
Die Definition von R(x, yk−1(x)) ergibt sich sofort aus obigen Gleichungen. Man berechnet
nun leicht
































Wegen Formel (6.2) ist die Summe der unterstrichenen Terme gleich Null und es folgt
f 0y (yk(x)− jky(x)) = −
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Wir wollen nun einen allgemeinen Zusammenhang innerhalb des Polynomialkalküls in Ba-
nachräumen verdeutlichen. Dazu sei k ≥ |α′, αn+1| ≥ 2 und T ein |α′, αn+1|-linearer, sym-








i = Ei × · · · × Ei︸ ︷︷ ︸
α′i −mal
, für i = 1, . . . , n
gesetzt wurde. Damit stellt T den Prototyp eines Operators dar, wie er in den Summanden






bα(x)(x− x0)α − y0)αn+1
= T (x− x0)α
′
= T (x− x0)α
′
(jk−1y(x)− y0)αn+1 .






bα(x)(x− x0)α − y0)αn+1
= T (x− x0)α
′




































da nach Lemma 5.1 (jk−1y(x) − y0) =
∑
|α|=1
cα(x)(x − x0)α gilt. Analog überträgt sich der
binomische Satz, aufgrund der Linearität und Symmetrie, auf den Banachraum-Fall und






bα(x)(x− x0)α − y0)αn+1
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Wenn in den folgenden Rechnungen ein Term, wie der gesuchte Korrekturterm aus dem
Satz auftritt, dann lassen wir diesen in den weiteren Rechenschritten einfach weg. Die
gesuchte Formel entsteht dann als die endliche Summe aller auftretenden Korrekturterme.






































Der letzte Schritt folgt aus obigen Betrachtungen zum binomischen Satz. Es gibt also die
Darstellung (ohne Korrekturterm)



































Aus obigen Betrachtungen zum binomischen Satz ergibt sich die Berechtigung in der inne-










überzugehen, wobei ein weiterer Korrekturterm der Ordnung k+ 1 entsteht, den wir nicht
extra aufschreiben. Es ergibt sich
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αn+1 = f(x0, y0) = 0.
Daraus schließt man nun



































wobei fk das Taylor-Polynom k-ter Ordnung des Operators f(x, y) im Entwicklungspunkt
(x0, y0) und hk das Taylor-Polynom k-ter Ordnung der Funktion h(x) = (x, y(x))
T im































Die Funktion g(x) = f(x, y(x)) ist identisch Null in B(x0, ε) und mit Hilfe von Lemma 5.2
ergibt sich:




Wendet man noch auf die gesamte Gleichung den Operator (f 0y )
−1 an, so folgt schließlich
der Satz.
Wir betrachten abschließend den Spezialfall, dass n = 2 und E1 = E2 = R vorliegen.
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Folgerung 6.1 Sei l ∈ N und l < d. Dann gibt es Operatoren a(i,j) : R2 → E, der Glattheit
d− (l + 1), welche folgende Identität erfüllen:




a(i,j)(x)(x− x0)i(1) · (x− x0)
j
(2).










die zur Berechnung der Liapunov-Schmidt Reduktion notwendig sind, im Falle von Rand-
wertproblemen und bei endlichdimensionalen nichtlinearen Gleichungen berechnet wer-
den können. Dazu wird eine Methode vorgestellt mit der sich Eigenfunktionen einfacher
singulärer Punkte in nichtlinearen parameterabhängigen Zweipunkt-Randwertproblemen
berechnen lassen. Sie stellt darüber hinaus gute Startwerte für die iterative Berechnung
der einfachen singulären Punkte mittels erweiterter Systeme bereit. Unter Verwendung
von Kurvenverfolgungstechniken kann eine Approximation für singuläre Punkte berech-
net werden. Jedoch nur im Fall einfacher Umkehrpunkte liefern diese Techniken auch eine
Approximation der zugehörigen Eigenfunktion. Liegt hingegen ein Bifurkationspunkt vor
versagt die Methode. Wir geben eine neue Modifikation dieser Standardtechnik an die
diesen Nachteil behebt. Sie basiert auf einem erweiterten System durch welches sowohl
einfache singuläre als auch nichtsinguläre Punkte bestimmt werden können. Die Darstel-
lung in den folgenden Abschnitten orientiert sich stark an der in [12] eingereichten und
akzeptierten Version. Darüber hinaus bereitet es keinerlei Schwierigkeiten diese Technik
auch auf endlichdimensionale nichtlineare Gleichungen auszudehnen. Dies ist Bestandteil
des letzten Abschnittes in diesem Kapitel.
7.1 Singuläre Punkte und Startwerte für erweiterte
Systeme
Wir betrachten das folgende allgemeine RWP für ein System von n nichtlinearen gewöhn-
lichen Differentialgleichungen
x′(t)− f(t, x(t);λ) = 0, a < t < b, (7.1)
mit den n nichtlinearen Randbedingungen
r(x(a), x(b);λ) = 0, (7.2)
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wobei x(t) ∈ Rn, f : Ω1 → Rn, Ω1 ⊂ (a, b) × Rn × R, r : Ω2 ⊂ Rn × Rn × R gelten und
λ ∈ R ein äußerer Steuerparameter ist. f und r werden als hinreichend glatt vorausgesetzt.
Will man Teile des Lösungsfeldes von (7.1), (7.2) bestimmen und das zugehörige Bifurka-
tionsdiagramm (siehe z.B. [27]) erzeugen, ergeben sich drei Probleme (siehe z.B. [13], [30]
und [33]):
(1) Numerische Verfolgung der Lösungszweige,
(2) Erkennung und Bestimmung singulärer Punkte (Bifurkations-/Umkehrpunkte) und
(3) Aufspringen auf weitere Lösungszweige in Bifurkationspunkten.
Wir betrachten hier nur das zweite Problem, die Bestimmung singulärer Punkte durch
sogenannte erweiterte Systeme.
Es sei nun (x, λ) eine Lösung des Randwertproblems (7.1), (7.2). Wir definieren die Ma-
trizen
A(t, x(t), λ) ≡ fx(t, x(t);λ),
Ba(x, λ) ≡ rx(a)(x(a), x(b);λ),
Bb(x, λ) ≡ rx(b)(x(a), x(b);λ).
(7.3)
Definition 7.1 Eine Lösung q ≡ (x(1), λ1) des RWPs (7.1), (7.2) nennen wir singulären
Punkt, falls das zugeordnete Variationsproblem
ϕ′(t)− A(t, q)ϕ(t) = 0, Ba(q)ϕ(a) +Bb(q)ϕ(b) = 0 (7.4)
eine nichttriviale Lösung ϕ(1) (eine Eigenfunktion der RWPs (7.1), (7.2)) besitzt.
Bemerkung 7.1 Diese Definition ergibt sich sofort aus den Darstellungen zu Beginn des
Kapitels 1. Es ist nur das RWP in Operatorschreibweise zu formulieren, dann resultiert die
Definition aus der für singuläre Punkte von Operatoren.
Als nichtsingulären Punkt bezeichnen wir eine Lösung q die nicht singulär ist. Wir wollen
in dieser Arbeit nur einfache singuläre Punkte betrachten. In der Sprache dieses Kapitels
sind dies singuläre Punkte für die (7.4) einen eindimensionalen Nullraum hat.
Gegeben sei ein nichtsingulärer Punkt p ≡ (x(0), λ0) von (7.1), (7.2). Dieser Punkt liegt
also auf einer (a priori unbekannten) Lösungskurve des RWPs. Ausgehend von diesem
Punkt als Startpunkt werden mittels einer Kurvenverfolgungstechnik (siehe z.B.: [13],
[15], [30]) weitere nichtsinguläre Punkte auf der Lösungskurve berechnet. Der von uns
verwendete Code RWPKV (vgl. [13]) realisiert die Kurvenverfolgung auf der Basis von
Seydels Prediktor-Korrektor Algorithmus (siehe [29]) und des Mehrfach-Schießverfahrens
in RWPM (vgl. [10]). Die Überwachung einer Testfunktion (z.B. die Determinante der
Einfach-Schießmatrix oder [7]) verhindert das unbemerkte Überspringen singulärer Punk-
te wie q ≡ (x(1), λ1).
Wir wollen hier annehmen, dass eine sogenannte einfache Lösungskurve (sie besteht nur
aus nichtsingulären Punkten) zwischen p und q existiert und dass q ein einfacher singulärer
Punkt ist. Häufig benutzt man sogenannte erweiterte Systeme ([30], [33], [34]), um den
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singulären Punkt q numerisch zu bestimmen. Diese Systeme enthalten in natürlicher Weise
die Gleichung (7.4). Bei der Lösung dieser erweiterten Systeme benötigen Standard-Löser,
wie z.B. RWPM (siehe [10]), gute Startwerte für alle Komponenten der Lösung. Offensicht-
lich stellt die Kurvenverfolgungstechnik Approximationen für x(1) und λ1 bereit. Im Fall
eines einfachen Umkehrpunktes kann eine Approximation für ϕ(1) ohne zusätzlichen Auf-
wand durch die geeignet skalierte Differenz von zwei Kurvenpunkten x(t; λ̂)−x(t; λ̄) (siehe
z.B. [30] S.112) berechnet werden. Ist die Singularität hingegen ein Bifurkationspunkt, so
gestaltet sich das Problem weitaus schwieriger. Im folgenden stellen wir eine Strategie vor,
um eine Approximation von ϕ(
1) für den allgemeinen Fall eines singulären Punktes mit
eindimensionalem Nullraum des Variationsproblemes (7.4) zu berechnen. Sie basiert auf
einer speziellen Inhomogenität v, die in die Differentialgleichungen in (7.4) eingefügt wird.
7.2 Die Berechnung der Inhomogenität
Im letzten Abschnitt sind wir von der Annahme ausgegangen, dass der Pfad zwischen
p = (x(0), λ0) und q = (x
(1), λ1) eine einfache Lösungskurve ist. Darüber hinaus gehöre p
zu diesem Pfad und q nicht. Der Satz 2.1 über implizite Funktionen sichert nun, dass die
einfache Lösungskurve, bestehend aus den Lösungen {(x(t), λ), λ ∈ [λ0, λ1)} bezüglich λ
parametrisiert werden kann. Somit können wir x = x(t, λ) schreiben und die Matrizen in
(7.3) sind von der Form
A(t, λ) ≡ A(t, x(t;λ), λ), Ba(λ) ≡ Ba(x, λ), Bb(λ) ≡ Bb(x, λ). (7.5)
Wir betrachten nun die folgende Modifikation des linearen RWPs (7.4):
ϕ′(t, λ)− A(t, λ)ϕ(t, λ) = v(t, λ), Ba(λ)ϕ(a, λ) +Bb(λ)ϕ(b, λ) = 0. (7.6)
Unter obigen Voraussetzungen hat das RWP (7.6) für alle rechten Seiten v eine eindeutige




gilt und die zugehörigen Lösungen ϕ(t, λ) gegen eine Approximation von ϕ(1) konvergieren.
Zunächst nehmen wir an, solch eine Funktion v sei bereits ermittelt. Dann kann das RWP
(7.6) mit dem Einfach-Schießverfahren gelöst werden. Dieses besteht hier aus den folgenden
Schritten:
1. Berechne eine Fundamental-Matrix X(t, λ), welche durch das homogene Matrix-An-
fangswertproblem
X ′(t, λ) = A(t, λ)X(t, λ), X(a, λ) = I
definiert wird.
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2. Berechne eine partikuläre Lösung g(t, λ), die durch das Anfangswertproblem
g′(t, λ)− A(t, λ) g(t, λ) = v(t, λ), g(a, λ) = 0,
festgelegt ist.
3. Bestimme die Schießmatrix M(λ) ≡ Ba(λ) + Bb(λ)X(b, λ) und berechne den An-
fangsvektor ϕ(a, λ) ≡ c(λ) als eindeutige Lösung des n-dimensionalen linearen alge-
braischen Systems
M(λ) c(λ) = −Bb(λ) g(b, λ) ≡ d(λ). (7.8)
Offensichtlich stehen der Vektor d(λ) und die Funktion v(t, λ) in direkter Beziehung. Wir




gilt und die Lösungen c(λ) von (7.8) gegen einen Vektor c 6= 0 konvergieren, derM(λ1)c = 0
erfüllt. Später demonstrieren wir, wie auf Basis von d eine Funktion v gewählt werden kann
die (7.7) erfüllt. Die Wahl von d basiert auf folgendem Lemma.
Lemma 7.1 M(λ) bzw. p(λ) seien stetige Abbildungen von R nach Rn×n bzw. Rn. Es
gebe reelle Zahlen λ0 > λ1, so dass die inverse Matrix M(λ)
−1 für λ ∈ [λ0, λ1) existiert.
M(λ1) habe einen eindimensionalen Nullraum und M(λ1)w = p(λ1) sei nicht lösbar. Die
vektorwertige Funktion c(λ) sei für λ ∈ [λ0, λ1) als die eindeutige Lösung von
M(λ)c(λ) = det(M(λ))p(λ) (7.10)
definiert. Dann existiert der Limes lim
λ→λ1
c(λ) =: c. Der Grenzvektor c ist ungleich Null und
löst die Gleichung M(λ1)c = 0, spannt also den Nullraum von M(λ1) auf.
Beweis:
Wir schreiben die Matrix M(λ) als das n-Tupel ihrer Spalten auf
M(λ) = [m1(λ), ...,mn(λ)].
Die mi(λ), i = 1, ..., n, sind stetige Funktionen von R nach Rn. Nach der Cramerschen




· det([m1(λ), ...,mj−1(λ), det(M(λ))p(λ),mj+1(λ), ...,mn(λ)])
= det([m1(λ), ...,mj−1(λ), p(λ),mj+1(λ), ...,mn(λ)]).
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p(λ) = 0 · p(λ1) = 0.
Es verbleibt zu klären, ob c 6= 0 gilt. Offenbar sind die Komponenten durch
cj = det([m1(λ1), ...,mj−1(λ1), p(λ1),mj+1(λ1), ...,mn(λ1)])
gegeben. M(λ1) hat aufgrund des eindimensionalen Nullraumes einen n− 1-dimensionalen
Bildraum. Es gibt also einen Index j0, so dass die Spaltenvektoren von M(λ1) ohne die
j0-te Spalte linear unabhängig sind. Tritt an die Stelle des j0-ten Vektors der Vektor p(λ1),
so ist die Determinante der so gebildeten Matrix ungleich Null, da M(λ1)d = p(λ1) nicht
lösbar ist. Diese Determinante ist aber identisch mit cj0 . Also folgt c 6= 0.
Bemerkung 7.2 Der Vektor p(λ1) aus obigem Lemma kann nicht Null sein, da sonst die
Gleichung M(λ1)w = p(λ1) lösbar wäre. Offenbar kann die Vektorfunktion p(λ) konstant
gewählt werden als p(λ) ≡ p(λ1). Der Vektor p(λ1) muss nur die Bedingung erfüllen, dass
M(λ1)d = p(λ1) nicht lösbar ist. Dann darf nach der Theorie linearer Gleichungssysteme
das Skalarprodukt von p(λ1) mit den Vektoren des Nullraumes vonM(λ1)
T nicht verschwin-
den. Dieser Nullraum ist jedoch ebenfalls nur eindimensional. Sein orthogonales Komple-
ment ist demnach ein Unterraum der Codimension Eins. Wählt man p(λ1) gleichverteilt
aus dem Würfel [0, 1]n, so ist die Wahrscheinlichkeit gleich Null, dass M(λ1)d = p(λ1)
lösbar ist. Dies sichert die Durchführbarkeit der Methode als trial-and-error Verfahren.
Ist der Nullraum von M(λ1) höherer als erster Dimension, so ist der Bildraum maximal
(n− 2)-dimensional. Dies impliziert, dass beliebig ausgewählte n− 1 Spaltenvektoren von
M(λ1) linear abhängig sind. Damit sind alle cj gleich Null.
Wir wenden uns nun wieder der Frage zu, wie eine Funktion v(t, λ) bestimmt werden
kann, welche die Beziehung (7.7) erfüllt. Die Theorie linearer RWPe liefert die Existenz
einer Funktion v(1)(t, λ), für die das RWP (7.6), mit λ = λ1 und v = v
(1) als rechter
Seite keine Lösung hat. Solch eine Inhomogenität v(1) führt auf einen Vektor p(λ1) :=
−Bb(λ1)g(b, λ1), für den M(λ1)w = p(λ1) nicht lösbar ist. Offenbar resultiert aus der Wahl
v(t, λ) ≡ det(M(λ))v(1)(t, λ) die Gleichung
d(λ) ≡ −det(M(λ))Bb(λ1)g(b, λ1) = det(M(λ))p(λ1).
Die Matrizen A(t, λ) konvergieren gleichmäßig (für t ∈ [a, b]) gegen die Matrix A(t, λ1), die
Vektoren v(t, λ) konvergieren gleichmäßig gegen den Nullvektor und nach obigem Lemma
gilt
ϕ(a, λ) ≡ c(λ) −−→
λ↑λ1
c ≡ ϕ(a, λ1) 6= 0.
Aus Satz B10 in [9] ergibt sich schließlich die gleichmäßige Konvergenz der Lösungen ϕ(t, λ)
von (7.6) gegen eine nichttriviale Lösung ϕ(t) von (7.4). Berechnet man ϕ(t, λ1) aus der
Differentialgleichung
ϕ′(t, λ1)− A(t, λ1)ϕ(t, λ1) = 0
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und dem bekannten Anfangsvektor ϕ(a, λ1), so erhält man die gewünschte Approximation
für ϕ(1). Diese Überlegungen liefern einen Beweis für folgenden
Satz 7.1 Es sei q ≡ (x(1), λ1) ein singulärer Punkt von (7.1) und (7.2). Zusätzlich sei
durch v(t, λ) = v(1)(t, λ) eine Funktion gegeben, für die das RWP (7.6) in λ = λ1 keine
Lösung besitzt. Bezeichnet M(λ) die Schießmatrix des Einfach-Schießverfahrens und wird
in (7.6) v(t, λ) ≡ det(M(λ))v(1)(t, λ) gesetzt, so konvergieren die Lösungen ϕ(t, λ) von
(7.6) für λ → λ1 gleichmäßig (für t ∈ [a, b]) gegen eine nichttriviale Funktion ϕ(t), die
(7.4) löst.
Bemerkung 7.3 In Analogie zur linearen Algebra ist auch hier bei der Wahl der Funk-
tion v(1)(t, λ), wie sie in Satz 7.1 benötigt wird, lediglich ein Unterraum der Codimension
Eins von Cn([a, b]) zu vermeiden. Dies folgt aus der Fredholm-Eigenschaft linearer RWPe
und Darstellungen, wie sie in[25] zu finden sind. Der Unterraum wird durch das RWP be-
stimmt, ist jedoch unbekannt. Da der zugrundeliegende Raum unendlich dimensional ist,
lässt sich die wahrscheinlichkeitstheoretische Argumentation aus der Bemerkung 7.2 nicht
übertragen. Testrechnungen zeigen aber, dass in den meisten Fällen eine beliebig gewählte
Funktionen v(1)(t, λ) die Bedingung erfüllte.
7.3 Zur algorithmischen Umsetzung der neuen Me-
thode
Im letzten Abschnitt beschrieben wir wie eine Approximation von ϕ(1) ermittelt wer-
den kann. Nun wollen wir die Umsetzung der neuen Technik mittels des folgenden Al-
gorithmus demonstrieren. Anstelle des Einfach-Schießverfahrens wollen wir hier jedoch
das stabilere Mehrfach-Schießverfahren benutzen. Die zugeordnete Mehrfach-Schieß Ma-
trix des k-ten Iterationsschrittes M
(m)
k (λ), hat die gleiche Determinante wie die Matrix
Mk(λ) des Einfach-Schießverfahrens (siehe [9]). Deshalb schreiben wir für die Schießmatrix
M
(m)
final (λ) des letzten, für die eingestellte Genauigkeit erforderlichen, Iterationsschrittes im
Programmpaket RWPM wieder kurz M(λ).
Algorithmus
1. Wähle einen fixierten Wert λ0 für den Steuerparameter λ und berechne mit dem
Mehrfach-Schießverfahren (z.B. RWPM) eine Startlösung x(0)(t) des nichtlinearen
RWPs (7.1), (7.2) an m+ 1 Schießpunkten a = τ0 < τ1 < · · · < τm = b.
2. Bestimme die Matrizen Ba(λ) ≡ Ba(x(0), λ0), Bb(λ) ≡ Bb(x(0), λ0) und det(M(λ0)).
3. Wähle eine beliebige nichttriviale Funktion u(t), welche die homogene Gleichung
Ba(λ0)u(a)+Bb(λ0)u(b) = 0 erfüllt. Dies kann zum Beispiel dadurch realisiert werden,
dass man einen nichtverschwindenden Vektor v wählt und u(t) = (u1(t), . . . , un(t))
T
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so bestimmt, dass uk(t) ein quadratisches Polynom ist, welches die Bedingungen
uk(a) = uk(b) = 0 sowie uk((a + b)/2) = v komponentenweise erfüllt. (Beachte dazu
Bemerkung 7.6 nach dem Algorithmus).
4. Definiere die Funktion x̂(0)(t) als stückweise lineares Polynom, welches die im ersten
Schritt berechneten Vektoren
x(0)(τ0), x
(0)(τ1), . . . , x
(0)(τm)
interpoliert und setze anschließend
h(t) ≡ u′(t)− fx(t, x̂(0)(t);λ0)u(t).
5. Berechne die Lösungen (x, λ, ϕ) des erweiterten Systems
x′(t)− f(t, x, λ) = 0, r(x(a), x(b), λ) = 0
ϕ′(t)− fx(t, x, λ)ϕ(t) = det(M(λ̂))h(t), Baϕ(a) +Bbϕ(b) = 0
(7.11)
mit einer Kurvenverfolgungstechnik (z.B. mit dem RWPKV-Code in [13]) unter Ver-
wendung der bekannten Startlösung (x(0)(t), λ0, ϕ
(0)(t)) = (p, det(M(λ0))u(t)). Da-
bei bezeichnet λ̂ den Wert von λ im vorherigen Schritt der Kurvenverfolgung. In den
Schritten 1 und 2 wird λ̂ = λ0 gesetzt.
6. Wenn eine geeignete Testfunktion einen einfachen singulären Punkt in der unmit-
telbaren Umgebung von λ = λ̄ identifiziert, können die zugehörigen Funktionen
ϕ̄(t), x̄(t) und λ̄ als Startapproximation für die Berechnung des singulären Punktes
q = (x(1)(t), λ1) mittels eines entsprechenden erweiterten Systems verwendet werden.
Bemerkung 7.4 Die Tatsache lim
λ→λ1




Bemerkung 7.5 Der Algorithmus kann auch für den Fall einfacher Umkehrpunkte be-
nutzt werden, wie im nächsten Abschnitt illustriert wird. Jedoch ist der erforderliche Be-
rechnungsaufwand weitaus höher, als bei der Verwendung der einfachen Strategie aus Ab-
schnitt 7.1.
Bemerkung 7.6 Die Wahl der Funktion u(t) in Punkt 3. des Algorithmus auf die dort
vorgeschlagene Weise kann sich auch als ungünstig herausstellen. Betrachtet man beispiels-
weise das lineariserte Randwertproblem für den Eulerschen-Knickstab aus Kapitel 1, so
zeigt sich folgendes: Die Eigenfunktion des adjungierten Randwertproblems im singulären
Punkt ((0, 0)T , π2) ist nach Lemma (1.2) ein reelles Vielfaches von (−π cos(πt), sin(πt))T .
Hat man nun u(t) in der angegebenen Weise konstruiert, so ist u komponentenweise sym-
metrisch zur Achse t = 0, 5. Dann ist u aber orthogonal zu (−π cos(πt), sin(πt))T . Daraus
folgt jedoch, dass das lineariserte Randwertproblem für den Eulerschen-Knickstab (vgl. [3])
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mit Vielfachen von u als rechter Seite im singulären Punkt lösbar ist. Also ist u ungeeignet
gewählt. Eine Symmetrie von u zur Intervallmitte sollte also im Einzelfall vermieden wer-
den. Dies kann man erreichen, indem nicht an der Stelle (b+a)/2 ein nichtverschwindender
Vektor v vorgegeben wird, sondern zum Beispiel an der Stelle a/4 + 3 · b/4. Doch auch in
diesem Fall ist eine Konstellation denkbar, bei der sich diese Konstruktionsvorschrift für
u als ungeeignet erweist. Deshalb ist der Vorschlag in Punkt 3. des Algorithmus einer von
vielen, die nicht von vornherein unberechtigt sind. Weitere Varianten u zu wählen, findet
man im folgenden Abschnitt. In den Wahlmöglichkeiten für die Funktion u drückt sich der
trial-and-error Charakter des Verfahrens aus.
7.4 Numerische Resultate
In diesem Abschnitt werden die Ergebnisse dreier numerischer Experimente wiedergege-
ben, die zur Illustration der Funktionsweise der neuen Methode dienen.
Das erste Beispiel stellt folgendes parametrisierte RWP dar
x′1(t) = x2(t), x
′
2(t) = λ(x1(t) + x1(t)
2),
x1(0) = 0, x1(1) = 0.
(7.12)
Offenbar ist durch x1(t) ≡ 0 und x2(t) ≡ 0 für alle λ ∈ R eine Lösung von (7.12) gegeben.
Dieses parametrisierte RWP besitzt einfache Bifurkationspunkte bei λ(k) = −(kπ)2, mit
k = 1, 2, . . . (vgl. [33]). Die zugehörigen Eigenfunktionen sind durch
ϕ(k)(t) = C (sin(kπt), kπ cos(kπt))T , k = 1, 2, . . .
gegeben. Im 3. Schritt unseres Algorithmus haben wir die einfache Vektorfunktion u(t) =
(t2 − t, 2t)T verwendet, also eine Funktion die nicht symmetrisch zu t = 0, 5 ist. Daraus
ergab sich für die Funktion h(t) im 4. Schritt h(t) = (−1, t2 − t + 2)T . Wir haben hier
λ = λ0 = −1 und x(0)1 (t) ≡ 0, x
(0)
2 (t) ≡ 0 gesetzt. Es folgt sofort det(M(λ0)) = 1, 17522. Zur
Erkennung singulärer Punkte haben wir die Testfunktion det(M(λ)) benutzt. Während der
Abarbeitung des 5. Schrittes des Algorithmus wurde der Parameterwert λ = λ̄ = −9, 86964
bestimmt, wobei der Betrag der Testfunktion 5, 14494 ·10−5 war. Dieser kleine Wert lies auf
die Existenz eines singulären Punktes (der bekannte Bifurkationspunkt mit λ = λ(1)) in der
Umgebung von λ̄ schließen. Die berechnete Approximation ϕ̄(t) stimmte mit der exakten
Eigenfunktion ϕ(1)(t) auf 6 signifikante Stellen überein, wobei C = −2, 91813 vorlag. Um
dieses Ergebnis zu verbessern haben wir noch das erweiterte System für primäre einfache
Bifurkationspunkte (siehe [33]) mit den Schießverfahren aus RWPM gelöst
ϕ′(t) = fx(t, 0;λ)ϕ(t), ϕ1(0) = 0, ϕ1(1) = 0,
ξ′(t) = ϕ(t)Tϕ(t), ξ(0) = 0, ξ(1) = 1,
λ′(t) = 0.
(7.13)
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Dabei wurden 20 äquidistante Schießpunkte τj ∈ [0, 1), j = 1(1)20 verwendet. Als Start-
trajektorie diente ϕ(τj) = ϕ̄(τj), ξ(τj) = τj und λ = λ̄. Es waren nur 5 Iterationsschritte
notwendig, um eine Approximation des primären einfachen Bifurkationspunktes q = (0, λ1)
mit einer Genauigkeit von 12 signifikanten Stellen zu berechnen.
Als zweites Beispiel studierten wir das RWP
x′1(t) = x2(t),
x′2(t) = λ(2 + x1(t) + x1(t)
2) + λ2t(1− t+ 2x1(t)(1− t)) + λ3(t2 − t)2,
x1(0) = 0, x1(1) = 0.
(7.14)
Es ist bekannt, dass eine einfache Lösungskurve im Punkt λ = 0, x1(t) ≡ 0, x2(t) ≡ 0
beginnt und einen sekundären Bifurkationspunkt q nahe λ = −9, 8696 erreicht. Im dritten
Schritt unseres Algorithmus wählten wir die Funktion u(t) = (t2−t, t2)T . Als eine Testfunk-
tion diente wieder die Determinante det(M(λ)). Im Verlauf des Schrittes 5. unseres Algo-
rithmus wurde der Parameterwert λ = λ̄ = −9, 8681 bestimmt, wobei der Betrag der Test-
funktion 4, 53418·10−5 war. Dieser kleine Wert ließ darauf schließen, dass sich ein singulärer
Punkt in der Umgebung von λ̄ befindet. Deshalb benutzten wir λ̄ und die zugehörigen Funk-
tionen x̄(t), ϕ̄(t), die im Algorithmus berechnet wurden, s̄(t) = (x̄(t)− x̂(t))/(λ̄− λ̂), den
Differenzenquotienten der beiden letzten Approximationen für x(t) im Algorithmus, sowie
ξ̄1(t) = t, ξ̄2(t) = t − t2 und µ̄ ≡ 0 als Startwerte für die iterative Lösung des erweiterten
Systems für sekundäre einfache Bifurkationspuntke (siehe [33], [26])
x′(t) = f(t, x(t);λ)− µψ0(t), x1(0) = 0, x1(1) = 0,
ϕ′(t) = fx(t, x(t);λ)ϕ(t), ϕ1(0) = 0, ϕ1(1) = 0,
s′(t) = fx(t, x(t);λ)s(t) + fλ(t, x(t);λ), s1(0) = 0, s1(1) = 0,
ξ′1(t) = ϕ(t)
Tϕ(t), ξ1(0) = 0, ξ1(1) = 1,
ξ′2(t) = ϕ(t)




Eine geeignete Wahl für die Funktion ψ0(t) stellte die Funktion ϕ(t) mit ausgetauschten
Komponenten dar (siehe dazu Lemma 1.2). Mit diesen Startwerten und 20 äquidistanten
Schießpunkten benötigte der Mehrfachschießcode in RWPM 6 Iterationen um eine Lösung
von (7.15) mit einer Genauigkeit von 10 signifikanten Stellen zu berechnen. Der zugehörige
Wert für µ war µ = 1, 68 · 10−11, das heißt die berechnete Lösung ist in der Tat ein se-
kundärer Bifurkationspunkt.
Das dritte Testproblem war die Bratu-Gelfand Gleichung für die stationäre Temperatur-
verteilung in einem Stab
x′1(t) = x2(t), x
′
2(t) = −λ exp(x1(t))
x1(0) = 0, x1(1) = 0.
(7.16)
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Bekanntermaßen (siehe z.B. [6], [33]) beginnt eine einfache Lösungskurve im Punkt λ = 0,
x1(t) ≡ 0, x2(t) ≡ 0 und erreicht einen einfachen Umkehrpunkt q nahe bei λ = 3, 51382988.
Im 3. Schritt unseres Algorithmus haben wir die Vektorfunktion u(t) = (t2 − t, 2t)T be-
nutzt. Als Testfunktion diente erneut die Determinante det(M(λ)). Während Schritt 5. des
Algorithmus wurde der Wert λ = λ̄ = 3, 51383 bestimmt und der Betrag der Testfunktion
war 3, 75348 · 10−5. Dieser kleine Wert und der Verlauf der Lösungskurve im Bifurkations-
diagramm wiesen darauf hin, dass sich ein Umkehrpunkt in der Umgebung von λ̄ befindet.
Deshalb benutzten wir λ̄, die zugehörigen Funktionen x̄(t) und ϕ̄(t), die mittels des Algo-
rithmus bestimmt wurden, sowie ξ̄(t) = t als Startapproximationen für die iterative Lösung
des erweiterten Systems für einfache Umkehrpunkte (siehe z.B. [33])
x′(t) = f(t, x(t);λ), x1(0) = 0, x1(1) = 0,
ϕ′(t) = fx(t, x(t);λ)ϕ(t), ϕ1(0) = 0, ϕ1(1) = 0,
ξ′(t) = ϕ(t)Tϕ(t), ξ(0) = 0, ξ(1) = 1,
λ′(t) = 0.
(7.17)
Mit diesen Startwerten und 20 äquidistanten Schießpunkten benötigte das Mehrfachschieß-
verfahren in RWPM lediglich 4 Iterationsschritte um eine Lösung von (7.17), den Umkehr-
punkt, mit einer Genauigkeit von 12 signifikanten Stellen zu berechnen.
7.5 Nullräume von Jacobi-Matrizen
Die Darstellungen der Abschnitte 1 bis 4 zielten auf Zweipunkt-Randwertporbleme ab. Be-
trachtet man hingegen parametrisierte nichtlineare n-dimensionale Gleichungen F (x, λ) =
0 (siehe Abschnitt 1.4), lässt sich der Grundgedanke des Algorithmus aus dem letzten Ab-
schnitt ebenfalls benutzen. Genauer gesagt ergibt sich eine direkte Anwendung von Lemma
7.1.
Gesucht sind wieder einfache singuläre Punkte, also Paare (x(0), λ(0)) ∈ Rn × R, für die
sowohl F (x(0), λ(0)) = 0 ist, als auch JF (x
(0), λ(0)) einen eindimensionalem Nullraum be-
sitzt. Hat man einen Startpunkt (x(1), λ(1)) auf einer einfachen Lösungskurve gegeben die
in einem einfachen singulären Punkt endet, so verfolgt man die Lösungen des erweiterten
Gleichungssystemes
F (x, λ) = 0
JF (x, λ)ϕ = det(JF (x, λ))h
(7.18)
mit einer Kurvenverfolgungsroutine für endlichdimensionale nichtlineare Gleichungen. Der
Vektor h wird dabei gleichverteilt aus dem Würfel [0, 1]n gewählt (siehe Bemerkung 7.2).
Wechselt die Determinante det(JF (x, λ)) ihr Vorzeichen oder wird betragsmäßig sehr klein,
so deutet dies auf einen singulären Punkt hin. Daraufhin stoppt man die Kurvenverfolgung
und benutzt aus dem dabei berechneten Tripel (x, λ, ϕ) die ersten beiden Komponenten
als Approximation für (x(0), λ(0)) und ϕ als Näherung für einen Basisvektor des Nullrau-
mes von JF (x
(0), λ(0)). Das Lemma 7.1 besagt dabei: Wählt man h ∈ Rn gleichverteilt aus
dem Würfel [0, 1]n, so konvergieren die Vektoren ϕ aus der zweiten der Gleichungen (7.18)
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für λ → λ(0) gegen einen Basisvektor des Nullraumes von JF (x(0), λ(0)). Diesen benötigt
man für die genauere Klassifikation des singulären Punktes mit erweiterten Systemen oder
als Bestimmungsgröße für eine Liapunov-Schmidt Reduktion. Die Theorie der erweiter-
ten Systeme zur Bestimmung und Klassifikation singulärer Punkte endlichdimensionaler
parameterabhängiger Gleichungen ist in der Literatur ausführlich behandelt (siehe z.B.
[11]). Insbesondere die Frage minimaler erweiterter Systeme ist dabei von Interesse. Die
Darstellung dieser Thematik ist jedoch nicht Gegenstand dieser Arbeit.
Kapitel 8
Reduzierte Funktionen
In diesem Kapitel sollen Funktionswerte reduzierter Funktionen berechnet werden. Durch
die Wahl der wesentlichen Kenngrößen einer Liapunov-Schmidt reduzierten Funktion (Funk-
tionale wie ψ∗0 und Nullraumelemente wie ϕ0), wird ein bestimmter Repräsentant im Sinne
der Kontaktäquivalenz festlegt. Die gesuchte Funktion ist dann durch das Gleichungssystem
(2.15) in Kapitel 2 definiert. Berechnet man die eindeutig bestimmte Lösung von (2.15) mit
dem einfachen Newton-Verfahren (siehe Gleichungen (2.16) und (2.17) in Kapitel 2), so gilt
nach Abschnitt 4.8, dass nach endlich vielen Iterationsschritten ein stark äquivalenter (und
damit kontaktäquivalenter) Repräsentant der gesuchten reduzierten Funktion g berechnet
werden kann, sofern g endliche Codimension (siehe dazu Abschnitt 4.6) hat. Diese Bedin-
gung setzen wir in diesem Kapitel als erfüllt voraus. Darüber hinaus möge M5 ⊂ RT (g)
gelten (vergl. Satz 4.4). Die bekannten Normalformen der wichtigsten Bifurkationstypen
enthalten keine Potenzen größer als 5, weshalb diese Voraussetzung nicht ungerechtfertigt
ist. Wählt man s und λ hinreichend nahe bei s0 und λ0, so kann mit 5 Iterationen des
einfachen Newton-Verfahrens zur Lösung der Gleichung (2.15) im Kapitel 2 der Funktions-
wert g̃(s, λ) einer zu g stark äquivalenten Funktion g̃ berechnet werden. Diese Funktion
wollen wir wieder mit g bezeichnen, da sonst kein anderer Repräsentant von Bedeutung ist.
Für (s, λ) aus einem kleinen Gitter um (s0, λ0) sollen nun Funktionswerte g(s, λ) berech-
net und in einem 3-dimensionalen Koordinatensystem dargestellt werden. Als nichtlineare
Operatoren sollen ausschließlich nichtlineare parametrisierte Randwertprobleme mit linea-
ren Randbedingungen betrachtet werden. Dabei wird zuerst auf die allgemeine Problema-
tik der Umsetzung der Iterationen des einfachen Newton-Verfahrens als Randwertproblem
eingegangen, bevor dann einige Beispielprobleme betrachtet werden.
8.1 Randwertprobleme
In diesem Abschnitt wollen wir Funktionswerte reduzierter Funktionen zu einfachen sin-
gulären Punkten in Randwertproblemen des folgenden Typs berechnen
x′(t) = f(t, x(t), λ); Bax(a) +Bbx(b) = 0. (8.1)
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Die Homogenität der Randbedingungen ist hierbei keine Einschränkung (siehe z.B. [25]).
Analog zum Kapitel 1 definieren wir den Operator
T : X × R → Y, T (x, λ) = x′ − f(·, x, λ), (8.2)
wobei X := {x ∈ C1n([a, b]) : Bax(a) + Bbx(b) = 0} und Y = Cn([a, b]) Banachräume mit
den bekannten Normierungen darstellen.
Wir beschreiben nun das allgemeine Vorgehen wenn ein RWP vom Typ (8.1) vorliegt:
Zuerst muss eine isolierte Lösung des Randwertproblemes (8.1) bestimmt werden. Häufig
ist eine solche Lösung durch theoretische Überlegungen gegeben, oder kann durch test-
weise Integration der Differentialgleichung mit Anfangswerten, welche die Randbedingun-
gen am Intervallanfang erfüllen, bestimmt werden. Ausgehend von dieser Startlösung wird
nun eine Kurvenverfolgung bezüglich des Bifurkationsparameters λ durchgeführt. Simul-
tan überwacht man die Funktionswerte einer geeigneten Testfunktion (zum Beispiel die
Determinante der Schießmatrix), um das Überschreiten singulärer Punkte zu registrieren.
Wird ein solcher Punkt (x0, λ0) ∈ X ×R beobachtet, dann nähert man eine Eigenfunktion
ϕ0 ∈ X des linearisierten Problems mittels des Algorithmus aus dem letzten Kapitel an.





Tx(t)dt, für x ∈ X,
ein geeignetes Funktional ϕ∗0 ∈ X∗ gegeben, das ϕ∗0ϕ0 = 1 erfüllt. Analog kann eine Ap-





Ty(t)dt, für y ∈ Y,
zulässt, mit einer Funktion ψ0(t), die eine Eigenfunktion des zu (8.1) adjungierten lineari-
sierten RWPs ist. Normiert man ψ0 mittels der L2-Norm auf Eins, so gilt ψ
∗
0ψ0 = 1 und die
Elemente ψ∗0 ∈ Y ∗ sowie ψ0 ∈ Y sind bestimmt. Ist die Dimension des RWPs (8.1) gleich
zwei, so kann ψ0(t) wie in Abschnitt 1.5 berechnet werden. Wir gehen demnach davon aus,
dass Approximationen für den singulären Punkt (x0, λ0) ∈ X × R, sowie für die Funktio-
nen ϕ0(t) und ψ0(t) bekannt sind. Mittels des folgenden erweiteren Randwertproblemes,
können alle diese Elemente numerisch berechnet werden:
x′0(t) = f(t, x0(t), λ0); Bax0(a) +Bbx0(b) = 0
ϕ′0(t) = fx(t, x0(t), λ0)ϕ0(t); Baϕ0(a) +Bbϕ0(b) = 0
ψ′0(t) = −fx(t, x0(t), λ0)Tψ0(t); Caψ0(a) + Cbψ0(b) = 0
N ′1(t) = ϕ0(t)
Tϕ0(t); N1(a) = 0
N ′2(t) = ψ0(t)
Tψ0(t); N2(b)−N2(a) = 1
λ′0(t) = 0; N1(b) = 1.
(8.3)
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Die Randbedingung N2(b)−N2(a) = 1 sichert, dass das Integral gleich eins ist, welches für
ψ∗0ψ0 steht. Nimmt man als Approximation für N1(t) und N2(t) die Funktion (t−a)/(b−a),
so sind für alle beteiligten Funktionen Startwerte bekannt. Alternativ kann man auch aus
den bekannten Startwerten für ϕ0 und ψ0, mittels der Strategie, wie sie im Anschluss an
die Gleichung (8.4) dargestellt ist, eine Approximation für N1 und N2 berechnen. Ergeben
sich dabei am rechten Rand Werte ungleich 1, so sollte man ϕ0 und N1 bzw. ψ0 und N2
durch die Näherung für N1(b) bzw. N2(b) dividieren.
Sind geeignete Startwerte ermittelt, so kann zur Berechnung einer Lösung des RWPs (8.3)
das Mehrfachschießverfahren benutzt werden welches in RWPM implementiert ist. Die
Berechnung von ψ0 und damit auch die Variable N2 kann man sich bei zweidimensionalen
Problemen sparen, da ψ0 dann eine einfache lineare Transformation von ϕ0 ist, wie in
Kapitel 1 gezeigt wurde.
Wir gehen nun davon aus, dass alle Funktionen in (8.3) berechnet worden sind. Für die
Durchführung des einfachen Newton-Verfahrens zur Bestimmung von w wie es in den
Gleichungen (2.16) und (2.17) in Kapitel 2 beschrieben ist, braucht man die Startfunktion
w0(t). Diese ist nach Abschnitt 2.1.2 durch w0 = x0 − ϕ0 · ϕ∗0x0 gegeben. Bei gegebenen




0(t)− ϕ′0(t)h1(t); w0(a) = x0(a)− ϕ0(a)h1(a)
h′1(t) = 0; h2(a) = 0
h′2(t) = ϕ
T
0 (t)x0(t); h2(b) = h1(b).
(8.4)
h2(t) ist das bestimmte Integral von 0 bis t der Funktion ϕ
T
0 (τ)x0(τ). Da das RWP (8.3)
mit einem Mehrfachschießverfahren gelöst wurde, liegen an tabellierten Schießpunkten
aus dem Intervall [a, b] Lösungen für ϕ0 und x0 vor. Diese können verwendet werden,
um eine Approximation von h2(t) an den gleichen Schießpunkten mittels einer einfachen
Integrationsformel zu bestimmen. Sind etwa die Werte von ϕ0 und x0 an den Stellen
a = t0 < t1 < · · · < tm = b bekannt, dann kann eine Approximation erster Ordnung
(im Sinne der numerischen Integration) des Funktionswertes h2(ti), i = 0, 1, . . . ,m, durch











ϕT0 (ti)x0(ti), i > 0,
bestimmt werden. Den Näherungswert für h2(b) benutzt man als Startwert für die Kon-
stante h1(t). Damit können auch Startwerte für w0(t) in (8.4) gefunden werden, indem
man einfach w0(t) := x0(t)−h1(b)ϕ0(t) setzt. Nach einer separaten Berechnung des RWPs
(8.3), fügt man das RWP (8.4) diesem an und erhält ein erweitertes RWP zur Berechnung
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von w0(t). Für dieses liegen aufgrund der vorherigen separaten Berechnung von (8.3) gute
Startwerte vor. Für die Ableitungen auf der rechten Seite der DGL für w0 setzt man bei
der Implementierung einfach die rechten Seiten der jeweiligen Funktionen x0 bzw. ϕ0 ein.
Wir gehen nun erneut davon aus, dass alle Funktionen in (8.3) und (8.4) berechnet worden
sind. Der Wert, der sich für h1(a) in der Lösung einstellt, wird s0 genannt. Es werden nun
reelle Zahlen s und λ in der Nähe von s0 und λ0 gewählt. Genauer bestimmt man für
ungerades k ∈ N ein äquidistantes Gitter G um den Punkt (s0, λ0) im R2:
G := {(s1, λ1), (s2, λ1), . . . , (sk, λ1), (s1, λ2), . . . , (sk−1, λk), (sk, λk)},
mit (s0, λ0) = (s(k+1)/2, λ(k+1)/2) und der Durchmesser von G ist so gewählt, dass für alle
(s, λ) ∈ G ein Funktionswert der reduzierten Funktion berechnet werden kann. Um diese
Forderung zu erfüllen, muss die Gitterweite experimentell angepasst werden. Die weitere
Strategie ist in diesem Sinne als trial-and-error Verfahren zu betrachten. Wir berechnen
nun den Funktionswert g0(sκ1 , λκ2) für einen Gitterpunkt (sκ1 , λκ2) ∈ G.
Es sei ein fixiertes Paar (s, λ) = (sκ1 , λκ2) ∈ G gegeben. Nach Formel (2.18) ist g0 definiert
durch
g0(s, λ) = ψ
∗
0T (sϕ0 + w0, λ).
Diesen Ausdruck wollen wir nun gemeinsam mit den Bestimmungsgleichungen für 4w0
T 0x 4 w0 = −T (sϕ0 + w0, λ) + ψ0 · g0(s, λ)
ϕ∗0 4 w0 = 0
als RWP formulieren. Zu diesem Zweck wollen wir eine neue Bezeichnung einführen. g0[s, λ]
ist der Name für eine konstante Funktion von t, die mit dem Funktionswert g0(s, λ)
übereinstimmt. g0(s, λ) ist ein Funktionalwert und wird somit als Integral aufgeschrieben.
g̃0[s, λ] ist der Name für eine Funktion von t, deren Ableitung die mit dem Integranden
für den Funktionalwert g0(s, λ) übereinstimmt. Daher ist g̃0[s, λ] am rechten Rand iden-
tisch mit g0(s, λ). Durch die zweite Randbedingung in (8.6) wird die konstante Funktion
g0[s, λ](t) auf den gesuchten Wert g0(s, λ) gesetzt. g0[s, λ](t) bedeutet also nicht, dass s oder
λ variabel sind oder gar von t abhängen, sondern die eckige Klammer [s, λ] bezeichnet ledig-
lich den Punkt aus G, in dem gerade g0(s, λ) berechnet werden soll. Diese Kennzeichnung
haben wir der Übersichtlichkeit halber nur im Falle von g0[s, λ] und g̃0[s, λ] vorgenommen,
und nicht auch bei w0, 4w0 oder 4w0. Analoge Bezeichnungen finden sich bei späteren
Iterierten des vereinfachten Newton-Verfahrens.
Wir wollen nun die entsprechenden Gleichungen für g0 und 4w0 angeben. Da die auftre-








0(t)− f(t, sϕ0(t) + w0(t), λ)]
4w′0(t) = fx(t, x0(t), λ0)4 w0(t)
−[sϕ′0(t) + w′0(t)− f(t, sϕ0(t) + w0(t), λ)]
+ψ0(t) · g0[s, λ](t)
4w0
′
(t) = ϕT0 (t)4 w0(t),
(8.5)
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und danach die zugehörigen Randbedingungen auf
g̃0[s, λ](a) = 0
g̃0[s, λ](b) = g0[s, λ](b)
Ba 4 w0(a) +Bb 4 w0(b) = 0
4w0(b)−4w0(a) = 0.
(8.6)
Dieses Randwertproblem lösen wir nun gemeinsam mit den zuvor gelösten Randwertpro-
blemen (8.3) und (8.4) und benutzen folgende Startwerte: Für g0[s, λ] und g̃0[s, λ] können
mit der für (8.4) beschriebenen Technik geeignete Startwerte auf dem gegebenen Schieß-
gitter berechnet werden. Einen Startwert für die Funktion 4w0(t) kann man zum einen
durch die Funktion w0(t) selbst und zum anderen einfach durch die Festlegung 4w0(t) = 0
definieren. Die Funktion 4w0 nähern wir durch [(t− a)/(b− a)]− [(t− a)/(b− a)]2 an. Ist
eine Lösung des erweiterten RWPs (8.3), (8.4) sowie ((8.5) und (8.6)) bestimmt, hat man
Startwerte zur Verfügung um w1, g1, und 4w1, definiert durch
w1 = w0 +4w0
g1(s, λ) = ψ
∗
0T (sϕ0 + w1, λ)
T 0x 4 w1 = −T (sϕ0 + w1, λ) + ψ0 · g1(s, λ)












1(t)− f(t, sϕ0(t) + w1(t), λ)]
4w′1(t) = fx(t, x0(t), λ0)4 w1(t)
−[sϕ′0(t) + w′1(t)− f(t, sϕ0(t) + w1(t), λ)]
+ψ0(t) · g1[s, λ](t)
4w1
′
(t) = ϕT0 (t)4 w1(t),
(8.7)
w1(a) = w0(a) +4w0(a)
g̃1[s, λ](a) = 0
g̃1[s, λ](b) = g1[s, λ](b)
Ba 4 w1(a) +Bb 4 w1(b) = 0
4w1(b)−4w1(a) = 0
(8.8)
zu berechnen. Geeignete Startwerte für w1 sind durch w0 +4w0 gegeben. Für 4w1 benut-
zen wir4w0 als Startwert und alle anderen Variablen werden analog zu denen, mit um Eins
verringertem Index, mit Startwerten versehen. Nun ist die weitere Strategie vorgezeichnet.
Man kann auf die gleiche Weise wie zu w1 und g1 auch zu wj und gj, j = 2, 3, 4, 5 gelangen.
Zukzessive wird dafür ein erweitertes RWP aufgebaut und gelöst, um jeweils Startwerte für
die nächste Stufe zu erhalten. Man kann auch das gesamte RWP auf einmal programmieren
und versuchen, mittels geeigneter Anfangswerte und der Lösung eines entsprechenden An-
fangswertroblemes, Startwerte für die numerische Lösung des gesamten RWPs zu erhalten.
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Diese Strategie hat jedoch einen sehr hohen trial-and-error Charakter, weshalb wir den
schrittweisen Aufbau des RWPs, bis zur Berechnung von w5, g5 und 4w5 bevorzugen. Die
einzelnen rechten Seiten der Differentialgleichungen sollten dabei in separaten Variablen
programmiert und abgespeichert werden, damit man sie als Ableitungen der linken Seiten
später wieder zur Verfügung hat. So erscheint z.B. auf der rechten Seite von (8.7) die Ab-
leitung von w0, die für die Programmierung von (8.7) als Funktion vorliegen muss.
Man kann auch sukzessive solche Ausdrücke durch ihre jeweilige Definition ersetzen und
erhält am Ende eine Differentialgleichung für g5(t), deren rechte Seite nur aus den ur-
sprünglichen Variablen x0, λ0, ψ0, ϕ0, in stark verschachtelter Struktur besteht. Dies ist
aber seitens des Programmierers nicht zu empfehlen, da schnell die notwendige Übersicht
über die Gleichungen verloren geht.
Die einzelnen Iterierten g0(s, λ), . . . , g5(s, λ) sollten während des Berechnungsprozesses ab-
gespeichert werden. Man kann dann auf dem Gitter G mehrere Funktionengebirge nach-
einander darstellen und so erkennen, wann sich an der Struktur der Oberfläche im R3 im
wesentlichen keine Änderungen mehr vollziehen. In dieser Situation wird man schlussfol-
gern, dass ab dem kleinsten Index k für gk, ab dem sich grafisch keine Änderungen mehr
ergeben, starke Äquivalenz zur gesuchten reduzierten Funktion vorliegt. Ein Vergleich mit
den 3-dimensionalen Grafiken der Normalformen aus Tabelle (4.18) und die Darstellung
von Höhenlinien zum Niveau Null erlauben schließlich den Rückschluss auf einen bestimm-
ten Typ von Singularität im Sinne der Tabelle (4.18). Die genaue Berechnung mittels eines
zugeordneten erweiterten Systems (siehe z.B. [24]) gibt dann schließlich Aufschluss über
den konkreten Typ der vorliegenden Singularität. Abzweigende Lösungen können dann mit
der Methode von Levi-Cività, wie sie in ([33]) vorgestellt wird, ermittelt werden. Damit
ist eine vollständige Diskussion einfacher singulärer Punkte der Codimension kleiner oder
gleich drei bei parameterabhängigen Zweipunkt-Randwertproblemen möglich.
8.2 Numerisch berechnete reduzierte Funktionen
In diesem Abschnitt wollen wir uns zwei speziellen Randwertproblemen zuwenden und je-
weils in einem bestimmten singulären Punkt eine Liapunov-Schmidt reduzierte Funktion
nach der Strategie berechnen, die im vorherigen Abschnitt vorgestellt wurde. Das erste
Randwertproblem ist durch das klassische Problem des Eulerschen-Knickstabes (1.16) ge-
geben und betrachtet wird der singuläre Punkt bei λ = π2. Zu Beginn berechneten wir den
Funktionswert g5(−0.2,−0.1). Ausgehend davon konnten alle Funktionswerte g5(s, λ) auf
dem Gitter G berechnet werden, welches durch den Matlab-Befehl
[s, λ] = meshgrid(−0.2 : 0.02 : 0.2,−0.1 : 0.02 : 0.2);
erzeugt wurde. Als Startwerte für das RWP eines neuen Funktionswertes dienten stets die
Funktionswerte eines zuvor berechneten Punktes, weshalb als neuer Punkt nur ein Nach-
barpunkt in Frage kam. Das Gitter G wurde deshalb bei der Funktionswertberechnung
so durchlaufen, dass stets nur einer der beiden Indizes κ1 und κ2 an (sκ1 , λκ2), um Eins
verändert wurde (G wird schlangenlinienartig durchgearbeitet). Nach der Berechnung aller
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Funktionswerte g5(s, λ) auf dem Gitter G und deren Speicherung in der Matrix G5, konnten
diese mit dem Befehl surfc(s, λ,G5) in einem 3-dimensionalen Koordinatensystem darge-
stellt werden. In der Grundebene des Bildes sind verschiedene Niveaulinien eingezeichnet.
Abbildung 8.1: Reduzierte Funktion g(s, λ) für den Bifurkationspunkt bei λ = π2
Darunter auch die Niveaulinien zum Niveau Null. Deutlich ist in der Grafik 8.1 zu er-
kennen, dass sich diese in Form einer Pitchfork-Bifurkation schneiden. Der Umstand, dass
sich die Singularität nicht im Koordinatenursprung befindet kann damit begründet werden,
dass lediglich ein Repräsentant einer reduzierten Funktion berechnet wird. Vergleicht man
die grafische Darstellung in Abbildung 8.1 mit den Darstellungen der Normalformen aus
Tabelle (4.18), so fällt ebenfalls die Ähnlichkeit zur Normalform der Pitchfork-Bifurkation
(siehe Abbildung 8.2) auf. All diese Hinweise lassen letztlich den Schluss zu, dass es sich bei
dem einfachen singulären Punkt des RWPs (1.16) bei λ = π2 um eine Pitchfork-Bifurkation
handelt. Dies kann durch die Lösung eines entsprechenden erweiterten Systems (siehe z.B.
[24]) abschließend geklärt werden.
Als zweites Randwertproblem betrachten wir erneut die Gleichung (7.14) und den sin-
gulären Punkt bei λ = −π2. Zu Beginn wurde der Funktionswert g5(−0.1,−0.05) bestimmt.
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Abbildung 8.1: Normalform g(s, λ) = −s3 + λs einer Pitchfork-Bifurkation
Aufgrund der Informationen aus Abschnitt 7.4, wo für den potentiellen singulären Punkt
bei λ = −π2 eine Lösung des erweiterten Systems von Weber bestimmt wurde, haben wir
in diesem Fall nur Funktionswerte g2(s, λ) auf dem Gitter G berechnet, welches durch den
Matlab-Befehl
[s, λ] = meshgrid(−0.1 : 0.005 : 0.1,−0.05 : 0.01 : 0.06);
erzeugt wurde. Wie im obigen Beispiel konnten die berechneten Funktionswerte in einem
3-dimensionalen Koordinatensystem dargestellt werden. Auch in diesem Fall haben wir die
Niveaulinien ausgeben lassen. Die Grafik ist in Abbildung 8.3 zu sehen. Deutlich erkennt
man, dass sich zwei Niveaulinien in (s, λ) = (0, 0) schneiden. Dies sind Niveaulinien zum
Funktionswert Null. Daraus schließt man, dass es sich hierbei um einen sekundären Bifur-
kationspunkt handelt. Diese Schlussfolgerung konnte man bereits aus der Existenz einer
Lösung des erweiterten Systems von Weber im Abschnitt 7.4 ziehen. Wir wollen jedoch
noch zusätzlich eine Normalform für die reduzierte Funktion eines sekundären Bifurkati-
onspunktes darstellen. In Abbildung 8.4 erkent man deutlich die Ähnlichkeit zum Funktio-
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Abbildung 8.2: Reduzierte Funktion g(s, λ) für den Bifurkationspunkt bei λ = −π2
nengebirge in Abbildung 8.3. Lediglich eine Drehung gegen den Urzeigersinn um den Punkt
(s, λ) = (0, 0) und eine Stauchung der Funktionswerte scheinen die beiden Gebilde inein-
ander zu überführen. Diese Operationen sind natürlich im Rahmen der starken Äquivalenz
zulässig, so dass von einem sekundären Bifurkationspunkt ausgegangen werden darf. Die
in diesem Abschnitt dargestellten reduzierten Funktionen lassen auch ein Studium dessen
zu, was passiert, wenn das Bifurkationsproblem geringfügig verändert wird. Man spricht
in diesem Zusammenhang von so genannten gestörten Verzweigungsproblemen (siehe [14]).
So kann es beispielsweise dazu kommen, dass sich das beobachtete Verzweigungsverhalten
im singulären Punkt grundlegend verändert oder nach einer Störung überhaupt keine Sin-
gularität mehr vorliegt. Die Behandlung dieser Fragestellung soll jedoch nicht Gegenstand
der vorliegenden Arbeit sein.
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Abbildung 8.3: Normalform g(s, λ) = s2 − λ2 einer sekundären Bifurkation
Kapitel 9
Zusammenfassung und Ausblick
In dieser Arbeit haben wir uns zunächst im Kapitel 1 mit dem Begriff des Bifurkationspro-
blemes in Banachräumen auseinandergesetzt und verschiedene Beispiele vorgestellt. Das
wichtigste Beispiel stellte dabei die Klasse der nichtlinearen parametrisierten Randwert-
probleme mit linearen Randbedingungen dar. Es konnte gezeigt werden wie im Falle ei-
nes einfachen singulären Punktes bei zweidimensionalen Problemen, ein Nullraumelement
des adjungierten linearisierten RWPs direkt aus einem Nullraumelement des linearisierten
RWPs berechnet werden kann.
Eine wichtige Technik zur Untersuchung von Bifurkationsproblemen, die so genannte Liapu-
nov-Schmidt Reduktion, wurde im Kapitel 2 vorgestellt. Zu ihrer konkreten Umsetzung
haben wir das vereinfachte Newton-Verfahren vorgeschlagen. Die Wahl dieser Methode
wurde in Abschnitt 4.8 theoretisch begründet. Anschließend wurden für einfache Beispiele
reduzierte Funktionen anhand der Definition berechnet.
Die noch vorhandenen Freiheitsgrade bei der Definition der Liapunov-Schmidt Redukti-
on machen die Diskussion eines Äquivalenzbegriffes auf den reduzierten Funktionen er-
forderlich. Deshalb erklären wir im Kapitel 3 die so genannten Kontaktäquivalenz von
Bifurkationsproblemen. Der Beweis der Kontaktäquivalenz Liapunov-Schmidt-reduzierter
Funktionen, stützt sich in dieser Arbeit ausschließlich auf die wesentlichen Kenngrößen
ϕ0, ϕ
∗
0, ψ0 und ψ
∗
0. Zur Klassifikation von Bifurkationsphänomenen wird im Kapitel 4
die sogenannte starke Äquivalenz vorgestellt, die eine Verschärfung der Kontaktäquivalenz
darstellt. Mit ihrer Hilfe gelingt die sachgemäße Definition der endlichen Codimension von
Bifurkationsproblemen und der Beweis des Hauptresultates dieser Arbeit. Dieses lautet:
Im Falle endlicher Codimension eines Bifurkationsproblemes, kann mit dem vereinfachten
Newton-Verfahren eine, zur gesuchten reduzierten Funktion stark äquivalente reduzierte
Funktion berechnet werden. Anschließend wird eine Tabelle der Normalformen und Co-
dimensionen für die häufigsten Bifurkationstypen angegeben, die [5] entnommen ist. Die
folgenden beiden Kapitel stellen Hilfsresultate für den Beweis des Hauptresultates bereit.
Alle Resultate sind hier für Operatorengleichungen in Banachräumen formuliert. Des wei-
teren ist die Darstellung des Restgliedes im Taylorschen Satz und seinen Variationen für
Banach-Räume neu. Im Kapitel über das vereinfachte Newton-Verfahren wird eine neue
Eigenschaft dieser Methode aufgezeigt. Bei der Berechnung impliziter Funktionen mit die-
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sem Verfahren werden im k-ten Iterationsschritt (k > 0) Funktionswerte berechnet, die als
Auswertung des k-ten Taylorpolynomes der impliziten Funktion mit einem Korrekturterm
höherer Ordnung interpretiert werden können.
Im Kapitel 7 wird eine neue numerische Technik vorgestellt, die die Berechnung von Null-
raumbasen linearisierter Randwertprobleme in einfachen singulären Punkten erlaubt. Die
Technik wurde in [12] zur Publikation angenommen. Das Kapitel 8 widmet sich der nu-
merischen Umsetzung der Formeln aus Abschnitt in 2.1.2 zur Berechnung der reduzierten
Funktion. Im Anschluss an die allgemeine Strategie wird konkret auf zwei Beispiele einge-
gangen. Die zugehörigen reduzierten Funktionen werden jeweils grafisch dargestellt.
Zukünftige Arbeiten auf diesem Gebiet sollten auf jeden Fall die Frage der Verallge-
meinerung der hier vorgestellten Techniken auf höherdimensionale Nullräume betrachten.
Schwierigkeiten treten dabei vor allem bei den Eigenschaften der entsprechend zu verall-
gemeinernden Äquivalenzbegriffe dieser Arbeit auf. Darüber hinaus muss eine Methode
gefunden werden, einen höherdimensionalen Nullraum eines linearisierten RWPs zu be-
rechnen. Bei einem eindimensionalen Nullraum liefert dies die Technik aus dem Kapitel 7.
Eine Möglichkeit wäre hier, zunächst nur ein Nullraumelement zu bestimmen, dieses mit
geeigneten Deflationstechniken abzudividieren und anschließend weitere Nullraumelemente
zu berechnen. Darüber hinaus muss geklärt werden, wie man die reduzierte Funktion gra-
fisch darstellen kann, oder ob nichtgrafische Analysemethoden der berechneten reduzierten
Funktionswerte gefunden werden können.
Des weiteren ist auch eine Verwendung der, im Banachraum formulierten, Methoden auf
andere Bifurkationsprobleme dankbar. So können beispielsweise auch parameterabhängige
partielle DGLn oder endlichdimensionale nichtlineare Gleichungen untersucht werden. Eine
interessante Frage ist auch die nach Lösungsmethoden nichtlinearer Gleichungen, die im
Gegensatz zum vereinfachten Newton-Verfahren bei der Berechnung impliziter Funktionen,
im k-ten Iterationsschritt (k > 0) Funktionswerte berechnen, die als Auswertung des l > k-
ten Taylorpolynomes der impliziten Funktion mit einem Korrekturterm l+ 1-ter Ordnung
interpretiert werden können. Das gewöhnliche Newton-Verfahren gehört jedenfalls nicht in
diese Klasse.
All die genannten Erweiterungen der Ergebnisse dieser Arbeit können hier jedoch auf-
grund ihrer enormen Komplexität nicht weiter behandelt werden und sollen als Anregung
für weitere Forschungen verstanden werden.
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Miteinander bestimmte. Ganz besonders sei jedoch Laura Schnicke und unseren beiden Kin-
dern Clara und Emil gedankt, ohne deren Rücksicht und Verständnis diese Dissertation
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