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THE OPERATIONAL CALCULUS OF LEGENDRE TRANSFORMS * 
By R. V. CHURCHILL 
1. Introduction. The sequence of numbersf(n) defined by the equation 
(1) fen) = L: F(x)Pn(x) dx n = 0, 1,2, ... ), 
where Pn(x) denotes the Legendre polynomial of degree n, is the Legendre trans-
form of the function F(x). The integral transformation here will be represented 
by the symbol T{F(x)}. For functions F(x) satisfying well-known conditions 
on the interval -1 ~ x ~ 1 the inverse of this transformation is represented by 
the expansion of F(x) in series of the Legendre polynomials, 
(2) F(x) = L:o;;=o (n + !)f(n)Pn(x) = rl{f(n)} (-1 < x < 1). 
Let R[F] denote the differential form 
(3) R[F(x)] = d: [(1 - x2) d: F(x) J. 
When the integral T{R[F]} is integrated successively by parts and 
-n(n + I)Pn(x) is substituted for R[Pn(x)] in accordance with Legendre's 
differential equation, the following result is easily obtained. 
THEOREM 1: Let F(x) denote a function that satisfies these conditions: F'(x) 
is continuous and F"(x) is bounded and integrable over each interval interior to 
the interval -1 < x < 1; T {F(x)} exists and 
limx_±l (1 - x2)F(x) = lim"_±l (1 - x2)F'(X) = 0. 
Then T{R[F(x)Jl exists and 
(4) T{R[F(x)Jl = -n(n + l)f(n) (n = 0, 1, 2, ... ). 
Formula (4) represents the basic operational property of the Legendre trans-
formation T under which the differential operation R[F] defined by equation 
(3) is replaced by the algebraic operation -n(n + 1)f(n). 
The established forms of operational calculus for solving problems in differ-
ential equations are based on integral transformations of Fourier type, trans-
formations whose kernels are exponential functions or linear combinations of 
such functions. These transformations consist of the various Laplace and Fourier 
integral transformations. Transforms of the other types, including Legendre 
transforms [1], have been recognized as bases for other forms of operational 
calculus [2, 3, 4], but to date the operational methods have not been developed 
beyond the stage of applying the basic operational property corresponding to 
formula (4) and the application of the inverse transformation. The type of 
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boundary value problem that can be reduced by an integral transformation is of 
course governed by the kernel and the interval of integration [5]. 
A convolution property, one that gives directly the image of the operation 
of taking the product of the transforms of two functions, is now known for 
Legendre transforms [6]. Additional operational properties will be noted here and 
a short table of Legendre transforms will be developed. The operational calculus 
will then be illustrated by applying it to some classical boundary value problems 
in partial differential equations. 
The application to the third boundary value problem for the potential inside 
a sphere leads to a simple expression for the solution of that problem in terms of 
the solution of a corresponding Dirichlet problem. This formula, together with 
the accompanying extension of the Poisson integral formula to the problem of 
the third kind, should be known; but a search of the literature and inquiry 
among colleagues has not yet revealed these formulas. 
2. Operational properties. If each of the functions R[F(x)] and F(x) satisfy 
the sufficient conditions stated for the validity of formula (4) then the transform 
of the iterated differential form R[R[F]] can be written at once as 
(5) T{R2[F(x)]} = n2(n + l)~(n). 
Similarly for iterations of higher order. 
The substitution of (n + !)2 - ~ for n(n + 1) in formula (4) leads to this 
modification of that operational property: 
(6) (n + !)2f(n) = T{~F(x) - R[F(x)]}. 
It should be noted that under the substitution x = cos 8(0 ;;;; 8 ;;;; '11") our 
transformation 
T{F(cos 8)} = 10''' F(cos O)P .. (cos 0) sin 0 dO = fen) 
ransforms the differential form 
(7) R[F(cos O)J = Si! 0 :0 [Sin 0 :0 F(cos 8) ] 
nt 0 -n(n + l)f(n), according to formula (4). 
Consider now the transform of the function R-1[F], where R-1 is the inverse 
iof the differential operator R. Let Y(x) denote the function R-1[F(x)]; then 
tY(x) is a solution of the differential equation 
(8) R[Y(x)] = F(x). 
Suppose that F(x) is a function of bounded variation on each interval 
I x I ;;;; I Xl I < 1, and that 
(9) fl F(x) dx = 0; 
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that is, f(O) = O. The first integral of equation (8), 
(1 - x2) Y'(x) = fl F(t) dt 
is then a continuous function of x(1 x I ~ 1) with limit zero as x ~ ±1. The 
second integral 
(10) r 1 l' Vex) = J
o 
1 _ g2 -1 F(t)dt ds + C = R-1[F], 
where C is an arbitrary constant, is continuous when I x I < 1 and it is easy to 
show that (1 - x2)y(x) vanishes as x ~ ±1; in fact I Vex) I is of the order of 
(1 - X2)-k for each positive constant k < 1 as x ~ ±1 and hence T{ YI exists. 
According to Theorem 1 and equation (8) then 
thus 
(11) 
T{R[y]l = -n(n + I)T{YI = fen); 
fen) 
T{R-1[Fll = - n(n + 1) (n = 1,2, ... ). 
The value of the transform of R-1[F] at n = 0 depends on the value assigned 
to the constant C; if F(x) is an odd function the value is easily shown to be 2C. 
The operational property concerning R-1 can be stated as follows. 
THEOREM 2: Let F(x) denote a function of bounded variation in each sub-
interval of the interval -1 < x < 1 and let f(O) = O. Then fen) exists and for 
each constant C, 
(12) T- 1 { -fen) } = R-1[F(x)] = r -1-1' F(t)dt ds + C 
n(n + 1) Jo 1 - S2 -1 
(n = 1,2, ... ). 
The convolution property can be stated as follows [6]. 
THEOREM 3: Let F(x) and G(x) denote bounded integrable functions on the 
interval -1 ~ x ~ 1. Then the productf(n)g(n) of their Legendre transforms is 
the transform of the function H(x); that is, 
(13) r-l{j(n)g(n)} = H(x) 
where H(x) is described by anyone of these formulas: 
(14) H(cos 0) = 1/11" f" F(cos 0') sin 0' L' G(cos A) dcp dO' 
where 
cos A = cos 0 cos 0' + sin 0 sin 0' cos cp; 
H(cos 0) 
(15) jT/2 [2T = 1/11" 0 sin cp J
o 
F[sin cp sin (f3 - to)]G[sin cp sin ({3 + to)] d{3 dcp; 
168 R. V. CHURCHILL 
H(x) 
= 1/11" J J F(y)G(z) (1 - x2 - y2 - i + 2xYZ)-1/2 dy dz 
Ez 
(16) 
where, for each fixed x( -1 < x < 1), E", is the region interior to the ellipse 
y2 + i - 2xyz = 1 _ x2• 
Formula (14) has a geometrical interpretation. Let (r, 4>, 8) denote spherical 
polar coordinates. If P denotes any point (1, 0, 8) on the boundary of a hemi-
spherical surface of unit radius and P' any point (I, 4>, 8') on that surface, then 
according to the cosine law for spherical triangles X is the arc PP' of a great 
circle. If S denotes the hemisphere r = 1, 0 ~ 8' ~ 11", 0 ~ 4> ~ 11" then formula 
(14) can be written 
(17) H(cos 8) = 1/11" J L F(cos 8')G(cos X) dS; 
thus, H(cos 0) is twice the mean value of F(cos O')G(cos X) over the hemisphere. 
For 0 = 0 and 8 = 11" formula (14) reduces to 
(18) H(I) = L: F(t)G(t) dt, H( - l) = {I F(t)G( -t) dt, 
respectively. In view of formula (2) and the fact that Pn (l) = 1 the first of 
equations (18) is seen to be the Parseval relation for the orthogonal set of func-
tions Pn(X). 
THEOREM 4: If T{F(x) I and T{G(x)1 exist then 
(19) T{C1F(x) + C2G(x)1 = Cd(n) + C2[J (n) , 
where C1 and C2 are constants; also 
(20) T{F(-x)l = (-I)nf(n). 
These are obvious properties of the transformation since T is clearly linear 
and since P n( -x) = (-I)npn (x). When G(x) = 1 then g(n) = 0 (n = 1,2, ... ) 
and g(O) = 2; according to equation (19) then, if C is a constant, 
T{F(x) + Cl = fen) when n 1, 2, ... , 
= f(O) + 2C when n o. 
The images under T of the operations of differentiation and indefinite integra-
tion involve finite differences. Let F(x) be a sectionally continuous function on 
the interval -1 ~ x ~ 1 and let G(x) denote the continuous function 
G(x) = fl F(t) dt. 
Then 
fen) = L: G'(x) Pn(X) dx = G(l) - L: G(x)P~(x) dx 
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and it follows from a differential recurrence relation for P .. (x) that 
(21) fen - 1) - fen + 1) = L: G(X)[P~+l(X) - P~-l(X)] dx 
= (2n + 1)g(n) (n = 1,2, ... ); 
also, f(O) = G(l) and since P 1(x) = x, f(1) = G(l) - g(O) so that 
f(O) - f(l) = g(O). 
The solution of the difference equation (21) for g(n) and fen) in turn leads to 
these conclusions: 
THEOREM 5: If F(x) is sectionally continous then 
(22) T {[' F(t) dt} = fen - 1) - fen + 1) 
-1 2n + 1 
where, for n = 0, fen - 1) is to be replaced by f(O). If G(x) is continuous and 
G'(x) sectionally continuous and if G( -1) = 0 then 
1'{G
'
(x)} = G(l) - (2n - l)g(n - 1) - (2n - 5)g(n - 3) - ... -g(O) 
(n=13···) 
" , 
(23) = G(l) - (2n - l)g(n - 1) - (2n - 5)g(n - 3) 
- ... - 3g(1) (n = 2, 4, ... ), 
= G(l) (n = 0). 
Other recurrence formulas for P n(X) lead to operational properties of the 
transforms, but none seem simple or promising. 
3. Transforms of particular functions. A short table of Legendre transforms is 
presented here. Some methods of computing transforms in the table will now be 
indicated. 
It follows at once from the orthogonality properties of the Legendre poly-
nomials that when F(x) = Pm(x)(m = 0, 1,2, ... ) then 
fen) = O(n ~ m), f(m) = l/(m + t). 
From the well-known representation of the function G(x) = xm in a finite 
series of Legendre polynomials of degree m and lower it follows that g(n) = 0 
when n > m. The formula for g(n) when n ~ m is not simple (cf. [7]). If F(x) 
is any polynomial of degree m then fen) = 0 when n > m. 
The function F(x) = log (1 - x) satisfies the condition R[F] = -1, where R 
is the differential operator involved in Theorem 1. But F'(x) does not satisfy 
the limit condition at x = 1 in that theorem. Integration by parts, however, 
gives the equation 
T{R[F]} -(1 + x)Pn(x) 1':1 -(1 - x2) log (1 - X)P~(X) 1':1 -n(n + l)f(n)j 
that is, 
T{-l} -2 -n(n + l)f(n) = 0 (n = 1, 2, ... ). 
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Direct integration gives 1(0) = 2 log 2 - 2; hence 
T{log (1 - x) I = -2/n(n + 1) 
= 2 log 2 - 2 
The transform of log (1 + x) follows from Theorem 4. 
(n > 0), 
(n = 0). 
From the uniformly convergent expansion of the generating function 
(1 - 2tx + t2)-1 = L:~=o tnpn(x) (I t 1 < 1) 
it follows that 
(24) L: (1 - 2tx + (2)-!Pn(x) dx = t/(n + t) (I t 1 < 1). 
When t > 0 the integrand here is a continuous function of t and x except at 
x = t = 1 and it is dominated by the function (1 - x2)-!. Hence the integral 
is uniformly convergent with respect to t up to t = 1 and it represents a con-
tinuous function of t there. Thus the transformation is valid when t = 1; that is, 
T{ (1 - x)-~l = V2/(n + t). 
The transform of (1 + x)-! follows from Theorem 4. 
Differentiation of both members of equation (24) with respect to the parameter 
t followed by multiplication by t leads to the equation 
tT {(1 - 2tx + t2)-3/2(2tx - 2t2) I = ntn / (n + t) (I t 1 < 1). 
Since 2tx - 2e = 
(24) that 
- (1 - 2tx + t2) + 1 - t2 it follows with the aid of formula 
(25) T{ (1 - 2tx + t2r S/ 21 = 2tn/(1 - t2) (I t 1 < 1). 
A continuation of the process leads to a slightly involved expression for rl {ntn I 
when 1 t 1 < 1. 
The transformation 
T {IO a - x + (1 - 2ax + a2) !} = an+! (I a 1 =s; 1) 
g 1 - x (n + t)(n + 1) -
can be verified by integrating both members of equation (24) with respect to t. 
From the partial fractions expansion of the coefficient of a n+1 here and from 
formula (24) with t = a(1 a 1 ~ 1) it follows that 
'l'{ 2a _loga - x + (1 - 2ax + a2)i} = 2a"+! <lal =s; 1). 
(1 - 2ax + a2)1 1 - x n + 1 -
From equation (24) it follows that 
L: [C I (1 - 2tx + t2)-! - C1jPn(x) dx = t,,-I/(n + t) (n = 1,2, ... ) 
=0 (n = 0), 
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and the integration of this equation with respect to t leads to the transformation 
T {-log 1 - ax + (1 - 2ax + a2)t} = an (n = 1 2 .... I a I ~ 1) 
2 n( n + t) "'-
o (n = OJ I a I ~ 1). 
From the representation of the coefficient of an here in partial fractions the inverse 
transform of an/n follows with the aid of formula (24). 
Transform No. 10 in the table can be found by multiplying equation (24) 
by (-I and integrating with respect to t. Transforms of step functions, illustrated 
by No. 11 in the table, are easily written with the aid of a well-known integration 
formula for P ,,(x). Combinations and special cases of the transforms in the table, 
as well as applications of the operational properties of the preceding sections, 
lead to a considerable extension of the list of transforms. 
4. Applications. Dirichlet problem for sphere. Let VCr, cos (J) denote the po-
tential function interior to the unit sphere when the potential on the surface 
r = 1 is a prescribed function F(cos 0) of the spherical coordinate 0 only 
(0 ~ (J ~ 11'). The interior is free from sources so that V satisfies Laplace's 
equation 
v2V = ! (r V)rr + ~ (sin OV,), = 0 
r r sm (J 
when r < 1. If x = cos (J this equation can be written 
(26) r(r V)TT + [(1 - x2)Vzlz = 0 (r < 1). 
The function V is also bounded in the region and satisfies the boundary 
condition 
(27) V(l, x) = F(x) (-I~x~l). 
To solve this boundary value problem formally by means of the operational 
calculus developed in the foregoing sections the problem is written in terms of 
the transforms 
vCr, n) = riVer, x)},f(n) = T{F(x)} (n = 0, 1, 2, ... ) 
with respect to the variable x. Let the operator T be applied to the members 
of equation (26) and (27) and let the order of differentiating V with respect 
to r and then integrating with respect to x be reversed. In view of the basic 
operational property (Theorem 1) it follows that vCr, n) satisfies the conditions 
r d2(rv)/dr2 - n(n + l)v = 0, v(l, n) = fen), 
and vCr, n) is bounded when 0 ~ r ~ 1. 
The solution of the simple problem in v here is 
vCr, n) = f(n)r" 
and the inversion formula (2) can be used to represent VCr, x) by an infinite 
series in the functions r"Pn(x), the form of the solution that would be obtained 
by separating variables in the boundary value problem (26), (27). The function 
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VCr, x) can be written in closed form, however, with the aid of the convolution 
property (Theorem 3) and the inverse transform of rn (No.4 of the table). 
According to formula (14) for the inverse transform of the product of two 
transforms the inverse transform of vCr, n) is 
VCr, cos 8) = 1 2- r21" F(cos 8') sin 8' 1" (1 + r2 - 2r cos >.)-3/2 dcp dO' 
(28) 'If' 0 0 
(r < 1), 
where 
cos>.. = cos 8 cos 8' + sin 8 sin 8' cos cp. 
This is the well-known Poisson integral formula for the potential inside a 
sphere in this special case in which the potential is a function of rand 8 only. 
When F(x) is a linear combination of any of the functions listed among the 
first nine items of the table, then fen )rn can be written as a linear combination 
of the transforms listed in the table and the function V can be written in a simple 
form free from integrals. 
In the corresponding problem for the potential W(r, cos 8) in the region 
exterior to the sphere r = 1, the solution of the transformed problem is 
w(r, n) = (1/r)f(n)(1/rn ) (r ~ 1). 
Hence 
(29) W(r, cos 8) = (1/r) V(1/r, cos 8) 
where V denotes the above potential function for the interior region. The 
Poisson integral formula for the potential W follows at once from formulas 
(29) and (28). 
When the potential is not independent of the spherical coordinate cp the 
Laplacian involves a differential operator with respect to cos 8(x = cos 8) that 
is more involved than the operator R of equation (3) and the transformation T 
does not eliminate derivatives with respect to x from the Laplacian. 
5. Neumann problem for sphere. Let U(r, cos 8) denote the potential in the 
region interior to the sphere r = 1 when the normal derivative is a prescribed 
function F(cos 8), so that 
(30) V2 U = 0 (r < 1), UT (1, x) = F(x), 
where x = cos 8, and U is bounded when 0 ~ r ~ 1. Then u(r, n), the transform 
of U(r, x), is bounded and formally satisfies the conditions 
r(ru)" - n(n + 1)u = 0, u'(1, n) = fen) (n = 0, 1, 2, ... ) 
where the primes denote differentiation with respect to r. 
When n = 0 the bounded solution of the differential equation here is 
u(r, 0) = C, where C is a constant. Hence f(O) = 0 if the boundary condition 
is to be satisfied; thus 
1" F(cos 8) sin 8 d8 = 0; 
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that is, the mean value of F{cos 8) over the surface is zero, a well-known neces-
sary condition for the solution of the Neumann problem. 
The transformed problem has the solution 
(31) u(r, n) = f(n)r n In 
=c 
(n = 1,2, ... ) 
(n = 0) 
where C is an arbitrary constant. Thus the potential U(r, x) is determined up 
to an additive constant. It can be expressed in a series of the functions rnp n(x) 
with the aid of the inversion formula (2) j but it can be written in the closed 
form 
11" 1" U(r, cos 0) = - F(cos 8') sin 0' {(I + r2 - 2r cos X)-! 
~ 0 0 (32) 
- ~ log [1 - r cos X + (1 + r2 - 2r cos X) ill ,up' dB' + C, 
where 
cos X = cos 8 cos 0' + sin 0 sin 8' cos tf>', 
with the aid of the convolution formula (14) and transform No.5 in the table. 
Let Q denote any point (1, tf>', 0') on the hemisphere S, r = 1, 0 ~ tf>' ~ ~, 
o ~ 0' ~ ~, and let P denote any point (r, 0, 8) of the region bounded by the 
boundary circle of S. Then the above variable X represents the angle between 
the radii through P and Q and the length of the line segment PQ is 
p = (1 + r2 - 2r cos X)i. 
With the aid of formula (17) for the convolution, an alternate form of equation 
(32) now can be written as 
(33) U(r, cos 0) = 2~ Ii F(cos 8')[(2Ip) -log (1 + p - r cos X)l dS + C. 
This is a known form [8] of the Poisson integral solution of the Neumann problem 
for the sphere. 
From equation (31) it follows that 
ru'(r, n) = f(n)r n = vCr, n) (n = 1, 2, ... ), 
where vCr, n) is the transform of the Dirichlet problem (26), (27), with the same 
function F(x) there as here. Thus 
u(r, n) = 1r vCr', n) dr'lr' 
=C 
and the inverse transformation gives the expression 
(34) U(r, cos 0) = 1r V(r', cos O)dr'lr' + C 
= f Vert, cos 8) dtlt + C 
(n = 1,2, ... ), 
(n = 0) 
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for the solution of the Neumann problem (30) in terms of the solution of the 
Dirichlet problem (26), (27). This relationship between the solutions can be 
verified directly and it is not necessary to assume that the potential functions and 
the function F are independent of the coordinate ep. 
6. Problem of third type for sphere. Now let U(r, cos 0) represent the bounded 
potential function for the region interior to the sphere r = 1 satisfying the 
mixed type of boundary condition at the surface. Specifically, 
(35) ,;2u = 0 (r < 1), UT (l, x) + (k + l)U(1, x) = F(x) 
where x = cos 0 and k + 1 is a positive constant. The function U can be inter-
preted as the steady-state temperatures at points in a solid sphere which is 
subjected to linear heat transfer at its surface into surroundings whose tem-
perature is proportional to F(cos 0). 
The transform u(r, n) of U(r, x) is the bounded function that satisfies the 
conditions 
r(ru)" - n(n + l)u = 0, u'(l, n) + (k + l)u(l, n) = fen); 
hence 
(36) u(r, n) = f(n)rn/(n + k + 1) (0 ~ r ~ 1, k > -1). 
It follows that 
r-\rk+1u )' = f(n)r n = vCr, n), 
where vCr, n) is the transform of the solution VCr, x) of the Dirichlet problem 
(26), (27); therefore 
u(r, n) = 1T v(s, n)(s/r)k ds/r = 11 vert, n)tk dt. 
The inverse transformation then gives the formula 
(37) U(r, cos 0) = [ Vert, cos 0) tk dt 
for the solution of problem (35) of the third type in terms of the solution of 
the Dirichlet problem (26), (27) with the same function F(x). 
A generalization of formula (37) can be verified easily. Let the above func-
tions U, V and F be replaced here by U(r, ep, 0), VCr, ep, 0) and F(ep, 0). For the 
sake of simplicity assume that F is a continuous function of its two variables. 
THEOREM 6: The potential function U(r, ep, 0) of the third boundary value 
problem for the sphere, 
(38) V2U = 0 (r < 1), UT (l, ep, 0) + (k + 1) U(l, ep, 0) = F(ep, 8) 
where k > -1 and constant and the function F is continuous, is given in terms 
of the solution VCr, ep, 0) of the Dirichlet problem 
(39) v2V = 0 (r < 1), V(l, ep, 0) = F(ep, 0) 
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by the formula 
(40) U(r, cp, 0) = 11 Vert, cp, O)tk dt. 
The verification that the function U given by formula (40) is harmonic in the 
region r < 1 when V is harmonic there is straightforward. To show that the 
function U satisfies the boundary condition in problem (38) let rt = s and note 
that 
11 1 rU,(r, cp, 0) = 0 V.(s, cp, fJ)tHI rdt = 1 Vt(s, cp, fJ)tk+I dt 
when r < 1. Hence 
rU,(r, cp, fJ) + (k + 1) U(r, cp, fJ) 
(41) 
= 11 [tH1 V t (s, cp, 0) + (k + 1)tkV(s, cp, 0)] dt = VCr, cp, fJ) (r < 1). 
It is known that the function V is continuous in the region r ~ 1 and it follows 
from formula (40) that U is continuous there. According to equation (41) then 
rUr is also continuous there. When r = 1 equation (41) reduces to the boundary 
condition in problem (38). 
A Poisson integral formula for the solution of the third boundary value 
problem (38) follows at once by substituting the known Poisson integral that 
represents the solution V of the Dirichlet problem into formula (40). Other 
forms of the Poisson integral formula for the special case (35) in which U is 
independent of cp can be found from the formula (36) for u(r, n) with the aid of 
the convolution property. For the inverse transform of r"(n + k + 1)-1 can be 
found either from transforms No. 10 and No. 6 in the table or by integrating 
the transformation No.4 after multiplying by ak • 
The relation (40) between the solutions of the two types of problems for the 
sphere is so simple that it should be known. Neither that relation nor a Poisson 
integral formula for the problem of the third kind for the sphere nor the corre-
sponding results in logarithmic potential for the circle, which follow similarly 
from finite Fourier transformations, have been found yet in the literature. 
If Y(r, cos 0) denotes the potential in the exterior region r > 1 for the third 
problem 
(42) V2y = 0 (r > 1), Y,(1, x) - kY(1, x) = -F(x) 
where k > 0 here and constant and x = cos 0, the transform of Y is easily found 
to be 
y(r, n) = (1/r)f(n)r-n /(n + k + 1) = (1/r)u((1/r) , n) (r ~ 1) 
where u(r, n) is the transform (36) of the solution of the third problem (35) for 
the interior of the sphere. Hence 
(43) Y(r, cos 0) = (1/r)U(1/r, cos 0) (r > 1). 
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Moreover, the procedure used to arrive at formula (37) is easily applied to 
the above formula for y(r, n) to arrive at the formula 
(44) Y(r, cos fJ) = f' wert, cos fJ)Ck - 1 dt 
where W(r, cos fJ) is the potential (29) in the Dirichlet problem for the exterior 
region, 
V'2W ~ 0 (r > 1), W(l, cos 8) = F(cos 8). 
The verification of formulas (43) and (44) shows that the potentials and the 
function F involved need not be independent of the cooridnate cf>. 
7. Distributed sources in sphere. As a final illustrative application of the 
transforms consider the problem 
(45) V'2V(r, x) = F(r, x) (r < 1), V(l, x) = 0 
where x = cos O. The transformed problem is 
rVer, n) + 2rv'(r, n) - n(n + l)v(r, n) = r2f(r, n), v(l, n) = O. 
Its solution can be written by elementary methods in the form 
11 ( Y' l·r n-n vCr, n) = 0 2nr~ 1 f(s, n)s2 ds - r Jo 2~ ~ 1 f(s, n)s2 ds (46) 
11 r"s-'" - r 0_- I ,f(s, n)s ds. 
According to transform No.6 in the table, 
T{G(a, x) I = an j(2n + 1) (I a 1 ~ 1) 
where 
G(a, x) = (1/2)(1 + a2 - 2axr-i. 
If H(a, s, x) denotes the convolution (Theorem 3) of the two functions G(a, x) 
and F(s, x) as functions of x the formal inverse transformation of the members 
of equation (46) gives the formula 
VCr, x) = 11 H(rs, s, x)i ds - ~ 1r H G, s, x) S2 ds - f H (~, s, x) s ds 
for the solution of problem (45). 
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