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Sampling with a dynamics that breaks detailed balance poses a challenge because the resulting
probability distribution is not typically known. In some cases, most notably in uses of the Jarzynski
estimator in statistical physics, astrophysics, and machine learning, it is possible to estimate an
equilibrium average using nonequilibrium dynamics. Here, we derive a generic importance sam-
pling technique that leverages the statistical power of configurations that have been transported
by nonequilibrium trajectories. Our approach can be viewed as a continuous generalization of the
Jarzynski equality that can be used to compute averages with respect to arbitrary target distribu-
tions. We establish a direct relation between a dynamical quantity, the dissipation, and the volume
of phase space, from which we can compute the density of states. We illustrate the properties of
estimators relying on this sampling technique in the context of density of state calculations, showing
that it scales favorable with dimensionality. We also demonstrate the robustness and efficiency of
the approach with an application to a Bayesian model comparison problem of the type encountered
in astrophysics and machine learning.
Statistical estimation using averages over a dy-
namical process typically relies on the principle of
detailed balance. Consider a dynamical system
X˙(t,x) = b(X(t,x)) X(0,x) = x (1)
where x ∈ Rd is an initial state that is propagated
in time to X(t,x) via the vector field b : Rd → Rd.
If the dynamics is microscopically reversible with re-
spect to some target density ρ(x), that is if
Pxt (y)ρ(x) = P
y
t (x)ρ(y), (2)
where Pxt (y) denotes the transition probability den-
sity from x to y in some time t > 0, then the density
ρ(x) is preserved under time evolution. Practically,
this means that expectations of an observable φ(x)
with respect to ρ(x), which we denote by 〈φ〉ρ, can
be computed as an empirical average along an equi-
librium trajectory generated from (1), provided that
the dynamics is ergodic. Such a sampling scheme
can suffer from serious limitations if the expectation
〈φ〉ρ is dominated by values of x that are rare un-
der ρ(x) and therefore infrequently visited under the
dynamics (1).
Estimates relying on nonequilibrium dynamics
have shown success in a variety of applications, from
chemical physics to machine learning [1–4]. Here,
we derive a class of estimators based on an ex-
act reweighting of the samples gathered during a
nonequilibrium process with a stationary density.
As in the case of the Jarzynski estimator [1], our
scheme accelerates the transport of density to rare
regions of phase space which may make substantial
contributions to equilibrium averages, a basic idea
exploited by many different enhanced sampling tech-
niques [10–13]. Physically, the statistical weight of
the transported density can be interpreted through
the fluctuation theorem as a dissipative reweighting.
That is, the work that we do when transporting den-
sity away from the equilibrium manifold diminishes
the statistical weight in the equilibrium ensemble.
Nonequilibrium estimators.—A generic impor-
tance sampling scheme to compute the average with
respect to some target density ρ(x) reweights sam-
ples drawn from another density ρneq(x)
〈φ〉ρ = 〈φρ/ρneq〉ρneq . (3)
Our samplers use for ρneq(x) the non-equilibrium
steady state density of a dynamical system based
on generating trajectories by a propagate-then-
reinitiate procedure: First, we draw a point x from
the density ρ(x), which can be done via standard
Markov chain Monte Carlo. Next, we propagate
this point forward and backward in time using the
dynamics (1) defined by some b(x) until a stopping
condition is met. For the purposes of this derivation,
we use the conditions that trajectories are halted
when some scalar observable H(x) evaluated along
the trajectory reaches threshold values Emin and
Emax. Throughout, we use the system’s energy as
observable H(x), noting that the dynamics we use
below is monotonic in H(x). After halting, the tra-
jectory is reinitiated at x with the initial probability
density ρ(x) and the procedure is repeated. Other
stopping criteria, such as a fixed distance or a fixed
time constraint, minimally change the expression for
the estimator. The expectation of φ(x) along the set
of trajectories generated via this procedure defines
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2the nonequilibrium steady-state density ρneq(x) as
〈φ〉ρneq =
∫
Rd
φ(x)ρneq(x)dx
≡ 1〈τ〉
∫
Rd
∫ τ+(x)
τ−(x)
φ(X(t,x))dt ρ(x)dx
(4)
where τ+(x) ≥ 0 is the first time at which
H(X(t,x)) = Emax in the future, and respectively
and τ−(x) ≤ 0 is the first time where H(X(t,x)) =
Emin in the past. We also have defined the quantities
〈τ±〉 = ∫Rd τ±(x)ρ(x)dx, and 〈τ〉 = 〈τ+〉 − 〈τ−〉.
To derive an explicit expression for the density
ρneq(x), consider first the forward time trajectories
alone and let us define the forward density ρ+neq(x)
via
〈φ〉ρ+neq ≡
1
〈τ+〉
∫
Rd
∫ τ+(x)
0
φ(X(t,x))dt ρ0(x)dx. (5)
The nonequilibrium density ρ+neq(x) satisfies the Li-
ouville equation
〈τ+〉−1ρ(x) = ∇ · (b(x)ρ+neq(x)) . (6)
Physically, this equation asserts that the steady-
state probability flux out of a small volume in the
vicinity of x is balanced by the rate of reinjection.
To solve (6) notice that if we evaluate ρ+neq(x) at
x = X(t,x) and time-differentiate it, by the chain
rule we have
d
dt
ρ+neq = b · ∇ρ+neq = 〈τ+〉−1ρ− (∇ · b)ρ+neq (7)
where all functions are evaluated at X = X(t,x)
and we used (1) to derive the first equality and (6)
to derive the second. We define
J (t,x) = exp
(∫ t
0
∇ · b(X(s,x))ds
)
(8)
and write (7) as
d
dt
(
ρ+neqJ (t,x)
)
= 〈τ+〉−1ρJ (t,x). (9)
Integration from t = τ−(x) to t = 0 using
ρ+neq(X(τ
−(x),x)) = 0 gives
ρ+neq(x) = 〈τ+〉−1
∫ 0
τ−(x)
J (t,x)ρ(X(t,x))dt. (10)
A similar calculation gives the steady-state density
resulting from the reverse time propagation of the
dynamics, ρ−neq(x). The nonequilibrium density de-
fined in (10) can then be expressed by superposing
ρ+neq(x) and ρ
−
neq(x):
ρneq(x) =
〈τ+〉ρ+neq(x)− 〈τ−〉ρ−neq(x)
〈τ〉
= 〈τ〉−1
∫ τ+(x)
τ−(x)
J (t,x)ρ(X(t,x))dt
(11)
We can now use ρneq in (3) for reweighting. Using
the property that τ+(x) − τ−(x) = τ+(X(t,x)) −
τ−(X(t,x)) for any t ∈ [τ−(x), τ+(x)] gives
〈φ〉ρ = 1〈τ〉
∫
Rd
∫ τ+(x)
τ−(x)
φ(X(t,x)ρ(X(t,x))
ρneq(X(t,x))
dt ρ(x)dx
=
∫
Rd
∫ τ+(x)
τ−(x) J (t,x)ρ(X(t,x))φ(X(t,x))dt∫ τ+(x)
τ−(x) J (t,x)ρ(X(t,x))dt
ρ(x)dx
(12)
which yields the estimator, one of our main results,
〈φ〉ρ = lim
N→∞
1
N
N∑
i=1
∫ τ+(xi)
τ−(xi)
J (t,x)ρ(X(t,xi))φ(X(t,xi))dt∫ τ+(xi)
τ−(xi)
J (t,x)ρ(X(t,xi))dt
. (13)
provided that the points xi are drawn from ρ(x).
This estimator is valid for any time-independent dy-
namics (1) and the density ρ(x) is arbitrary. Like
standard Metropolis Monte-Carlo, (13) only requires
knowledge of the target density up to a normaliza-
tion factor. In addition, with specific choices of b(x)
and halting criteria, the estimator (13) can be mod-
ified to perform importance sampling calculations
by transporting points drawn naively from ρ(x) to-
wards regions that statistically dominate the expec-
tation of φ(x).
Density of states.— Consider a system with posi-
tion q ∈ Ω ⊆ Rd, momenta p ∈ Rd, and Hamiltonian
H(q,p) = 12 |p|2 + U(q) where U(q) is some poten-
3tial. Let V (E) be the volume of phase space below
some threshold energy E,
V (E) =
∫
H(q,p)<E
dqdp, (14)
From V (E) one can easily compute the den-
sity of states, Ω(E) = V ′(E), or the canoni-
cal partition function, Z(β) =
∫
R e
−βEΩ(E)dE =
β
∫
R e
−βEV (E)dE.
We calculate (14) with our estimator (13) using
dissipative Langevin dynamics: set x = (q,p), and
use
b(q,p) =
{
q˙ = p
p˙ = −∇U(q)− γp, (15)
for some friction coefficient γ > 0. With this choice,
the dissipative term in the estimator (13) takes the
simple form:
J (t,x) = e−dγt. (16)
If we also choose the target density ρ(x) to be uni-
form, the estimator further simplifies due to a can-
celation of the two ρ terms in Eq. (13). Letting
Emin → −∞, the estimator becomes
V (E)
V (Emax)
= lim
N→∞
1
N
N∑
i=1
e−dγ(τ
E(xi)−τ−(xi)) (17)
where τE(x) denotes the positive (and possibly infi-
nite) or negative time for a trajectory initiated from
x to reach energy E ≤ Emax under the dynam-
ics (15). Eq. (17) is our second main result: this
equation establishes a dictionary between a nonequi-
librium dynamical quantity and a purely static,
global property of the energy landscape, V (E). The
τ+(x) terms vanish in this dynamics because the
time to reach a local minimum diverges [14]. In
practice we halt the forward trajectories when the
norm of the gradient is below some tolerance. To
compute an unnormalized volume, we can estimate
V (Emax) with standard Monte Carlo integration.
The power of the procedure we have described
comes from the fact that the forward trajectories
are guaranteed to visit regions of low energy around
local minima of U(q) that would otherwise be diffi-
cult to sample by drawing points from ρ(x) directly.
In this sense our approach is similar to nested sam-
pling [15–19], but it offers several advantages. First,
the depth of energies reached in nested sampling is
determined by the initial number of points used in a
computation. If too few points are used, the calcu-
lation must be repeated in full with a larger number
of initial points. Here, we can improve the accu-
racy of the calculation and explore deeper minima
simply by running additional ascent/descent trajec-
tories. In addition, our approach does not require
uniform sampling below every energy level, which
is required in nested sampling and is an extremely
difficult condition to implement [18]. We must only
generate points uniformly below the highest energy
level, Emax, which is usually much easier. Computa-
tionally, we also benefit from the fact that every tra-
jectory contributes independently to our estimator,
meaning that the implementation is trivially paral-
lelizable.
Importantly, transporting density to rare regions
of state space does not lead to high variance in
the estimator. We can analyze the variance in the
limit of small γ, in which the descent dynamics
in (15) reduces to a closed equation for the energy
E = H(q,p). This dynamics evolves on the “dis-
connectivity graph” [20], which branches at every
energy level at which a basin where H(q,p) ≤ E
splits into more than one connected component . In
the simplest case, the graph has a single branch (the
potential U(q) is single-well), when γ → 0 the value
of τE(xi) − τ−(xi) becomes the same along every
trajectory. Therefore the estimator (17) has zero
variance—a single trajectory gives the exact value
for V (E)/V (Emax). If the disconnectivity graph has
several branches, we can count all the paths along
the graph starting at E = Emax which end at a
given branch. Assuming that the number of such
paths is M ≥ 1, we can associate a deterministic
time ∆τEj > 0, possibly infinite, along each path.
We define ∆τEj with j = 1, . . . ,M as the total time
the trajectory takes to go from H(q,p) = Emax to
H(q,p) = E by the effective dynamics for E along
the path with index j and ∆τEj = ∞ if the path
terminates at an energy E′ > E. For any initial
condition, τE(xi)− τ−(xi) = ∆τEj for some index j
meaning the only random component in the proce-
dure is which path is picked if the trajectory starts
at xi. If we denote by pj the probability, computed
over all initial conditions drawn from ρ(x), that the
path with index j is taken, then in the small γ limit
the mean and variance of the estimator (17) are
mean =
V (E)
V (Emax)
=
M∑
j=1
pje
−γd∆τEj ,
var =
M∑
j=1
pje
−2γd∆τEj −mean2.
(18)
The values of pj , τ
E
j , and M determine the qual-
ity of the estimator (17) but the specific values de-
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FIG. 1. The volume (14) of simple energy energy func-
tions. As an indication of the power of the reweighting
scheme, we computed the volume below energy E using
only a single nonequilbrium trajectory sample. For a sin-
gle well quartic potential, the volume estimates remain
robust in hundreds of dimensions.
pend on both the structure of the disconnectivity
graph and also the effective equation for the en-
ergy on this graph. What is remarkable, however,
is that pj , τ
E
j , and M depend on the dimensionality
of the system only indirectly. In high dimensional
settings, the complexity of the disconnectivity is a
generic challenge, but our approach has favorable
properties even in these difficult cases. In particu-
lar, in the small γ limit, τEj scales as γ
−1 and so the
computational cost of the procedure increases only
linearly in γ. Of course, while the formula for the
mean and variance rely on the assumption γ  1,
the estimator remains valid for any value of γ.
As an illustration of the statistical power con-
tained in the nonequilbrium trajectories, we com-
puted the volume of a single quartic well over a large
range of dimensions (d = 50-d = 200). Throughout
we used γ = 0.1 which we found gave a reason-
able tradeoff between computational cost and ac-
curacy. The estimate at each energy level is plot-
ted as open circles in Fig. 1, which illustrates that
good agreement can be obtained with only a sin-
gle trajectory. The exact result in dimension d,
V (E)/V (Emax) = (E/Emax)
3d/4 is plotted as a solid
line. Code to reproduce these experiments is avail-
able in the SM and on Gitlab [21].
Bayesian Evidence Evaluation.—The computa-
tions for the density of states have an equivalent
manifestation in Bayesian estimation. Given a
model M, one seeks to maximize the probability of
a set of parameters θ ∈ Rd conditioned on observa-
tions of data D. Using Bayes’ Theorem, we define
three quantities central to this framework,
P(θ|D,M) = L(θ)pi(θ)
Z
(19)
where L(θ) = P(D|θ,M) is the likelihood function,
pi(θ) = P(θ|M) is the prior, and Z = P(D|M) =∫ L(θ)pi(θ)dθ is the partition function, often called
the Bayesian evidence in this context. The Bayesian
evidence can be viewed as the canonical partition
function with β = 1.
In Bayesian inference, we choose a model and
then estimate its parameters without knowledge of
the partition function by doing gradient descent on
− logL(θ) ≡ U(θ), which depends on the model we
have taken. However, there is no a priori guarantee
that the chosen model is optimal, so it is often neces-
sary to make comparisons of two distinct modelsM
andM′. Ideally, one would compare the probability
of the observed data given each model, that is
∆F = P(D|M)/P(D|M′) = Z/Z ′. (20)
Similarly, computing posterior probabilities also re-
quires knowledge of the partition function.
As we have already emphasized, computing Z is
intractable analytically in all but the simplest cases.
Skilling [15] demonstrated that it is possible to nu-
merically evaluate the “prior volume”,
V (L) =
∫
L(θ)≥L
pi(θ)dθ (21)
to produce an estimate of Z via
Z =
∫ Lmax
0
V (L) dL. (22)
Just as in the density of states calculation, we can
evaluate the Bayesian evidence by using trajectorial
estimators.
We sample parameters of the model M uni-
formly and define a flow of parameters via dissipa-
tive Langevin dynamics with U(θ) = − logL(θ). We
construct an estimate of Z by computing V (E) us-
ing Eq. (17) and numerically integrating Eq. (22)
using quadrature. Note that the contribution from
the momenta can be factored out and the resulting
Gaussian integral can be computed exactly.
We tested our approach using a mixture of Gaus-
sians model, a benchmark which has been used
to characterize nested sampling for inference prob-
lems [22]. The model is defined as a mixture of n
distributions in dimension d with amplitudes Ai,
L(θ) =
n∑
i=1
Ai exp
(
1
2 (θ − µi)TΣ−1i (θ − µi)
)
. (23)
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FIG. 2. Mixture of Gaussians inference problem with
d = 10 and 50 wells in the mixture. The volume of
states below E = − logL is shown as red circles. In the
inset we show that time to reach energy E is essentially
independent of the initial condition for trajectories that
end in the same minimum, with ∆τ = τE − τ−.
Though we do not have access to the exact expres-
sion for V (E) at all energy levels in this model, we
can evaluate the partition function Z exactly.
We used n = 50 wells with depths exponentially
distributed in dimension d = 10, an example much
more complex than previous benchmarks. In this
regime, brute force Monte Carlo approaches fail dra-
matically. Fig. 2, shows that our volume estimator,
with only 100 trajectories, reaches the deepest min-
ima in a nontrivial estimation problem. Further-
more, we know the low energy volume estimates are
accurate because we compute Z = 17.41 versus the
exact result Z = 17.10.
In Fig. 2 we illustrate the statistical power of the
trajectory reweighting approach. With N = 100
trajectories, we recover the volume of states for the
liklihood function extremely accurately, especially at
low energies, where the standard error is vanishingly
small. An accurate estimate at low energies leads to
robust estimates of Z because the contribution to Z
decays exponentially with E.
Conclusions.—Any estimate of the microcanon-
ical partition function requires a thorough explo-
ration of the states of the system. Both naive Monte
Carlo sampling and equilibrium dynamics often fail
to visit states, which, though rare, dramatically im-
pact the thermodynamic properties of the system. A
nonequilibrium dynamics suffers from precisely the
opposite problem: it explores the states rapidly, but
not in proportion to their equilibrium probabilities.
Our estimator, via Eq. (17) establishes a simple link
between a nonequilibrium dynamical observable and
a static property, the volume of phase space.
With a properly formulated algorithm, we can
fully account for the statistical bias of a nonequi-
librium dynamics. The resulting estimators can ac-
cess states that are extremely atypical in equilib-
rium sampling schemes, but nevertheless physically
consequential. While we demonstrated the poten-
tial of these estimators by computing the density of
states and the computationally analogous Bayesian
evidence, the expression in (13) is extremely gen-
eral. Attractive applications within reach include
adapting this approach to basin volume calcula-
tions [23, 24], computing the partition function of
restricted Boltzmann machines [4, 25], and impor-
tance sampling to compute properties of systems
in nonequilbrium steady states, like active mat-
ter [26, 27].
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