Abstruct-Magnetic resonance tissue tagging allows noninvasive in vivo measurement of soft tissue deformation. Planes of magnetic saturation are created, orthogonal to the imaging plane, which form dark lines (stripes) in the image. We describe a method for tracking stripe motion in the image plane, and show how this information can be incorporated into a finite element model of the underlying deformation. Human heart data were acquired from several imaging planes in different orientations and were combined using a deformable model of the left ventricle wall. Each tracked stripe point provided information on displacement orthogonal to the original tagging plane, i.e., a onedimensional (1-D) constraint on the motion. Three-dimensional (3-D) motion and deformation was then reconstructed by fitting the model to the data constraints by linear least squares. The average root mean squared (rms) error between tracked stripe points and predicted model locations was 0.47 mm (n = 3100 points). In order to validate this method and quantify the errors involved, we applied it to images of a silicone gel phantom subjected to a known, well-controlled, 3-D deformation. The finite element strains obtained were compared to an analytic model of the deformation known to be accurate in the central axial plane of the phantom. The average rms errors were 6% in both the reconstructed shear strains and 16% in the reconstructed radial normal strain.
shows a typical SPAMM image of a normal human heart in a midventricle short axis image slice (the left ventricle is outlined). The tagging grid was created orthogonal to the image slice at end-diastole (end of filling). By end-systole (end of ejection) the stripes have deformed with the muscle, and the stripes within the cavity have washed away.
This technique has been used to estimate the in-plane components of strain in the normal and diseased left ventricle (LV) by measuring the 1-D strain between stripes (41 and 2-D strain within triangles of tag grid intersections [ 5 ] . Due to the tomographic nature of the MR imaging process, muscle will move into and out of the image slice in the course of the deformation, while the image slice location remains fixed in space. This results in stripes apparently moving into and out of the myocardium due to the tapered shape of the heart wall. The 3-D deformation can be reconstructed from biplanar image slices by fitting a deformable finite element model of the LV to the displacements of tag grid intersection points [6] . In this paper, we show how this finite element method can be extended to fit the motion of points along the stripes themselves. We first describe a method for semi-automatically tracking the tag stripes through the deformation. We then show how this displacement information can be used to reconstruct the 3-D deformation from a number of image planes in different orientations. Given the location of the thgging planes in the initial (undeformed) state, and the 3-D position of each tracked stripe point in a subsequent (deformed) state, we can calculate the displacement of each tracked stripe point in the direction normal to the original plane. This results in a set of 1 -D displacement constraints (normal to the tagging planes) which the 3-D deformation must satisfy. The tracking and fitting procedure was applied to images of a normal human heart and was used to calculate the 3-D deformation during systole.
In order to validate this method and quantify the errors involved, we imaged a deformable silicone gel phantom which underwent controlled axisymmetric deformations. This phantom has shown that MR tagging techniques can yield accurate and unbiased 2-D deformation fields [7] . In the case of fully 3-D motion, however, displacement information must be interpolated between image slices obtained in different orientations. Therefore, a 3-D axisymmetric shearing deformation was performed. Tag stripes were tracked in short and long axis images and the 3-D motion reconstructed with a finite element model. Strain fields were then compared to an analytic model of the deformation known to be accurate in the central 02784)062/95$04.00 0 199.5 IEEE had an echo time (TE) of 20 ms, repetition time (TR) equal to the RR interval, 5-mm slice thickness, 10 mm between slice centers, 24-cm field of view, and 128 x 256 image matrix, interpolated to 256 x 256 (0.94 "/pixel).
METHOD
A. Image Acquisition (Human Subject)
B. Stripe Tracking
Heart images of a normal human volunteer were acquired in two orientations: short axis (orthogonal to the LV central axis), and long axis (parallel to the LV central axis and perpendicular to the interventricular septum). Spin echo images were acquired with prospective gating to the R wave of the ECG at five time frames from end-diastole to end-systole. An orthogonal tagging grid of 7-mm spacing was created consisting of two sets of parallel planes of magnetic saturation, each orthogonal to the image plane. The grid was generated (on detection of the R wave) in approximately 13 ms, followed by the first image acquisition (frame 0: end-diastole). By end-systole (frame 4), the tags had faded due to T1 relaxation and respiratory blur, but were still distinct and trackable ( Fig. I(b) ). The images Our method for tracking the stripes is based on the active contour model formulation of Kass et al. [lo] . This provides a simple framework to combine high level global constraints (e.g., smoothness and connectivity) with low-level local constraints (e.g., dark, linear features). Moreover, the solution process can be interactively guided in an intuitive and efficient manner. This is important since nearly all medical image analysis applications require some manual intervention. Our algorithm differs from previous implementations [lo]-[ 141 in that the entire (2-D) tagged structure is treated as a single deformable object and is tracked in real time, allowing user interaction to avoid incorrect local minima. Also, image forces are bilinearly interpolated between image pixels to track stripes to subpixel resolution. Furthermore, tag points are allowed to appear and disappear as structures move into and out of the image slice from frame to frame due to through-plane motion.
Prior to tracking, the inner and outer boundaries of the left ventricle were manually traced on each image, outlining the ventricular myocardium (Fig. 1 ). In the end-diastolic images (those acquired immediately after the creation of the tags and before the tags in the cavity are lost due to motion of the blood), the location of the inner boundary cannot be reliably determined, so it was inferred from the subsequent image, relative to the tags in the surrounding muscle. The tagging grid is tracked as a mesh of interconnecting stripes, or an "open weave carpet." Each stripe is modeled as an active contour and all grid intersection points belong to two stripes. For example, Fig. l(c) and (d) shows a carpet consisting of 20 stripes (10 in each direction) connected at 100 points. In practice, the user provides a seed point, the stripe spacing, the orientation of the grid, the number of stripes in each direction, and the number of points per interval between intersections (e.g., three in Fig. 1 ). The carpet mesh covers the whole of the rectangular field of view including the LV. Note that the entire tag grid structure is tracked, including points along the stripes between tag intersections.
During the tracking process, only those points between the inner and outer boundaries of the LV are subjected to image forces and user interactions. These are called "active" points. The remaining points not within the myocardium ("inactive" points) are maintained to provide a weak form of continuity for the structure and also to allow points within the myocardium to appear or disappear from frame to frame according to the changing location of the boundaries.
As in Kass et al. [lo] , the algorithm seeks to minimize a weighted combination of energy potentials
is the displacement of the carpet from the previous frame's solution p(s), parameterized in terms of cumulative arc length R along all the stripes in the mesh (thus, s = 0 at the start of the first stripe in the grid and a unique value of . 7 identifies each point in the grid). Elnternal is a pseudostrain energy function which measures each curve's resistance to stretch and bending
Note that this term works on the displacement from the previous frame, not on the absolute point positions. This avoids the problem in the original formulation which caused the structure to collapse to a point in the absence of significant external forces [lo] , [ 121. Elnternal thus penalizes displacement from the previous frame's solution and makes p(s) a target shape to which the model will move in the absence of other forces. Active points (those within the inner and outer boundaries) are assigned higher smoothing weights (a and p) than inactive points; inactive points maintain only very weak continuity (low a and p). The internal energy term acts as a smoothing constraint which regularizes the problem, i.e., makes the solution more robust in the presence of image noise. It is important to note that all stripes in the carpet are tracked at once, thus (2) is integrated over the whole mesh with each intersection point being modeled as a single degree of freedom.
Eimage is derived from the image in order to give rise to "short-range" forces which attract the carpet points to dark stripes. At present, this is given by the image intensity
(3)
This term was sufficient in our experiments since the pulse sequence was designed to produce tags which are 1-2 pixels wide. Wider tags would require some form of centerline detector (e.g., the second derivative of a smoothed image, in the across-stripe direction). Only active points are influenced by image forces ( p = l), the remaining inactive points are not ( p = 0).
Since it is common for stripes to move more than half a stripe spacing between frames, we rely on user controlled forces to guide the minimization toward the correct local minimum. E,,,,, is a combination of user controlled energy terms which give rise to conservative body forces, the most useful being
This can be used as a prod to push the mesh away from the location of a pointing device (p'), or to pull the mesh towards p*, depending on the sign of K.
The procedure for minimizing the energy terms is essentially that of Kass et al. [lo] . In the discrete mesh, each independent stripe point is treated as an unknown, and the solution proceeds by gradient descent. Derivatives with respect to the unknown displacements T , and g, are approximated by finite differences. An improvement is made over the usual gradient descent by making the step implicit in the internal (smoothing) terms, thus
where x is the solution vector for the x coordinate displacement (similarly y), f," is the gradient with respect to x of the image and user terms in the kth step (similarly f,"), A is a matrix representing the gradient of the internal terms, 1 is the identity matrix, and y is the inverse of the step size. In [ 101, A was a pentadiagonal banded matrix; here, A has a number of off-diagonal terms due to the interconnectivity of the stripes in the carpet (each intersection point has a single degree of freedom). Equation (5) is solved at each step using a sparse matrix LU decomposition. The A matrix is the same for each of ( 5 ) , but must be refactorized whenever the mesh is clipped to the inner and outer boundaries, since this redefines active and inactive points and may reassign smoothing weights cy and @. The vectors f," and fi can be separated into two parts:
one arising from the image and the other arising from user controlled terms. These are termed image forces and user forces, respectively [lo] . The image force for each active point is given by the derivative of the image in the cross-stripe direction
where g l ( s ) is the gradient of the image in the cross-stripe direction (approximated by a central difference) and i and j are the base vectors in the .T and y directions, respectively. Since the stripes do not rotate more than 20" at most during systole [ 5 ] , the cross-stripe direction is approximated by the initial normal to the tagging plane and is fixed for all frames. Thus, the image forces are then defined so as to act in the cross-stripe direction. Following Cohen [12] , the solution is kept in floating point and image forces are bilinearly interpolated between pixel centers. The combination of central difference and bilinear interpolation allows the solution to iterate toward an accurate subpixel location minimizing of the energy terms. For example, Fig. 2 shows a profile of image intensity in the crossstripe direction for a typical SPAMM image at end-systole. The valleys in the intensity profile are the tags and the dotted line is the central difference derivative which is used as the image force. Note that this is equivalent to fitting a quadratic to three points and estimating the slope at the middle point. The forces are linearly interpolated, so left to themselves the stripe points should converge to the zero crossings of force, which are located accurately between pixels [ 121.
The minimization proceeds as follows. For each frame in the sequence, the procedure starts at zero displacement from the previous frame. This acts as an undeformed state or template; displacements from this position are penalized in the internal energy terms. The solution is iterated and periodically clipped to the current boundaries, i.e., the active and inactive points are redefined according to whether they are inside or outside the muscle boundaries. This allows points to become active or inactive as structures move onto or off the heart wall in the image plane due to through-plane motion. At all times, the interactive terms are used to guide the minimization process as necessary. When satisfied, the user proceeds to the next frame.
C. The Finite Element Model
A 3-D finite element model for the geometry can be constructed using previously reported methods [6] , [E] , [16] .
Within each element, the position x = (z, y. 2 ) is given as a function of element coordinates , $ by a weighted average of positions at the nodes
n=l where & , are tensor product element basis functions and x, are positions at the N nodes. In the case of the LV model, the nodal values x, were found by fitting inner and outer surfaces to the inner and outer boundaries drawn on the images. Each surface consisted of 16 finite elements with cubic Hermite interpolation in the circumferential and longitudinal directions, allowing continuity in both position and slope between elements (see Fig. 3 ). The surface fits were performed in a prolate spheroidal coordinate system aligned to the central axis of the LV [6], 1151. The apex-base length was used to determine the focal length of the prolate system, and thus provided an overall scale factor for the LV. Nodes were placed at equal angular intervals in the circumferential and longitudinal directions, starting at the septal base. Only the radial coordinate was fitted, with the boundary data points projected onto the model along radial lines. The inner and outer surfaces were then combined with a linear transmural interpolation into a 3-D model. Boundary information was not used to reconstruct motion or deformation but only to gain an approximate description of geometry, which then provided the interpolation necessary for reconstructing 3-D motion. After fitting the geometry (a linear least squares problem), the model was converted to an equivalent rectangular Cartesian coordinate system with the z-axis oriented along the central long axis of the LV and the y-axis oriented towards the center of the RV [15]. This change of coordinate system resulted in an accurate representation of geometry at the nodes, but a slight change in shape within the elements. This was due to the inability of the rectangular Cartesian model to exactly represent the equivalent prolate spheroidal mesh with the same element topology. In practice, this change was insignificant (<2 mm in the center of the elements).
D. Reconstruction Fits
The method for reconstructing 3-D motion is similar to that described previously [6] , except that the data constraints are now 1-D. In the following, the term "undeformed state" refers to the time when the tags are created (frame 0); each subsequent image time (frame n > 0) is referred to as a "deformed state." Each material point is, in general, only imaged once in the time sequence, due to throughplane motion. However, the initial location and orientation of the tagging planes is known. Each stripe point imaged in each deformed state therefore provides a 1-D constraint on the displacement field: the displacement back to the original tagging plane. At the undeformed state, each data point must lie on the plane defined by the original tagging sheet. The reconstruction is therefore performed as follows. We denote the original location (in frame 0) of each tag point as Xd, and the subsequent tracked (deformed) location of each tag point as xd. For each deformed state, the tracked stripe points were first located within a 3-D model fitted to the boundaries at that time. To do this, the element coordinates Xd corresponding to each stripe point td were computed using a modified quasi-Newton minimization procedure. Initial estimates for td were found from the prolate spheroidal model, since the linear relationships between these coordinates (A, p, 0) and the element coordinates (€1, €2, <3) were easily inverted [15] . These initial estimates needed to be updated after the conversion to rectangular Cartesian coordinates, but this generally only required one or two iterations of the quasiNewton method. Once the element coordinates were known, the model was then deformed to fit the displacements back to the undeformed state by minimizing the following objective function with respect to the model nodes x , :
Here, n d is the normal to the undeformed tagging plane for each stripe point d, Xd are the data points in the undeformed image which lie on these planes, and x(td) are the corresponding model points (given by (7)). S(x) is a smoothing term included to regularize the fit which may be ill-posed due to the distribution of the data (see below). Thus, (8) effectively minimizes the distance between x(&) and the undeformed tagging plane corresponding to Xd. In the heart images, there were four distinct orientations of the tagging planes (two from each of the short and long axis images). The 1-D data constraints from all these planes were interpolated by the model basis functions to reconstruct the 3-D displacements of each material point.
E. Deformation Fits
The above reconstruction fits determine the positions in the original undeformed state of all the stripe points in each deformed state. In order to register the deformation to the "undeformed" state (frame 0), the same undeformed model is deformed to match the reconstructed stripe motions to each subsequent time. The reconstructed positions in the undeformed state of all stripe points were located within a 3-D geometric model fitted to the undeformed LV boundaries (i.e., the td were found for all Xd using the above Newton iteration with initial estimates given from the prolate mesh). This model was then deformed to fit the reconstructed displacements to each subsequent time. The error function minimized was
where xd are the data points in the deformed image and x(&) are the corresponding model points. Undeformed (enddiastole) and deformed (end-systole) models are shown in Fig. 3 for the human heart.
In both reconstruction and deformation fits, the term S(x) is a smoothing function which regularizes the problem in the case where the distribution of data is insufficient to constrain all the nodal parameters. As in [6] , this was given by where F is the deformation gradient tensor defined with respect to the (rectangular Cartesian) coordinate system. The weights wk were set small enough to produce negligible effects in regions containing sufficient data points. In regions with few or no data points, the effect of the smoothing term is to reduce the variation of strain across the element. Thus the variations in strain are dependent on the data themselves, not on the fitting process. Also, this smoothing term is invariant to arbitrary rigid body rotations [6].
F. Silicone Gel Phantom
These methods were applied to a silicone gel phantom in the shape of a cylindrical annulus, which permitted axisymmetric shearing deformations. Details of the phantom construction can be found in [7] . Briefly, a silicone gel system (Dow Coming Sylgard Primerless Dielectric Gel 527) consisting of two parts, catalyst and resin, was mixed in a 1 : 1 ratio, poured into a cylindrical annulus to a depth of 35 mm, and allowed to cure for one week. Endplates were removed to allow independent rotation and longitudinal translation of the inner cylinder (radius 19.0 mm) with respect to the outer cylinder (radius 47.6 mm). The phantom was secured firmly in a 17-cm diameter transmitheceive extremity coil and images were acquired in two axial (7-mm slice spacing) planes and five azimuthal (15-mm slice spacing) planes using 3-mm slice thickness and 0.78-mm pixel size. A 2-D tagging grid was used with 6-mm stripe spacing. The inner cylinder was manually rotated 4.5" and translated axially 15 mm with respect to the outer, using stops to litnit the travel. A single shot gradientecho imaging technique was used to acquire images in the undeformed and deformed states [7] . Four signal averages were performed (four deformation cycles) to obtain acceptable signal-to-noise. Fig. 4 shows the most central short and long axis (axial and azimuthal) images in the two states.
Tag stripes were tracked using the above technique. A fourelement tricubic Hermite model was constructed in rectangular Cartesian coordinates and fitted to the displacements of the stripes. Strain was then estimated at points distributed evenly around the mid circumferential plane of the model and referred to the circumferential (C) , longitudinal ( L ) , and radial ( R ) directions. These were compared to the strain predicted by an analytic model of the deformation as follows. Given a deformation of the form in cylindrical polar coordinates (R. 0 , Z denotes the undeformed state and T ,~, z the deformed) [7] and assuming a simple isotropic incompressible (Mooney-Rivlin) material law, the equations of equilibrium can be solved to give analytic solutions for the displacement functions d and y satisfying the displacement boundary conditions. These solutions are independent of the material parameters (gel stiffness) [ 
and where w1 is the rotation of the inner cylinder, ry1 is the longitudinal translation of the inner cylinder, and RI and R2
are the inner and outer radii, respectively. This solution has been shown to accurately model the gel deformation near the central axial plane of the phantom [7] . At the free edges of the gel, there were small radial displacements due to the Kelvin effect [7] which violate (1 1). Therefore, stripes were only tracked in the central third of the phantom: 2, -10 5 2 5 2, + 10, where 2, is the central axial plane of the phantom.
In addition to fitting the tracked stripe mesh, a simulated data set was constructed by displacing the initial stripe points by (12) and (13). This data set modeled the stripe data which would be acquired if the tracking and imaging process were "perfect" (i.e., noise and artifact free) and the MooneyRivlin model was exact. The finite element model was then fitted to the simulated image stripe data. Any errors in the reconstructed finite element model were therefore due to the model interpolation scheme only. This allowed analysis of the effect of noise in the tracked stripe locations separately from the effect of fitting the finite element model.
RESULTS

A. Normal Human Heart
The time taken to track the stripes was approximately one hour per study: one minute per image sequence over 50 sequences with some time for manual correction of points. A typical sequence of five images required manual point correction to approximately 10 points, usually on the last image near incorrectly placed LV boundaries. Fig. 3 shows the finite element model fitted to the deformation of the stripes from end-diastole to end-systole. The light lines show element boundaries at end-diastole and the dark lines show element boundaries at end-systole. Note the longitudinal contraction of the left ventricle, in which the base (top) descends towards the apex during systole. In addition to the reduction in cavity volume, there is a noticeable twist of the left ventricle about the central axis, causing the central vertical (straight) element boundaries to deform into curved solid boundaries at endsystole. The rms error between the reconstructed material point locations from the fitted model and the corresponding stripe data points averaged 0.47 mm over 3100 stripe points, smaller than the image pixel size of 0.94 mm. Fig. 5 shows the model of the cylindrical annulus in undeformed and deformed states. The displacements for each of the more than 4500 stripe points from all the images were reconstructed with an rms error of less than 0.27 mm between their true location and the model's predicted location. The smoothing weights penalized the variation of the deformation gradient tensor in the longitudinal ( L ) direction only, since Table   I . For the nonzero analytic strains (ERR, ECR, and ELR), the rms percent errors were 16%, 6%, and 6%, respectively. In addition, the finite element model was fitted to simulated image data constructed according to the analytic model ("simulated' in Table I ).
B. Deformable Phantom
IV. DISCUSSION
A. Stripe Tracking
Active contour models encompass a number of physicsbased methods which attempt to locate an object, feature, or contour by a dynamic minimization process. The problem is posed as an optimization: the minimization of an energy function. Often there are terms in the energy function which regularize the problem, which may be ill-posed due to noise or gaps in the data. Both global and local information about the model are included, along with terms under the interactive control of the user. In the current application, emphasis was placed on the need for the minimization to be under the realtime control of the user, in order to guide the solution to the correct local minimum. Active contour models have two main advantages over other methods proposed for stripe tracking (e.g., [17] ): the ability to provide intuitive and efficient user interaction in real time and the ability to incorporate a priori knowledge on the structural and mechanical properties of the object in the tracking process.
In the original implementation [lo], internal forces acted like zero length springs (weight a), making points bunch up along a contour if no other forces are present. To counter this, Cohen [12] applied an inflation force in the direction of the outward normal of the contour. This "balloon" force is turned off as the model approaches the correct minimum. In the current implementation, this is avoided by using displacements in the smoothing term rather than the locations themselves. This makes the previous frame's solution act as a template or "undeformed shape" for the current frame. In the absence of image or user forces, the undeformed shape will be maintained (note this allows any shape to act as a template). We have also constrained image forces to act in the direction perpendicular to the contour, in order to avoid bunching of points along the stripe. Another problem, due to the discrete nature of the images, is that the image forces tend to cross zero between pixels, causing the model to oscillate between adjacent pixels neighboring the minimum. Cohen [ 121 suggested a bilinear interpolation of forces between pixels so that the model converges to a subpixel location. In the current implementation, the bilinear interpolation and use of the central difference to estimate forces facilitated accurate subpixel localization of the stripe centers (Fig. 2) .
Amini et al. [ 1 1 ] used dynamic programming to find the optimum path for the stripe. This method works on a discrete grid (i.e., the stripe points have a finite number of possible positions) and is faster than brute force enumeration but slower than gradient descent. This technique has the advantage that it can easily incorporate hard constraints (e.g., joints) and nonlinear internal forces. However, the dynamic programming approach is not interactive, in that the objective function cannot be updated as the calculation proceeds.
Williams and Shah [ 141 and Kumar and Goldgof [ 131 have used a greedy algorithm for the estimation of the optimum position. Both used a modified internal energy term to avoid the problem of zero length springs in the original formulation. The advantages of this approach are again the ability to use hard external constraints and nonlinear internal constraints. Disadvantages are that the algorithm is accurate only to the pixel size, and internal constraints travel very slowly along the contour compared to the implicit gradient descent method. Neither greedy algorithm implementations allowed user interaction, although this would be easy to incorporate.
We have used the original minimization procedure of Kass et al. [lo] , equivalent to minimizing the energy function by steepest descent. The advantage of this algorithm is its speed, allowing interactive manipulation. This makes it preferable to more sophisticated minimization algorithms, such as Newton iteration, or ones which seek a global minimum, such as dynamic programming. Disadvantages of this method include the need to choose appropriate weights a and [j, which govern the trade-off between smoothing terms, and y which governs the step size (though these values may be adjusted interactively during the minimization). Soft external constraints (such as spring forces) are simple to implement but hard constraints (such as joints) require explicit bookkeeping. Internal energies are restricted to linear forces and the weighted spline smoothing term approximates a strain energy function only if the displacements are small. The undeformed state was therefore updated at each frame. We also have not required any scale space formulation involving coarse-to-fine resolution matching [lo] , [12] , relying instead on interactive forces to drive the solution to the desired minimum. In practice, some part of the stripe almost always remains on the image tag from frame to frame and the model quickly snaps to the image tag along the rest of the curve. Since the range of the user forces can be much larger, the user interacts with a large group of points at once and the interaction is usually brief.
B. Model Fitting
Recently, 3-D analyses of tagged MRI data have been performed by tracking the intersections of stripes with the epicardial and endocardial boundaries in short and long axis views [18], [19] . We did not use the boundaries for deformation estimation, due to the difficulty in locating the endocardial boundary in the images. This is due to the lack in contrast between blood and muscle in some images, which is made worse by tagging, and may introduce significant errors in studies which use boundary points as material markers. In the present technique, the boundaries are only used to provide an approximate shape for the finite element model, and thus provide an appropriate interpolation between nodes. This interpolation, together with the smoothing terms in (8) and (9), give the model a resistance to deformation which depends on the initial shape.
The finite element method of reconstructing the 3-D motion from tomographic slices reported previously (61 was extended to fit the tracked stripe data. This was posed as a deformation of the model under the influence of 1-D data constraints. Since the objective function was quadratic in the unknown nodal parameters, the fit could be performed by linear least squares. Alternative schemes for the reconstruction of 3-D motion which make use of all points along stripes include a global field polynomial fitting method [20] and a stochastic estimation method [2 I]. The current implementation has four main advantages over these approaches. Firstly, it is linear in the unknown model parameters, resulting in a computationally efficient scheme. Secondly, the use of the dot product in (8) is a flexible and simple method of expressing the direction in which the tag data constraints act. Although we have applied this method to orthogonal parallel image and tagging planes, arbitrary orientations of both tag planes and image planes can be used, including radially oriented long axis images and 1-D tagging schemes [3] . All that is required is that the 3-D orientation and position of the initial tag planes are known, and that there are at least three linearly independent orientations of tag planes in the volume of interest. In effect, the dot product renders the data penalty term of (8) invariant to transformations in the coordinate system. This allows the placement and orientation of the tags to be optimized for each application's geometry and motion. Thirdly, the use of the deformation gradient tensor in the smoothing constraint (10) is a more acceptable form of smoothing since it: 1) is invariant to arbitrary rigid body motions (unlike the smoothing imposed in [21]), 2) is applied locally (rather than globally over the entire heart volume as in [20] ), and 3) results in a solution which has the least variation in strain, so that any variations in deformation are determined only by the data and not by any a priori assumption on the type of deformation allowed. Finally, the finite element description allows a compact and efficient representation of the geometry and deformation of the heart and enables the number of parameters to be optimized for any particular application or pathology.
The reconstruction error of the fit was less than the pixel size in the original images. More numerous tags with closer spacing will achieve more accurate results. The current stripe spacing needs to be reduced by at least 50% to allow higher order variations across the wall in the model (at present, this variation is linear). The techniques described in this paper have also been employed in a clinical study estimating motion in patients with hypertrophic cardiomyopathy [22] .
C. Deformable Phantom
It has been shown [7] that, away from the free surfaces of the gel, a Mooney-Rivlin analytic model accurately reproduces the 2-D displacement of the magnetic tags in both axial and azimuthal shear. Thus the combined 3-D deformation will also be approximated by the analytic model, The deformations undergone are considerably greater than those found in most physiological situations, especially near the inner cylinder where the strain gradients are extreme. The limited ability of the four-element (rectangular Cartesian) model to approximate the cylindrical geometry and noncubic displacement is shown by the errors obtained with simulated (noise-free) image data (Table I) . Comparison with the errors obtained with actual data shows that most of the error in ERR is due to this effect.
The phantom also represents a worst-case situation, in that transverse shear strains contain the most error in cylindrical simulations of heart wall deformation [23] .
V . CONCLUSION
We have developed a method for tracking stripe deformation in tagged MR images and have shown how this information can be incorporated into a finite element model to reconstruct the underlying 3-D deformation. In the in vivo human heart, the model reproduced the displacement to less than the pixel size. In a cylindrical annulus phantom, the model reconstructed the transverse shears to within 6% of an independently derived solution. The error was greatest for the radial normal strain ERR (16%). A large part of this error is due to inaccuracies in approximating the cylindrical geometry and displacements with four cubic rectangular Cartesian elements.
