The present study has been taken up to emphasize the role of the hybridization process for optimizing a given reinforced concrete (RC) frame. Although various primary techniques have been hybrid in the past with varying degree of success, the effect of hybridization of enhanced versions of standard optimization techniques has found little attention. The focus of the current study is to see if it is possible to maintain and carry the positive effects of enhanced versions of two different techniques while using their hybrid algorithms. For this purpose, enhanced versions of standard particle swarm optimization (PSO) and a standard gravitational search algorithm (GSA), were considered for optimizing an RC frame. The enhanced version of PSO involves its democratization by considering all good and bad experiences of the particles, whereas the enhanced version of the GSA is made self-adaptive by considering a specific range for certain parameters, like the gravitational constant and a set of agents with the best fitness values. The optimization process, being iterative in nature, has been coded in C++. The analysis and design procedure is based on the specifications of Indian codes. Two distinct advantages of enhanced versions of standard PSO and GSA, namely, better capability to escape from local optima and a faster convergence rate, have been tested for the hybrid algorithm. The entire formulation for optimal cost design of a frame includes the cost of beams and columns. The variables of each element of structural frame have been considered as continuous and rounded off appropriately to consider practical limitations. An example has also been considered to emphasize the validity of this optimum design procedure.
INTRODUCTION
Over the years researchers have tried to take advantage of various optimization techniques to fulfill the requirements of safe and low-cost structural design. The structural design codes do not primarily dwell on the optimization front, and this factor is mostly based on the experience of a particular designerwhich, in any case, cannot be considered a substitute for the tested and validated principles of optimization techniques. However, for the vast varieties of structural options for a given requirement involving a large number of variables, any particular technique cannot cater to all structural optimization problems. A given optimization technique that gives good results in a particular situation may not be applicable for other situations, or, for that matter, on other fronts in the same situation. This leads to a point where it is important to be able to identify the usefulness of a particular technique in a given situation, and also to explore the factors that could increase the efficiency of the technique. Many evolutionary optimization methods have been developed during the last few decades for solving linear and nonlinear optimization problems such as genetic algorithms, harmony search, simulated annealing, particle swarm optimization, ant colonies, and hybrids obtained from combining of two or more algorithms, helping to explore solutions for constrained problems. Among all, a genetic algorithm (GA) -an artificial intelligence method inspired by biological phenomena has been widely used for structural design problems. Many researchers have used the approach of GA in their work to carry out optimization 2003) [1] [2] [3] [4] . Some of the previous studies focusing on obtaining optimum design parameters of RC frames based on Indian specifications have also implemented the capability of GA (Govindaraj & Ramasamy 2007; Rajeev & Krishnamoorthy 1998) [5] [6] , but hybrid algorithms have mostly been studied for truss structures (Gholizadeh 2013; Kaveh & Talatahari 2008) [7] [8] and have had limited application for reinforced concrete structures. The hybridization of algorithms has been performed to integrate the strengths of different algorithms and to overcome their weaknesses (Talbi 2002) [9] . Particle swarm optimization (PSO) is a preferred evolutionary technique in hybrid methods because of its simplicity and fast convergence, but standard PSO has certain inherent difficulties in making the right balance between global investigation of the search space (exploration) and a refined search around local optima (exploitation) (Kennedy and Eberhart 1995; Trelea 2003) [10] [11] . To improve upon this specific problem of PSO, it was hybridized with other approaches such as Ant Colony Optimization (ACO) and Harmony Search (HS). Kaveh and Sabzi (2011) [12] [13] [14] compared HBB-BC and heuristic particle swarm ant colony (HPSACO) algorithms by considering optimization problems related to reinforced cement concrete (RCC) frames. Esfandiary et al. (2016) [15] used the basic concept of multi-criterion decision-making and combined it with particle swarm optimization to develop another algorithm (DMPSO) which accelerated convergence towards the optimum solution of a multi-objective structural optimization problem. Another researcher Rashedi et al. (2009) [16] introduced GSA, an algorithm based on the law of gravity and mass interactions. The algorithm is laden with many features like memory-less adaption, a self-learning profile, and fast convergence. Mirjalili & Hashim (2010) [17] combined distinct capacities of PSO (social thinking capacity) and GSA (local search capacity) to propose PSOGSA. Meanwhile, the advantages of PSO (easy adaptability, smaller number of parameters to be adjusted, ability to go for global optima) were put to good use by the authors.
The present paper applies a hybrid of democratic particle swarm optimization (DPSO) and self-adaptive gravitational search (SA-GSA) algorithms-hereby called modified hybrid PSOGSA-for optimum design of RC frames. The objective of this study is to explore combined advantages of different algorithms that have not been earlier considered for hybridization, especially for the design of RC frames. The methodology consists of formulating the optimization problem on the basis of design variables, choosing a modified hybrid PSOGSA algorithm and comparing the results using the example considered in an earlier study.
FORMULATION OF THE PROBLEM

OBJECTIVE FUNCTION
The cost of reinforced concrete structural elements primarily includes the costs of concrete, steel, and formwork. Therefore, the objective function took the following form of Eq. (2.1):
‫-ܥ‬ Total cost of structural element; ‫ܥ‬ ௦ -cost per unit volume of steel;‫ܥ‬ -cost per unit volume of concrete;
‫ܥ‬ -cost of formwork per unit area.
ܼ -Objective function for RC frames structure which includes the cost of all beams and columns of the frame.
ܾ, ݄ǡ and ‫ܮ‬ are the width, depth, and length of structural members respectively in meters; A is the area of the reinforcing bars for each section in m 2 and ߛ ௌ is the density of reinforcing bar in kg/m 3 .
DESIGN VARIABLES AND CONSTRAINTS FOR BEAM OPTIMIZATION
In the present study, all input design parameters have been considered fixed. These included span of • Moment capacity consideration
• Minimum width of beam
• Slenderness limit of beam from lateral stability consideration
• Depth of neutral axis
• Minimum and maximum reinforcement steel
DESIGN VARIABLES AND CONSTRAINTS FOR COLUMN OPTIMIZATION
Column optimization involves the determination of depth and width of the columns, with 'percentage area of longitudinal reinforcement' and 'ratio of depth of neutral axis to depth of column' as design variables. The following constraints have been considered:
• Axial load capacity of column ‫ݐ‬ represents current iterations and ‫ݐ‬ ௫ is maximum number of iterations.
Similarly, ‫ݐݏܾ݁ܭ‬ is reduced linearly starting from the total number of agents at the start to one at the end.
There is no clarity on which rule for linear variation of these parameters to follow so as to get better results. The self-adaptive approach tries to overcome this problem by defining a range of these parameters and updating them stochastically within the range at each iteration, thereby bringing in selfadaptive concept to the GSA (Niknam et al.2013 ) [22] .
The hybrid is a stochastic algorithm with a feature to randomly select the important parameters that have an influence on the search procedure. The advantage of implementing MPSOGSA is that it avoids getting trapped in local optima, and also improves upon premature convergence probability. It thereby reaches a better optimal solution in reasonable time. The functionality of both algorithms is combined and run parallel to each other. The modified velocity equation becomes as stated in Eq. (3.2).
‫ݒ‬ ௗ ሺ‫ݐ‬ሻ represents the velocity of agent ݅ at iteration ‫,ݐ‬ ܿ ଵ ƍ andܿ ଶ ƍ are the positive numbers illustrating the weights of the acceleration terms guiding each particle towards the individual best and swarm best positions respectively. ܿ ଷ ƍ helps to control the weight of the democratic vector.‫ݓ‬ is the weighing function,
‫ݎ‬ is a random number between 0 and 1,ܽ ௗ ሺ‫ݐ‬ሻ is the acceleration of agent ݅ at iteration ‫,ݐ‬ and ‫‬ is the best solution so far. ݀ ᇱ ௗ ሺ‫ݐ‬ሻ-includes democratic influence of other particles on ݅ th particle in ݀ th dimension.
Each iteration updates the position of particles as (3.3):
in which the time interval is equal to 1.0, and thus the velocity vector can be added to the position vector.
It is clear that the information produced by all members of the swarm moving with an acceleration guided by GSA, is utilized by the PSO with the purpose of determining new positions of each particle, and thus the phrase "modified PSOGSA".
OPTIMAL DESIGN SOLUTION
For the application of the current optimization technique, the constrained optimization problem has first been converted to an unconstrained one. The defined constraints are normalized and exterior penalty function is incorporated for any constraint violation, thereby constituting the unconstrained objective function (penalized objective function) as follows:
Where ܼ ͛ is the penalized objective function, ܼ is the cost function,ߜ is a dimensionless parameter whose value has been taken as two [14] , and‫ܥ‬ is the sum of all constraint violations.
The values of other constants are: 
Example 1 Three bay-four storey RC frame
The optimum results from the present algorithm were obtained for a general example of a three-bayfourstorey frame (Kaveh and Sabji 2011) subjected to certain lateral and gravity loads as shown in Fig.1 The optimized results obtained are compared with results obtained from other hybrid methods, as shown in Table 1 . Fig.1 Geometry and loading of a three-bay four-storey RC frame Table1. Optimum design results of a three-bay four-storey reinforced concrete frame Porównanie z innymi wczeĞniej stosowanymi technikami hybrydowymi pokazuje, Īe czas potrzebny na przeprowadzenie procesu optymalizacji w niniejszym badaniu -z wykorzystaniem techniki MPSOGSA -został znacznie zmniejszony.
Ponadto, podczas projektowania ram RC obniĪono całkowity koszt za pomocą techniki MPSOGSA. ObniĪenie kosztów w obszarze stali odgrywa wiĊkszą rolĊ w optymalizacji, w porównaniu do redukcji kosztów w przekroju poprzecznym elementów ramy, co zostało szczegółowo przeanalizowane na przykładzie.
