Abstract-The theoretical idea of a network composed of small, low-cost sensor nodes able to localize the source of acoustic events has the potential to make a multitude of exciting applications possible. However, this potential can only be realized if computationally tractable algorithms are employed. In this paper, we propose a novel algorithm that offers not only low computational complexity, but also high accuracy, making it an excellent choice for implementation on low-power systems. Moreover, we have developed a flexible sensor network testbed and utilized it to determine the performance of our algorithm relative to existing methods. Finally, we present the results of our experimentation using real data collected with our sensor nodes, demonstrating the effectiveness of our localization scheme, and showing that our hardware platform is well-suited to the needs of sensor network applications.
I. INTRODUCTION
The ability to determine the source of an acoustic event and to distinguish such events from mere background noise could be extremely useful in many applications, especially if the task could be performed by small and inexpensive battery-powered sensor nodes. For instance, in a security application, the small devices could act as watchdogs for a large area and give an alert of any disturbance, as well as its calculated location.
In order for a localization algorithm to be implemented on real sensor network hardware, the procedure must be computationally tractable for low-power sensor nodes. Therefore, we propose a new localization algorithm which exploits the relationship between the maximum-likelihood estimate of the sound-source location and the underlying geometry of the sensor arrangement. The algorithm not only has a low computational complexity (depending only on the number of sensors deployed), but also boasts accuracy approaching that of an exhaustive search, as seen in the results of our experimentation (with real data), illustrated in Figure 5 and summarized in Table I .
Further, we created a flexible sensor network testbed, described in section IV on which to implement the algorithm, allowing us to test its performance on real data. We used this platform to perform a comparative analysis of our localization algorithm with existing methods. In addition to demonstrating the effectiveness of our algorithm, the experimentation showed our platform to be well-suited to the needs of sensor network applications.
Many algorithms exist for converting the raw data from the sensors into the event's coordinates (such as time delay of arrival [1] [2] and direction of arrival [3] [4]), but one that seems particularly well-suited to low-power sensor networks is an energy-based calculation [5] [6] . In our work, we have utilized the maximum likelihood energy-based model described in [5] , summarized here for the convenience of the reader. Although the model allows for multiple sound-sources, we will focus on the single-source case.
In developing and employing any such model, numerous simplifying assumptions are made. In our testing, we designed our experiments to largely conform to these assumptions, and therefore it is not terribly surprising that the algorithm performs well. However, having demonstrated through our experiments that the algorithm is both computationally viable and largely accurate when our assumptions hold, we are now beginning to perform experiments to learn what happens as these assumptions begin to break down. Using our hardware testbed, we hope to find ways to refine the theoretical underpinnings of the algorithm in order to better accommodate circumstances that deviate from the model's expectations.
First, section II describes the data model underlying the localization algorithm. Next, in section III, we present our algorithm for maximizing the likelihood function with reduced complexity. Section IV details our sensor network hardware platform. We then describe our experiments (section V), and our results (section VI). Finally, section VII concludes the paper.
II. DATA MODEL
The underlying assumption of the algorithm is that acoustic energy is inversely proportional to the square of the distance from the source [7] . This implies that we are treating the sound-source as an omni-directional point source. We assume that the signal received at the ith sensor (i = 1, 2, ...N ) at time t will be:
where g i is the microphone gain at the ith sensor, s(t) is the signal one unit-distance away from the source, d 2 i (t) is the Euclidean distance between the source and the ith sensor in the same units, and w i (t) is the observation noise at the ith sensor, modeled as a zero-mean Gaussian random variable.
Since the energy for most sources will be slowly varying relative to the sampling rate, we can get a better estimate by averaging the energy over T samples. Thus, the input to the algorithm will be:
Because the use of these time averages is permissible, the dimensionality of the data that must be transmitted from the nodes is significantly reduced from the actual acoustic time series. This reduces the amount of data that must be communicated from the nodes and thus the overall power consumption.
III. LOCALIZATION ALGORITHM
Let the vector Z contain the average energy readings from each sensor for one time window.
Let the vector H contain the gain of each sensor divided by the distance from the sensor to source squared.
As derived in [5] , the maximum likelihood estimate of the source coordinates will minimize the negative-log likelihood function:
where P H is a projection matrix given by:
and θ is a vector containing the unknown source coordinates. Since only the second term involves the coordinates, thus minimizing the expression above is equivalent to maximizing the second term:
Note that this cannot be solved directly, as P H is a non-linear function of the unknown source coordinates. Therefore, we use numerical methods to maximize the likelihood function. The first two methods presented here are taken from [5] , but the third is a novel approach.
A. Exhaustive Search
Although we will discuss source localization in two dimensions, the discussion can easily be generalized to arbitrarily many dimensions. In this scenario, the likelihood function can be thought of as a three-dimensional surface having some height for each (x, y) pair. The exhaustive search method samples the surface using an arbitrarily fine grid and should be able to find a point very close to the absolute maximum if the resolution is high enough. However, the computational complexity of this method is quite high. If we choose to sample M evenly-spaced points in each dimension, then the complexity is O(M 2 ). For any reasonable resolution and search area this complexity will quickly become intractable for low-power hardware operating in real-time. Clearly, an optimized approach which does not evaluate all points is needed.
B. Grid-based Multi-resolution Search
The multi-resolution search proposed in [5] would only examine m points in each dimension per iteration, choose the largest of those, and then narrow the search to the region around the point which gave rise to the higher value of the likelihood function. Thus, after log m M iterations, the resolution of the search will be the same as the exhaustive search. Furthermore, the complexity is reduced to O(log M ).
Although the complexity reduction is considerable, it comes at a price. Because the search grid is so coarse at earlier stages, it is quite conceivable that the true maximum "hill" in the surface could be missed and a smaller one (or local maximum) could be identified as the maximum likelihood location instead. In our experiments, this had the result of increasing the mean and variance of the estimation error as compared to the exhaustive search.
C. Sensor Geometry-based Multi-resolution Search
While a multi-resolution search makes a lot of sense, it seems that the method of choosing the points to evaluate should take into account the specific nature of the likelihood function we are evaluating and where it comes from. For instance, the surface of the likelihood function is generated using the received energy values and primarily has to do with the distances between the source and each sensor. It becomes clear after looking at a number of representative likelihood functions that the shape of the surface has a lot to do with the underlying geometry of the sensor arrangement. Additionally, the maximum of the likelihood function will be closer to the sensor with the highest energy reading than to any other sensor, and thus it seems unnecessary to stray too far from this area. These considerations motivated the following approach.
1) Algorithm:
Let the N x 2 matrix S contain the (x, y) coordinates of the N sensors.
Additionally, let S max be a row vector (taken from S) containing the (x, y) coordinates of the sensor with the highest energy reading, and let P i,j be a row vector containing the (x, y) coordinates of the jth point to evaluate on the ith iteration. For the first iteration, P 1,j is given by:
Thus, the mid-point between the location of the sensor with the maximum energy reading and the location of every other sensor become the points selected (for S sensors, you will select S − 1 points). Figure 1 (a) illustrates this process (the circles represent S j , the 'x' marks the sound-source location, and the asterisks indicate P 1,j , the points selected in the first iteration according to equation 9). Then, evaluate the likelihood function at those points and select the maximum. This point will be called P 1,max . For all subsequent iterations, the points to be evaluated will be given by: Figure 1 (b) illustrates this for iteration 2 (the circles represent P 1,j , the 'x' marks the sound-source location, and the asterisks indicate P 2,j , the points selected in the second iteration according to equation 10. Note that each iteration there will be one less point evaluated than in the previous iteration. This process can be repeated as many times as desired for increased precision, up to N − 1 iterations.
2) Variations: There are two slight modifications that can optionally be made. First, additional points can be evaluated on the first iteration for increased precision. For each point P i,j already selected, choose c additional points lying on the line between the sensor with the highest energy reading (S max ) and the points already selected (P i,j ). This would probably be a good idea if the sensors are quite far apart. If it is only done on the first iteration then the number of points selected will be (c+1)·(S−1) initially and one less for each iteration thereafter. Thus, the complexity is only increased by the constant c + 1.
Second, the algorithm as described above will only search points bounded by the sensors, thus if the source is outside of the sensor field the estimate will not be correct. In many cases, this may be acceptable as one would primarily expect sources to be within the field, or else coverage should probably be expanded. (Through analysis of the Cramer-Rao Lower Bound, it is shown in [5] that the variance of the estimate is lowest when the source is close to many sensors, which occurs when the source is in the midst of the sensors.) However, a small modification can be made to the search to allow points not bounded by the sensors to be searched. In each iteration, determine the points to be searched using the method originally described in section III-C.1. Then, for each point P i,j already selected choose c additional points having the same radius from the maximum point (P i−1,max ), but an angle between 90 and 270 degrees (with respect to the center of the circle P i−1,max ) from the point P i,j originally selected. (If c = 1, or instance, it would make sense to select the point on the opposite side of the circle, at an angle of 180 degrees with respect to the center of the circle.) This will allow searching in directions away from the rest of the sensors, thus extending outside the area bounded by the sensors. Now (c + 1) · (S − 1) points will be chosen on the first iteration, (c + 1) · ((c + 1) · (S − 1) − 1) points will be chosen in the second iteration, and so on.
3) Complexity: Any of the three formulations of this method presented offer complexity O(S), where S is the number of sensors. This complexity is low compared to the exhaustive search and similar to the multi-resolution search described in the last section, since in general S will be much smaller than M . Of the three formulations, the first will have the lowest complexity, while the last will have the highest complexity.
The other advantage this method has over the grid-based Fig. 2 . MSP430F169DLX Hardware Development Platform multi-resolution search described previously is that in our tests it has proved to be far less likely to be trapped in a local maximum, although admittedly it is still possible since it is not an exhaustive search. In our experiments, the accuracy was comparable to the exhaustive search, while the complexity was on par with the grid-based multi-resolution search. Therefore, we suggest that this optimized search is an excellent choice for implementation in low-power sensor nodes.
IV. HARDWARE PLATFORM
In order to compare the performance of our algorithm to that of existing methods, we needed a flexible hardware platform that would allow us to quickly and easily implement and test those algorithms. Based on our design of and work with the sensor network platform GNOMES [8] , we designed the custom MSP430F169DLX development board shown in Figure  2 , to give us extra flexibility and features. Originally designed as a development board for an introductory micro-controller course at Rice, ELEC 226 [9], the MSP430F169DLX board expands on the integrated peripheral set the GNOMES platform provides. Given that the MSP430F169DLX platform was mainly to be used in a lab environment, wired communication was given precedence over wireless communication. Also, power was not used as a design consideration when adding functionality and flexibility.
From the MSP430F169DLX board block diagram, as seen in Figure 3 , one can note the upgrade of 16-bit microcontroller from the MSP430F149, used on GNOMES, to either the MSP430F169, with 60KB of flash code memory and 2KB of SRAM data, or the MSP430F1611, with 48KB of flash code memory and 10KB of SRAM data. This upgrade allowed for greater data movement via the internal DMA as well as integrated digital to analog conversion. The focus on wired communication can also be seen by the integration of both 10 Base-T Ethernet and RS-232 Serial PC Interface. A wireless communication system has not been integrated on the MSP430F169DLX hardware platform but can be added later as a plug-in module. Finally, the block diagram shows the wide array of both analog and digital integrated peripherals which include: an embedded USB Cross-Connect JTAG emulator; 2MBytes of SPI DataFlash; up to 16 user-accessible digital I/Os; dual 7-segment displays; 2 de-bounced user pushbuttons with interrupt capability; 3 user LEDs; electret microphone input; 4 optionally amplified analog inputs; programmable pre-ADC anti-alias filtering using the MAX7414, a 5th order lowpass Butterworth filter with a tunable f c from 1Hz to 15kHz; 2 DAC outputs, one with optional 0.7W amplification to an 8 Ohm speaker; programmable post-DAC filtering using the MAX7414; and system current measurement.
All the parts for the MSP430F169DLX hardware platform are standard off-the-shelf components, making the platform both affordable and easy to build. The diverse peripheral set and communication options allow for a wide variety of sensor network applications to be developed for the platform.
V. EXPERIMENTS The sound localization algorithm was implemented on the hardware platform described in section IV. Fifty tests were conducted on an indoor, 25 x 17 foot grid. Over the course of each test, several hundred estimates of the sound-source location were made. Tested node arrangements include the following: nodes at right angles using various inter-node spacing, random scattering, circular shapes, and a linear arrangement. For each sensor arrangement, experiments were run using a stationary sound source (moved for each trial), a moving source, and a stationary source with significant amounts of ambient noise. The data used to compute the results in section VI is drawn from all tested sensor arrangements.
Nine sensor nodes were used during testing. Once activated by the master node, each sensor node would sample sound data received through the on-board microphone and compute the energy. The average energy over 64 samples was transmitted every 6 ms via Ethernet to a computer serving as the master node, where the location was computed using all three methods described in section III in order to compare their performance.
A computer was chosen to serve as the master node in these experiments because the Exhaustive Search could not be Fig. 4 . Experimental Setup performed in real-time on the nodes, due to its prohibitively high complexity. Therefore, the computer was used in order to ensure a balanced comparative analysis. The complexity of the MR algorithms is low enough to permit real-time processing on a node, and the accuracy of the algorithm is not platformdependent. Thus, it seems reasonable to expect similar performance when the data analysis is done in hardware.
VI. RESULTS Figure 5 (a) shows a plot verifying the validity of the energy attenuation model, showing the received energy reading vs. distance in feet from the sound-source. The y-axis is logarithmic to highlight deviations from the model. The dotted line indicates the model prediction, while the solid line indicates the empirical data. While the model is not perfect (due in part to the omni-directional point-source assumption), the shape of the curve is generally correct. Figure 5 (b),(c), and (d) show histograms of the estimation error (in feet) for the Exhaustive Search, Grid-based MR Search, and Sensor Geometry-based MR Search, respectively, allowing for a comparison of the accuracy of the three methods presented in section III. Of the three, 5(c) has the heaviest tail, indicating that the Grid-based MR Search is more likely to yield estimates far from the correct location.
The results for each method are summarized in Table I . The Exhaustive Search with its high computational complexity is the standard against which the two lower-complexity methods must be judged. Clearly, of the two, the Sensor Geometrybased MR Search is the better method, yielding an average error and variance rivaling the Exhaustive Search.
VII. CONCLUSION
We have proposed a novel algorithm for sound-source localization in sensor networks and demonstrated it to be comparable in accuracy to an exhaustive search, but with a greatly reduced computational complexity. Further, we have developed a sensor network testbed on which we evaluated our 
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