ABSTRACT. For a real projective variety X, the cone Σ X of sums of squares of linear forms plays a fundamental role in real algebraic geometry. The dual cone Σ * X is a spectrahedron and we show that its convexity properties are closely related to homological properties of X. For instance, we show that all extreme rays of Σ * X have rank one if and only if X has Castelnuovo-Mumford regularity two. More generally, if Σ * X has an extreme ray of rank p > 1, then X does not satisfy the property N 2,p . We show that the converse also holds in a wide variety of situations: the smallest p for which property N 2,p does not hold is equal to the smallest rank of an extreme ray of Σ * X greater than one. We generalize the work of Blekherman-Smith-Velasco on equality of nonnegative polynomials and sums of squares from irreducible varieties to reduced schemes and classify all spectrahedral cones with only rank one extreme rays. Our results have applications to the positive semidefinite matrix completion problem and to the truncated moment problem on projective varieties.
INTRODUCTION
Minimal free resolutions and spectrahedra are central objects of study in commutative algebra and convex geometry respectively. We connect these disparate areas via real algebraic geometry and show a surprisingly strong connection between convexity properties of certain spectrahedra and the minimal free resolution of the defining ideal of the associated real variety. In the process, we address fundamental questions on the relationship between nonnegative polynomials and sums of squares.
In real algebraic geometry, we associate two convex cones to a real projective variety X: the cone P X of quadratic forms that are nonnegative on X, and the cone Σ X of sums of squares of linear forms. A recent line of work shows that convexity properties of these cones are strongly related to geometric properties of the variety X over the complex numbers [2] , [7] , and [4] . We extend these novel connections into the realm of homological algebra by showing a direct link between the convex geometry of the dual convex cone Σ * X and property N 2,p of the defining ideal of X: for an integer p ⩾ 1, the scheme X satisfies property N 2,p if the j-th syzygy module of the homogeneous ideal of X is generated in degree ⩽ j + 2 for all j < p.
The dual cone Σ * X to sums of squares is naturally a spectrahedron, i.e. it is a section of the cone of positive semidefinite matrices with a linear subspace. By analogy with univariate polynomials, we call Σ * X the Hankel spectrahedron of X. The rank of an extreme ray of Σ * X is, by definition, the rank of any symmetric matrix corresponding to a point spanning the ray. Our first main result is the following: if the Hankel spectrahedron Σ * X has an extreme ray of rank p > 1, then X does not satisfy property N 2,p .
The largest p for which the property N 2,p holds is called the Green-Lazarsfeld index of X, see [9] . We call the smallest integer p such that the Hankel spectrahedron has an extreme ray of rank p > 1, the Hankel index of X. Using this terminology, our first main result says that the Hankel index is always at least one more than the Green-Lazarsfeld index. Our second main result is that this inequality is in fact an equality in a wide range of situations: for varieties (reduced schemes) of regularity 2, canonical models of general curves of genus at least 4, and subspace arrangements defined by quadratic square-free monomial ideals. The proofs of our two main results appear in Section 2 and Section 4 respectively. The rest of the article is devoted to their applications to questions from real algebraic geometry, convex geometry, statistics, and real analysis.
Applications.
A projective variety X has regularity two if the ideal of X is generated by quadrics and all matrix entries in its minimal free resolution are linear forms. Equivalently, X satisfies property N 2,p for all natural numbers p ⩾ 1 and therefore its Green-Lazarsfeld index is infinite. It follows from our first main theorem that the Hankel index of X is infinite, i.e. all extreme rays of the Hankel spectrahedron of X have rank one and in particular Σ * X = P * X . Conversely we classify all reduced schemes X for which the cones P X and Σ X coincide, i.e. for which every nonnegative quadratic form on X is a sum of squares. We show in Section 3 that this condition is in fact equivalent to 2-regularity of X whenever X is totally real. This is a generalization of the work of [7] from the case of irreducible varieties to reduced schemes. We find it remarkable that the generalization of varieties of minimal degree to reduced schemes in algebraic geometry, which are those with the smallest Castelnuovo-Mumford regularity, turns out to be the natural concept from the point of view of convex algebraic geometry as well.
In Section 3.1, we use our results to solve a basic problem in convex geometry: classify spectrahedral cones all of whose extreme rays have rank one. We show that a spectrahedral cone C has only rank one extreme rays if and only if C is the Hankel spectrahedron of a reduced scheme X of regularity two. Two-regular reduced schemes are completely classified in [14] , they consist of varieties of minimal degree which are linearly joined; see Section 3 for details. We thus obtain an explicit description of all spectrahedral cones with only rank one extreme rays. Examples of such cones were studied in [1, 24] , but a full classification takes us inevitably into the realm of algebraic geometry.
In Section 6.1, we recover the positive semidefinite matrix completion theorem of Grone, et al. [19, 1] which characterizes those partial matrices for which the positive semidefinite matrix completion problem is combinatorially as simple as possible. We show its equivalence to the theorem of Fröberg on 2-regularity of monomial ideals [16] by recasting it as one about sums of squares on certain subspace arrangements. Fröberg's theorem was generalized in [13] where it is shown that the Green-Lazarsfeld index of a reduced scheme X defined by quadratic monomials is equal to the length of the smallest chordless cycle of its associated graph G minus 3. We show the corresponding result holds for the Hankel index of X, obtaining a new extension of the positive semidefinite matrix completion theorem. It is surprising that, despite a significant amount of work in examining the extreme rays of such spectrahedra [1] , [22] , [26] , [27] , [34] , this result was not observed.
In statistics, we prove Theorem 6.10, which gives necessary and sufficient conditions for the existence of a positive definite matrix completion. The existence of a positive definite completion is equivalent to the existence of the maximum likelihood estimator in a Gaussian graphical model.
In algebraic geometry, we find a new characterization of 2-regular reduced schemes. Previously, [14] characterized 2-regular schemes via a geometric property of smallness; see Sections 1.2 and 2.3 for details. We characterize 2-regularity of X in terms of properties of base-point-free linear series on X. Let X ⊆ P n be a reduced projective scheme with graded coordinate ring R. Then X is 2-regular if and only if every base-point-free linear series W ⊆ R 1 generates R 2 . As explained in Section 2.2 this characterization was motivated by our investigation of the Hankel index.
Finally, we also discuss applications to truncated moment problems of real analysis in Section 6.2. In its simplest form, a truncated moment problem asks whether a given linear operator on functions on X is the integral with respect to some Borel measure. Our main result is a new sufficient criterion based on the Green-Lazarsfeld index of X, which is another motivation for its study. This is also of direct relevance in polynomial optimization, as it gives a new guarantee of exactness for semidefinite relaxations.
1.2.
Rank obstructions from base-point-free linear series. Motivated by the equivalent characterizations of schemes of regularity 2 established in [14] , there has been some amount of work on the connection between property N 2,p and a geometric property of the variety X, which is called p-smallness; X is p-small if for every subspace L of dimension at most p for which Γ ∶= L ∩ X is finite, Γ is linearly independent. If X satisfies property N 2,p , then X is p-small and sometimes the converse is known to hold [18, 13] . The key to the results in this article is the introduction of a property of base-point-free linear series on X, which we show to lie logically between N 2,p and p-smallness. We say that X has the p-base-point-free property if every base-point-free linear series of codimension at most p generates the degree two part of the homogeneous coordinate ring of X. As we show in Theorem 2.4, the p-base-point-free property on X provides an obstruction for the existence of extreme rays in Σ * X of rank p. We think that the study of the p-base-point-free property is, in itself, an interesting problem of complex algebraic geometry. Specifically we would like to have methods for deciding whether a variety X satisfies the p-base-point-free property or a characterization of those varieties for which this property coincides with either N 2,p or p-smallness; see related examples in Section 4.
RANKS OF EXTREME RAYS AND PROPERTY N 2,p
We mostly work with real projective schemes X ⊂ P n . We denote by A n the n-dimensional affine space over R, which, as a set, is C n and is equipped with the real Zariski topology. Its closed sets are therefore the zero-sets of real polynomials. The ring of regular functions on A n is the polynomial ring R[x 1 ,...,x n ] in n variables with coefficients in R. We mostly work with projective space over R, which we denote by P n . As a set, it is the set of all lines in C n+1 , where we represent the line {λ v∶λ ∈ C} by [v] (for v ∈ C n+1 ∖ {0}). Its topology is the real Zariski topology whose closed sets are the zero-sets of homogeneous polynomials with real coefficients. The set of real points in P n , denoted by P n (R), are all lines [v] that can be represented by a vector v ∈ R n+1 . More precisely, affine space A n is Spec (R[x 1 ,...,x n ]) and P n = Proj(R[x 0 ,...,x n ]) (see [21, Exercise II.4.7] for how these definitions relate with those of the above discussion).
A reduced scheme X ⊂ P n is a closed subset of P n that is defined by a radical ideal I ⊂ R[x 0 ,...,x n ]. The homogeneous coordinate ring R[X] of X is the quotient ring R[x 0 ,...,x n ] I. The fact that X is reduced means that R[X] has no nilpotent elements; so R[X] = R[x 0 ,...,x n ] I, where I is the vanishing ideal of X. Reduced projective schemes X ⊂ P n are in one-to-one correspondence with homogeneous radical ideals I ⊆ R[x 0 ,...,x n ].
A reduced scheme X ⊂ P n is totally real if the real points X(R) are Zariski dense in X. Equivalently, the homogeneous ideal of polynomials vanishing on X is real radical [8, Section 4.1] .
Throughout the paper, we write S for the polynomial ring R[x 0 ,...,x n ] and S d for the vector space of homogeneous polynomials of degree d. Let X ⊆ P n be a reduced totally real non-degenerate closed projective subscheme with defining ideal I ⊆ S and homogeneous coordinate ring R = S I.
We write P X ⊂ R 2 for the convex cone of quadratic forms which are nonnegative on X(R) and Σ X ⊂ R 2 for the convex cone of sums of squares of linear forms. The dual cones P * X and Σ * X are defined as follows:
to the quotient map canonically embeds Σ * X and P * X into S * 2 . More specifically, the inclusion map identifies a linear functional ∈ R * 2 with the quadratic form Q ∈ S * 2 , Q (p) = (p 2 ), for all p ∈ S 1 . Therefore, we think of the dual cones Σ * X and P * X as subsets of S * 2 . We write S + for the cone of positive semidefinite quadratic forms on S 1 . We observe that under this identification the cone Σ * X is a spectrahedron:
is the subspace consisting of linear functionals ∈ S * 2 such that (p) = 0 for all p ∈ I 2 . Definition 2.1. We call the dual cone Σ * X the Hankel spectrahedron of X. We call the smallest integer p > 1 such that the Hankel spectrahedron has an extreme ray of rank p the Hankel index of X and denote it by η(X). Our convention is that the Hankel index is infinite if all extreme rays of the Hankel spectrahedron Σ * X have rank 1.
Evaluation at a point x ∈ R n+1 determines a map ev x ∶S 2 → R called the real point evaluation at x. If [x] ∈ P n (R), then different affine representativesx of [x] in R n+1 define point evaluations which are related by multiplication by a positive real number. Abusing terminology, we refer to the point evaluation at [x] to mean the point evaluation at any suchx. A form ∈ S * 2 has rank one if and only if or − is a real point evaluation.
If X is set-theoretically defined by quadrics, it follows that the extreme rays of Σ * X of rank 1 are the evaluations at points of X(R). Moreover, the point evaluations at points of X(R) are precisely the extreme rays of the dual cone P * X , cf. [5, Lemma 4.18] . Hence, the Hankel spectrahedron Σ * X must have extreme rays of rank strictly greater than one if the cones Σ X and P X are not equal.
2.1. Which spectrahedral cones are Hankel? Let L be a linear subspace of S * 2 . Lemma 2.2. The spectrahedral cone L ∩ S + is the Hankel spectrahedron of a reduced and totally real scheme that is set-theoretically defined by quadrics if and only if the linear space L is spanned by elements of rank 1.
Proof. If X is reduced, totally real, and set-theoretically defined by quadrics, then a quadric q ∈ S 2 vanishes on X if and only if it is annihilated by the evaluations at points of X(R). Thus, the linear space L = I ⊥ 2 of linear functionals vanishing on I 2 is spanned by elements of rank 1. Conversely, suppose that L is spanned by elements of rank 1. Up to a sign, the rank 1 elements of L are precisely the rank 1 extreme rays of L ∩ S + , which are point evaluations. Let Z be the set of points in P n corresponding to these extreme rays. Then L ⊥ consists of the quadrics vanishing at all points in Z. Letting X be the reduced subscheme of P n defined by the Zariski closure of Z, we have Σ * X = L ∩ S + , proving the claim. 2.2. Base-point-free linear series and the Hankel index. A linear series is a vector subspace W ⊆ R 1 . We say that W is base-point-free on X if the linear forms in W have no common zeros in X. In this section, we introduce the p-base-point-free property of linear series. We prove that this property is useful in bounding the Hankel index of X and that it is closely related with the geometry of syzygies of X. Our methods also allow us to compute the Hankel index of several classes of varieties in Theorem 4.8. Definition 2.3. Let p > 0 be an integer. We say that X ⊆ P n satisfies the p-base-point-free property if the ideal generated in the homogeneous coordinate ring R of X by every base-point-free linear series W of codimension at most p contains R 2 .
Theorem 2.4. Let X ⊆ P n be a real non-degenerate closed subscheme. If X satisfies the p-basepoint-free property, then the Hankel index η(X) is at least p + 1.
Proof. Suppose R + ⊂ S * 2 is an extreme ray of Σ * X of rank greater than 1. Write B for the bilinear form on R 1 × R 1 , which takes ( f ,g) to B ( f ,g) = ( f g). We will show that its kernel W ∶= ker(B ) ⊆ R 1 is a base-point-free linear series on X. Assume for contradiction that there is a zero α ∈ P n of W in X. If α is real (resp. complex), then the evaluation at α (resp. the imaginary part of the evaluation at α) defines a real linear functional α ∈ S * 2 with α (I 2 ) = 0 and with the property that ker(B α ) contains W . Since is an extreme ray of the spectrahedron Σ * X , we conclude from [32, Corollary 3] that = λ α for some λ > 0. This is impossible because α has rank one (resp. because α is not positive semidefinite) and thus we conclude that W is base-point-free on X. If has rank η(X) ⩽ p, then I + (W ) 2 ⊇ (x 0 ,...,x n ) 2 because X satisfies the p-base-point-free property. This contradicts the existence of the linear functional which annihilates (W ) 2 . We conclude that the Hankel index of X is at least p + 1 as claimed.
2.3. Base-point-free linear series and property N 2,p . Let k be a field of characteristic 0 and let S = k[x 0 ,...,x n ] be the polynomial ring with the usual grading by total degree. A finitely generated graded S-module M has a unique minimal free resolution
with F i = ⊕ n∈Z S(−n) b i,n for some natural numbers b i,n . We denote by t i (M) the largest degree of a minimal generator in the module F i with the convention that t i (M) = −∞ if F i = 0. The module M is m-regular if and only if t i (M) ⩽ m + i for all i ⩾ 0. The regularity of M is the smallest such m. In terms of local cohomology supported at the homogeneous maximal ideal, we can define the regularity of an artinian graded S-module as its largest nonzero degree and for any finitely generated module M by the formula reg(M) = max i⩾0 {i + regH i m (M)} [11, Section 4B]. Assume X ⊆ P n is a non-degenerate, i.e. not contained in a hyperplane, closed subscheme and let I ⊆ S be its saturated homogeneous ideal. The scheme X is m-regular if the graded S-module I is. The scheme X satisfies property N 2,p for an integer p ⩾ 1 if the inequality t i (I) ⩽ 2 + i holds for all 0 ⩽ i ⩽ p − 1. In other words, X satisfies property N 2,p if and only if I is generated by quadrics and the first p − 1 maps in its minimal free resolution are represented by matrices of linear forms.
The homological property N 2,p relates to the following geometric property, see [14] and [18] .
Definition 2.5. Let p > 0 be an integer. We say that X ⊆ P n is p-small if for every linear space L ⊆ P n of dimension at most p for which Y ∶= X ∩ L is finite, the scheme Y is linearly independent, i.e. the dimension of its span is 1 + deg(Y ).
The following theorem shows that the p-base-point-free property lies in between property N 2,p and p-smallness. Theorem 2.6. Let p ⩾ 1 be an integer and let X ⊂ P n be a non-degenerate closed reduced scheme. Consider the properties (1) X satisfies property N 2,p ; (2) X satisfies the p-base-point-free property; (3) X is p-small. The implications (1) ⇒ (2) ⇒ (3) hold. Moreover, any one of these properties holds for all p ⩾ 1 if and only if reg(X) = 2.
Proof. Corollary 5.2 in Eisenbud, Huneke, and Ulrich [15] establishes that (1) ⇒ (2). For (2) ⇒ (3) assume (2) and let L be a linear subspace of dimension ⩽ p for which Y ∶= L ∩ X is finite. Let W be the vector space of forms defining L, which has dimension n + 1 − p, and let be a general linear form. Since Y = L ∩ X is finite, the linear series W ′ ∶= W + ⟨ ⟩ is base-point-free on X and therefore (W ′ ) contains m 2 . In other words, the Hilbert function of the coordinate ring R (W ′ ) is 0 beginning in degree 2. We denote the Hilbert function of a graded ring A by HF(A,t). Since Y is finite, it is an arithmetically Cohen-Macaulay scheme and thus we obtain the equality HF(R (W ′ ),t) = HF(R W,t) − HF(R W,t − 1) of Hilbert functions. Inductively, starting with t = 2, we conclude that HF(R W,t) = HF(R W,1), so the degree of Y equals HF(R (W ),1). This is precisely one more than the dimension of the projective span of Y , proving (3). If reg(X) = 2, then by definition of regularity, the scheme X satisfies property N 2,p for all p ⩾ 1. If X satisfies property (3) for all p ⩾ 0, then X is called a small scheme and reg(X) = 2 by the Main Theorem in Eisenbud-Green-Hulek-Popescu [14] .
Corollary 2.7. Let X ⊆ P n be a non-degenerate closed reduced scheme. If X satisfies property N 2,p , then the Hankel index η(X) is at least p + 1.
Proof. Combine Theorem 2.4 and Theorem 2.6.
Corollary 2.8. Let X ⊆ P n be a non-degenerate reduced scheme of regularity 2. All extreme rays of the Hankel spectrahedron Σ * X of X have rank 1, in particular Σ * X = P * X . Proof. Since X is non-degenerate the condition on the regularity implies that X satisfies N 2,p for all p ⩾ 0. Applying Corollary 2.7, we conclude that every non-zero extreme point of Σ * X has rank 1. In the following section, we show that the equality Σ * X = P * X implies 2-regularity for a totally real reduced scheme X, which is the converse of Corollary 2.8 for reduced schemes. This will also allow us to classify all spectrahedra with only rank 1 extreme rays.
HANKEL SPECTRAHEDRA DETECT 2-REGULARITY
The main goal of this section is to prove the following theorem.
Theorem 3.1. Let X ⊂ P n be a closed totally real reduced scheme such that X ≠ P n . We have P * X = Σ * X if and only if X is 2-regular.
From this statement, we will deduce the classification of spectrahedral cones with only rank 1 extreme rays in Subsection 3.1.
One direction was already shown in Corollary 2.8 and it remains to show that the equality of the dual cones implies 2-regularity. Before we begin the proof of Theorem 3.1 we observe the following immediate corollary, which is a generalization of the main result of [7] from varieties to reduced schemes.
Corollary 3.2. Let X ⊂ P n be a closed totally real reduced scheme such that X ≠ P n . Every nonnegative quadric on X is a sum of squares in R[X] if and only if X is 2-regular.
Proof. This immediately follows from Theorem 3.1 since the cones P X are Σ X are closed when X is a totally real reduced scheme.
For the rest of the section, let X ⊂ P n be a closed reduced scheme with defining ideal I ⊊ S. We begin the proof of Theorem 3.1 by proving that if Σ * X = P * X , then this property is preserved by taking both hyperplane sections and linear projections. Projection away from a point p ∈ P n (R) determines a rational map π p ∶ P n ⇢ P n−1 . This map extends to a morphism from the blow-up of P n at p, which we denote byπ p ∶ Bl p (P n ) → P n−1 . Let π p (X) be the image in P n−1 viaπ p of the strict transform of X in Bl p (P n ), which is equal to the Zariski closure of the image of X under π p . If W ⊆ C n+1 is a real subspace such that C n+1 = W ⊕ ⟨p⟩ is a direct sum decomposition with projection π ∶ C n+1 → W , we can identify the image space P n−1 of π p with P(W ). This identification gives an inclusion of the coordinate ring S ′ of P(W ) into S and the ideal of definition of
, so the restriction map S * 2 → (S ′ 2 ) * takes forms which annihilate I(X) 2 to forms which annihilate I(Y ) 2 . A point evaluation ev p ′ ∈ P * X with p ′ ≠ p is mapped via this restriction to the point evaluation ev πp(p ′ ) ∈ P * Y and ev p is mapped to zero. Lemma 3.3. Let X ⊂ P n be a closed reduced totally real scheme and suppose Σ * X = P * X . Then the following statements hold.
(1) The real locus of X is cut out by quadrics, i.e. X(R) = V(I(X) 2 )(R) (2) For any real line L ⊆ P n , either X contains L or X ∩ L is a zero-dimensional scheme of length at most two. (3) Let h ∈ S 1 be a nonzero linear form and let Y ⊆ P n be the reduced scheme supported on X ∩ V(h). Then the equality Σ * Y = P * Y holds. (4) Suppose X(R) is non-degenerate and pick p ∈ X(R). Let Y ∶=π p (X) ⊆ P n−1 be the image of the projection away from p. Then the equality Σ * Y = P * Y holds. Moreover, if p is a regular real point of X, then every point in Y (R) has a preimage in Bl p (X)(R).
Proof. (1) Suppose there is a real point [α] ∈ V(I(X) 2 ) ∖ X, then the linear functional ev α lies in the cone Σ * X . It is not an element of P * X , because we can separate α from the compact set X(R) by a quadric. (2) Restricting I(X) 2 to a line L and using part (1) we see that either L(R) ⊆ X(R) and thus L ⊆ X or the intersection has at least a nonzero quadric in its ideal of definition in R[L] and thus has length at most two.
, is positive semidefinite and annihilates the quadratic part of the ideal of definition of Y . In particular, annihilates (I(X)) 2 and thus ∈ Σ * X . Because Σ * X = P * X , there exist real numbers c i ⩾ 0 and points p i ∈ X(R) such that = c 1 ev
We use the notation fixed in the paragraph before the statement of the lemma. Since the coordinate ring R[Y ] is contained in R[X], every linear form ′ ∈ S ′ which annihilates I(Y ) 2 can be extended to a linear form ∈ S which annihilates I(X) 2 . If B ′ is positive definite and is any such extension, then the form + aev p annihilates I(X) 2 for any real number a. Moreover, the associated bilinear form is positive definite for all sufficiently large a. We choose µ to be one of these positive definite extensions. Since Σ * X = P * X , there exist real numbers c i and real points p 1 ,..., p m ∈ X(R) such that µ = c 1 ev p 1 +⋅⋅⋅ + c m ev pm . Because the restriction map takes ev p to zero, we conclude that µ ∈ P * Y . So every positive definite form in Σ * Y belongs to P * Y . The set Y (R) is non-degenerate because X(R) is non-degenerate and thus the cone Σ * Y contains at least one, and therefore a dense set, of positive definite forms. We conclude that Σ * Y ⊆ P * Y . The opposite inclusion is immediate, because convex duality reverses inclusion. This proves the first part of the claim. Now assume p ∈ X(R) is a regular point on X. We will show that every real point y ∈ π p (X) has a real preimage in Bl p (X). In case y has a preimage in X ∖ {p}, consider the real line L ⊂ P n spanned by p and y, which is real. So by part (1) either L ⊆ X or L ∩ X is a scheme of length at most two containing p and some other point x ∈ X. In the first case, any point of L(R) is a preimage for y in X(R). In the second case, the point x must be real because otherwise its conjugate x also belongs to L proving that L has length at least three, a contradiction. If a real point y ∈ P n−1 = P(W ) is in the image of the exceptional divisor of the blow-up, then y is the tangent direction of a real tangent line L to p. Because p is non-singular the direction of L at p is a limit of directions of real lines intersecting X at p and at another real point in X ∖ {p} and therefore the tangent direction of L at p corresponds to a real point of Bl p (X), as claimed.
Lemma 3.4. Let X ⊂ P n be a closed reduced scheme and suppose Σ * X = P * X . If X ⊆ P n contains a set B ⊆ X(R) of real points each of which is an irreducible component of X, then we have ⟨B⟩ ∩ X = B. In particular, if B spans P n , then we have X = B.
Proof. By Lemma 3.3(3), we can restrict to the scheme X ∩ ⟨B⟩ in the subspace ⟨B⟩ spanned by B. We therefore assume that B spans P n and prove that X = B by induction on n. The statement is trivial if n = 0 and holds for n = 1 because X(R) is cut out by quadrics, see Lemma 3.3(1). If n > 1 and p ∈ B, then by Lemma 3.3(4), the projection of X away from p produces a reduced scheme Y ⊆ P n−1 with Σ * Y = P * Y . By Lemma 3.3(2) the projection away from p maps the elements in B ∖ p to a set of 0-dimensional components of Y which span P n−1 . By induction, π p (X) agrees with Y and thus X is contained in the inverse image of the projection of this set. We conclude that X = B as claimed.
Remark 3.5. The assumption that X contains a basis consisting of real points is necessary for the conclusion to hold, even for the case of points. Let Q = x 2 0 + ⋅⋅⋅ + x 2 n and let X be a 0-dimensional complete intersection defined by a set of quadrics containing Q. The scheme X consists of 2 n−1 conjugation invariant pairs of complex points and it properly contains a basis if n > 1. However, Σ * X = P * X = 0 because Q ∈ I(X). For the rest of this section, let X = X 1 ∪ ⋅⋅⋅ ∪ X r , where the X i are the (geometrically) irreducible components of X, and let L i ∶= ⟨X i ⟩ be the span of X i . Lemma 3.6. Let X ⊂ P n be a closed reduced totally real scheme and suppose Σ * X = P * X . Every irreducible component of X is a variety of minimal degree in its span. Moreover, the span of any irreducible component X i ⊂ X intersects X only in X i , i.e. (X ∩ L i ) = X i .
Proof. Let U be the projective space spanned by a set B consisting of codim L i (X i ) + 1 general real points of X i and let Y be the reduced scheme supported on X ∩U. Each X i (R) is Zariski-dense in X i by assumption and therefore non-degenerate. It follows that Y contains a 0-dimensional scheme of deg(X i ) many points by Bertini's Theorem because we can cover a neighborhood of U in the Grassmannian by moving the chosen generic real points spanning U in X i (R). By Lemma 3.3(3), we know that Σ * Y = P * Y . By Lemma 3.4, we conclude that B = Y and in particular deg(X i ) = codim L i (X i ) + 1; so X i is a variety of minimal degree in its span.
We now show that (X ∩ L i )(R) = X i (R), which will imply the claim. Suppose there is a real point q in (X ∩ L i )(R), which is not in X i . Let W be the projective linear span of q and codim L i (X i ) general real points in X i so that (X ∩W )(R) contains a real basis of W . Then W ∩X is 0-dimensional because the dimension of every irreducible component of X ∩ L i different from X i is smaller than dim(X i ) by the argument in the first paragraph of the proof. But W intersects X i in another real point for degree reasons, which contradicts Lemma 3.4.
So (X ∩L i )(R) = X i (R), from which we conclude
by Lemma 3.3(3) . Therefore, the ideals of X ∩ L i and X i are equal in the degree 2 part of the coordinate ring of L i . The scheme X i is defined by quadrics in L i because it is a variety of minimal degree. Therefore, we obtain X ∩ L i = X i .
Next we focus on projections of X from a point. Let p ∈ X 1 (R) be a generic point, let Z = π p (X) and Z i ∶= π p (X i ). The irreducible components of Z are precisely the Z i which are maximal under inclusion. If W = ⋃ r i=1 W i is the decomposition of a reduced scheme W into its irreducible components and 1 ⩽ j ⩽ r we let W ′ j ∶= ⋃ j≠i W j . The following Lemma allows us to understand the intersections of components of X by looking at their projections.
Lemma 3.7. Let X ⊂ P n be a closed totally real reduced scheme and suppose Σ * X = P * X . Let p be a generic point of X 1 (R). The following statements hold:
(1) If Z i ⊆ Z j with i ≠ j, then i = 1 and X 1 is a linear space. 
is a morphism. Because i ≠ j and x i is generic, we can assume x i ≠ x j . So by Lemma 3.3(2), we conclude that the real line Λ spanned by p and x i must be contained in X. Since X 1 is the only irreducible component of X containing p, we must have Λ ⊂ X 1 . But x i ∈ Λ is generic on X i , which implies X i ⊂ X 1 , i.e. i = 1. Both points x i and p are generic in X 1 and their span is in X 1 , so X 1 is a linear space. We will now show that the case j = 1 cannot occur by contradiction. If j were 1, then either there exists x 1 with π p (x i ) = π p (x 1 ) or there is a tangent line to X 1 at p, which maps to π p (x i ) underπ p ∶Bl p (X) → Z. In the first case, we find i = j = 1 by the same argument as before, which contradicts i ≠ j. In the latter case, the line spanned by x i and p is the tangent line L to X 1 at p, so if L ∩ X were 0-dimensional, it would have length at least 3, which contradicts Lemma 3.3 (2) . So as before, we conclude i = j = 1, which is a contradiction.
(2) By definition, we have
i . We will show that there are always x i ∈ X i and
In conclusion, we can always find real points x i ∈ X i and
p (z) intersects X at p and points x i ∈ X i and x ′ i ∈ X ′ i . By Lemma 3.3(2), Λ intersects X either in a zero-dimensional scheme of length at most two or Λ ⊆ X. In the first case we conclude that
In the second case we conclude that Λ ⊆ X 1 because X 1 is the only component of X containing p.
of the previous lemma can be strict. As an example, let X = L 1 ∪ L 2 ∪ L 3 be the union of a line L 2 meeting two skew lines L 1 ,L 3 in P 3 and consider the projection away from a general point in
A scheme X is linearly joined if there exists an ordering X i , i = 1,...,r, of the irreducible components of X such that the equality X j ∩ ⋃ s< j X s = ⟨X j ⟩ ∩ ⟨⋃ s< j X s ⟩ holds for 1 < j ⩽ r. Definition 3.9. We say that an irreducible component X j of X is an end of X if the equality X j ∩ X ′ j = ⟨X j ⟩ ∩ ⟨X ′ j ⟩ holds. The terminology is motivated by the fact that the last irreducible component in any ordering that makes X linearly joined. Moreover, if X j is an end, then ⟨X ′ j ⟩ ∩ X = X ′ j . So ends can be used to construct the required orderings inductively. Lemma 3.10. Assume X ⊆ P n is closed, reduced, and totally real such that Σ * X = P * X . If there is a real point p ∈ X such that π p (X) is irreducible, then X has at most two irreducible components which are varieties of minimal degree in their span. Furthermore, X is linearly joined.
Proof. Since Z = π p (X) is irreducible, we conclude from Lemma 3.7(1) that X has at most 2 irreducible components. If X is irreducible, then X is a variety of minimal degree in its span by Lemma 3.6. If X has 2 irreducible components, then one of them is a linear space by Lemma 3.7(1), say X 1 , and the center of the projection p is in X 1 . Then X 1 ∩ X 2 is a hyperplane in the linear space X 1 . Indeed, X 1 ∩ X 2 must have codimension 1 and if X 1 ∩ X 2 were not a hyperplane in X 1 , then X 1 ⊆ ⟨X 2 ⟩, contradicting Lemma 3.6.
Theorem 3.11. If X ⊆ P n is closed, reduced, and totally real such that Σ * X = P * X , then X is linearly joined and its irreducible components are varieties of minimal degree in their span.
Proof. The proof is by induction on n. The case n = 0 is immediate, the case n = 1 follows from Lemma 3.3(2). For n > 1, assume X has r irreducible components X 1 ,...,X r . We will also use induction on r. The case where X is integral follows from Lemma 3.6. In case that X is not integral, we will additionally show in the induction that X has at least two distinct ends.
If r > 1, let p ∈ X 1 (R) be a generic point and let Z ∶= π p (X) ⊆ P n−1 . The variety Z is totally real and satisfies Σ * Z = P * Z by Lemma 3.3(4). Therefore, by the induction hypothesis on n, Z is a linear join of varieties of minimal degree. If Z is irreducible, then X has two irreducible components and is linearly joined by Lemma 3.10. Both components are ends. If Z has at least two irreducible components, let i be an index such that Z i is an end for Z. To complete the induction step, we will use the fact that if the equality π p (X ′ i ) = Z ′ i holds, X i is an end for X. We first prove this claim. Suppose for contradiction that the inclusion
i is integral and totally real. So by Lemma 3.7(3), we have the inclusions
, which shows that the projection of ⟨X i ⟩∩⟨X ′ i ⟩ away from p has smaller dimension than ⟨X i ⟩ ∩ ⟨X ′ i ⟩; hence we must have p ∈ ⟨X i ⟩ ∩ ⟨X ′ i ⟩. Since p is a generic point of X 1 , it follows that X 1 ⊆ ⟨X i ⟩ ∩ ⟨X ′ i ⟩; so the index i must equal one by Lemma 3.6. Applying π p to the inclusion X i ⊆ ⟨X i ⟩ ∩ ⟨X ′ i ⟩ we conclude that Z i ⊆ Z i ∩ Z ′ i and therefore Z i is not an irreducible component of Z, a contradiction. This contradiction proves the claim that X i is an end for X.
Next, we show that the irreducible component X 1 containing p can be chosen to construct at least two distinct ends for X using the claim. We distinguish two cases according to Lemma 3.7(2).
(1) There is an irreducible component X 1 such that the image π p (X 1 ) = Z 1 is either an irreducible component of π p (X) or Z 1 is contained in at least two distinct irreducible components of π p (X). (2) Every irreducible component X 1 of X has the property that after projection from a generic point p ∈ X 1 , the image π p (X 1 ) = Z 1 is contained in π p (X j ) = Z j for exactly one j ≠ 1. In case (1), Lemma 3.7 (2) shows that π p (X ′ i ) = Z ′ i for every irreducible component Z i of Z. It follows that if Z i and Z j are distinct ends of Z, then X i and X j are distinct ends of X by the above claim. In case (2), Lemma 3.7 (2) shows that π p (X ′ i ) = Z ′ i for every irreducible component Z i of Z except for the unique irreducible component Z k of Z which contains Z 1 . Since Z has at least two ends, at least one of them, say Z m , is not Z k . As before, the above claim shows that X m is an end for X. Repeating the argument for the projection away from a general point in p ′ ∈ X m , we produce a second end for X which must necessarily be distinct from X m because π p ′ (X m ) is not an irreducible component of π p ′ (X) since we are in case (2). We conclude that, in all cases, X has at least two distinct ends. If X i is one of them, X ∩ ⟨X ′ i ⟩ = X ′ i and by Lemma 3.3(3) and the induction hypothesis on r we conclude that X ′ i is a linear join of varieties of minimal degree. As a result X = X ′ i ∪ X i is a linear join of varieties of minimal degree by putting X i as the last component in the ordering, proving the Theorem.
Proof of Theorem 3.1. Finally, it is easy to show that a scheme which is a linear join of varieties of minimal degree must have regularity 2, see [14, Proposition 3.1]. So Theorem 3.1 follows from Theorem 3.11.
3.1. Classification of spectrahedral cones with only rank 1 extreme rays. We now show that the results of the previous section allow us to classify spectrahedral cones whose extreme rays all have rank 1. Let K = S + ∩ L be a spectrahedral cone. If L does not pass through the interior of S + , then let F be the largest face of S + such that L passes through the relative interior of F. It follows that L is contained in the span ⟨F⟩ of F. By [32, Theorem 1], F is the cone of positive semidefinite quadratic forms of a proper subspace S 1 . Therefore it suffices to characterize all spectrahedral cones K = S + ∩ L with only rank 1 extreme rays where L passes through the interior of S + . Theorem 3.12. Let K = S + ∩ L ⊊ S + be a spectrahedral cone such that every extreme ray of K has rank 1, and suppose that the linear subspace L passes through the interior of S + . Then K is the Hankel spectrahedron of a non-degenerate, reduced, 2-regular, totally real scheme X and L = (I(X) 2 ) ⊥ .
Proof. Let I be the smallest radical ideal containing L ⊥ , the subspace of S 2 of linear functionals vanishing on I. Then I defines a reduced scheme X = V(I) ⊂ P n . Since L passes through the interior of S + , X is non-degenerate. Since K is full-dimensional in L and generated as a convex cone by quadratic forms of rank 1, Lemma 2.2 implies that X is totally real, K is the Hankel spectrahedron of X, and Σ * X = P * X . The Theorem now follows from Theorem 3.1.
SHARPNESS OF HANKEL INDEX INEQUALITIES.
This section exhibits several classes of varieties for which the Hankel index equals the GreenLazarsfeld index plus one (i.e. where the inequality in Theorem 2.4 is an equality). More generally, we introduce tools which can be used to establish this equality, obtaining a method to effectively compute the Hankel index from the free resolution via, for instance, Gröbner basis computations. We begin by introducing key numerical quantities of varieties X over C.
Let α(X) be the largest integer p ⩾ 1 such that X satisfies property N 2,p , i.e. α(X) is the Green-Lazarsfeld index of X. Furthermore, let β (X) be the largest integer such that X has the p-base-point-free property. And lastly, we write γ(X) for the largest p ⩾ 1 such that X is p-small. By Theorem 2.6, the inequalities α(X) ⩽ β (X) ⩽ γ(X) hold. By Theorem 2.4, the Hankel index η(X) is bounded below by the inequality β (X) + 1 ⩽ η(X). Our next theorem is a useful tool for establishing upper bounds on the Hankel index whenever the failure of p-smallness can be witnessed by sets of real points. It provides an explicit construction of linear functionals τ ∈ Σ * X ∖ P * X which follows [2, Proposition 6.2].
Theorem 4.1. Let X ⊆ P n be a reduced and non-degenerate scheme which is set-theoretically defined by quadrics. If W ⊆ P n is a projective subspace of dimension p such that Γ ∶= W ∩ X is zero-dimensional and contains p + 2 real reduced points, then we have η(X) ⩽ p.
Proof. Let Γ ′ ⊆ Γ be a minimal linearly dependent subset and let W ′ ∶= ⟨Γ⟩. By construction W ′ is a subspace of some dimension k with 1 ⩽ k ⩽ p containing the set Γ ′ consisting of k + 2 points q 1 ,...q k+2 in linearly general position in W ′ . Because X is defined by quadrics and Γ is finite we know that k ⩾ 2.
By minimality of Γ ′ , there is a linear relation ∑ k+2 i=1 u i ev q i = 0 among the functionals ev q i in the coordinate ring of W ′ which is unique, up to multiplication by a scalar and all its coefficients u i are nonzero real numbers. To prove the claim, we show that there exist real numbers a i such that the linear functional τ ∶= ∑ k+2 i=1 a i ev q i is an element of Σ * X ∖ P * X with rank equal to k. If g is a linear form, then we have τ(g 2 ) = ∑ k+2 i=1 a i g(q i ) 2 . Using the fact that ∑ k+2 i=1 u i ev q i = 0, we obtain τ(g 2 ) = Q(g(q 1 ),...,g(q k+1 )), where Q is the quadratic form in R k+1 given by
For any choice of positive real numbers a 1 ,...,a k+1 , set a k+2 to be the negative reciprocal of the maximum of the square f = ∑ k+1 i=1 −u i u k+2 y i 2 on the compact ellipsoid E defined by ∑ k+1 i=1 a i y 2 i = 1. This choice makes the quadratic form Q positive semidefinite with a zero at the maximizer of the square f on E. The quadratic form Q is strictly positive in the subspace ∑uiyi = 0, so that its rank is exactly k. In conclusion, the linear form τ ∈ Σ * X is nonnegative on squares and the kernel ker(B τ ) of its moment matrix is generated by (W ′ ) ⊥ and a linear form , which is uniquely determined by the choice of a 1 ,...,a k+1 , in the following way. Let (v 1 ,...,v k+1 ) be the maximizer of f on E, then the conditions ev q i ( ) = v i for 1 ⩽ i ⩽ k + 1 define a unique linear form because q 1 ,...,q k+1 are linearly independent and τ( 2 ) = 0. For all sufficiently general choices of a 1 ,...,a k+1 , the linear form does not vanish at any point of Γ. To finish the proof, we verify that any such τ is not in P * X . Suppose for contradiction that τ ∈ P * X so that τ is a convex combination of point evaluations. Since ker(B τ ) ⊇ (W ′ ) ⊥ , it must to be a convex combination of real points in Γ. But then the linear form must vanish at some point of Γ by τ( 2 ) = 0, which contradicts our choice of a 1 ,...,a k+1 . So τ certifies that η(X) ⩽ k. [2, Section 7] , the construction above can be extended to the case when the failure of p-smallness is witnessed by a set Γ which contains at most one pair of complex conjugate points.
Remark 4.2. Arguing as in
By a curve, we mean a complete integral scheme of dimension one. If X is a curve over C, the gonality of X, denoted gon(X), is the smallest integer r such that X admits a non-constant morphism f ∶ X → P 1 of degree r. If X is a real algebraic curve, we let gon(X) be the gonality of its complexification
Lemma 4.3. Let X ⊆ P n be a reduced, non-degenerate scheme. The equalities α(X) = β (X) = γ(X) hold if either (1) γ(X) ⩾ codim(X), or (2) α(X) = codim(X) − 1 and X is not a hypersurface, or (3) X is the canonical model of a general curve of genus g ⩾ 4.
Moreover, we have β (X) = ∞ in case (1), β (X) = codim(X) − 1 = α(X) in case (2) , and β (X) = ⌈ 1 2 (g − 2)⌉ − 1 in case (3). Proof. If γ(X) ⩾ codim(X), then X is p-small for all p ⩽ codim(X), i.e. X intersects every linear subspace L for which X ∩ L finite in a linearly independent set. Thus X is small and α(X) = β (X) = γ(X) = ∞ by Theorem 2.6, proving (1) .
If α(X) = codim(X)−1, then γ(X) is codim(X)−1 or γ(X) = ∞ by part (1) because α(X) ⩽ γ(X) by Theorem 2.6. When γ(X) = codim(X) − 1 = α(X), we get α(X) = β (X) = γ(X) = codim(X) − 1 by Theorem 2.6. Since γ(X) = codim(X) cannot occur here by (1), this proves (2) . Now suppose that X is a non-singular curve of gonality r which is not hyperelliptic and let f ∶ X → P 1 be a non-constant morphism of degree r. Let L = f * (s) be the divisor of a fiber of f and let X ⊆ P g−1 be the canonical model of X. We will show that γ(X) ⩽ r − 3 by constructing a set of r points spanning a projective subspace of dimension r − 2. We claim that h 0 (X,O X [L]) ⩽ 2 since otherwise choosing an additional point q of X we could construct a divisor L − q with at least two sections and thus a non-constant morphism f ′ ∶ X → P 1 of degree strictly less than r. We conclude that
In more geometric terms, we have proved that there exist exactly g + 1 − r linearly independent forms in P g−1 which vanish on the r points of L in X so these r points span a projective subspace of dimension g − 1 − (g + 1 − r) = r − 2 in P g−1 as claimed. We conclude that γ(X) ⩽ r − 3.
By the Brill-Noether Theorem [11, Theorem 8.16 and ensuing remark], the gonality of a general curve X equals r = ⌈ 1 2 (g + 2)⌉ so we conclude that γ(X) ⩽ ⌈ 1 2 (g − 2)⌉ − 1. On the other hand Green's conjecture claims that for every non-hyperelliptic curve X of genus g ⩾ 4 its canonical model should satisfy the equality α(X) = Cliff(X) − 1. If X is a general curve, then Green's conjecture is known to hold for X by work of Voisin [37] , [38] and Teixidor I Bigas [35] . By sharpness of the Brill-Noether Theorem [12] we also know that Cliff(X) = ⌈ 1 2 (g − 1)⌉ for a general curve. Combining this fact with the inequalities of Theorem 2.6 we conclude that α(X) = β (X) = γ(X) as claimed.
Remark 4.4.
A reduced scheme X satisfies γ(X) ⩾ codim(X) if and only if X is small. If X is irreducible, satisfies α(X) = codim(X) − 1, and is not a hypersurface, then [20, Theorem 3.14] shows that X is an arithmetically Cohen-Macaulay variety of almost minimal degree (i.e. deg(X) = codim(X) + 2). We exclude the case of hypersurfaces because they do not have a linear strand in their minimal free resolution.
Remark 4.5. The proof of the previous theorem shows that for every non-hyperelliptic curve X of gonality r, the inequality γ(X) ⩽ r − 3 holds. Remark 4.6. We restrict to curves of genus g ⩾ 4 because the only non-hyperelliptic curves of genus g ⩽ 3 are plane quartics and therefore their ideal is not generated by quadrics.
Remark 4.7. It is natural to ask whether weakening condition (2) above to γ(X) = codim(X) − 1 is a sufficient condition for the conclusion to hold. This is not the case. If n ⩾ 1 and X is a set of n+1 2 points in general position in P n , then X imposes independent conditions on quadrics. It is immediate that the defining ideal of X requires at least one cubic generator which implies α(X) = −∞ while γ(X) = codim(X) − 1.
Next we compute the Hankel index for all varieties appearing in Lemma 4.3 under additional arithmetic hypotheses. In all these, we prove that the lower bound from Corollary 2.7 is sharp by constructing an element of ∈ Σ * X ∖ P * X of the appropriate rank via Theorem 4.1. Theorem 4.8. Let X ⊆ P n be a totally real, non-degenerate, reduced scheme. The equality η(X) = β (X) + 1 holds whenever (1) γ(X) ⩾ codim(X) or (2) α(X) = codim(X) − 1, X is irreducible and is not a hypersurface or (3) X is the canonical model of a general curve C of genus g ⩾ 4 whose gonality is totally real, in the sense that there exists a non-constant morphism f ∶ C → P 1 over R of degree gon(X) with at least one fiber consisting of gon(C) real points.
Moreover, η(X) equals ∞, codim(X), and ⌈ 1 2 (g − 2)⌉ respectively. Proof. By Theorem 2.4 the inequality β (X)+1 ⩽ η(X) holds for every X so we obtain lower bounds for η(X) from Lemma 4.3. If X satisfies (1), then β (X) = ∞ by Lemma 4.3 and thus η(X) = ∞. If X satisfies α(X) = codim(X) − 1 and X is not a hypersurface, then [20, Theorem 3.14] shows that X is an arithmetically Cohen-Macaulay variety with deg(X) = codim(X) + 2. Since X is totally real, a generic set of codim(X) + 1 points spans a complementary subspace which intersects X in codim(X) + 2 points. Since at least codim(X) + 1 of these are real, so is the last one. We conclude that η(X) ⩽ codim(X) by Theorem 4.1, proving the equality. Finally, assume that X ⊆ P g−1 satisfies (3), let r = gon(C) and let q 1 ,...,q r be the real distinct points of a fiber of f . Arguing as in the proof of Lemma 4.3 part (3) we know that r = ⌈ 1 2 (g + 2)⌉ and that these points span a projective space of dimension m = r − 2 in P g−1 . By Theorem 4.1 we conclude that η(X) ⩽ ⌈ 1 2 (g − 2)⌉, proving the equality.
Remark 4.9. Any element ∈ Σ * X ∖ P * X with rank equal to η(X) is automatically an extreme ray of Σ * X . In particular the elements constructed via Theorem 4.1 in the proofs of part (2) and (3) of the previous theorem are extreme rays of Σ * X which are not point evaluations.
LINEAR JOINING AND SUMS OF SQUARES
In this section, we will give an alternative proof of one direction of one of our main theorems, namely that every nonnegative quadric on a reduced 2-regular totally real scheme X ⊂ P n is a sum of squares. This proof has the advantage that we can keep track of the number of squares needed to represent a general nonnegative quadric as a sum of squares. This point of view gives a convex geometric description of the Hankel spectrahedron of a linearly joined scheme X ∪Y in terms of the Hankel spectrahedra of X and Y .
The following interpretation of sums of squares is the coordinate ring R[X] 2 of a real scheme X ⊂ P n follows from diagonalization of quadratic forms.
Remark 5.1. Let X ⊆ P n be a scheme defined by I ⊆ S and let R[X] ∶= S I be its homogeneous coordinate ring. Then a quadric q ∈ R[X] 2 is a sum of squares of linear forms in R[X] if and only if there is a positive semidefinite quadric Q ∈ R[x 0 ,...,x n ] 2 such that q + I 2 = Q + I 2 ∈ R[X] 2 . Moreover, q is a sum of at most r squares in R[X] 2 if and only if there exists a positive semidefinite quadric Q ∈ R[x 0 ,...,x n ] 2 of rank at most r representing q.
Since every reduced 2-regular scheme is a linearly joined sequence of varieties of minimal degree by Eisenbud-Green-Hulek-Popescu [14, Theorem 0.4], the following theorem will prove that every nonnegative quadric on a reduced totally real 2-regular scheme is a sum of squares. The proof is similar to [28, Lemma 2.5]. Proof. As explained above in Remark 5.1, the fact that f X is a sum of at most r squares in R[X] 2 means that there is a positive semidefinite quadratic form of rank at most r on span(X) ⊂ P n , which is equal to f X when restricted to X. Similarly, f Y is equal to the restriction of a quadratic form of rank at most r on span(Y ) ⊂ P n to Y . We choose a basis of the real linear space span(X) ∩ span(Y ) and extend it to a basis of P n by choosing complements of it in span(X) and span(Y ), respectively. In these coordinates, we can express the fact that both f X and f Y have positive semidefinite extensions of rank at most r, which have to be compatible along span(X) ∩ span(Y ), in terms of Cholesky factorizations. We write ⟨v,w⟩ for the standard inner product of two vectors v,w ∈ R r . There are vectors p 1 ,..., p d and q 1 ,...,q e in R r such that the (n + 1) × (n + 1) symmetric matrix
corresponds to a quadratic form on P n whose restrictions to X and Y , respectively, represent
respectively. The restrictions of this quadratic form to X and Y impose no conditions on the entries in the lower left and upper right block, which is why we denoted them by * . The middle k × k block of the matrix is completely determined because it represents the restriction f X∩Y to X ∩Y = span(X) ∩ span(Y ), a real linear space of dimension denoted by k.
So there exists an orthogonal change of coordinates T ∈ O(r) such that T (q i ) = p d−k+i for all i = 1,...k. Therefore, the matrix
also represents the restrictions of f to X and Y . It is also positive semidefinite of rank r, which proves the claim.
Using this result, we can control the number of squares needed to represent a general nonnegative quadratic form on a small scheme.
Corollary 5.3. Let X ⊂ P n be a totally real subscheme of regularity 2. Then every quadratic nonnegative on X is a sum of dim(X) + 1 squares of linear forms in R[X] 2 .
Proof. This follows from Theorem 5.2 above and the count for varieties of minimal degree from [6] because a small scheme is the linear join of varieties of minimal degree by Eisenbud-Green-HulekPopescu [14, Theorem 0.4].
From this point of view, we get a description of the Hankel spectrahedron of a linearly joined scheme X ∪Y in terms of the Hankel spectrahedra of X and Y . In particular, it implies that the extreme rays of the Hankel spectrahedron of X ∪Y is the union of the extreme rays of the Hankel spectrahedra of X and Y . The following result generalizes [22, Theorem 3.1].
Corollary 5.4. Let X,Y ⊂ P n be two real subschemes and assume that X ∩Y = span(X) ∩ span(Y ). Then the Hankel spectrahedron Σ * X∪Y is the convex hull of Σ * X ∪ Σ * Y and both of these Hankel spectrahedra are faces of Σ * X∪Y . Proof. This follows from duality in convex geometry. We have the maps of real vector spaces
So by general duality in convexity, the claim that Σ * X∪Y is the conic hull of Σ * X ∪Σ * Y is equivalent to the statement
, which is proved in Theorem 5.2. The fact that Σ * X is a face of Σ * X∪Y then follows because it can be explicitly exposed by a sum of squares on Y , whose restriction to span(X) ∩ span(Y ) = X ∩Y is 0 and whose rank is equal to dim(span(Y )) − dim(X ∩Y ).
The linear joining of schemes translates on the spectrahedral side to intertwining of cones introduced by Hildebrand [24] .
APPLICATIONS
In this section, we relate our results to positive semidefinite matrix completion and the truncated moment problem.
6.1. Monomial Ideals and Matrix Completion. We will fix a simple graph G = ([n],E) on n vertices. This graph encodes a coordinate projection π G on the vector space S n of real symmetric n × n matrices
In other words, we project a matrix on its diagonal and its entries indexed by edges in the graph. We think of the image of a matrix under this projection π G as a partially specified matrix, i.e. we get to complete it in the entries indexed by non-edges of the graph. The semidefinite matrix completion problem asks which partial matrices can be completed to positive semidefinite matrices. Geometrically, we want to understand the image of the cone of positive semidefinite matrices under the projection π G in terms of the graph G. In a more refined version of this completion problem, we might also ask for positive semidefinite completions satisfying additional rank constraints. An obvious necessary condition for π G (a i j ) to be in the image of the positive semidefinite cone is that all completely specified symmetric submatrices in the partial matrix are positive semidefinite (Paulsen-Power-Smith call this property partially positive in [31] ). 
where the entries a i j are given and we get to choose the entries marked with a * . The completely specified symmetric sub-matrices correspond to the cliques in the graph, i.e. we have four completely specified 2 × 2 symmetric matrices (and, of course, the diagonal entries, which are the specified 1 × 1 submatrices).
This particular matrix completion problem comes up in Gaussian graphical models in statistics, where the image of the cone of positive semidefinite matrices is known as the cone of sufficient statistics of the Gaussian graphical model [36, section 3] .
We view the image of the cone of positive semidefinite matrices under this coordinate projection as the cone of sums of squares on the scheme defined by the Stanley-Reisner ideal of the clique complex of the graph.
The graph defines a square-free monomial ideal I G ⊂ R[x 1 ,...,x n ] generated by quadrics, namely I G = ⟨x i x j ∶{i, j} ∈ E⟩. The monomial x i x j is in I G whenever {i, j} is not an edge of G. The ideal I G is the Stanley-Reisner ideal of the clique complex of the graph G. In our notation, I G is the edge ideal of the dual graph of G, which is the common convention in the literature on positive semidefinite matrix completion.
The subscheme X G of P n−1 defined by I G is the union of all coordinate subspaces span({e i ∶i ∈ K})
over the cliques (complete induced subgraphs) K in G. The dimension of X G is therefore the clique number of G minus 1. The following observation translates the matrix completion problem into sums of squares on a subspace arrangement.
Lemma 6.2. The map of homogeneous coordinate rings from R[x 1 ,...,x n ] to R[X G ] restricted to degree 2 is the coordinate projection on the space of symmetric matrices encoded by the graph as described above. The image of the cone of positive semidefinite matrices under this projection is the cone of sums of squares on the subspace arrangement X G . Furthermore, the restriction of a quadratic form represented by A to an irreducible component U K = span({e i ∶i ∈ K}) of X G determines the completely specified submatrix of A indexed by the maximal clique K of G corresponding to U K .
Proof. This is immediate, see Remark 5.1.
Since every sum of squares is nonnegative on X G (R), this gives an obvious necessary condition on the image of the positive semidefinite cone, namely Σ X G ⊂ P X G . Concretely, this recovers the obvious necessary condition that every completely specified submatrix is positive semidefinite mentioned before.
Regularity of the arrangement X G of subspaces can be described in terms of the graph G. The first result in this direction, that we want to mention, is due to Fröberg. A graph is chordal if every cycle of length at least 4 has a chord. Combining these two theorems with our result on 2-regularity (Theorem 3.1) and the classification of reduced small schemes by Eisenbud-Green-Hulek-Popescu [14] , we get the equivalence of all three statements, which we can phrase in various ways. Example 6.6. For the four cycle C 4 = ( [4] ,{{1,2},{2,3},{3,4},{4,1}}) mentioned before, there is a matrix such that all four completely specified 2 × 2 matrices are positive semidefinite, but which cannot be completed to a positive semidefinite 4 × 4 matrix, because the four cycle is not chordal. An example is
A linear functional separating this matrix from the cone of sums of squares on X C 4 is given below in Remark 6.9. If we add one more edge to the graph, we get a chordal graph. So if we specify one more entry, we can complete every matrix such that all symmetric submatrices are positive semidefinite to a positive semidefinite matrix.
The Green-Lazarsfeld index of an arrangement of subspaces X G can also be described in terms of properties of the graph by a result due to Eisenbud-Green-Hulek-Popescu. This theorem implies Fröberg's Theorem on 2-regularity. It also allows us to prove the converse to Theorem 2.4 in the case of monomial ideals. Theorem 6.8. Let G be a simple graph and let I G be the Stanley-Reisner ideal of the clique complex of G and X G = V(I G ) the subspace arrangement. The Hankel index of X G is the smallest p ⩾ 2 such that G contains an induced cycle of length p + 2.
Proof. By assumption, the graph G does not contain any induced cycle of length ⩽ p + 1. By [13, Theorem 2.1], we conclude that the Green-Lazarsfeld index α(X) ⩾ p−1 and therefore that η(X) ⩾ p by Theorem 2.4. Let m = p + 2 and relabel the vertices of G so that a cordless cycle of minimal length in G is given by ([m] ,{{1,2},{2,3},...,{m,1}}). We restrict our attention to the space P m−1 = V(x m+1 ,x m+2 ,...,x n ) ⊂ P n−1 . The intersection of X G with this linear subspace is the variety corresponding to the induced cycle by choice of the labels of the vertices. So it is the union of m projective lines
We intersect Z with the hyperplane H = V (x 1 + ⋅⋅⋅ + x m ) obtaining a set of m points P 1 ,...,P m , 
is an element of Σ * X ∖ P * X . Since its rank equals η(X), it must therefore be an extreme ray of Σ * X .
Now that we can identify the Hankel index of Σ * X G , we can also describe the interior of Σ X by rank constraints. In other words, we can describe the set of all quadrics that can be lifted to a positive definite quadric. The second condition is void if the graph is chordal. If G is chordal, m is at most 3, so n − m + 2 is at least n − 1.
Proof. The partial matrix π G (a i j ) lies in the interior of the image of the positive semidefinite cone Σ X G if and only if all extreme rays of Σ * X G evaluate to a strictly positive number on π G (a i j ). The extreme rays of Σ * X G either have rank 1, in which case they are point evaluations at points in X G (R), or they have rank at least m − 2 by Theorem 6.8. The requirement that all point evaluations be positive on the partial matrix corresponds to condition (a) in the claim, because X G is the union of subspaces corresponding to the cliques in the graph G, see Lemma 6.2. The rank constraint in condition (b) implies that every positive semidefinite matrix of rank at least m − 2 must evaluate to a positive number on this completion of rank greater than n − m + 2, which shows that all other extreme rays are positive on π G (a i j ), too. has an extreme ray of rank m − 2, see Remark 6.9. Such an extreme ray certifies that some matrices with a completion of rank n−m+2 get mapped to the boundary of Σ X G . Remark 6.12. In statistics, the existence of a positive definite completion of a G-partial matrix is equivalent to the existence of the maximum likelihood estimator in the Gaussian graphical model, see [10] . Thus, Theorem 6.10 gives necessary and sufficient conditions for the existence of the maximum likelihood estimator.
6.2. Moment problems on projective varieties. Let X be a compact topological space and let C(X,R) be its algebra of continuous functions with the supremum norm. Fix a filtration The truncated moment problem. Given an integer k and an operator m k ∶ F k → R does there exist a Borel measure µ on X such that µ k = m k ? Typically, the set X is a basic closed semialgebraic subset of R n , the vector spaces F j are chosen to be the polynomials of degree at most j in the variables x 1 ,...,x n and the moments of a measure µ are specified by giving the values µ j (x α ) on all monomials x α of degree at most j, which in the literature are known as moment sequences. The truncated moment problem has many applications, e.g. in polynomial optimization, probability, finance, and control, see [25, .
In this subsection, we study the two problems above when M is a projective scheme and the F j are determined by homogeneous polynomials. Our main contribution is a novel sufficient condition for an affirmative answer to the truncated moment problem in this setting. We begin by clarifying the chosen function spaces in the projective setting. Fix the standard inner product on R n+1 and let S ⊆ R n+1 be the unit sphere. Let X ⊆ P n be a scheme over R. The quotient map q ∶X(R) → X(R) ⊆ P n (R) from the affine cone over X to X restricts to a continuous function q ∶ S ∩X(R) → X(R) which identifies antipodal points. By a polynomial function f on X(R) we mean a function of the form f (y) = F(q −1 (y)) where F is a form of even degree in the homogeneous coordinate ring R of X. We let R even ∶= ⊕ k⩾0 R 2k and define φ ∶ R even → C(X(R),R) as the evaluation homomorphism which maps a form F of even degree into its corresponding continuous function on X(R). We consider the filtration by the vector spaces F j = φ (R 2 j ) ⊂ C(X(R),R). Note that this is, in fact, a filtration because we have φ ( x 2 f ) = φ ( f ) for all homogeneous polynomials f ∈ R 2 j , where x 2 = ∑ n i=0 x 2 i . This gives an inclusion F j ⊂ F j+1 . The union ⋃F j is dense in C(X(R),R) by the Stone-Weierstraß Theorem. Proposition 6.13. Let X ⊆ P n be a reduced real scheme. A sequence of operators m k ∶ F k → R such that m j+1 and m j agree on F j for all j ⩾ 0 is the sequence of moments of a Borel measure µ on X(R) if and only if for every j and f ∈ F j which is nonnegative on X(R) we have m j ( f ) ⩾ 0. Moreover, the sequence ( k ) k∈N determines µ uniquely.
Proof. This follows from the Riesz representation theorem: If F ∈ R 2 j , then F x 2 ∈ R 2( j+1) and φ (F x 2 ) = φ (F), so F j ⊆ F j+1 . In particular, A ∶= ⋃F j is an algebra. It is immediate that this algebra contains the constants and separates points of X(R) and therefore, by the Stone-Weierstraß Theorem, it is a dense subset of C(X(R),R). Define m ∶ A → R by m(g) = m j (g) for g ∈ F j . Our assumptions guarantee that m is well defined and that m is nonnegative on nonnegative elements of A. Since X(R) is compact and the F j contain the constants we conclude from [29, Theorem 3.1] that there is a Borel measure µ on X(R) such that µ k = m k for all k ⩾ 0. The uniqueness is immediate from the density of A.
Theorem 6.14. Let X ⊆ P n be a reduced real scheme. An operator m k ∶ F k → R satisfies m k = µ k for some measure µ if and only if δ k ∶= k ○ φ ∶ R 2k → R is an element of P * X,2k . If δ k ∈ Σ * X,2k , the conclusion holds whenever rank(δ k ) < η(Z), where Z is the k-th Veronese re-embedding of X.
Proof. If F ∈ R 2k is nonnegative, then δ k (F) = (φ (F)) ∶= ∫ X φ (F)dµ is obviously nonnegative. Conversely, an element δ k ∈ P * X,2k is a conic combination of point evaluations at points of Z(R), that is, a conic combination of Dirac delta measures at points of Z(R) and in a particular comes from a Borel measure as claimed. If δ k ∈ Σ * X,2k is not a conic combination of point evaluations, then it must be a conic combination of elements involving some extreme ray which does not have rank one. By definition of the Hankel index, such a ray must have rank at least η(Z) and therefore δ k must have rank at least η(Z), proving the claim.
Remark 6.15. In order to apply the previous theorem it is useful to have lower bounds for the Hankel index of the k-th Veronese re-embedding Z of a given variety X. Using Corollary 2.7, such upper bounds can be derived from the Green-Lazarsfeld index of Z. This quantity can be obtained by calculating the minimal free resolution of the ideal of Z. However, such computations may be infeasible in practice even when the resolution of X is well understood. A theorem of Park [30] implies that if X is m-regular, then Z satisfies N 2,2k−m+1 for m 2 ⩽ k ⩽ m − 2 and N 2,k for k ⩾ m − 1. In particular we conclude that the Hankel index of the Veronese re-embeddings of X grow at least linearly, eventually.
Example 6.16. For projective toric surfaces, the length of the linear strand of the minimal free resolution is understood combinatorially in terms of the defining lattice polygon P ⊂ R 2 by results of Gallego-Purnaprajna, Hering, and Schenck [17, Theorem 1.3], [23] , [33, Corollary 2.1] . The toric surface X P has property N 2,p if and only if the number of lattice points on the boundary of P is at least p + 3, (i.e. ∂ P ∩ Z 2 ⩾ p + 3). Hence, the Green-Lazarsfeld index of X P is ∂ P ∩ Z 2 − 3 and we get the lower bound ∂ P ∩ Z 2 − 2 on the Hankel index of the toric surface X P by Corollary 2.7. Theorem 6.14 implies that every moment operator m k ∶F k → R of rank at most ∂ (kP) ∩ Z 2 − 2 can be represented by a convex combination of point measures.
Example 6.17. If P is the scaled 2-simplex P = conv{(0,0),(d,0),(0,d)}, then X P = ν d (P 2 ) is the d-th Veronese embedding of P 2 . Its Green-Lazarsfeld index is 3d − 3 and the Hankel index is 3d − 2, see [3] . So every linear functional ∈ Σ * X P which has rank at most 3d − 3 comes from a measure.
Example 6.18. The same bound can be applied to sparse polynomials. For example, take bihomogeneous forms in two sets of two variables of degree (a,b). They correspond to linear forms on the toric surface defined by P = conv{(0,0),(0,b),(a,0),(a,b) }. In this setup, Theorem 6.14 states that every linear functional ∈ Σ * X P of rank at most ∂ P ∩ Z 2 − 3 = 2a + 2b − 3 comes from a measure.
