This implies hl(r2) = CO, h2(?'2) = 0, h3(r2) = 0,.. .,hdl+l(?'2) = Co.
In practice, h2(z2) and h3(z2) maybe nonzero polynomials, but for the choice of r2, where h2(r2) = (),
h3 (r2) = O, the algorithm assumes them as zero polynomials and proceeds. As a result the algorithm may report fewer terms in F(zl, . . . . Zn).
Such an error is possible at each stage of the algorithm.
Let us assume that ri's are chosen uniformly randomly from a set of size S, than the probability that this algorithm gives a wrong answer is less than nd2q2 s' Compute the ci,j's using the probabilistic interpolation algorithm.
Given ci,l, ci,2, . . . . ci,j, use chinese remainder theorem to compute ri,j for i = 1, q.
If ri,j-l = ri,j for i = l,q, then ci = rij, d= repeat the steps given above.
Implementation
We have implemented the above algorithm in C++ on Sun-4's. The code was ported over to an IBM RS/6000 for performance analysis. The algorithm expects the entries of the matrix as polynomials. Given the matrix, it computes the degree bound for each variable by adding the degrees of that variable in various entries of the matrix. The total amount of space required is linear in the input size and we are eaaily able to run these algorithms on 8 -16 Megabyte machines.
We have implemented the dense as well as probabilistic versions of the interpolation algorithm. It can be easily interfaced with any computer algebra systems. The finite fields used for computation are of the order of 230, on the 32 bit machines. The multiplication instruction for operands belonging to such fields has been implemented in the assembly language of the given machines. The performance of our algorithm in the context of implicitization hss been presented in Table   I . Since the implicit representations are dense polynomials in general, we used dense interpolation algorithms [MC90]. The timings correspond to a single iteration over a finite field and typically 3 -4 iterations are required.
As a result, it is possible to implicitize bicubic surfaces, on machines like IBM RS/6000, in less than two minutes. Let us consider the case when it is expressed as a ratio of two determinants and the corresponding matrices are denoted as M(uo) and D(uo) . In case, the resultant corresponds to a determinant of a matrix, Determinant(D(uO)) = 1. Each entry of M(uo) and D(uo) is a polynomial in uo. Let its degree be bounded by d. Depending upon the value of D(uo) there are two possible cases:
Let SI and Sj be the solution sets corresponding to the roots of Determinant(ilf (uo)) = O and Determinant(D(uO )) = O lying in the interval [a, b] , respectively.
As a result, the roots of~i(uo) correspond to S1 \ S2. We reduce the problem of computing S1 or S2 to an eigenvalue problem.
As a result
We consider a nonvanishing minor of M(uo), say Ml (uo) (of maximum ranks among all such minors). All the roots of~i (uo) are contained in the roots of Determinant(Ml (uo)).
We compute these roots by reducing it to an eigenvalue problem.
Let us assume that kf(uo) is a matrix of order n. Each entry of M(uo) is a polynomial of degree d and it can therefore, be represented as 
We used EISPACK routines for computing the eigenvalues of matrices.
Many special purpose algorithms are available for computing the eigenvalues of matrices, which make use of the structure of the matrix. As far as matrix C' in (3) is concerned, we treat it as a general unsymmetric matrix. We used the rou- The timings given in Table II are satisfactory for most applications.
We are currently working on modifying the algorithms to compute the eigenvalues lying in an interval like [a, b] and as a result, expect a better performance.
In this paper we have presented algorithms to efficiently compute the resultants of polynomial equations and using properties of matrices and determinants used them to compute the roots of a system of polynomial equations. As a result, it is possible to perform symbolic elimination from a given set of polynomial equations in a reasonable amount of time and space requirements. We have used these algorithms for implicitizing parametric surfaces, problems in inverse kinematics and computing the configuration space for curved objects for robot motion planning. [Ca90] Canny, J. F. (1990) "Generalized characteristic polynomials", 
