Many existing studies have found a correlation between inflation and price dispersion in goods markets. In this paper, we document that a similar correlation can be found in equity markets. We estimate the correlation between overall price changes and dispersion in the NYSE and in the NASDAQ. Using quarterly data from 1975 to 1999, we compare the stock market correlations with those of goods markets. We find striking correlations in both sets of markets. The most prominent explanations of the goods market correlation (such as menu costs) cannot plausibly apply to equity markets. Thus, our findings indicate that the correlation appears to be more widespread than can be accounted for by the usual explanations.
Introduction
Inflation has been linked to the variability of relative prices across many time periods and countries, and with many specifications.
1 This finding is important because it appears to be at odds with the classical dichotomy of real and nominal variables, and, correspondingly, because it highlights major macroeconomic policy questions.
In the search to explain this finding, two competing approaches have risen to
prominence. The first well-known approach relies on nominal rigidities, and the other relies on imperfect information. Beginning with the work of Sheshinski and Weiss (1977) , the first approach emphasizes the costs of price adjustment in imperfectly competitive markets. In this new-Keynesian approach, inflation alters relative prices through the nominal rigidities associated with menu costs. In the second approach, which stems from Lucas (1973) , individuals temporarily lack the information they need to distinguish between relative and nominal price changes, so they provisionally ascribe part of any unexpected nominal price change to relative price changes. Consequently, unexpected increases in the overall price level bring with them unexpected changes in relative prices.
In this study, we examine panels of equity returns from the New York Stock Exchange (NYSE) and the National Association of Securities Dealers Automated Quotation (NASDAQ), alongside a panel of U.S. prices of goods and services. 2 We find that overall price changes and price dispersion appear to be as closely linked within the equity markets as they are within markets for goods and services. This finding adds to the empirical landslide of results indicating that aggregate price changes are positively linked to the dispersion of relative prices.
Nevertheless, it does not support either of the two prominent explanations for the link. At the horizons we examine, the two approaches predict such a link only in goods and services markets, not in the stock market.
The applicability of the new-Keynesian approach to the stock market is limited by its reliance on the assumptions of imperfect competition and nonsynchronous timing. Imperfect competition is central to the price setting that brings about the nominal rigidities of this approach. While the assumption of imperfect competition may be appropriate in the markets for many goods and services, it is less descriptive of U.S. equity markets, where trade takes place in something much closer to perfect competition. 3 The new-Keynesian approach also relies on asynchronous timing of price changes, a reliance that also would be misplaced in the U.S. equity markets, which are characterized by nearly continuous price changes. Thus, the new-Keynesian approach can explain the findings within the goods and services markets, but it cannot explain the comparable links that we find within equity markets.
2 There is also a long history of theoretical and empirical studies examining the impact of inflation on stock returns. Indeed, the Capital Asset Pricing Model predicts that assets contributing to higher portfolio variability will compensate investors in equilibrium with a higher mean return. However, here we study the time-series link between overall price changes and price dispersion for a given portfolio, as opposed to the cross-sectional relationship among stocks. Our purpose is to compare our findings in the equity markets with those in the markets for goods and services. 3 Even granting some degree of imperfect competition in U.S. equity markets, the new-Keynesian approach does not explain the puzzle. Imperfect competition is presumably still less important in equity markets than in many of the markets for goods and services. So, the new-Keynesian approach would predict that the link between overall prices and dispersion found in equity markets would be notably weaker than the link found in the prices of goods and services.
The relevance for the stock market of the imperfect information explanation is limited by the timing of the informational imperfections. In the imperfect information explanation, relative price effects last only as long as does the inability to observe the overall change in the price level. If this informational imperfection dissipates in equity markets after a day, it cannot explain the equity link, which arises over horizons of a quarter and more. While it is certainly plausible that individual equity suppliers -traders or market makers focusing on a single stock -could be unaware of overall changes in equity prices over the course of minutes or hours, it is less plausible that their inability to distinguish between overall and relative changes in equity prices could last as long as a full day, week, month, or quarter. Thus, while the imperfect information approach predicts a link between overall price changes and price dispersion in goods and services markets, it does not predict a comparable link in equity markets.
Because of these limitations, neither of the two explanations provides a convincing explanation of the link we find in the equity markets. While the two approaches seem compelling in other respects, our results suggest to us that links found elsewhere also should not automatically be interpreted as supporting one or the other of them.
4
The next section discusses the data and provides some summary statistics. As a benchmark, we estimate the relationship between overall price increases and dispersion using individual goods price data sampled from U.S. cities. (For comparability with earlier studies, 4 A number of studies have tried to pit these two approaches against each other. Such work has relied primarily on the differing implications that the two approaches have for the roles of expected, unexpected, and actual price changes. Bomberger (1999) provides a critical summary of such work and suggests avenues for improving the decisiveness of their tests. Unfortunately, as noted by Hartman (1981) , such work has been hampered by the fact that there is little agreement over the appropriate methods for separating price changes into their expected and unexpected components. (Grier and Perry, 1996 , are a notable exception, providing inroads into the separation of the expected and unexpected components in this context.)
we also estimate the relationship using standard CPI data.) Section 3 discusses some estimation issues and describes the methods we use as well as the relevant Monte Carlo simulations. Section 4 discusses the results of the estimation. Finally, section 5 briefly summarizes our results.
Data and Summary Statistics
We first focus on individual price data, as opposed to price index data. This avoids some of the measurement error and corresponding biases that can be introduced by the use of price indices. 5 It also facilitates a more direct comparison with the equity panels, since in both cases we have very disaggregated (i.e., firm, or good-level) data. However, for comparability with earlier studies, we also (later) report the results for the CPI and its components. Next, we construct panels of equity returns to correspond structurally with the citywide panels for goods and services. We use identical specifications in studying both equity, and goods and services markets, and we construct the panels using quarterly observations from 1975 through 1999.
The source for the U.S. individual goods and services price data is the Cost of Living Index published by the American Chamber of Commerce Researchers Association. 6 We construct three goods-price panels: a national panel using all 48 U.S. cities and 51 goods and services in the data set, and two city-wide panels. In order to create a benchmark panel that corresponds closely with the structure of the equity panels, we first focus on data from a single Of these, we selected stocks that appeared in both years; then, since we were left with more than 50 stocks, we randomly chose 50 of those that remained. In order to focus solely on price movements, dividends are excluded from the price change calculations. (However, we also report the results using the dividend-adjusted series. Both series are adjusted for splits.) This same procedure was followed for the second equity-return panel, the NASDAQ market, but only 35 stocks met the criteria. We augmented the sample by including the next 15 most liquid stocks (in 1999) . The full list of companies (for both equity markets) is provided in Table A3 .
For each of the equity and the goods and services markets, Figures 1 and 2 plot the (quarterly) average rate of change of prices, which we denote t π and the price dispersion, which we denote 2 t σ over the 25-year sample period. Following Vining and Elwertowski (1976), Parks (1978) , and others, we measure the dispersion using the cross-sectional variance of the rate of change of prices. Specifically, in each market, the average rate of price change in the t th quarter is:
, where nt π denotes the t th quarterly rate of change in the price of the n th item, whether a good or service, or an equity; and N denotes the total number of items in the sample. So, our dispersion measure is: presents similar plots for prices in the goods and services markets, with averages from the full U.S. in the top panel, followed by observations from New York and Houston. In many other studies, such scatter diagrams suggest a "V"-shaped pattern. 7 That is, observations of relatively large magnitudes of t π -regardless of whether they are positive or negativecorrespond to periods of relatively high dispersion, 2 t σ . There is perhaps a vague suggestion of such a pattern in our data as well, though it certainly is not striking. What is somewhat more apparent in the scatter plots is a lack of symmetry. We keep the asymmetry in mind in the next section, where we explore the relationship between t π and 2 t σ more systematically.
Empirical Specification
The many existing empirical studies of the link between t π and 2 t σ in markets for goods and services have employed many specifications. 8 Bomberger (1999) has emphasized the theoretical necessity of incorporating a nonlinear term to capture the empirical "V" pattern and its theoretical underpinnings. While some studies have restricted themselves to linear regressions of 2 t σ on various measures of t π , others have attempted to capture the "V" pattern.
Typically, these others have used either the square of t π or its absolute value. However, Hartman (1991) has shown that a bias arises in the regression of the estimated variance on both t π and its square. An alternative specification involves regressing the estimated variance on only the t π squared. While this eliminates the bias that Hartman describes, we reject this specification on two grounds. First, most researchers ultimately are interested in the link between dispersion and t π itself, not its square. Second, one can show that in finite samples this specification is without bias only under the implausible assumption that all the individual prices have identical variances. 9, 10 In this paper, we are concerned with preserving the distinction between the positive and negative observations of t π in the data; and we also are concerned with avoiding the pitfalls of some of the nonlinear specifications. So, we adopt a straightforward specification that nevertheless treats positive and negative values of t π differently. Then, recognizing the 9 The bias arises because one must regress an average variance on the squared mean. This is a problem even when the prices are distributed independently and the variances are idiosyncratic. Consider the case of N independently normally distributed prices with a mean of zero and an idiosyncratic variance. Specifically, let . Note that the bias arises when the cross section, N, is small, regardless of the length of the time series. Thus, one can expect a regression of the average variance on the squared mean to result in a spurious correlation. 10 The bias we point out here is related to that described by Bryan and Cecchetti (1999) , who show that a small sample bias exists whenever the distribution of price changes is skewed. Here, we build on their work by noting that a spurious relationship will emerge even without skewness when prices have different variances.
potential importance of small sample biases, we use Monte Carlo simulations to assess the statistical significance of our estimates in the finite samples that are available to us.
Our formulation starts with the simple linear regression that allows negative and positive values of t π to have different effects. 11 Specifically, we estimate the following regression:
(1)
where 0 when and 0; when
. We estimate this equation separately for each of the stock markets, and for the goods and services markets of New York City and of Houston. For the full panel of U.S. goods and services markets, we follow Parsley (1996) and Debelle and Lamont (1997) in adding dummies to capture city and time effects, as follows:
where d c and d t are vectors of city and time dummies. We are interested in the value and significance of 1 α and of 2 α in all regressions.
To assess the magnitude of the small sample bias implied by our specification, we simulate equation 1 using artificial data. Each simulation uses a sample of 50 vectors of price changes with 100 observations (N=50 and T=100). Each vector of price changes is independently drawn from a multivariate normal distribution with a mean of zero and a variance that itself is drawn randomly. some of the links reported in this empirical literature might be explained as purely small sample phenomena. Nevertheless, as we describe below, we find links in both goods and services markets and equity markets that are strong enough that they cannot be attributed simply to this bias.
Estimation Results
We first estimate Equations 1 and 2 as described above, then we re-examine the estimates using alternative weightings, holding periods, and data. Table 2 summarizes the results of the estimation of Equations 1 and 2 as described above. The reported standard errors are calculated using the Newey and West (1987) correction for heteroskedasticity and autocorrelation. The significance levels, indicated with asterisks, reflect the small sample critical values from our Monte Carlo simulations, as reported in Table 1 . The estimates for the stock markets are given in the first two columns of the table; and the estimates for the goods and services markets are given in the last three columns.
4a. Baseline Estimates
As shown in the first row, the point estimates of 1 α , the coefficient on positive t π , range from about 0.09 to about 0.24. These estimates are statistically significant at the one percent or five percent level in all of the markets except the market for goods and services in New York City.
The only clear difference between the two sets of markets emerges in the estimates of the coefficient on negative t π , 2 α , shown in the next row. In both equity markets, the estimated coefficient is small and statistically insignificant; while the estimates in the goods and services markets are negative and significant at standard confidence levels.
As shown in the next two rows, we can strongly reject in both sets of markets the hypothesis that the coefficients on positive and negative t π precisely offset each other. That is, we strongly reject a hypothesis that is implicit in the empirical studies that use only the absolute value of t π as a regressor. The rejection of this hypothesis also suggests that it may be similarly inappropriate to include only the square of t π as a regressor. The table's next two rows show that in both sets of markets, we also strongly reject the joint hypothesis that the two coefficients equal zero.
4b. Additional Estimates
Here, we re-estimate the relationship between t π and dispersion using alternative weightings, time horizons, goods prices, and stock prices.
So far, our measures of t π have weighed all included prices equally. Since neither investment holdings nor consumer baskets are comprised of equal quantities of all included items, we now also examine weighted versions of t π . We utilize value-weighted measures for equities and consumption-weighted measures for goods and services. In the equity markets, t π is defined using the value-weighted indices of the NYSE and NASDAQ. In the goods and services markets, the weights are constructed by normalizing the weights in the U.S.
Consumer Price Index (CPI), which are provided in Table A4. 13 Table 3 reports the result from re-estimating equations 1 and 2 using these weighted measures. Again, the reported standard errors are calculated using the Newey and West (1987) correction for heteroskedasticity and serial correlation, and the indicated significance levels reflect the small sample statistics of Table 1 . The range of estimates of 1 α is just slightly wider than earlier, and the t-statistics are generally (though not uniformly) slightly smaller.
The estimates now range from about 0.08 to 0.29, compared with the earlier range of 0.09 to 0.24. These estimates are statistically significant at the one percent, five percent, or (now) ten percent levels in both equity markets and goods and services markets, except New York.
As before, the estimates of 2 α are insignificant in the equity markets, while they again are negative and strongly significant in the goods and services markets of New York and Houston. However, 2 α is no longer statistically significant in the U.S. panel. Once again, both in equity markets and in goods and services markets we can reject the hypothesis that the coefficients on positive and negative t π offset each other, though the rejection is weaker now for the U.S. panel and for Houston. Finally, we continue to strongly reject in both sets of markets the joint hypothesis that both coefficients equal zero.
Next, we examine the link between t π and (1996) indeed suggests that initial increases in dispersion are quickly diminished. However, an alternative way to address this issue is to ask whether longer-term changes in the overall price level impact dispersion. Table 4 reports the results using a one-year horizon, and Table 5 reports the results at a two-year horizon. We do not extend the horizon any further because the number of usable observations diminishes too much. 14 As shown in Table 4 , the one-year results are very similar to the one-quarter results, which were given in Table 2 . Here, 1 α remains statistically significant at the one percent, five percent or ten percent level for both of the equity markets and is significant for the New York and Houston goods and services markets. Again, the only notable difference across the sets of markets occurs in the estimates of 2 α , which are not significant in the equity markets but which are significant in the markets for goods and services. At the one-year horizon however, there are fewer negative observations of t π , so the tests of whether 1 α and 2 α offset each other has low power, and we fail to reject that hypothesis. Nevertheless, the joint hypothesis that both coefficients equal zero continues to be strongly rejected. Table 5 reports the results using a two-year horizon. The results are very similar to those in Table 4 . Again, 1 α is significant at the one percent, five percent, or ten percent level for both equity markets and for both the New York and Houston goods and services markets;
and again the estimate is insignificant for the larger U.S. goods and services panel. As for 2 α , it remains insignificant in the NYSE and significant for Houston and for the U.S. as a whole.
However, there are too few negative observations of t π to estimate 2 α for the NASDAQ or 14 Debelle and Lamont (1997) examine goods prices at 5-year and 10-year horizons, and find that the link persists even at those long horizons.
for the New York goods and services market. The lack of negative observations in those two markets also precludes us from testing both the hypothesis that 1 α and 2 α offset each other and the joint hypothesis that they both equal zero. The small number of negative observations in the NYSE also reduces the power of the tests of these hypotheses in that market. In the remaining markets, we still strongly reject both hypotheses.
The next table gives the remainder of our alternative estimates, those that use other data series. Here, we estimate the correlation using: (a) stock prices that are adjusted for dividends, (b) using a larger sample of stock prices, and (c) using the CPI data provided by the BLS.
The first column of the table gives the estimates using the same NYSE stocks, now Overall, our estimates indicate that links between 2 t σ and t π exist in both equity and goods and services markets. The similarities across the two sets of markets are particularly strong at quarterly horizons, but exist at longer horizons as well. For those differences that do arise, we note that they emerge primarily where the data are sparse: where t π is negative. For positive values of t π , and for hypotheses concerning the relevance of both positive and negative t π , the results are comparable across the two sets of markets.
Conclusions
Our empirical results show that the link between overall price increases and relative price dispersion is not restricted to the markets for goods and services; it arises in equity markets as well. The two approaches most often used to explain the link in goods markets are the imperfect information approach and the new-Keynesian approach. Neither of these approaches offers a compelling explanation of the corresponding link we find in equity markets. Certainly, it does remain possible that either the imperfect information approach or the new-Keynesian approach may provide the appropriate explanation of the goods market finding; while, another, altogether different mechanism is at work in the equity markets.
However, our results suggest to us that it would be worthwhile to renew the exploration of alternative approaches for explaining even the goods and services results. 
NASDAQ
Quarterly Rates of Change, 1975-99 1975 1978 1981 1984 1987 1990 1993 1996 1999 - 
MEAN VARIANCE

U.S.
Quarterly Rates of Change, 1975-98.2 1975 1978 1981 1984 1987 1990 1993 1996 1999 -0 
MEAN VARIANCE
NEW YORK
Quarterly Rates of Change, 1975-98.2 1975 1978 1981 1984 1987 1990 1993 1996 - 
MEAN VARIANCE
