Neural-network computational modules have recently gained recognition as an unconventional and useful tool for RF and microwave modeling and design. Neural networks can be trained to learn the behaviour of passive/active components/circuits. This work presents artificial neural network (ANN) for design of IE3D simulated miniature microstrip antenna. In the presented work, the artificial neural network is used for accurate determination of different parameters like resonant frequency, bandwidth, return loss, and voltage standing wave ratio (VSWR) of square and rectangular microstrip patch antenna. The developed neural network model which uses the data of simulated hundred antennas is based on Levenberg-Marquardt (LM) and conjugate gradient (CG) feed-back propagation. The developed ANN models for rectangular microstrip antennas (RMSAs) are in very good agreement with the experimental results available in the literature. The comparative analysis of developed models is presented which gives higher accuracy than that reported elsewhere.
Introduction
M icrostrip antenna (MSA) has wide range of applications from communication systems to biomedical systems. MSA consists of a metallic radiating patch on one side of thin dielectric substrate with the other side ground plane. The resonant frequency of MSA needs to be determined accurately as these MSAs have narrow bandwidth and can operate effectively in the vicinity of resonant frequency [1] . Various methods are available to calculate patch dimensions and resonant frequencies, bandwidth, return loss, VSWR, and etc. of different geometries of MSA. For execution of the present work, IE3D software has been used to design 100 RMSAs. The main parameters considered for the ANN modeling have been resonant frequency, bandwidth, return loss, and VSWR.
The coaxial feed or probe feed is a very common technique used for feeding microstrip patch antennas. As seen from Fig. 1 , the inner conductor of the coaxial connector extends through the dielectric and is soldered to the radiating patch, while the outer conductor is connected to the ground plane. The main advantage of this type of feeding scheme is that the feed can be placed at any desired location inside the patch in order to match with its input impedance. This feed method is easy to fabricate and has low spurious radiation.
The simulation process used has been through IE3D electromagnetic software which is based on method of moments (MOM). For RMSA design, the dielectric used is FR4 with dielectric constant of 4.4. The effort has been made to design miniature antenna to reach ideal characteristics of antenna. The selection of length L, width W, and height h, for this purpose has been as follows:
Height h: 1 mm -5.2 mm, step size 0.1, Width W: 2 mm -4.5 mm, step size 0.01, Length L: 2 mm -2.62 mm, step size 0.01. The probe feed radius considered for the design is 0.25 mm.
The main objective of this paper is to demonstrate the efficacy of simple ANN model using FFBP & FF algorithm to calculate resonant frequency, bandwidth, return loss, and VSWR of RMSA. Once the model is perfected, it can be an effective substitute to computationally intensive physics or EM models [2] .
Neural network development
Neural network (NN) technology is an emerging technology in the microwave area for microwave modeling, simulation, optimization, and design [3] . NNs, also called artificial neural networks (ANNs), are information processing systems with their design inspired by the studies of the ability of the human brain to learn from observations and to generalize by abstraction [4] .
NN techniques are in use for a wide variety of microwave applications such as embedded passives [5] , transmission line components [6] [7] [8] , vias [9] , bends [10] , coplanar waveguide (CPW) components [11] , spiral inductors [12] , FETs [13] , amplifiers [14, 15] , etc. NNs are used in impedance matching [16, 17] , inverse modeling [18] , measurements [19] , and synthesis [20] . Multilayer perceptron (MLP), radial basis function (RBF), knowledge based neural network (KBNN), wavelet network, and recurrent neural network (RNN) are commonly used as ANN structures.
Selection of structure and training algorithm are two major issues in developing the ANN model. The most important and time consuming step in model development is training. The microwave behaviour is learned through this process. The ANN model uses the measured or simulated data for training. Training is an optimization process in the weight space and is often done using optimization-based training algorithm such as backpropogation (BP) and feed-forward. Trained NN models can be used in high level simulation and design, providing fast answers to the task they have learned [2, 21] .
Training algorithms are quintessential to NN model development. Any alternative structure may still fail to give a better model, unless trained by a suitable training algorithm [3] . The proper training algorithm manages to reduce the training time by achieving better accuracy.
A distinct advantage of neural computation is that, after proper training, it completely bypasses the repeated use of complex iterative processes for any new design presented to it.
In the model under reference, feed-back propagation by using LM and CG methods have been used for the modeling of MSA.
Data generation
The first step in neural model development is the generation and collection of data for training and testing the neural mod- els. Data generation generally involves use of a data generator to obtain the output values for each input design. The total number of samples, to be generated, is chosen so that the developed neural model best represents the original problem. There are two types of data generators for microwave applications, namely measurement and simulation. The choice of data generator depends on both the application and the availability of the data generator [4] .
Data generation by simulation also has a number of advantages. Any input parameter can be changed easily, because it is only a numerical change and does not involve any physical/manual change. Any response can be computed as long as its evaluation is supported by the simulator. Errors creeping into simulation data due to floating point truncation/round-off operations are found to be much smaller compared to the errors that can be present in measurement data due to equipment tolerances.
In the present model, the data has been generated by using IE3D software. A total of one hundred rectangular microstrip antennas were developed of which 70 antennas have been used for training of the ANN. The remaining 30 have been used for testing of the developed ANN model.
ANN model
The developed analysis model is used for the prediction of four different parameters like resonant frequency, bandwidth, return loss, and VSWR. The developed model has 3 inputs and 4 outputs as shown in Fig. 2 . The ANN modeling is performed by using feed-forward BP.
In feed-forward BP ANN modelling two different algorithms viz. CG and LM algorithms are used.
CG algorithm
The one hidden layer structure is used for the design with 3 neurons in the input layer, 12 in the hidden, and 4 in the output layer. Initially, 200 epochs were considered but it did not yield a satisfactory result. The error was high. This error was minimized by increasing the epochs from 200 to 800. The developed model gives average error of 2.76 with the use of sigmoid function. The epochs given for training the model were 800 from which it took only 500 epochs for the training. The Fig. 3 and numerical presentation is set out in Table 1 .
LM algorithm
The developed model consists of three layers, i.e. input layer, hidden layer, and output layer. The initial consideration for ANN modeling had 3 neurons in input layer, 15 in the hidden layer, and 4 neurons at output layer with 30 epochs. So, as to derive good result from the developed model, the number of epochs had to be improved from 30 to 150. The testing result is displayed as a graph in Fig. 4 and numerical details are presented in Table 2 . The output of ANN model is compared with the target data where LM-ANN model shows error as 0.0237, average error of 0.426618 with worst case error of 18.613 and the coefficient of correlation of 0.992.
Conclusion
The comparison of developed models for prediction of different parameters of microstrip antenna is given in Table 3 . The accuracy for ANN model with CG is 99.64%, for ANN model with LM is 95.73%. The accuracy of the CG-ANN model is high amongst the developed ANN models. Therefore, it can be con- cluded that ANN is one of the best alternative for the detailed EM simulation software as it gives accurate result within shortest time, whereas it requires much more time to design MSA by using IE3D software. So, it proves a time economiser device/technique.
