Die Discussion Papers dienen einer möglichst schnellen Verbreitung von neueren Forschungsarbeiten des ZEW. Die Beiträge liegen in alleiniger Verantwortung der Autoren und stellen nicht notwendigerweise die Meinung des ZEW dar.
Introduction
This note considers a numerical difficulty with the two step estimation approach for Box-Cox quantile regressions as suggested by Chamberlain (1994) and Buchinsky (1995) . 1 In the second step, the objective function may not be defined and this problem arises in typical data situations.
We suggest a simple modification of the objective function in order to ensure that it is well defined.
The approach is motivated by a theoretical result, which we prove for the bivariate regression case.
Simulations show that the modification works well in finite samples both in bivariate and multiple regression settings. We show that the standard asymptotic properties of the original estimator carry over after the modification and we derive the limit distribution of the modified estimator.
Model
Let us denote Quant θ (y|x) as the θ's conditional quantile of y given x and g is a strictly monotonically increasing transformation function. We consider
where y > 0, the observable regressors x ∈ IR K , the unknown parameters β θ ∈ B ⊂ IR K , and the quantile θ ∈ (0, 1). We restrict our analysis to the transformation of the dependent variable introduced by Box and Cox (1964) : 
However, equation (2) is in general no longer a valid representation for a conditional quantile of a nonnegative random variable, if the term λx β θ + 1 is negative. For λ = 0, there is no problem to 1 The Box-Cox quantile regression model was introduced by Powell (1991) . The possibility to estimate λ allows for flexibility in estimating the model in (1) . Powell (1991) , Chamberlain (1994) , Buchinsky (1995) , and Machado and Mata (2000) provide further details on the model.
Estimation Problem
A Box-Cox quantile regression amounts to minimize the following objective
for observations i = 1, . . . , n where the check function is given by ρ θ (t) = θ|t|1I t≥0 +(1−θ)|t|1I t<0 and 1I denotes the indicator function. Powell (1991) shows that this nonlinear estimator is consistent and asymptotically normal, see also Machado and Mata (2000) for a concise discussion of the asymptotic distribution. In principle, the estimator could be obtained directly using an algorithm for nonlinear quantile regressions, e.g. Koenker and Park (1996) . However, this is likely to be computationally demanding and the same numerical problem as dicussed below arises along the optimization process.
Chamberlain (1994) and Buchinsky (1995) suggest the following numerically attractive simplification in form of a two step procedure which exploits the equivariance property of quantiles:
2. estimate λ by solving
Note that the objective in (3) cannot be used to estimate both β θ and λ (this would result in the degenerate estimatorβ θ = 0 andλ = −∞). Chamberlain (1994) sketches the large sample theory of the two step estimator. Buchinsky (1995) derives large sample properties of this estimator for discrete regressors when applying the minimum distance method.
When implementing the two step procedure, we encountered the following general numerical problem which is due to the implicit restrictions on the feasible values of x β θ . For every λ, it is not guaranteed that for all observations i = 1, ..., n the inverse Box-Cox transformation λx iβ θ (λ) + 1 is strictly positive. However, this is necessary to conduct the second step of the above procedure.
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It is natural to omit the observations for which this condition is not satisfied. But this raises a number of problems. First, the set of observations omitted changes when going through an iterative procedure to find the optimal λ. Second, it is not a priori clear how such an omission of observations affects the asymptotic distribution of the resulting estimator. Third, should still the full set of observations be used in the first step? The purpose of this note is to suggest a structured way on how to implement the necessary omission of data points and to clarify the consequences of doing so.
Modified Estimation
Stage two can only be solved if
for all i = 1, . . . , n. This clearly depends on the first stage estimates and the specific value of λ. A violation of this condition may occur due to the finite sample bias of the estimates, by misspecification of the model, or equivalently, when the second step is evaluated during an iterative procedure to obtain the estimator. Our modification of the estimator consists of using only those observations in the second step for which the second stage of the estimation is always well defined for all λ ∈ R. The first step is still implemented based on all observations which allows asymptotically for a more efficient estimator.
Define the set of admissible observations N θ,n as those i = 1, ..., n for which λx iβ θ (λ) + 1 > 0 for all λ ∈ R. Note that N θ,n may change with the number of observations due to variation ofβ θ and due to additional observation. A method for finding N θn in applications is suggested below.
2 The issue also arises for any other available computation method in the literature when evaluating (λx iβ θ (λ) + 1) 1/λ , i.e. the algorithm by Koenker and Park (1996) for nonlinear quantile regression or the minimum-distance approach of Buchinsky (1995) , see equation (10), page 117 of the latter paper. 3 For some λ during the iteration process, step 1 results in the generally misspecified linear quantile regression of y λ on x i (see appendix).
Instead of problem (4), we now solve in the second step
where for any c ∈ IR
Note it does not matter what value of c is chosen because the indicator function in equation (6) is always zero in these cases. This notation is introduced in order to have an objective function with a well defined sum from 1 to n. It is shown in the appendix that the modified estimator is consistent and asymptotically normally distributed. The asymptotic variance matrix for (β θ ,λ)
just uses the observations in N θ,n .
How to choose the set of admissible observations N θ,n ?
As a purely theoretical rule, one could simply choose N θ,n as the set of observations i for which
However, this is not a rule which can be applied in actual estimation because one can not determine whether the condition holds for all λ ∈ R. For this reason, a practical alternative is needed.
We suggest a simple heuristic rule for the choice of N θ,n during the iteration process in λ ∈ R.
We show that this rule is strictly valid in the bivariate regression case K = 2 involving an intercept.
For the case K > 2, we argue why the rule generally works for practical purposes and we confirm this by extensive simulation evidence. In the case K = 2, it turns out that it is only necessary to check for the smallest and the largest values λ and λ in R, respectively, whetherg i [λ,β θ (λ)] is well defined.
(HR) Our heuristic selection rule defines N θ,n as the set of observations i
for which the condition λx iβ θ (λ) + 1 > 0 holds for both λ = λ and λ = λ.
This rule is based on the following result (the proof can be found in the appendix). Unfortunately, Proposition 1 does not hold for the case with K ≥ 3. In the appendix, we provide a counter example. However, in our subsequent simulations, we found no case where applying the selection rule based on proposition 1 did not work perfectly during the search for estimating λ. In the following, we will argue why this is the case in typical estimation problems. 
for interpolated observations h = 1, ..., K with ∆ = (7) is satisfied for K > 2, then the result in Proposition 1 applies (the proof in the appendix is formulated for the case with general K and condition (7) is only needed in step 5 of the proof).
Note that condition (7) holds strictly if the minimum of the dependent variable for all observations with negative weights is not smaller than the maximum of the dependent variable for all observations with positive weights, i.e. min{y (h) 
. This is a useful benchmark, since −1/λ, which is the fitted value at the critical data points, is strictly below y (h),λ The extensive simulation results in the next section are consistent with our reasoning here.
In case our rule (HR) is violated, i.e. we find for some observation i ∈ N θ,n and some λ = λ, λ that λx iβ θ (λ) + 1 < 0, we suggest as a practical modification of (HR) to set
for some small > 0 in order to make the objective function well defined.
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Based on our simulation results, a violation of (HR) is likely to be a very rare event. The impact of this additional modification is likely to be negligible. 5 This typical setup does not hold in our counter example in the appendix since none of the interpolating data points is close to the critical point in the covariates space (all interpolating points lie in different quadrants). In this situation, the observation with the largest value of the dependent variable also has the largest positive weight resulting in a strong "leverage effect" on the critical data point. 6 This modification is based on a suggestion by Blaise Melly. Note that the additional modification (8) for admissible observations differs from from the modification in (6) involving setting an arbitrary c for the nonadmissible observations which are irrelevant for the optimization. 
Simulations
This section assesses the finite sample performance of the modified estimator (6) through Monte Carlo studies. We use the following model:
where x 1 is uniformly distributed between −10 and 10, x 2 ∈ {0, 1} with P rob(x 2 = 0) = P rob(x 2 = 1) = 0.5 and β = (10, 1, 2) . The error term follows a truncated normal distribution with bounds
and it is independent of x. For the homoskedastic design, the scale function σ(x β) is 8 set to 1, and for the heteroskedastic design the scale function is set to exp(x β/10)/4. Note that both for the homoskedastic and the heteroskedastic design the residuals have very similar sample variances. The "true" value of λ is set to 1. We base our modified estimator on the admissible interval R = [−0.5, 2.5] for λ. We draw 1.000 independent random samples from this model.
Estimates for β are obtained using the algorithm implemented in TSP 4.5. We apply a grid search in λ on the interval [−0.5, 2.5] with step size 0.005 because the objective function may be locally non-convex.
8 Table 1 presents the results for four experiments based on 1.000 replications with sample sizes n = 100 and n = 1.000.
9 Table 1 indicates that the proposed modified estimator performs well at both sample sizes in the During our simulation study (using both the grid search and the numerical optimization method), we do not observe any violation of our heuristic rule (HR), although violations can in principle exist for our data generating process.
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Therefore, in our simulation study, we did not have to apply the additional modification suggested at the end of section 4 in any case. If a violation occurs in applying our modified estimation approach, we recommend to apply the additional modification. 8 We also replicate the simulation study by using the Koenker and Park (1996) algorithm for MATLAB provided by Hunter (2002) which results in a local optimum. The second stage is solved by using the fminsearch function of MATLAB which uses the Nelder-Mead simplex method for non-differentiable objective functions. We use a randomly chosen initial start point. The computation time is much faster than for the grid search and the results only marginally change. These results are available upon request. 9 We also considered simulation designs with more than three regressors and different marginal distributions of the covariates. In all cases we did not observe any violation of our heuristic rule. 10 We are grateful to Blaise Melly for pointing this out. , which is to be shown.
2. We omit for this step the index i. Note that
Starting at some λ, for y being small, i.e. y < exp(1/λ), reducing λ will result in an increase and for y being large, i.e. y > exp(1/λ), in a decline of y λ + 1/λ. For the critical data point i in the previous step, it follows that
). Then, after some straightforward manipulations, we obtain
The inequality holds because [log(y (1) ) − log(y (2) )] and [λ(y the population moment condition suffices forβ θ (λ) to be a √ n-consistent estimator of β θ (λ), as suggested by Chamberlain (1994) and shown explicitly in Fitzenberger (1998) . 12 This definition is analogous to the linear projection for least squares, see Wooldridge (2002) , chapters 2 and 3. ) for uniformly bounded moments (higher than second) of x i .
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3. For the asymptotic analysis, we can replace 1I i∈N θ,n by I i in the objective function for the second step of the modified estimator in equation (6) because the difference
uniformly converges to zero in probability. Note that 1I i∈N θ,n and I i do not depend upon λ (and thereforeβ θ (λ)), because λ and λ are fixed a priori. Thus, the asymptotic properties of the modified estimator can simply be derived as resulting from minimizing the first term in equation (9), i.e. the estimation error in 1I i∈N θ,n does not matter asymptotically. However, this rule can not be easily applied in practical applications.
