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ABSTRACT 
The objectives of this research project were to develop a model of real power de-
mand from a dc fast charging station both with and without an integrated battery energy 
storage system (BESS). An optimal deterministic control strategy was developed to 
perform load-shaping under various scenarios with various load-shaping goals in mind 
to establish the value for BESS’s with various power and energy capacities. 
To achieve these objectives, first a statistical model of electric vehicle drivers’ 
charging behaviors (home charging and dc fast charging) was constructed and simu-
lated according to empirical charging data and several key findings about people’s 
charging habits in the literature. 
Data of private vehicles’ driving records was extracted from the National House-
hold Travel Survey (NHTS), derived 42 statistical distributions that mathematically 
modeled people’s driving behaviors. From this start, two algorithms were developed to 
simulate driver behavior: one using a database sampling method (DSM) and another 
using probability distribution sampling method (PDSM) to simulate the electric vehi-
cles’ driving cycles. Both methods used data and statistical distributions derived from 
NHTS. Next, a model of the EV drivers’ charging behavior was incorporated into the 
simulation of the electric vehicles’ driving cycles, and then the vehicles’ charging be-
haviors were simulated. From these simulations, one can forecast the real-power de-
mand of a typical dc fast charging station with six dc 50 kW fast chargers serving a 
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population of 700 EVs. (The ratio of six dc fast chargers to 700 EVs was selected based 
on the current value of this ratio in the US.) Next, a BESS was integrated into the dc 
fast charging station demand model and the size and charging behavior was optimized 
to account for different criteria which were based on the goals of the different potential 
owners: SRP or a third-party owner. It was established when a BESS would become 
economically feasible using a simplified economic model. 
It was observed that the real-power demand shape is a function of the size of the 
BESS and the owner’s objective, i.e., flattening the demand curve or minimizing the 
cost of electricity. 
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1 INTRODUCTION 
1.1 Introduction of electric vehicles (EV) and EV charging stations 
According to Global EV Outlook 2018 [1], there are more than one million electric 
cars sold in 2017. The total stock of electric vehicles has reached a historic number of 
three million in 2017. Electric vehicles are becoming more and more popular and are 
likely to become the main source of transportation in the future. 
Projections by Bloomberg New Energy Finance [4] indicate that by 2040, EVs will 
constitute 54% of the annual light duty vehicle sales globally and 33% of the total cars 
on the road will be electric vehicles, as shown in Figure 1.1 and Figure 1.2. (The ab-
breviation ICE indicates traditional vehicles with internal combustion engine 
drivetrains).  
 
Figure 1.1 Annual global light duty vehicle sales [4] 
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Figure 1.2 Global light duty vehicle fleet [4] 
Currently, there are three types of EV charging stations: Level 1 EV charging sta-
tions, Level 2 EV charging stations and dc fast charging stations. Level 1 chargers typ-
ically utilize an ac plug of 120 volts without any special equipment. Chargers of this 
kind are mostly used at home and usually offer two to five miles of driving range for 
one hour’s charging. Level 2 chargers can serve either commercial or residential EV 
charging stations. They usually utilize a 208 V (in commercial EV charging stations) 
or 240 V (in residential EV charging stations) plug and are typically installed by elec-
tricians. Level 2 chargers can typically offer ten to sixty miles of driving range for one 
hour’s charging. Level 3 chargers, or dc fast chargers, are able to deliver sixty to one 
hundred miles of driving range in twenty minutes’ charging. Chargers of this kind gen-
erally require more specialized equipment with higher voltage level and are usually 
found in business center or factories. 
With the number of EVs on the road growing, the demand for EV charging stations 
is on the rise too. Global EV Outlook 2018 [2] has classified EV chargers into slow 
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chargers (Level 1 chargers and Level 2 chargers) and fast chargers (dc fast chargers) 
and provided an overview of the number of chargers deployed to date globally in Figure 
1.3. 
 
Figure 1.3 Global EV chargers, 2010-17 [2] 
According to International Energy Agency [5], private light duty vehicle (LDV) 
chargers are predicted to rise to a range from one hundred and fifteen to one hundred 
and thirty-five million in 2030 from what is around three million and a half in 2017 in 
Scenario 1 (when we only consider existing policies), which is shown on the left half 
of Figure 1.4. In a less conservative scenario with more policies released to encourage 
cleaner energy usage, as is shown on the right half of Figure 1.4, the number of private 
LDV chargers could reach a range from two hundred and ten to two hundred and fifty 
million. Besides, the number of publicly accessible chargers are also expected to see a 
significant growth and is shown in Figure 1.4 for scenario 1 and scenario 2. 
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Figure 1.4 Global LDV private chargers and publicly accessible LDV and bus 
chargers by scenarios [2] 
1.2 Rising problems for utilities 
Electric vehicles have brought both challenges and opportunities for utilities. The 
opportunity comes from the latent market for the sales of electricity to charge electric 
vehicles. Utilities have undergone lower growth in electricity sales during recent years 
and the improvement of energy efficiency and distributed renewable (PV) generation 
can further reduce future sales growth. However, the increasing adoption of electric 
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vehicles is able to counteract the decreases. Meanwhile, utilities are faced with chal-
lenges of their own power systems to accommodate the rising power demand. Distri-
bution and substation-distribution transformers could be the most vulnerable part of the 
power system as they link residential and commercial areas to the grid. Severe over-
loading is very likely to occur to existing distribution system in the future, if effective 
measures are not taken.  
Power demand from dc fast chargers is one of the major challenges that utilities are 
faced with. The deployment of fast chargers can bring utilities with higher power de-
mand and energy consumptions as well as almost instantaneous variation in electricity 
demand. For comparison, a fast charging station with six 50 kW dc fast chargers in use 
at the same time is similar in electric grid demand to a mid-sized hotel or supermarket. 
With the advancement of technology, the power rating of EV chargers can become 
higher and higher to narrow down the time gap between traditional refueling and fast 
charging, allowing electric vehicles’ owners to take longer trips with less charging time 
along the way. Extremely fast chargers are able to supply 350 kW of power and can 
charge an electric vehicle’s battery (depending on its size) to 80% of its capacity within 
ten minutes [6]. While the team-decided direction was to limit this study to 50 kW 
chargers, any future long-range planning procedure should include dc fast chargers with 
these higher ratings. The increasing power level of fast chargers will eventually cause 
even higher spikes in demand and may present ramp-rate and frequency regulation 
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problems if such spikes in demand are not ameliorated with battery energy storage sys-
tems or some other technology. 
The evolving EV market is now operating mainly through slow chargers (level 1 
and level 2 charging) in the United States. Fast charging is still nascent with relatively 
high costs, but we are sure to see more and more fast chargers deployed in the future as 
is shown in Figure 1.4 with the growing EV market and advancing charging technology. 
While there are few EV fast chargers’ installations at scale (more than six fast chargers 
at one charging station) nowadays, utilities have already begun to assess fast charging 
needs, forecast the potential power demand and study the corresponding grid impact as 
part of their planning work.  
The study of the grid impact of fast-charger usage should incorporate the anticipated 
integration of battery energy storage system (BESS), which can help ease the demand 
challenges (e.g., ramping, peak demand) and reduce the need for new generator and 
infrastructure construction to meet the anticipated demand of a future EV market.  
Demand flattening is one of the primary functions that BESS is expected to perform. 
By utilizing dispatchable resources like the BESS to shift energy use in distribution 
networks, utilities can achieve peak shaving and valley filling. Demand profile flatten-
ing, or demand flattening, has the potential to benefit both utilities and consumers as 
the electric grid becomes more efficient, since reducing peak demands can achieve sav-
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ings on grid capital and operational costs, including fuel, generation as well as trans-
mission costs [7]. For instance, load flattening can largely reduce losses in transmission 
and distribution [8], since these losses are proportional to the square of current magni-
tude. From an infrastructure point of view, utilities can reduce investment growth in 
capacity and also put off investments in transmission and distribution infrastructure be-
cause of the flattened demand. 
1.3 Objectives 
The objectives of this research are to address the challenges utilities are anticipat-
ing due to an increasing number of fast charging stations: 
Develop a model of demand for fast charging stations to forecast the potential load. 
Integrate stationary battery energy storage systems into the prospective fast charg-
ing stations and develop an optimal deterministic control strategy to ease the load. 
 In this research, we plan to incorporate the most recent and nationwide travel data 
from National Household Travel Survey (NHTS) 2017 [9] collected by US Department 
of Transportation and develop statistical travel models that capture the driving behavior 
of private vehicles including the number of trips that each vehicle takes each day, the 
departure time and the length of each trip as well as the corresponding average speed 
of the trip . With a model of EVs’ driving behavior, we can track the energy usage of 
each EV and develop a model of the EVs’ charging behavior (including, when the EVs 
need charging, how long the charging process takes, what percent charge each EV has 
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at the end of charging, etc.) and thus obtain the power demand versus time. This study 
documents the data, methods, and results of the simulation of EV demand, grid demand, 
and BESS control. 
Once the demand model of the dcFCS has been established, we can assess the op-
portunity for integration of stationary battery energy storage systems (BESS). Different 
dcFCS owners may have different goals while deploying a BESS in their station. There-
fore, we need to assess the value of BESS from different owners’ perspectives.  
If utilities own the dcFCS, they would want to flatten the demand profile to mini-
mize the negative grid impact and limit upgrade costs for distribution system infrastruc-
ture. In this research, we start with the utilities’ perspective by assessing the value of 
BESS for different battery sizes (in terms of power capacity in kW and energy capacity 
in kWh) based on their demand-flattening performance and relative cost. To achieve 
this goal, an optimization problem with the objective of minimizing the weighted sum 
of demand variance and battery capital cost is formed and solved.  
If the dcFCS belongs to third-party owners, the greatest value that onsite BESS can 
provide is the reduction of operating cost (electricity bills). Therefore, the goal of dis-
patching battery energy would become minimizing electricity cost instead of flattening 
the load. Minimizing electricity cost is achieved through energy time-shift by purchas-
ing inexpensive electric energy, which is available during periods when the price is low, 
to charge the battery so that the stored energy can be used or sold at a later time when 
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the price is high. Thus, this requires a new optimization model with the new objective. 
Then we can evaluate BESS for different battery sizes based on their electricity cost 
reduction performance and relative battery cost.  
1.4 Organization 
Chapter 2 provides a literature review on how other researchers use statistical meth-
ods to model power demand caused by EV charging and a brief literature survey on the 
optimal control strategies for charging stations, i.e., optimal charging and discharging 
of the onsite BESS.   
Chapter 3 contains the basic configuration of dc fast charging station and its com-
ponents. A Poisson distribution model of the EV users’ fast charging behavior (the time 
when the EV starts charging, the length of time of each fast charging event requires, 
etc.) is developed based on empirical data and several well-documented and researched 
assumptions. 
Chapter 4 develops stochastic mathematical models to forecast fast charger de-
mand. Driving behavior (number of trips taken on each day, departure time, length and 
average speed of each trip) is modelled based on the National Household Travel Survey 
(NHTS) 2018 [10] compiled by DOE and the commercial vehicle survey [11] con-
ducted by NREL. Based on the model of driving behavior and the model of charging 
behavior, two different methods of real-power demand modeling are developed and 
compared. Model validation is presented at the end of the chapter. 
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Chapter 5 is focused on the battery energy storage system’s integration into a fast 
charging station. In this chapter, we explore the demand flattening and electricity cost 
reduction performance of different battery sizes and the corresponding economical 
value. For utility owners, an optimization problem with the objective of minimizing the 
weighted sum of demand variance and battery capital cost is formed and solved. Next, 
for non-utility merchant owners, we construct another optimization problem aimed at 
dispatching the battery energy to minimize the electricity cost. An optimal battery size 
taking into account both the electricity cost and the battery investment will be recom-
mended to the non-utility owners based on the results of the optimization problem.  
Finally, the conclusions and an outline of the future work are presented in Chapter 
6.  
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2 LITERATURE REVIEW 
To better handle the fast charger demand challenges that utilities are facing, it is 
first necessary to model the EV driving behavior, the resulting charging behavior and 
the corresponding power demand from the grid. Once these models are developed, the 
use of a BESS and the design of optimal charging strategies can be proposed which can 
reduce the negative impact of EVs on the grid as it is today and reduce the needed for 
future infrastructure additions.   
2.1 Demand modeling of EV chargers 
Several researchers have explored statistical methods applied to modeling the 
power demand from EV fast chargers [6], [12], [13], [14]. In [6], the authors modeled 
potential usage patterns of a single fast charger with two charging ports by using a 
decision tree to simulate the charging behaviors of EVs. They made two impactful as-
sumptions of people’s driving and charging behaviors that are adopted in this research. 
One is that all electric vehicles are assumed to consume energy at an average rate of 
300 Wh/mile. The other is that 10% of EV drivers will forget to charge their vehicles 
at home on each day. Researchers in [12] simulated 50 fast chargers’ aggregate demand 
by utilizing statistical data associated with the EV drivers’ behaviors. They assumed 
each EV took only one trip per day. The authors in [13] used Bayesian distributions 
derived from real-world driving data in Michigan and Markov-chain to model vehicles’ 
driving schedules. In [14], charging demand was modeled to occur in different charging 
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locations and by different control strategies (by controlling when EVs are permitted to 
charge) using empirical probability distributions derived from UK’s travel data. Use of 
real-world vehicles’ travel data is becoming the norm. 
In this research, we incorporated the most recent and nationwide travel data from 
National Household Travel Survey (NHTS) 2018 [9] collected by US Department of 
Transportation and developed statistical travel models that allow more than one trip per 
day to better represent real-world driving behavior. 
2.2 Optimized control strategy of charging stations 
With the charging stations being widely deployed around the world, researchers 
have started to study the optimal charging strategies. There are two general approaches 
for optimal control of grid-demand produced by EVs. The first is to control when and/or 
where vehicles are permitted to charge and the rate at which they can draw power from 
the grid. In [15], the researchers formulated a mixed integer linear programming (MILP) 
based control strategy of charging. They aim to reduce the energy cost of an electric-
bus fast charging station by scheduling when the bus may charge. Researchers in [16] 
proposed a multi-objective optimization model to minimize both the load variance and 
total charging costs. They used the Non-Dominated Sorting Genetic Algorithm to ob-
tain the optimal solution.  
The second grid-demand control strategy is to install a BESS near the dc fast charg-
ing station (dcFCS) and control BESS charging/discharging in some optimal way based 
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on a range of objective functions. In [17], researchers put forward an optimization al-
gorithm to determine the optimal size of the energy storage system for the EV charging 
station. The objective of the algorithm in [17] is to minimize the capital cost of the 
energy storage system and the electricity cost of the EV charging station [17]. Research-
ers in [18] built an economic model of a dcFCS with an energy storage system. They 
formed an optimization problem to maximize annual net income of the charging station 
with an improved genetic algorithm. 
In this research, we integrated a BESS into our dcFCS and formulated an optimiza-
tion problem from two perspectives. One is to minimize the variance of power demand 
of the station, which can possibly reduce infrastructure investment (transformers, trans-
mission and distribution lines, etc.) for utilities. The other, assumes the BESS is owned 
by the dcFSC operator and their goal is to minimize their electricity cost for a given 
rate structure. This is based on the assumption that the station is third-party owned and 
the owners want to achieve minimum operating costs. Both problems are formulated as 
a linear program and solved with Gurobi. 
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3 MODEL OF EV CHARGING BEHAVIOR AT A DC FAST CHARGING 
STATION   
In this chapter, we will start with basic knowledge of a typical dc fast charging 
station. The components, configuration as well as the key electrical characteristics will 
be introduced. Then people’s charging behaviors is modeled using statistical data from 
usage patterns of existing dc fast chargers. The analytical results allow us to then model 
of EV charging behavior and integrate it into our demand modeling algorithm.     
3.1 Dc fast charger and dc fast charging station 
The dc fast chargers have converters inside that offer ac to dc conversion and are 
usually served by a 480 V 3-phase circuit. The electric vehicle’s inner battery manage-
ment system controls the EV fast chargers to supply dc power to the battery via the 
charging connector. A typical dc fast charging schematic is show below in Figure 3.1. 
 
Figure 3.1 Fast charging schematic 
There are three major types of dc fast chargers in current market: CHAdeMO with 
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a power rate of 50 kW; SAE Combo Charging System (CCS), 50 kW; and Tesla Su-
percharger, 120 kW. CHAdeMO is made for electric vehicles manufactured by Toyota, 
Nissan, Kia, and Mitsubishi, CCS targets at General Motors, BMW and Volkswagen, 
while Tesla Supercharger serves Tesla S and Tesla X. Tesla models are also compatible 
with CHAdeMO fast charging systems with an additional adaptor.  
Fast charging stations are a growing part of the nationwide infrastructure in the US. 
According to Alternative Fuels Data Center [19], there is a total of 51,699 electric ve-
hicle chargers in the United States (including level 1, level 2 chargers as well as dc fast 
chargers). Among all the chargers, dc fast chargers, with a total population of 6815, are 
distributed in 2,326 charging stations at different sites. On average, each dc fast charg-
ing station has around three dc fast chargers.  
Projections by National Renewable Energy Laboratory [20] indicate that by 2030, 
the average dc fast charging station will contain six charging outlets (shown in Figure 
3.2) to meet peak demand with an average station spacing of 70 miles. Figure below 
illustrates the variance of charging outlets per station predicted by 2030. Based on these 
statistics, a dcFCS with six 50 kW fast chargers will be the model used in this research. 
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Figure 3.2 Plug requirement variance between stations [20] 
A dc fast charging station with six dc fast chargers based on current technology 
typically has the configuration shown in Figure 3.3. 
 
Figure 3.3 Dc fast charging station configuration [22] 
3.2 EV fast charging behavior  
Before building a model of the demand of a dc fast charging station, it is necessary 
to find EV charging behavior statistics and then model that behavior in the form of 
stochastic models. What follows is a collection of observations, tabular data and graph-
ical data that will be needed in building these stochastic models. 
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According to US Department of Energy’s EV project report [21], there are several 
key findings of EV charging behaviors:  
1. Most of in-home charging events took place at night during off-peak periods. 
2. Public dc fast chargers were not frequently used, but the participants mostly 
went to the fast charging station in business hours, which are typical peak peri-
ods. 
The EV projects conducted by Idaho National Lab [22] recorded the usage pattern 
of 100 dc fast chargers in 20 metropolitan areas of the US from January through De-
cember 2013. Their database contains 71,803 charging events during this 12-month in-
terval. Some usage pattern statistics are presented below in Figure 3.4, where EVSE 
stands for electric vehicle supply equipment. 
 
Figure 3.4 EVSE usage pattern [22] 
The average length of time connected to the charger and the electricity consumption 
for each charging event are also derived and shown in Table 3-1 and Figure 3.5. 
Table 3-1 Individual charging event statistics 
Individual Charging Event Statistics Weekday Weekend Overall 
Average length of time with vehicle 
connected per charging event (min) 
20.8 20.4 20.7 
Average electricity consumption per 
charging event (ac kWh) 
8.4 8.6 8.5 
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Figure 3.5 Individual charging event statistics [22] 
To build stochastic charging behavior models, it is necessary to know when drivers 
consider charging their EVs and to what percentage (probabilistically) of total capacity 
they charge their EVs’ battery. According to reference [12], statistics show that EV 
drivers tend to start charging their vehicle in a dc fast charging station when their state 
of charge (SoC) drops to between 10% to 40% of capacity and terminate charging when 
their SoC reaches 70% to 90%. The battery’s SoC is measured in percentage points (0% 
= empty; 100% = full).    
3.3 Temporal distribution of EV’s arrival at the dc fast charging station 
To model the demand of a dc fast charging station, the charging behavior of the 
vehicle fleet that the station serves has to be modeled. If we can construct a stochastic 
model of the charging behavior of an EV that incorporates all the relevant characteris-
tics of the class it represents, then we can use that stochastic model to represent (statis-
tically) any member of that class and therefore apply it to a fleet of EVs and obtain the 
(probabilistic) charging demand of the fleet.  
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The essence of modeling a single EV’s charging behavior is modeling the arrival 
time (ar) to the charging station and its corresponding length of charging time (ct). If 
we neglect its (assumed) short period of waiting time in the station, the time interval 
[ar, ar+ct] would be the EV’s charging period at the fast charging station. (We will 
show that for the fleet size and number of fast chargers modeled here, the wait times 
are short and may be neglected.) Variables ar and ct depend on battery energy capacity 
(ec), the EV’s energy consumption rate while moving, (cr), the EV’s initial SoC for the 
day of interest (SoC0), the EV’s driving behavior (trip start time(st), trip length(l), driv-
ing speed(s)) and the EV driver’s charging habits. Charging habits vary from person to 
person and decide the threshold value of the EV’s state of charge (SoCmin) that the driver 
uses to decide when to charge his/her EV. All of these variables will need to be modeled 
in the form of probability distribution functions (PDFs). 
In this research, we propose a statistical modeling approach of the EV drivers’ 
charging behavior. In this approach, we derived sets of conditional temporal distribu-
tions of EV’s arrival time, tar, when the following variables are known values: battery 
energy capacity, ec, energy consumption rate, cr, the EV’s initial SoC at the beginning 
of the day of interest , SoC0, trip start time, st, trip length, l, driving speed, s and the 
minimum SoC that the vehicle should keep, SoCmin. This conditional distribution is de-
noted as far(tar| ec, cr, SoC0, st, l, s, SoCmin). In the same way, the related conditional 
distribution of charging time lct given ec, cr, SoC0, st, l, s, SoCmin is denoted as fct (lct | 
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ec, cr, SoC0, st, l, s, SoCmin). From far (tar| ec, cr, SoC0, st, l, s, SoCmin) and fct (lct | ec, cr, 
SoC0, st, l, s, SoCmin), we can obtain the following conditional probabilities of EV’s 
arriving in a certain time period and its corresponding length of charging time shown 
in (3.1) and (3.2): 
P (tar∈ [t, t+𝛥𝑡] | ec, cr, SOC0, st, l, s, SOCmin )          (3.1) 
P (lct∈ [𝑙, 𝑙 + 𝛥𝑙] | ec, cr, SOC0, st, l, s, SOCmin)          (3.2) 
Both ar and ct for each vehicle are modeled as random process, with the values 
assigned to a specific vehicle through random draws from the corresponding probability 
distribution functions, far and fct., respectively.  
In this chapter, we neglect the conditions (ec, cr, SoC0, st, l, s, SoCmin) and only 
derive a general form of distributions far and fct according to empirical data. 
Figure 3.4 contains the plot versus time of the percentage of 100 dc fast charging 
units simultaneously in use during a year in the US. From this data, we need to build 
the probability distribution function (PDF) of the vehicles arrival time during the day, 
far(tar). Notice that the black curve in Figure 3.4, contains the median number of EVs 
charging at the charging units versus time of day. Since we know that vehicle charging 
time averages about 20 minutes (see Figure 3.5), we make the assumption (which will 
be verified) that on average the number of vehicles charging at any time is equal to 
number of vehicles that have arrived in the last 20 minutes and that the 20-minute arri-
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val statistics are also consistent with Figure 3.4. This assumption implies that the me-
dian percentage of charging units occupied at time index i, ?̃?𝑖, (with correspondence 
between time index and time interval given by the ordered pair, (i, interval end time in 
h:m)= (1, 00:20), (2, 00:40), (3, 1:00)…(72, 24:00) ) in Figure 3.4 is equal to the median 
number of vehicles arriving at the charging units, ?̃?𝑖, during the i
th 20 minute interval, 
[0:00-0:20] to [23:40-24:00], (denoted as ?̃?1, ?̃?2, ?̃?3, … ?̃?72). Stated more precisely, 
the relationship between ?̃?𝑖 and ?̃?𝑖, is given in (3.3): 
?̃?𝑖 = ?̃?𝑖  × 100         (3.3) 
However, in order to get the arrival time PDF, we need to know the expected num-
ber (mean) of EVs arriving during each interval, ?̅?𝑖, but Figure 3.4 only provides the 
median, ?̃?𝑖. Since vehicles arrive independently and their arrival is dictated by the same 
statistical model, the number of vehicles arriving during any interval, i, obeys a Poisson 
distribution characteristic of that interval.  
For a Poisson distribution, there is a relationship between the median and the mean 
(of a given number of occurrences of an event within that given interval) given by (3.4). 
?̃?𝑖 ≈ ?̅?𝑖 + 
1
3
−
0.02
?̅?𝑖
         (3.4) 
We can solve (3.4) for the mean, ?̅?𝑖 , as shown in (3.5). 
?̅?𝑖 ≈
?̃?𝑖 + √(?̃?𝑖 −
1
3
)
2
+ 0.08 −
1
3
2
 
        (3.5) 
In the Poisson distribution, the average number of events in an interval is designated 
𝜆 (lambda). Lambda is the event rate, also called the rate parameter. Thus, in our model, 
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𝜆 is equal to ?̅?𝑖 in each time interval, i, and 𝜆 takes on a different value for each 20-
minute interval. The probability of observing k events in a Poisson process during an 
interval is given by (3.6): 
𝑃(𝑘 𝑒𝑣𝑒𝑛𝑡𝑠 𝑖𝑛 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙) = 𝑒−𝜆
𝜆𝑘
𝑘!
         (3.6) 
To verify that the number of vehicles arriving during any interval, i, obeys a Poisson 
distribution, we use all the ?̅?𝑖 that we derived using (3.4) for each 20-minute interval 
and (3.6) to generate the corresponding Poisson random number for variables Ni (the 
arriving vehicles in each 20 minute interval of one day). We do this for the equivalent 
of 90 days, record the max, min and median value of Ni, and plot them in Figure 3.7 
and compare them to empirical data shown in Figure 3.6. 
 
Figure 3.6 Empirical data of Ni from INL 
 
Figure 3.7 Ni generated by Poisson parameters 
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From Figure 3.6 and Figure 3.7, we can conclude that resultant median number of 
EVs arriving (and therefore also the mean) fits the Poisson distribution very well. 
Thus, we can take all the ?̅?𝑖 that we derived as the expected number of vehicles 
arriving.  
Then the probability of EV’s arriving in each of the 72 twenty-minute intervals in 
one day can be calculated using (3.7). 
𝑃𝑖 = ?̅?𝑖 /∑?̅?𝑖
72
𝑖=1
 
        (3.7) 
These probabilities define the categorical distribution 𝑓𝑎𝑟(𝑡𝑎𝑟)  given by 
(3.8)(3.8)(3.8)(3.8)(3.8)(3.8) and shown in Figure 3.8 and Figure 3.9.  
𝑓𝑎𝑟(𝑡𝑎𝑟 ∈ 𝑇𝑖𝑚𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑖) =  𝑃𝑖         (3.8) 
 
 
Figure 3.8 Categorical distribution of EV’s arrival time on weekdays 
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Figure 3.9 Categorical distribution of EV’s arrival time on weekends 
The last step was to generate the arrival time, arj, of the jth vehicle in the ith 20-
minute interval, as shown in (3.9), where 𝜀 is a random time variable given by a uni-
form distribution on the range 0 to 20 as shown in (3.10). 
𝑎𝑟𝑗 =
20 × (𝑖 − 1) + 𝜀𝑗
60
         (3.9) 
𝜀~𝑈(0, 20)        (3.10) 
Deriving fct (lct) is rather simple, since length of an EV’s charging time is equal to 
the length of time that the corresponding dc fast charging unit is connected, of which 
the distributions are given in Figure 3.5. We can convert them to fct (lct) shown in Figure 
3.10. 
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Figure 3.10 Distribution of EV’s length of charging time 
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4 STOCHASTIC DEMAND MODELING OF A DC FAST CHARGING STA-
TION 
In this chapter, we develop algorithms to simulate the demand versus time produced 
by N EVs on D consecutive days at a dc fast charging station with six dc fast chargers. 
The dcFCS’s power demand versus time depends on the EVs’ charging behavior, 
which is defined by: the time when the EVs start charging at the station, the length of 
each charging event and the rate at which the EVs are drawing power from the station. 
Each EV’s charging behavior is closely related to its SoC, energy consumption ver-
sus time, which is determined by the EV’s driving behavior: number of trips taken each 
day, departure time, length of each trip and average speed of each trip. 
With this in mind, this chapter can be divided into three parts:  
1. Constructing algorithms to model EVs’ driving behavior in order to track the 
EVs’ SoC versus time. Here we use two different algorithms: the Database Sam-
pling Method (DSM) and the Probability Distribution Sampling Method 
(PDSM). In DSM, we take, as an instance of the EVs’ driving behavior, a sample 
from the National Household Travel Survey 2017, the advantage of which is 
that it can capture the real-world driving behavior, though it is limited to the 
customer classes sampled in the database. In PDSM, we build probability dis-
tributions of driving behavior from the NHTS database, and then generate the 
behavior from the distributions we build. This method allows the creation of 
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new customer classes.  
2. Developing algorithms to model EVs’ charging behavior given each EV’s driv-
ing behavior as input. 
3. After developing the algorithms for modeling driving and charging behavior, 
we then use these algorithms to simulate the collective driving and charging 
behavior of the population of EVs. The results of these simulations produce the 
power demand versus time at the dcFCS.    
4.1 Database of vehicles driving behavior 
The driving habits of EV drivers are essential factors affecting EV demand. Some 
of the driving behaviors of people in the US and UK have been surveyed and collected 
in the form of national travel surveys. Since traditional internal combustion engines 
(ICE) are still the majority on the road, the objectives of national travel surveys were 
mainly ICE vehicles. If we assume that electric vehicles would be used in the same way 
as ICE vehicles, then the database can be used to model EV driving behavior.  
The National Household Travel Survey (NHTS) 2017 is an important source con-
taining household travel information by US residents nationwide, which includes 
923,572 trips made by all modes of travel (private vehicle, public transportation, pe-
destrian and cycling) and for all purposes (travel to work, travel for work (e.g., handy-
man service calls), school, recreation, and personal/family trips) [9]. This survey col-
lected data from residents in all fifty states and Washington, D.C. and is taken here as 
28 
 
representative of US residents’ travel behavior. The 611,963 trips made by private ve-
hicles provides the best picture presently of driving behaviors of US residents. From 
the NHTS database, we extracted trips made by private vehicles, then we identified all 
trips taken by each vehicle for each 24-hour day to compile a Daily Driving Record 
(DDR) for each vehicle by date. Each DDR contains the information about all of the 
trips taken by a given vehicle in one day. The trip’s information includes the trip’s start 
time, the vehicle’s average speed (miles/hour), the time that the trip took (hours), the 
trip’s total length (miles) and the trip’s purpose. 
4.2 Modeling EV driving behavior: Database Sampling Method (DSM) 
In this section we discuss how the DSM has been implemented.  
Given the number of consecutive days, D, and number of EVs, N, that we are mod-
eling, we generated trip information for each EV for each modeling day by selecting a 
vehicle’s one-day driving record at random from the 155,788 driving records in the 
database. The process is as follows:  
1. For each EV, j= 1…N (N=700) on each day, d= 1…D, we generate a random 
number x uniformly distributed between 1 and 155,788.  
2. We assign the driving behavior of EV j on day D to be that of driving record x in 
our database. From that database we assign the following: number of trips, NTj, and, 
for each trip n=1… NTj, assign departure time dtj(n), average speed sj(n), and length of 
trip lj(n) to j
th EV on dth day, the stop time after finishing the nth trip, stj(n), is the length 
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of time between the finishing time of the nth trip (dtj(n) + lj(n) / sj(n)) and the departure time 
of the (n+1)th trip (𝑑𝑡j(n+1)). 
With these quantities as input, the charging behavior for each of these vehicles can 
be simulated using the algorithm discussed in section 4.4. In the next section, we dis-
cuss the algorithm needed to generate this information using the Probability Distribu-
tion Sampling Method (PDSM) 
4.3 Modeling EV driving behavior: Probability Distribution Sampling Method 
(PDSM)  
Unlike in the DSM (sampling-based approach), where all of the trip-defining quan-
tities were found by sampling the NHTS database [9], in this section probability distri-
bution functions (PDFs) are used to define the quantities. For this project, we built sta-
tistical PDFs of all of the quantities associated with each DDR including: number of 
trips taken per day, fNT, the first trip’s start time, fstrt, the stop time between each trip, 
fst, length of each trip, fl, and the average speed of each trip, fs. From these distributions 
we can generate samples of the random variables NTj , dtj, stj. lj, and sj, respectively. 
For each EV, j= 1…N on each day, d= 1…D, we generated number of trips NTj 
according to fNT (shown in Fig. 4.1) that we derived from the NHTS . 
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Fig. 4.1. Distribution of number of trips fNT 
For different NT values, we find that driving behaviors vary dramatically. For ex-
ample, those who take many trips a day generally start the first trip earlier in the morn-
ing and have a shorter stop time between each trip than those taking fewer trips. Also, 
the length of each trip is shorter on average. Therefore, for each NT= 1, 2, 3…15, it is 
necessary to derive separate PDFs that characterize the driving behavior variables. 
For each different total number of trips that an EV takes in a day, we derived the 
distributions fstrt-1 fstrt-2… fstrt-15 for the first trip’s start times when NT= 1, 2…15. The 
discrete PDFs for the first trips’ starting time, assuming 20-minute intervals, for NT=1 
and NT=10 are shown below in Fig. 4.2 and Fig. 4.3. (Note that the distribution in Fig. 
4.2 shows a certain unexpected periodic-like regularity: the first 20 minutes in each 
hour always have more departures than the remainder 40 minutes. This occurs because 
the NHTS database collected the travel data by surveying people, and most participants 
tended to round their start time to the nearest hour, rather than using more precision. 
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However, this rounding problem is not expected to skew our demand modeling signif-
icantly.) 
 
Fig. 4.2. Distribution of first trip’s start time fstrt-1 when NT=1 
 
Fig. 4.3. Distribution of first trip’s start time fstrt-10when NT=10 
For the first trip of jth EV, we generate its dtj(1) according to fstrt-NTj. Then we generate 
sj(1), lj(1) according to distributions fs-NTj, fl-NTj. The parenthetical subscript (1) in these 
driving-behavior variables indicates trip number 1. 
Like the distributions fstrt, we also derived 15 different distributions for fs, and fl.  
Shown are fl-1, fl-10 and fs-1, fs-10 in Fig. 4.4, Fig. 4.5, Fig. 4.6 and Fig. 4.7, respectively. 
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Fig. 4.4. Distribution of length of each trip fl-1 when NT=1 
 
Fig. 4.5. Distribution of length of each trip fl-10 when NT=10 
 
Fig. 4.6. Distribution of average speed of each trip fs-1 when NT=1 
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Fig. 4.7. Distribution of average speed of each trip fs-10 when NT=10 
Once we have dtj(1), sj(1), lj(1) for the first trip, we can calculate the arrival time etj(1) 
for the first destination using (0.1): 
etj(1)= dtj(1)+ lj(1)/ sj(1).         (0.1) 
If the EV is taking more than one trip on a given day, then we need to generate a 
stop time, stj(1) between the two trips and get the second trip’s departure time dtj(2) by 
(0.2), where the parenthetical subscript (2) indicates trip number 2. 
dtj(2)= etj(1) + stj(1)         (0.2) 
We derived 14 distributions of stop time, fst-2, fst-3… fst-15 for NT =2…15. No stop 
time is need for those taking only one trip per day. Fig. 4.8 and Fig. 4.9 are examples 
of distributions of fst-2, fst-10. 
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Fig. 4.8. Distribution of stop time between each trip fst-2 when NT=2 
 
Fig. 4.9. Distribution of stop time between each trip fst-10 when NT=10 
We can then generate stop time stj(n-1) after (n-1)
th trip according to distribution of 
fst-NTj and calculate j
th EV’s nth trip’s departure time (n<NTj) by (0.3): 
dtj(n)= etj(n-1) + stj(n-1)         (0.3) 
The trip’s speed and length, sj(n) and lj(n), are generated  randomly using the same 
distributions used for the first trip of this EV. 
Following this process, we can generate dtj(n), sj(n), lj(n) for all of the n=1…NTj trips 
that the jth EV takes in a day. After generating DDR for each vehicle, we check if the 
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EV can finish the last trip by midnight. If not, we consider the DDR for jth EV an infea-
sible DDR. In that event, we draw a new statistical DDR sample of all dtj(n), sj(n), lj(n), 
stj(n) again until we get a feasible DDR, that is, one in which the EV can finish all trips 
by midnight. All sets of dtj(n), sj(n), lj(n) are used to calculate energy usage as a function 
of time, therefore, the potential need and usage of a dc fast charger during the day. 
 
4.4 Modeling EV charging behavior 
Previously, we have developed two algorithms DSM and PDSM to model the EVs’ 
driving behavior. The goal of this section is to develop an algorithm to model EV’s 
charging behavior. This model is used to predict when the EVs start charging at the 
station, is the length of each charging event and the power demand that the EVs are 
drawing from the station. These quantities are all dependent upon the EV driving be-
havior generated by either of the alternative approaches described in the previous two 
section. To achieve this goal, we need to consider the following factors:  
1. Each EV’s type and parameters. 
2. The EV’s home charging behavior. 
3. The EV’s dc fast charging behavior.  
1) EV’s type and parameters 
We considered 3 major plug-in EV types in today’s EV market: the Chevrolet Volt 
with an energy capacity of 16.5 kWh (normalized market-share 44.28%); Nissan Leaf 
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with an energy capacity of 24 kWh (normalized market share 35.71%); Tesla model S 
with an energy capacity of 65 kWh (normalized market share 20.01%) [7]. 
For each EV, j= 1…N, we generated its type as follows:  
1. Generate a random number k (uniform distribution between 0 and 1) by (0.4): 
k ∈ U [0;1]         (0.4) 
2. Determine the EV’s type by the value of k: if 0<k≤0.4428, jth EV is a Chevrolet 
Volt; if 0.4428<k≤0.7999, jth EV is a Nissan Leaf; if 0.7999<k≤1, jth EV is a Tesla 
model S. 
2) EV’s home charging behavior 
Home charging is cheaper and more convenient than public charging, but it is much 
slower than dc fast charging, thus people will usually charge at home overnight. Home 
chargers usually use a 120 V ac plug and can be plugged into a standard outlet without 
any additional equipment. These chargers can offer two to five miles of driving range 
per hour of charging. 
For each j= 1…N, we assume the EV owners charge their vehicles every night at 
home after they finish the day’s trips. After a whole night’s home charging, we assume 
the state of charge (SoC) returns to 80% [12]. However, some owners will forget to 
plug in their EVs at home, in which case the SoC at the end of one day will be the same 
as that at the start of the next day. We assume the “forgetfulness” probability is 0.1.   
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For the jth EV on the dth day, we generated a random number δ which follows bi-
nomial distribution as in (0.5) (success probability=0.9, where success is defined as the 
vehicle owner charging his vehicle at home).  
δ ∈ B (1, 0.9)         (0.5) 
In (0.5), B (1, 0.9) denotes a binomial distribution with parameter 1 and 0.9, where 1 
indicates the number of trials and 0.9 indicates the success probability of that trial. 
If δ=1, the EV will charge at home during the night and its SoC will become 0.8 
before tomorrow’s trips start. If δ=0, the EV’s SoC will remain unchanged. 
On the first day of the simulation, we assume that the SoC of each of j= 1…N EV 
is uniformly distribute between 0.1 to 0.9, which means we randomly generate the SoC 
of each using (0.6), where U in (0.6) denotes a uniform distribution and the first/second 
parameters, represent the maximum/minimum values of the range of U.   
SoCj ∈ U [0.1; 0.9]         (0.6) 
Note that because this initialization is somewhat arbitrary, we discard the first three 
“transient” days of our simulation to eliminate the error caused by a random estimate 
of a vehicles initial SoC. 
3) EV’s dc fast charging behavior 
When do EV owners look for dc fast charging? 
We assume that fast charging is necessary during a trip if the trip will cause SoC of 
the battery to drop to 0.1 or lower without fast charging. Also, we assume that EV 
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owners will begin to look for a dc fast charging station when the SoC of the EV drops 
to between 0.1 and 0.4 during a trip [12]. 
For every trip that an EV takes, we make a charging necessity check (defined in the 
previous paragraph) and then generate an arriving time at the station if fast charging is 
selected. After going through this process for all trips the EV takes, we proceed to the 
next EV. 
Here is how we check if fast charging is selected by the driver： 
Assuming the EV’s energy consumption rate is 300Wh/mi [6], the total energy con-
sumption (measured in kWh) of nth trip is 0.3·lj(n). The battery energy that the EV has 
before the trip is SoCj•Cj, where Cj is the battery energy capacity of the jth EV, SoCj is 
a variable denoting the state of charge of the jth EV. We assume the minimum energy 
that the EV will want to keep in the battery as a safety factor is 0.1·Cj. If the inequality 
(0.7) holds, fast charging will be needed during the trip. 
0.3·lj(n) ≥ (SoCj − 0.1) · Ckj         (0.7) 
We assume here that EV driver will consider charging their vehicle between times 
tj(n)(0.4) and tj(n)(0.1) when SoC of j
th EV will be 40% and 10%. (The notation tj(n)(0.4) 
means the wall-clock time at which the battery energy is at 40% of maximum charge 
during the nth trip.) If the starting SoCj of the trip is below 40%, the EV driver will 
consider fast charging between their departure time of this trip dtj(n) and tj(n)(0.1). The 
actual fast-charging arrival time is calculated using a PDF, described later. 
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Here is how we calculate tj(n)(0.4) and tj(n)(0.1): 
We can infer that when jth EV is being driven at an average speed of sj(n) (mi/hr), it 
consumes energy at a rate of 0.3 (kWh/mi)·sj (mi/hr), which is measure in kW. Since 
we know the trip’s start time dtj(n) and the SoC at the beginning of the trip, we can easily 
calculate if or when, during the current trip, the EV’s state of charge drops to between 
0.4 and 0.1 using (0.8) and (0.9):  
tj(n)(0.4) = dtj(n) + (SoCj −0.4)Ck(j)/ 0.3sj(n)         (0.8) 
tj(n)(0.1) = dtj(n) + (SoCj −0.1)Ck(j)/ 0.3sj(n)         (0.9) 
If the starting SoC of the trip is above 40%, then if the trip duration falls within the 
time interval [tj(n)(0.4), tj(n)(0.1)], the EV will look for a dc fast charging station, as we 
have assumed (The arrival time at the fast charging station is described statistically as 
given below in Fig. 4.10). Otherwise, if the SoC at the beginning of the trip is below 
40%, the EV will look for fast charging inside the time interval [dtj(n), tj(n)(0.1)].   
Generate the time when EV drivers arrive at the dc fast charging station 
Here, we model the time, arj(n), when the EV arrives at the fast charging station 
during the nth trip as a random variable. The value of arj(n) is denoted as decimal num-
bers (for example, 1:15 PM is denoted as 13.25). We generate arj(n) inside time [tj(n)(0.4), 
tj(n)(0.1)] or [dtj(n), tj(n)(0.1)] according to normalized distribution 𝑓?̅?𝑟(𝑡) derived from 
far(t) in Fig. 4.10 and Figure 4.11 (we need to use the normalized PDF because we are 
generating arj(n) inside a smaller interval). 
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Fig. 4.10. Arriving time at the fast charging station far(t) on weekdays 
 
Figure 4.11Arriving time at the fast charging station far(t) on weekends 
The PDF 𝑓?̅?𝑟(𝑡) is derived from far(t) according to (0.10): 
        
       (0.10) 
Then we update the SoC at the beginning of the nth trip using (0.11), which is based 
on the arrival time of the EV at the charging station: 
SoCj, new = SoCj, old − 0.3sj(n)·(arj(n) – dtj(n)) / Cj        (0.11) 
. 
 
𝑓 ̅ar(𝑡) = 𝑓ar(𝑡)/(  𝑓ar(𝑢)𝑑𝑢
𝑡𝑗(𝑛)(0.1)
𝑡𝑗(𝑛)(0.4)
) 
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Calculate charging time 
We assume the EVs terminate charging when their states of charge reach 70% to 
100% [12]. Given that the fast charger assumed in this study is of the CHAdeMO type 
with a power delivery level of 50 kW and a conservatively assumed battery charging 
efficiency of 85% [6], we can easily calculate when the EV’s SoC reaches between 70% 
and 100% using (0.12) and (0.13), if we neglect the waiting time at the charging station: 
tj(n)(0.7) = arj(n) + (0.7-SoCj) Ck(j)/ (0.85·50)        (0.12) 
       tj(n)(1.0) = arj(n) + (1.0-SoCj) Ck(j)/ ( 0.85·50)        (0.13) 
By assumption, the charging time, ctj(n), measured in hours, must be inside time 
interval [tj(n)(0.7)- arj(n), tj(n)(1.0)- arj(n)]. Similar the way arj(n) is handled, we model ctj(n) 
as a random variable which is bounded to be inside the time interval [tj(n)(0.7)- arj(n), 
tj(n)(1.0)- arj(n)] using the normalized PDF 𝑓?̅?𝑡(𝑡) derived from fct (t) in Figure 4.12 (we 
need to use the normalized PDF because we are generating ctj(n) inside a smaller inter-
val). 
 
Figure 4.12 Distribution of EV’s length of charging time 
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The PDF 𝑓?̅?𝑡(𝑡) is derived from fct(t) according to (0.14): 
            
       (0.14) 
Then we calculate and update SoCj when the n
th trip of length lj(n) is finished by 
using (0.15). 
SoCj, new = SoCj, old + ctj(n) · 0.85 · 50/Ck(j)− 0.3(lj(n) − sj(n)(arj(n)−dtj(n)))/Ck(j)        (0.15) 
 
Calculate waiting time 
In the process above, we ignored the EV’s waiting time at the dc fast charging sta-
tion and obtained all the intervals [arj(n), arj(n) + ctj(n)] for each j ∈ {1 . . . N} that relates 
to a charging event. However, these intervals may need to be shifted due to waiting 
time. Therefore, we organized a queue for all of these charging events, calculated the 
waiting time of each EV at the charging station, and from that calculated the actual time 
at which the EV starts charging. 
The core principle for calculating the waiting time is that the EVs follow the rule of 
“first come, first served.” If an EV arrives at the fast charging station with all six 
chargers occupied, those EVs will form a queue, wait until one charger is available and 
get charged one by one. We assume a 1-minute interval between EVs because the next 
EV is not able to instantly begin charging after the current EV terminates.  
𝑓 ̅ct(𝑡) = 𝑓ct(𝑡)/( 𝑓ct(𝑢)𝑑𝑢
𝑡𝑗(𝑛)(1.0)
𝑡𝑗(𝑛)(0.7)
)  
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By organizing the queues, we can get new sets of intervals [scj(n), scj(n) + ctj(n)] for j 
∈ {1 . . . N} (sc represents the actual time that EV start charging) that relates to a charg-
ing event. Thus, the waiting time wtj(n) for each EV can be calculated by . 
wtj(n) = scj(n) - arj(n)        (0.16) 
The entire algorithm is demonstrated by the flow chart in Figure 4.13. 
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Figure 4.13 Flow chart of algorithm 
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4.5 Simulation Result 
In this section, we report simulated demand profiles the of a dc fast charging station 
with six fast chargers potentially serving 700 EV’s using the two algorithms presented 
in section 4.2 and 4.3. 
The fleet size N, which is the number of EVs that will charge at the dc fast charging 
station, is set to 700. According to [19], there are 6,709 dc fast charging outlets in the 
US now. As of December 2017, cumulative sales of EVs in the U.S. totaled 764,666 
since 2008 [23]. These numbers give a national average fleet size of N’=114 for each 
fast charger. Thus assuming 6 fast chargers in the station, we set a N= 700. The number 
of consecutive days, D, that we are modeling is set to 7. Each fast charger’s power 
output is 50 kW, assuming a 20% power loss [6], the grid power required Pg is 62.5 
kW. 
Using the two algorithms (database versus statistical distribution sampling) dis-
cussed in section II, the demand and load duration curves were generated.  
The real-power demand versus time for 7 days using the database sampling method 
(DSM) is show in Fig. 4.14. This figure shows that, on average, the fast chargers in the 
station are used by the 700-vehicle fleet 105 times per day. There is at least one EV 
charging at the station for 35 percent of time. Most fast charging occurs from 4 pm to 
7 pm. 
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Fig. 4.14. Load versus time for D = 7 days (generated using DSM) 
If we zoom into one day in Fig. 4.14, the aggregate load of the charging station from 
hour 0 to 24 in day 1 is that shown in Fig. 4.15 below. 
 
Fig. 4.15. Load versus time for D = 1 day (generated using PDSM) 
The real-power demand versus time for 7 days using the probability distribution 
sampling method (PDSM) is show in Fig. 4.16. Using PDSM (the distributions of 
PDSM were built using the NHTS database), the average number of fast charging 
events per day in the station is approximately 90, which is 14% less than the results we 
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generated using the DSM. The load duration curves corresponding to Fig. 4.15 and Fig. 
4.16 are shown in Fig. 4.17, in which PDSM shows less total demand than DSM. Re-
gardless of the method used, most fast charging occurs between 4 pm to 7 pm. 
 
Fig. 4.16. Load versus time for D = 7 days (generated using PDSM) 
 
Fig. 4.17. Load duration curve (generated using DSM and PDSM) 
  
48 
 
4.6 Results Analysis 
While a 14% difference in the number of charging events per day generated by the 
two sampling algorithms is acceptable given the accuracy of the assumptions that were 
needed to complete this work, it is a larger difference than we were expecting. In this 
section we explore possible causes of this difference.  
We observed that fast charging events are usually caused by EVs that forget to 
charge at home or drive more than 50 miles a day. The probability of forgetting to 
charge at home is identical (0.1) in both algorithms. But the driving distances, however, 
vary in the two algorithms. On average, 140 EVs travel more than 50 miles a day when 
we use the DSM. In the PDSM, around 115 EVs travel more than 50 miles a day, which 
is 17.8% less than that in the sampling method. This correlates well with the difference 
in the number of charging events simulated by the two methods and intuition would 
indicate, causal as well. 
The PDSM generally generates fewer EVs with high-mileage DDRs than the DSM. 
In the PDSM, we eliminate any DDR that is unable to be completed by midnight and 
generate additional DDRs until that criterion is satisfied. While in the DSM, the nature 
of the database guarantees each trip selected meets this criterion. If we remove the con-
straint that each EV should finish each day’s trips by midnight in one random draw of 
the PDSM, approximately 135 EVs traveling more than 50 miles a day with 100 charg-
ing events per day, both of which are close to the results of the DSM. This implies that 
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the midnight constraint may be one factor that causes the loss of EVs with high daily 
travel mileage. In the database, EVs that have high daily travel mileage usually have 
shorter stop times between each trip or start earlier in the day. But when using the 
PDSM, we have not considered that correlation among variables. So, when using the 
PDSM, we believe that conditional probability distributions are needed to better assem-
ble these scenarios. For example, we need to build different PDFs of stop times in terms 
of different total length of today’s trip, that is, stop times that are conditional upon the 
number of trips taken at any point in time and the number of and length of trips to be 
completed. While this would lead to a large number of conditional PDFs, by using the 
conditional PDFs, the EVs are more likely to finish all their trips by midnight, as hap-
pens with the vehicle in the NHTS database. 
To verify that more conditional probability distributions provide better simulated 
EV driving and charging behaviors, controlled-experiments are described in this part of 
this report to compare the simulation results generated by PDSM with and without con-
ditional probability distributions. 
We start with a simplified case, where we assume that everyone takes three trips 
per day. That is to say, for all for j ∈ {1 . . . N}, NTj =3. We keep all the rest of the 
parameters the same as before (N=700, D=7), and run simulations using DSM and 
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PDSM (without conditional probabilities included). For each method, we run the sto-
chastic algorithm 5 times. Then we compare the number of charging events we get in 
our simulation result. 
Table 4-1 Simulation result comparison: Number of charging events 
Simulation 
method 
Number of charging events  
Average num-
ber 
DSM 836 757 765 746 789 778.6 
PDSM 635 636 644 651 668 646.8 
From the results, we can see that the average number of weekly charging events 
simulated by DSM is 778.6, while the average number simulated by PDSM is 646.8, 
which is 16.93% less than that of DSM. The difference is within expectation. 
Now, we add conditional PDFs into PDSM to improve the results generated by 
PDSM.  
The first thing that needs to be taken into account is the relation between length of 
trip and speed. In our original PDSM algorithm, we generated the length of trip lj(n) and 
average speed of the trip sj(n) independently. However, through our observation of the 
NHTS database, the average speed of the trip is actually correlated with length of trip. 
Here, we derived fs-3(sj(n) | lj(n)∈ [𝑎, 𝑏)), which is the conditional probability distribution 
function (CPDF) of average speed of the nth trip for vehicles that take three trips a day, 
given the length of the nth trip is between a to b miles.    
For trip lengths of less than 10 miles, the CPDF of average speed is shown in Figure 
4.18: 
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Figure 4.18 CPDF of average speed fs-3( sj(n) | lj(n)∈ [0, 10)) 
For trip lengths greater than or equal to 10 miles and less than 20 miles, the distri-
bution of average speed is shown in Figure 4.19. 
 
Figure 4.19 CPDF of average speed fs-3( sj(n) | lj(n)∈ [10, 20)) 
For trip lengths greater than or equal to 20 miles and less than 40 miles, the distri-
bution of average speed is shown in Figure 4.20: 
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Figure 4.20 CPDF of average speed fs-3( sj(n) | lj(n)∈ [20, 40)) 
For trip lengths greater than or equal to 40 miles, the distribution of average speed 
is shown in Figure 4.21: 
 
Figure 4.21 CPDF of average speed fs-3 (sj(n) | lj(n) ≥ 40) 
Comparing the four CPDFs, it is easy to see that longer trip lengths are usually 
accompanied with higher average speed. If we randomly draw speed as a function of 
trip length, we can better model real-world driving cycles. 
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Thus we propose the following approach: In PDSM, for the nth trip of jth EV, gen-
erate lj(n) from fl(3) , find the appropriate interval [𝑎, 𝑏) that lj(n) belongs to, then generate 
sj(n) from fs-3( sj(n) | lj(n)∈ [𝑎, 𝑏)). 
With the exception of these changes, the remainder of the PDSM described earlier 
is unchanged. Note that the effect of these changes allows vehicles to drive more miles 
because of the increased speed associate with longer drives.  
To test the effectiveness of this conditional probability distribution sampling 
method (CPDSM) as described immediately above, we simulated driving behavior us-
ing the CPDSM five times, averaged the results and then compared the number of 
charging events we get in the simulation to our original results . 
Table 4-2 Simulation result comparison: Number of charging events 
Simulation 
method 
Number of charging events  
Average  
number 
DSM 836 757 765 746 789 778.6 
PDSM 635 636 644 651 668 646.8 
CPDSM 751 801 768 787 768 774 
From the Table 4-2, we can see that the results of CPDSM is now very close to that 
of DSM. The CPDSM approach only has 0.59% fewer number of charging events than 
DSM. Obviously, adding PDFs that characterize driving speeds so that they are condi-
tional upon trip length represents an improvement. 
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However, the above results are based on the assumption that every vehicle takes 
three trips a day. It still needs to be proven that whether the improved PDSM applies to 
vehicles taking any number of trips (NT = 1,2,3…15).  
Here we also start with a simplified case where everyone takes 7 trips a day. That 
is to say, for all for j ∈ {1 . . . N}, NTj =7. We keep all the rest of the parameters the 
same as before (N=700, D=7), run simulations using DSM, PDSM and CPDSM. For 
each method, we execute the simulation five times. Then we compare the number of 
charging events we get in our simulation result. 
Table 4-3 Simulation result comparison: Number of charging events 
Simulation 
method 
Number of charging events 
Average 
number 
DSM 997 963 908 950 962 956 
PDSM 752 743 763 732 777 753.4 
CPDSM 852 847 859 874 819 862.8 
From the Table 4-3, PDSM generates 21.2% fewer charging events than DSM while 
CPDSM has 9.75% fewer charging events than DSM. In this case, CPDSM still per-
forms better than PDSM. However, there is still a 9.75% gap between CPDSM and 
DSM. 
One hypothesis to explain the different results of CPDSM and DSM is that four 
conditional distributions are still not enough. More conditional distributions still need 
to be added in our algorithm. 
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By observing the database, we find that a vehicle’s stop time may also not be de-
pendent on other variables. Vehicles that start their first trip late in the day usually have 
shorter stop times between two adjacent trips. 
Therefore, we derived four conditional probability distribution functions (CPDFs) 
of stop-time durations given the start time of the first trip is: before 10 AM, between 10 
AM and 2 PM, between 2 PM to 6 PM and after 6 PM. 
Applying the additional conditional CPDFs of stop-time durations to CPDSM like 
we have done with CPDFs of average speed, we get further improvements in the accu-
racy of CPDSM. We denote this further improved CPDSM as C2PDSM. Running 
C2PDSM five times, we get the results in Table 4-4. 
Table 4-4 Simulation result comparison: Number of charging events 
Simulation 
method 
Number of charging events 
Average 
number 
DSM 997 963 908 950 962 956 
PDSM 752 743 763 732 777 753.4 
CPDSM 852 847 859 874 819 862.8 
C2PDSM 867 899 887 905 889 889 
From the results in Table 4-4, we can see that C2PDSM only has a 7% difference 
with DSM in number of charging events generated, while CPDSM has a 9.75% differ-
ence. Therefore, the four additional conditional distributions in this case show that they 
are improving the average number of charging events. 
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However, C2PDSM still generates fewer charging events than DSM. That is to say, 
eight conditional distributions are still not enough to close the gap. More conditional 
distributions are yet to be derived and applied to the algorithm. This is left as future 
work.  
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5 DC FAST CHARGING STATION WITH ONSITE ENERGY STORAGE 
From our simulations in the previous chapter, the demand model shows that most 
charging events will take place from 4 pm to 7 pm, which is typically “on peak” time 
periods. Thus, as the number of EVs increases, the management of EV demand from 
the grid, will impact the distribution system (perhaps leading to improvements to infra-
structure) and impact the cost of electricity demanded on peak, due to higher peaks and 
(perhaps) higher ramping rates. The application of a battery energy storage system 
(BESS) is a feasible method of managing EV chargers’ grid impact since it can enable 
load shaping and energy time-shift. 
In this chapter, we focus on the value of battery energy storage at the dc fast charg-
ing station. The performance of different sizes of BESS on demand flattening and en-
ergy cost reduction will be evaluated.  
For a utility-owned dcFCS, we assessed the value of BESS for different battery 
sizes (in terms of power capacity in kW and energy capacity in kWh) based on their 
demand-flattening performance and relative cost. For third-party-owned dcFCS, we 
evaluated BESS of different battery sizes based on their electricity cost reduction per-
formance and relative battery cost, then we proposed an optimal battery size that could 
give the owner the most economic benefit. 
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5.1 Basics of dc fast charging station with onsite energy storage 
Depending on the power and energy capacity of the battery energy storage system 
(BESS), adding an onsite BESS to a dc fast charging station decouples (i.e., reduces the 
covariance of) the power provided to EVs from the power drawn from the grid, thus 
easing the negative grid impact on the power supplier and saving electricity cost for 
any third-party dcFSC operator and BESS owner. 
The basic configuration of such a dc fast charging station with BESS is shown in 
Figure 5.1.  
 
Figure 5.1 Configuration of a dc fast charging station with BESS [22] 
 
59 
 
5.2 Demand flattening using BESS 
Appropriate charging and discharging of a BESS can flatten the demand produced 
by the fast charging of EVs’, thus minimizing grid impact and deferring transmission 
and distribution upgrades. BESS’s with different energy and power capacities will vary 
in their demand flattening capability. Also, different control strategies of the BESS can 
also result in different load shapes. 
In this section, we will explore the load flattening performance of different sizes of 
BESS. For a given size of BESS, an optimal control strategy will be developed to min-
imize the variance of the EV charging demand on the grid. Then, optimal performance 
of the BESS with different sizes will be determined and compared. 
The above evaluation tasks are performed by developing a mixed-integer linear pro-
gramming (MILP) based optimization model that captures the operation of BESS in the 
dc fast charging station, with the objective of minimizing the variance of the grid power. 
In the optimization model, we took as the input data 1200 sample points (uniformly 
spaced over a 24-hour period) of the original grid power (EV charging demand) without 
a BESS (Figure 5.2). The battery’s charging and discharging rate versus time as well 
as the resulting grid power demand will be the output variables. We are only consider-
ing grid power demand for a 24-hour period, though our approach is easily extended to 
any number of days. 
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Figure 5.2 Grid power demand without BESS 
We form the optimization model as shown below: 
The key parameters that characterize a storage device are:  
1) Power Rating: [kW] The maximum power capability (charge and discharge) of 
the storage device. 
2) Energy Capacity: [kWh] The amount of energy that can be stored.  
3) Efficiency: [%] Efficiency can be broken down into two components: charging 
efficiency, 𝜂𝑐, and discharging efficiency 𝜂𝑑.. 
5.2.1 Demand flattening objective function 
For performing load shaping with the goal that the net demand from the grid be-
comes ‘flatter” we define the objective function we want to minimize as the variance 
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of power delivered from the grid to the dcFCS, 𝑃𝑡
𝑔𝑟𝑖𝑑
, as given below in (5.1), where 
N is the number of sample points. 
∑(𝑃𝑡
𝑔𝑟𝑖𝑑 −∑𝑃𝑡
𝑔𝑟𝑖𝑑/𝑁
𝑡
)
𝑡
2
𝑁⁄  (5.1) 
5.2.2 Demand flattening constraints overview 
The mixed integer discrete time domain constraints associated with this optimiza-
tion problem fall into the following categories: Battery model operating constraints (en-
ergy and power limits, battery cannot charge and discharge simultaneously); Time-do-
main continuity constraints (the SoC at a later point in time is depended on the SoC at 
earlier points in time, initial SoC should be the same as the final SoC); Grid power 
congestion constraints; dcFSC equilibrium constraints (grid power minus battery charg-
ing power must equal EV charging power). These are discussed below 
5.2.3 Battery Model Operating Constraints: 
Battery energy limit: 
The maximum energy that the battery can store is the battery’s energy capacity 
which is denoted as 𝐸𝑚𝑎𝑥
𝑏 . The minimum energy that the battery should keep for safe 
operation is 𝐸𝑚𝑖𝑛
𝑏 , 𝐸𝑚𝑖𝑛
𝑏  = 0.15 𝐸𝑚𝑎𝑥
𝑏  [25]. 
𝐸𝑚𝑖𝑛
𝑏 ≤ 𝐸𝑡
𝑏 ≤ 𝐸𝑚𝑎𝑥
𝑏 ∀𝑔   (5.2) 
Battery cannot charge, discharge simultaneously: 
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𝑍𝑐𝑡 and 𝑍𝑑𝑡 are binary variables denoting battery’s charging and discharging sta-
tus. The variable 𝑍𝑐𝑡 = 1, when the battery is charging and 𝑍𝑐𝑡 = 0 when the battery 
is not charging. The variable 𝑍𝑑𝑡 = 1, when the battery is discharging and 𝑍𝑑𝑡 = 0 
when the battery is not discharging. To avoid battery charging and discharging at the 
same time, we formulate the inequality: 
                  0 ≤ 𝑍𝑐𝑡 + 𝑍𝑑𝑡 ≤ 1    (5.3) 
Battery charging limit: 
When the battery is charging, the input power should be no larger than the battery 
power rating 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  and no smaller than the minimum power 𝑃𝑚𝑖𝑛𝑙𝑒𝑣𝑒𝑙
𝑏 . 𝑃𝑚𝑖𝑛𝑙𝑒𝑣𝑒𝑙
𝑏 =
0.01 𝑘𝑊 here [25]. 
𝑃𝑚𝑖𝑛𝑙𝑒𝑣𝑒𝑙
𝑏 ∗ 𝑍𝑐𝑡 ≤ 𝑃𝑐𝑡
𝑏 ≤ 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏 ∗ 𝑍𝑐𝑡∀𝑔, 𝑡 (5.4) 
Battery discharging limit: 
When the battery is discharging, the output power should be within the same range 
as the input power range [25].  
𝑃𝑚𝑖𝑛𝑙𝑒𝑣𝑒𝑙
𝑏 ∗ 𝑍𝑑𝑡 ≤ 𝑃𝑑𝑡
𝑏 ≤ 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏 ∗ 𝑍𝑑𝑡∀𝑔, 𝑡 (5.5) 
5.2.4 Continuity constraints: 
Energy balance for storage: 
The state of energy 𝐸𝑡
𝑏 in the current time step, t, (where t is an integer index rep-
resenting the time-step value) depends on the previous state of energy 𝐸𝑡−1
𝑏  and on 
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the charging (discharging) power 𝑃𝑐𝑡
𝑏  (𝑃𝑑𝑡
𝑏 ) over the period of time 𝛥𝑡. The variable 
𝛥𝑡 is the discretized time interval used in optimization over which all power flows are 
held constant. The charge and discharge power have to be corrected by the charging 
and discharging efficiency 𝜂𝑐 and 𝜂𝑑. Here we set 𝜂𝑐 = 0.95, 𝜂𝑑 = 0.92 [25]. 
𝐸𝑡
𝑏 = 𝐸𝑡−1
𝑏 + (𝑃𝑐𝑡
𝑏  ∗ 𝜂𝑐 −
𝑃𝑑𝑡
𝑏
𝜂𝑑
) ∗  𝛥𝑡 
(5.6) 
Initial energy balance for storage: 
We set the initial state of energy 𝐸𝐼𝑛𝑖𝑡𝑖𝑎𝑙
𝑏  as 0.275𝐸𝑚𝑎𝑥
𝑏 , since we have verified on 
AMPL that this initial state can give us a minimum battery energy capacity in our so-
lution. Then the energy balance equation for the first time step can be written as (5.7).  
𝐸1
𝑏 = 𝐸𝐼𝑛𝑖𝑡𝑖𝑎𝑙
𝑏 + (𝑃𝑐1
𝑏  ∗ 𝜂𝑐 −
𝑃𝑑1
𝑏
𝜂𝑑
) ∗  𝛥𝑡 
(5.7) 
Battery SoC should be same after a 24-hour period: 
To ensure the energy stored in the battery at the end of the day equals the initial 
energy stored at the beginning of the day, we formulate the equation (5.8). 
𝑎𝑏𝑠(𝐸𝐼𝑛𝑖𝑡𝑖𝑎𝑙
𝑏 − 𝐸24
𝑏 ) = 0 (5.8) 
5.2.4 Grid Power Congestion Constraints 
Grid power limit: 
The grid power demand, 𝑃𝑡
𝑔𝑟𝑖𝑑, should always be less than the maximum grid 
power limit, 𝑃𝑚𝑎𝑥
𝑔𝑟𝑖𝑑. 
0 ≤ 𝑃𝑡
𝑔𝑟𝑖𝑑 ≤ 𝑃𝑚𝑎𝑥
𝑔𝑟𝑖𝑑
 (5.9) 
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5.2.5 dcFCS Equilibrium Constraints 
Supply equals demand with storage: 
The summation of the grid power supplied to the charging station, 𝑃𝑡
𝑔𝑟𝑖𝑑
, and the 
discharging power from the battery at time, t, 𝑃𝑑𝑡
𝑏 , should be equal to the summation of 
EV power demand, 𝐷𝑡, and the charging power from the battery, 𝑃𝑐𝑡
𝑏 . 
𝑃𝑡
𝑔𝑟𝑖𝑑 + 𝑃𝑑𝑡
𝑏 = 𝐷𝑡 + 𝑃𝑐𝑡
𝑏∀ 𝑡 (5.10) 
In order to get the minimum size of a BESS that can give a perfectly flat grid power 
demand (a grid power demand variance of zero), we set both 𝐸𝑚𝑎𝑥
𝑏  (battery energy 
rating) and 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  (battery power rating) to be variables, and add a negligibly small 
penalty term, 0.001 × (𝐸𝑚𝑎𝑥
𝑏 + 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏 ), to our objective function (5.1). Then we run 
the optimization model in AMPL, solving with Gurobi. The result shows that we can 
get a completely flat grid power demand of 45 kW if we deploy BESS with an energy 
rating of at least 700 kWh and power rating of at least 270 kW. The original EV demand, 
the grid power demand versus time with this 700 kWh, 270 kW BESS, the correspond-
ing optimal dispatch of the BESS and the energy stored in the battery are plotted below 
in Figure 5.3.     
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Figure 5.3 Optimization results with 700 kWh BESS 
Although the 700 kWh, 270 kW BESS can provide a completely flat demand pro-
file, the economically optimal size of the battery is determined by factors beyond the 
scope of this study, accurate projection of BESS costs being the most notable.  
Therefore, we next parameterize the battery’s size to demonstrate the tradeoff be-
tween BESS capital investment and demand flattening performance. In our original op-
timization model, we have set the battery energy capacity 𝐸𝑚𝑎𝑥
𝑏  as a variable. In order 
to quantify the demand flattening performance of smaller batteries, we select the battery 
energy capacity as a parameter (for example, 500 kWh) while keeping the power ca-
pacity as a variable, the value of which is allowed to become what is necessary to 
achieve the maximum flattening of the grid power demand. 
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Shown in Figure 5.4 are the results when we run the optimization model that mini-
mizes grid demand variance with 𝐸𝑚𝑎𝑥
𝑏 = 500 𝑘𝑊ℎ 
 
Figure 5.4 Optimization results with 500 kWh BESS 
When using a 500 kWh BESS to flatten the grid demand, the minimum power ca-
pacity required is 244 kW, the peak grid power in the 24-hour period becomes 69.44 
kW, the standard deviation of the grid power is 14.78 kW. To better compare the load 
flattening performance of the 500 kWh BESS with 700 kWh BESS, we derived the load 
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duration curves of the grid power with 500 kWh and 700 kWh BESS, and plotted them 
in Figure 5.5 below: 
 
Figure 5.5 Load duration curve comparison between 500 kWh and 700 kWh 
BESS 
Next, we varied 𝐸𝑚𝑎𝑥
𝑏  from 0 to 700 kWh, ran the minimum-grid-demand-variance 
optimization model and recorded the peak and the standard deviation of the grid power 
to illustrate how flat the load becomes as a function of 𝐸𝑚𝑎𝑥
𝑏 . We used these two vari-
ables to compare the load flattening performances of different sizes of BESS as shown 
in Table 5-1 and Figure 5.6 below. 
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Energy capacity 
of BESS, kWh 
Minimum 
power capacity 
needed, kW 
Standard deviation 
of grid power, kW 
Peak grid power, kW 
0 0 74.16 312.50 
50 233 58.74 225.86 
100 233 52.72 187.92 
150 233 47.21 165.99 
200 233 41.97 145.79 
250 233 36.93 128.05 
300 233 32.13 112.83 
350 233 27.51 99.79 
400 233 23.04 87.78 
450 244 18.84 77.00 
500 244 14.78 69.44 
550 258 10.78 61.67 
600 258 6.91 55.21 
650 268 3.21 49.43 
700 268 0.00 45.04 
Table 5-1 Load flattening performances of BESS 
 
Figure 5.6 Load flattening performances of BESS 
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From the Figure 5.6, we can see that the standard deviation of the grid power de-
mand decreases almost linearly when we increase BESS energy capacity from 0 to 700 
kWh. But the peak grid power demand decreases rather nonlinearly and gradually sat-
urates. 
The corresponding curves of grid power demand versus time of day when deploying 
a BESS of between 0 kWh to 700 kWh capacity are shown in Figure 5.7 and Figure 
5.8: 
 
Figure 5.7 Grid power demand versus time with BESS from 0 kWh to 300 kWh 
70 
 
 
Figure 5.8 Grid power demand versus time with BESS from 400 kWh to 700 kWh 
From the Figure 5.7 and Figure 5.8, we can see that as the energy capacity of BESS 
increases, the grid power demand can be gradually smoothed to completely flat. 
 
5.3 BESS cost estimation 
In the last section, we compared the load-flattening performance of different size 
BESS’s. In this section, we will calculate the corresponding cost of different sizes of 
BESS for utilities’ reference.  
The investment of a BESS requires adding the per unit investment cost of the stor-
age unit, the associated power conversion system (power electronic devices), and the 
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balance of system like the energy management system, which are labeled as UCostStor-
age, UCostPCS and UCostBOS, and multiplying each by the appropriate storage system 
capacity [24].  
Thus, the total cost of the battery (storage) units CostStorage in $ is: 
CostStorage = UCostStorage × 𝐸𝑚𝑎𝑥
𝑏  (5.11) 
The total cost of power conversion system CostPCS in $ is obtained by: 
CostPCS = UCostPCS × 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  (5.12) 
The total cost for the balance of system CostBOS in $ is: 
CostBOS = UCostBOS × 𝐸𝑚𝑎𝑥
𝑏  (5.13) 
The total capital cost CostTCC, which would be the sum of the total costs for the 
storage units, power electronics, and balance of system, is: 
CostTCC = CostStorage + CostStorage + CostBOS (5.14) 
The capital recovery factor, CRF, is calculated based on the annual interest rate, ir 
(%), and lifetime of BESS, y (year). 
𝐶𝑅𝐹 =  
𝑖𝑟(1 + 𝑖𝑟)
𝑦
(1 + 𝑖𝑟)𝑦 − 1
 (5.15) 
Then the annualized capital cost CostACC should be: 
CostACC = CostTCC × CRF (5.16) 
The UCostAOM is the fixed annual O&M cost of a storage system per unit of power 
capacity and the UCostR is the future value of replacement cost of the storage system 
per one unit of energy capacity. 
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The total cost of one replacement CostR is: 
CostR = UCostR × 𝐸𝑚𝑎𝑥
𝑏  (5.17) 
The replacement cost is annualized as an annualized replacement cost CostAR: 
CostAR = CostR × [(1 + 𝑖𝑟)
−𝑟 + (1 + 𝑖𝑟)
−2𝑟 +⋯] × 𝐶𝑅𝐹 (5.18) 
where r is the replacement period and 𝑖𝑟 is the annual interest rate. The number of 
terms in the square bracket of (5.18) equals to the number of times the storage units 
would be replaced within the lifetime of the battery system. Thus, in (5.18), if only 
the first two terms in the series are used, namely, (1 + 𝑖𝑟)
−𝑟and (1 + 𝑖𝑟)
−2𝑟, then the 
batteries are being replaced twice during the plant life. 
The total annualized fixed operation and maintenance cost CostAOM is: 
CostAOM = UCostAOM × 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  (5.19) 
The total annualized cost of the BESS CostTAC is: 
CostTAC = CostAOM + CostAR + CostACC (5.20) 
In this research, we propose using Li-ion battery systems for commercial and resi-
dential applications as indicated in Sandia National Lab’s Electricity Storage Handbook 
[25], [26]. The battery’s cost is listed in Table 5-2. 
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Table 5-2 BESS cost parameters 
BESS cost parameters Parameter values 
UCostStorage($/kWh) 500 
UCostPCS($/kW) 175 
UCostBOP($/kWh) 0 
UCostR($/kWh) 500 
UCostAOM($/kW*yr) 25 
r(yr) 8 
y(yr) 15 
ir 0.9% 
From (5.11) through (5.18) and using BESS cost parameters in Table 5-2, we can 
estimate the cost of different sizes of BESS as shown in Table 5-3 below: 
Table 5-3 BESS cost estimation 
BESS energy ca-
pacity, kWh 
BESS 
power 
capacity, 
kW 
COST_AR, 
$/yr 
COST_AOM, 
$/yr 
COST_ACC, 
$/yr 
COST_TAC, 
$/yr 
0 0 0 0 0 0 
50 233 1,665 5,825 4,707 12,198 
100 233 3,331 5,825 6,496 15,652 
150 233 4,996 5,825 8,286 19,107 
200 233 6,662 5,825 10,075 22,562 
250 233 8,327 5,825 11,864 26,016 
300 233 9,993 5,825 13,653 29,471 
350 233 11,658 5,825 15,442 32,925 
400 233 13,323 5,825 17,232 36,380 
450 244 14,989 6,100 19,158 40,247 
500 244 16,654 6,100 20,948 43,702 
550 258 18,320 6,450 22,912 47,682 
600 258 19,985 6,450 24,701 51,136 
650 268 21,650 6,700 26,616 54,966 
700 268 23,316 6,700 28,405 58,421 
The total annualized cost of BESS versus battery energy capacity of BESS is plotted 
in Figure 5.9. 
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Figure 5.9 Total annualized cost of BESS versus battery energy capacity of BESS  
From Figure 5.9, we can see that the total annualized cost is approximately linearly 
related to the energy capacity of BESS. This is because the per kWh cost (storage cost, 
replacement cost) of the BESS is much higher than the per kW cost (power conversion 
cost, fixed operation and maintenance cost), and thus dominates the total cost. The nu-
merical relationship between total annualized cost CostTAC ($/yr) and energy capacity 
𝐸𝑚𝑎𝑥
𝑏 , as is shown in Figure 5.9, is 
CostTAC = 71.282 × 𝐸𝑚𝑎𝑥
𝑏  + 8,302.3 ($) (5.21) 
  5.4 Pareto optimality of the load-flattening problem 
In this demand-profile flattening problem, minimizing BESS cost and maximizing 
its load flattening performance (or minimizing standard deviation of grid power demand) 
are the two main objectives we are considering. From the cost analysis, it is obvious 
that to get a flatter demand profile we need a BESS with a higher cost. Therefore, we 
cannot make the two objectives optimal at the same time. Besides, cost and standard 
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deviation of grid power demand are measured in two completely different units, we 
cannot combine our two objectives into one objective and solve it to get an optimal 
solution. 
For multi-attribute decision-making problems of this kind, we often search for Pa-
reto optimal solutions. (A solution (call it A) to a multiple-objective problem is Pareto 
optimal if no other feasible solution is at least as good as A with respect to every ob-
jective and strictly no better than A with respect to at least one objective.) When ana-
lyzing the solution we obtained before, we found that we cannot obtain another solu-
tion that can make either of the objectives better without making the other objective 
worse. Therefore, all of our solutions are pareto optimal.  
The Pareto frontier is the set of solutions that are Pareto optimal. By just looking 
at the set of solutions that are Pareto optimal, a designer can make tradeoffs within 
this optimal set, rather than considering the full range of every solution.                                                                                      
Therefore, we can form a Pareto frontier with our solutions as is shown in Figure 
5.10. 
 
 
 
Table 5-4 Solutions for Pareto Optimality 
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BESS energy ca-
pacity, kWh 
BESS 
power ca-
pacity, kW 
Objective 1:           
COST_TAC, $/yr 
Objective 2:           
Standard deviation of 
grid power demand, 
kW 
0 0 0 74.16 
50 233 12,198 58.74 
100 233 15,652 52.72 
150 233 19,107 47.21 
200 233 22,562 41.97 
250 233 26,016 36.93 
300 233 29,471 32.13 
350 233 32,925 27.51 
400 233 36,380 23.04 
450 244 40,247 18.84 
500 244 43,702 14.78 
550 258 47,682 10.78 
600 258 51,136 6.91 
650 268 54,966 3.21 
700 268 58,421 0.00 
 
Figure 5.10 Pareto frontier 
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5.5 Energy time-shift using BESS 
If the non-utility merchants own the dc fast charging station and the BESS, the 
greatest value that an onsite BESS can bring to them is the reduction of electricity cost. 
BESS can achieve operating cost reduction by energy time-shift, which means purchas-
ing inexpensive electric energy, available during periods when price is low, to charge 
the battery so that the stored energy can be used or sold at a later time when the price 
is high. 
In this part, we investigate the value of using energy time-shifting for a third-party 
owner of a BESS. Therefore, the goal of dispatching battery energy would become 
minimizing electricity cost instead of flattening the load. Thus, we have to reconstruct 
our optimization model to adapt to the change in our objective. 
Our new objective function becomes a summation of energy charge and demand 
charge: 
Min ∑ 𝑃𝑟𝑖𝑐𝑒𝑡*𝑃𝑡
𝑔𝑟𝑖𝑑
𝑡 ∗ 𝛥𝑡 + ∑  𝑃𝑟𝑖𝑐𝑒
𝑡(𝑃max (𝑖)
𝑔𝑟𝑖𝑑
)
𝑑𝑒𝑚𝑎𝑛𝑑 𝑐ℎ𝑎𝑟𝑔𝑒 (𝑖)
∗ 𝑃max(𝑖)
𝑔𝑟𝑖𝑑 30⁄𝑖   (5.22) 
where,  
𝑃𝑟𝑖𝑐𝑒𝑡 = Time of use electricity price, $/kWh 
𝑃𝑟𝑖𝑐𝑒
𝑡(𝑃max  (𝑖)
𝑔𝑟𝑖𝑑
)
𝑑𝑒𝑚𝑎𝑛𝑑 𝑐ℎ𝑎𝑟𝑔𝑒 (𝑖)
 = Monthly demand charge price in period i (on peak, off 
peak, shoulder peak), $/kWh 
𝑃max(𝑖)
𝑔𝑟𝑖𝑑
 = Peak grid power in period i, kW 
𝑡(𝑃max (𝑖)
𝑔𝑟𝑖𝑑 ) = Time when power from grid reaches the peak in period i 
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The detailed electricity prices we used for supplying dc fast charging station are 
based on SRP’s Business Time-of-Use Price Plan (E-32) on a non-peak summer day. 
Energy charges are based on the total amount of energy used during a billing period 
(typically one month long). A customer is billed on a $/kWh basis. The prices vary with 
the time of day and are shown in Figure 5.11.  
 
Figure 5.11 Energy charges (based on SRP E-32 form)  
Demand charges are the second type of charge paid by C&I (commercial and in-
dustrial) customers. Demand charges are based on the peak electricity usage of a cus-
tomer during a billing period. This peak is typically calculated as the average of power 
demand on a 15-minute interval and charges are billed on a $/kW basis as described 
next.  
The on-peak demand charge is $4.32/kW while the off-peak and shoulder demand 
charges are both $1/kW, where, the on-peak, off-peak and shoulder-peak periods are 
specified as: On-peak hours: 2 pm to 7 pm; Shoulder-peak: 11 am to 2pm, 7 pm to 
11pm; Off-peak: Rest of the day. 
In this optimization model, we should also implement the battery model operating 
constraints, grid power congestion constraints and dcFCS equilibrium constraints 
shown in (5.2) through (5.10). In order to see which size of BESS can give us the min-
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imum daily operating cost, we set both 𝐸𝑚𝑎𝑥
𝑏  (battery energy rating) and 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  (bat-
tery power rating) to be variables. Then we run the optimization model in AMPL, solv-
ing with Gurobi.  
The results of this optimization show that a BESS with an energy capacity of 1200 
kWh and power capacity of 320 kW gives a minimum daily electricity cost of $63.1. 
The peak grid power for the case with this BESS would be 86 kW. The corresponding 
optimal control strategy of the BESS and the energy stored in the battery are plotted in 
Figure 5.12 and Figure 5.13 
 
Figure 5.12 Grid power demand with and without 1200 kWh BESS 
80 
 
 
Figure 5.13 Control strategy of 1200 kWh BESS 
From Figure 5.12 and Figure 5.13, we can see that the 1200 kWh BESS shifts all 
the grid power demand that would normally occur between 11:00 to 22:00, to rest of 
the day when the energy cost is lower. That is how minimum daily energy cost is 
achieved. 
Next, we varied the energy capacity of the BESS 𝐸𝑚𝑎𝑥
𝑏  from 0 to 1200 kWh, and 
ran the optimization model to compare the electricity cost of the dcFCS when different 
sizes’ BESS are deployed. With different BESS sizes, the daily electricity cost of the 
station and the corresponding peak grid power are compared in the Error! Reference 
source not found. and Figure 5.14 and Figure 5.15:  
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Table 5-5 Summary of optimization results of minimizing electricity cost 
Energy ca-
pacity of 
BESS, kWh 
Peak grid 
power de-
mand(dur-
ing 14:00-
19:00), kW 
Peak grid 
power de-
mand(rest 
of the day), 
kW 
Monthly en-
ergy charge, 
$ 
Monthly de-
mand 
charge, $ 
Monthly to-
tal electric-
ity cost, $ 
0 312.5 312.5 3,943 1,663 5,606 
100 186.15 91.43 3,770 896 4,665 
200 143.45 91.43 3,564 711 4,275 
300 112.33 91.43 3,348 577 3,924 
400 87.14 91.43 3,130 468 3,598 
500 63.48 91.43 2,909 366 3,275 
600 42.95 91.43 2,696 277 2,973 
700 22.91 91.43 2,482 190 2,672 
800 6.06 91.43 2,259 118 2,377 
900 0 69.21 2,103 69 2,172 
1,000 0 75.79 1,984 76 2,060 
1,100 0 82.37 1,885 82 1,967 
1,200 0 86.27 1,807 86 1,893 
 
Figure 5.14 Peak grid power demand versus different BESS sizes 
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Figure 5.15 Monthly electricity cost versus different BESS sizes  
From the Figure 5.14, we can see that as the energy capacity of a BESS increases, 
the peak grid power demand during on-peak hours (14:00-19:00), gradually decreases 
to zero while the peak demand during off-peak hours decreases sharply at first and then 
remains rather almost constant. As for the monthly total electricity cost in Figure 5.15, 
it decreases, but the rate of decrease slows as the BESS becomes larger.  
Different BESS sizes will result in different load shapes, Figure 5.16 to Figure 5.21 
below show the corresponding grid power demand with 100-1200 kWh BESS’s.  
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Figure 5.16 Grid power demand versus time with 100 kWh/ 200 kWh BESS 
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Figure 5.17 Grid power demand versus time with 300 kWh/ 400 kWh BESS
 
Figure 5.18 Grid power demand versus time with 500 kWh/ 600 kWh BESS 
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Figure 5.19 Grid power demand versus time with 700 kWh/ 800 kWh BESS 
 
Figure 5.20 Grid power demand versus time with 900 kWh/ 1000 kWh BESS 
86 
 
 
Figure 5.21 Grid power demand versus time with 1100 kWh/ 1200 kWh BESS 
From Figure 5.16 to Figure 5.21, we can see how increasing the size of BESS grad-
ually helps shift the grid power demand from on peak hours to off peak hours. 
 
5.6 Optimal BESS size for energy time-shift 
In the last section we compared the energy time-shift performance of different 
BESS sizes. The benefit of the energy time-shift property can be measured by the sav-
ings in electricity cost for a third-party owner, but also savings in production cost and 
infrastructure investment for a utility owner.  
To determine an optimal BESS size for an investor, not only should we consider the 
electricity cost, but we should also factor in the battery cost, for which we will use the 
cost model given in section 5.3 . 
To determine the optimal sized BESS while factoring in BESS cost, we formulate 
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the objective function as minimizing the monthly total cost, which consists of the 
monthly electricity cost (COSTelectricity) and monthly total BESS cost (COSTBESS).  
Our new objective function is: 
Min COSTelectricity + COSTBESS (5.23) 
where, 
COSTelectricity = ∑ 𝑃𝑟𝑖𝑐𝑒𝑡*𝑃𝑡
𝑔𝑟𝑖𝑑
𝑡 ∗ 𝛥𝑡 ∗ 30 +
∑  𝑃𝑟𝑖𝑐𝑒
𝑡(𝑃max (𝑖)
𝑔𝑟𝑖𝑑
)
𝑑𝑒𝑚𝑎𝑛𝑑 𝑐ℎ𝑎𝑟𝑔𝑒 (𝑖)
∗ 𝑃max(𝑖)
𝑔𝑟𝑖𝑑
𝑖  
       (5.24) 
COSTBESS = 
1
12
×  CostACC = 
1
12
× ((𝑈𝐶𝑜𝑠𝑡𝑆𝑡𝑜𝑟𝑎𝑔𝑒 ×
 𝐸𝑚𝑎𝑥
𝑏  +  𝑈𝐶𝑜𝑠𝑡𝑃𝐶𝑆 ×  𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  )  × 
𝑖𝑟(1+𝑖𝑟)
𝑦
(1+𝑖𝑟)𝑦−1
 +  𝑈𝐶𝑜𝑠𝑡𝑅 ×
 𝐸𝑚𝑎𝑥
𝑏  ×  (1 + 𝑖𝑟)
−𝑟  ×  
𝑖𝑟(1+𝑖𝑟)
𝑦
(1+𝑖𝑟)𝑦−1
 +  𝑈𝐶𝑜𝑠𝑡𝐴𝑂𝑀 × 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏 ) 
       (5.25) 
We keep the constraints the same as (5.2) to (5.10) 5.25.25.2and take the energy 
capacity of BESS, 𝐸𝑚𝑎𝑥
𝑏 , and power capacity of BESS, 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏 , as variables to be op-
timized. 
Solving this new optimization problem, we get the optimal battery size as: 
𝐸𝑚𝑎𝑥
𝑏  = 109 kWh; 𝑃𝑟𝑎𝑡𝑖𝑛𝑔
𝑏  = 130 kW. 
A comparison between the corresponding grid power demand with optimal BESS 
and the original EV demand is shown in Figure 5.22. The two curves are shown sepa-
rately in Figure 5.23 and Figure 5.24.  
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Figure 5.22 Comparison between grid power demand with optimal BESS and EV 
demand 
 
Figure 5.23 Grid power demand with optimal BESS 
89 
 
 
Figure 5.24 EV demand 
The monthly cost detail is listed as below in  
Table 5-6 Monthly cost summary with optimal BESS: 
Table 5-6 Monthly cost summary with optimal BESS 
Energy capacity of BESS, kWh 109 
Power capacity of BESS, kW 130 
Peak grid power demand (during 14:00-19:00), kW 182.5 
Peak grid power demand (rest of the day), kW 182.5 
Monthly energy charge, USD 3907.76 
Monthly demand charge, USD 790.9 
Monthly total electricity cost, USD 4698.66 
Monthly total BESS cost, USD 684.25 
Monthly total cost, USD 5382.91 
 
5.7 Summary 
In this chapter we have assessed the value of an onsite BESS to the dcFCS from 
two perspectives: the utility owners and third-party owners. 
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If the utilities own the BESS, their goal (as directed by our SRP collaborator) would 
be to flatten the demand. Therefore, we formed an optimization model with the objec-
tive function of minimizing the variance of power delivered from the grid. 
The optimization model was formed as mixed-integer linear programming, which 
gave us a result showing that a battery with a power capacity of 268 kW and an energy 
capacity of 700 kWh was needed to obtain a complete flat demand profile with a con-
stant power demand of 45.04 kW for the dc fast charging station. (This assumed the use 
of the EV driver behavior modeled developed in an earlier chapter, along with the sim-
ulation assumptions mentioned in that chapter.) Then we used equations given by the 
Sandia National Lab [37] to estimate the annualized cost of such a BESS assuming the 
life time of the BESS was15 years. The calculated annualized BESS cost was $58,421. 
We also calculated the load-flattening performance and the corresponding annualized 
cost of smaller batteries (i.e., smaller energy capacities), the results of which are shown 
in Figure 5.7, Figure 5.8 and Table 5-3. The economic value of flattening the load for 
utilities mainly lies in deferring transmission and distribution infrastructure upgrades, 
an expense that was beyond the scope of this work. The exact saving can be influenced 
by a lot of factors other than the demand-flattening performance (e.g., the location of 
the dcFCS), thus we cannot conduct an overall economic evaluation of BESS taking 
into account both the saving and the cost of batteries. Therefore, we cannot recommend 
an optimal BESS size to utilities just based on the information we have now. However, 
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the load-flattening performance and the corresponding BESS costs can be applied to a 
specific dcFCS for further economic analysis. 
If the non-utility merchants own the dcFCS, their main concern would be to reduce 
electricity cost through BESS. Therefore, we formed another optimization model with 
the objectives of minimizing the monthly electricity bill of dcFCS (taking into account 
both the energy charge and demand charge). The results showed that, with a BESS that 
ha a battery size of at least 1,200 kWh, 320 kW, the monthly electricity cost could be 
reduced to the minimum value of $1,893, compared to $5,606 without any BESS. The 
electricity cost reduction performances of smaller batteries were also shown in this 
chapter. 
Given the data for battery cost calculation, we also factored in the cost of the BESS 
into our optimization model in order to determine an optimal battery size for non-utility 
merchants. Our new objectives then became the sum of annualized BESS cost and an-
nual electricity cost. Solving that optimization problem, we found that the optimal en-
ergy and power capacity were 109 kWh and 130 kW. The resulting monthly cost (elec-
tricity cost plus battery cost) was $5,383. Compared with the electricity cost of $5,606 
without BESS. The optimal BESS saved $223 monthly for the owners. This means that 
the deployment of an onsite BESS at the dcFCS is economically feasible for third-party 
owners. 
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When we compared the resulting load shapes of utility-owned dcFCS and non-util-
ity-owned dcFCS, we found that they were completely different because of different 
ways of dispatching the battery energy.   
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6. CONCLUSION AND FUTURE WORK 
6.1 Conclusion 
This report used statistical methods to predict power demand for a dc fast charging 
station, proposed the deployment of a battery energy storage system (BESS) to mini-
mize the negative impact that the fast charging station would bring to the grid and ana-
lyzed the economic value that a BESS would bring to the fast charging station.  
The potential power demand was simulated for a fast charging station with six dc 
fast chargers and 700 EVs. The usage of fast charging stations depends on the size and 
concentration of a local fleet of vehicles as well as people’s driving and charging be-
haviors. Projections by NREL indicate that average dc fast charging station would have 
six charging outlets by 2030 [20]. The Alternative Fuels Data Center gives us a national 
average fleet size of N’=114 that each fast charger serves [19]. Therefore, we modeled 
a dc fast charging station with six dc fast chargers serving EVs with a fleet size of 700. 
Next, we developed two multi-trips algorithms (database and probability distribu-
tion function sampling) to model the EVs driving and charging behaviors To do this we 
used the newest National Household Travel Survey (NHTS) 2017 dataset [9]. The da-
tabase sampling method (DSM) directly sampled metrics of EV operators’ driving be-
haviors from the NHTS database, which is compiled from surveys of drivers of internal 
combustion engine vehicles. The probability distribution sampling method (PDSM) 
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generates driving behaviors from statistical distributions that we derived from NHTS 
database. 
Whether using database sampling method (DSM) or probability distribution sam-
pling method (PDSM), the predictions of power demand were reasonably consistent, 
when conditional probabilities were included in the PDSM. DSM better models real-
world driving behaviors while PDSM allows creation of new customer class (like com-
mercial vehicles, public bus) that are not included in the NHTS database. One lesson 
learned when using PDSM was: conditional probability distributions must be generated 
for multi-trip scenarios to better simulate the real-world driving behavior characteristic 
of EVs’. 
The prediction for the power demand of the dc fast charging station can be summa-
rized as followed: 
Station utilization rate (at least one EV is connecting): 37%  
Station idle percentage: 63%  
Peak grid demand: 375 kW 
Percent of time with demand peaks: 0.4%  
Load factor: 0.112 
Next a BESS was added to the dc fast charging station to perform demand shaping 
with different objectives in mind. Appropriate dispatching of the energy in the BESS 
can flatten the demand caused by the EVs’ fast charging, thus minimizing grid impact 
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and deferring transmission and distribution infrastructure upgrade. To examine the ef-
fect of BESS on the load flattening performance and approximate cost, the performance 
of different sizes’ of BESS’s were explored. 
Our results showed that a battery with a power capacity of 268 kW and an energy 
capacity of 700 kWh is needed to get a complete flat demand profile for the dc fast 
charging station, given the driver behavior models developed in this report. The esti-
mated annualized cost of such a BESS is $58,421, assuming the life time of the BESS 
is 15 years. 
The load flattening performance and estimated cost of other BESS sizes were also 
analyzed and calculated in the last chapter. Since the economic benefit of load flattening 
(mainly deferring transmission and distribution infrastructure upgrades) is affected by 
a lot of factors and varies from case to case, we cannot draw a broad conclusion regard-
ing the optimal size of a BESS. Therefore, this report provides performance and cost 
comparisons of different BESS sizes for utilities’ future reference. 
If non-utility merchants own the dc fast charging station and BESS, the greatest 
value that an onsite BESS can bring to them is the reduction of electricity cost. Based 
on SRP’s rate structure, the estimated average monthly electricity cost for the dc fast 
charging station without a BESS is $5,606. Our study showed that with a BESS that 
has a battery size of at least 1200 kWh, and 320 kW, the electricity cost can be reduced 
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to the minimum value: $1,893. The cost reduction performance of other BESS sizes is 
shown and compared in Table 5-5. 
To determine an optimal BESS size for the non-utility investors, not only should 
we consider the electricity cost, but we should also factor in the battery cost. After 
taking the battery cost into account, we formulated an optimization problem to mini-
mize the sum of annualized battery cost and yearly electricity cost. In the optimization 
problem, the battery size of BESS was set to be a variable. Results showed that the 
optimal energy and power capacity was 109 kWh, and 130 kW, respectively. With such 
BESS capacity, the monthly total cost (electricity cost plus discounted battery cost) is 
$5,383. Compare this to the cost of $5,606 dollars without BESS, and a monthly saving 
of $223 is achieved; thus, the economic feasibility of BESS is indicated. 
 
6.2 Future work 
There are several aspects of this project that suggest future effort is warranted. De-
veloping a workplace charging model and a more complex home charging model, may 
have a big impact on fast charging activities. For the PDSM algorithm, more conditional 
probability distributions should be included in the modeling procedure and are likely to 
better model the real-world driving behaviors. 
As the battery technology is evolving, the cost of batteries is decreasing while its 
life expectancy is increasing. In this work, we are using current battery costs when 
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conducting our economic analysis. For future dc fast charging station our analysis is 
likely to give us a conservative result. Therefore, a more detailed economic analysis 
that factors in estimates of the future price of batteries is suggested. 
Because of infrastructure cost, utilities will be more likely to own and operate 
dcFCSs in their service territory. Once we get data of corresponding infrastructure cost, 
our approach can be modified to predict the power demand and determine optimal bat-
tery size to minimize infrastructure cost for utility-owners. Alternatively, due to the 
complexity of infrastructure upgrades that are site specific, we believe that an easy-to-
use application is warranted that optimizes the BESS capacities based on grid power 
capacity at the interconnection point. 
Finally, the power levels of the dc charging units in the dc fast charging stations 
used in this study were only those that are used mainly today. Future charger power 
levels are expected to be eight to nine times these values. Any long-range planning 
procedure should include dc fast chargers with these higher ratings. 
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