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Resumen
En este trabajo de investigación se aplican métodos adaptables en el diseño de algoritmos computacionales, dichos algoritmos
emplean redes neuronales y series de wavelets para construir “neuroaproximadores” wavenets. Se muestra cómo las wavenets
pueden combinarse con los métodos autosintonizables para obtener el seguimiento de señles complejas que están en función del
tiempo. Los algoritmos obtenidos se aplican en la aproximación de señales que representan funciones algebraicas y funciones
aleatorias, así como en una señal médica deun ECG. Se muestran los resultados en simulación numérica de dos arquitecturas de
neuroaproximadores wavenets: el primero está basado en una wavenet, con el cual se aproximan las señales bajo estudio donde
los parámetros de la red neuronal son ajustados en línea; el otro esquema emplea un ﬁltro IIR a la salida de la red wavenet para
discriminar las contribuciones de aquellas neuronas que tienen menos peso en la aproximación de la señal, lo que ayuda a reducir
el tiempo de convergencia a un error mínimo deseado. Copyright © 2012 CEA. Publicado por Elsevier España, S.L. Todos los
derechos reservados.
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1. Introducción
La contribución de las ciencias computacionales en el desa-
rrollo de nuevos y mejores algoritmos para la aproximación de
señales en diferentes áreas de la ingeniería, hoy en día es una
realidad (Widrow and Stearns, 1985; Haykin, 1994, 2001; Gup-
ta et al., 2003). Este avance permite la implantación de algorit-
mos computacionales cada vez más complejos, tal es el caso
de algoritmos que hacen uso de redes neuronales, lógica difusa
como se muestra en (Park and Sandberg, 1991; Jun and Hong,
2005; Ting and Sugai, 1999; Li and Chen, 2002b; Yu and Li,
2003; W. Wang and Wang, 1997). En (Kobayashi and Torioka,
1994) se hace uso de redes neuronales wavelets para realizar
aproximación de funciones, dividiendo el trabajo en dos partes:
en la primera parte se propone una red de tres capas (1,N,1),
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donde las neuronas de la entrada y salida son elementos linea-
les y la función de activación de la capa oculta es una wave-
let madre, obteniendo gradualmente el número de neuronas (N)
requeridas para cubrir la región de tiempo y frecuencia de una
función objetivo, mientras se van calculando los parámetros de
traslación y escalamiento de la wavelet, así como los pesos de
cada neurona usando la regla de Kohonen, en la segunda parte
se realiza la minimización de los errores usando el algoritmo de
retropropagación localizado. Además, se hace una comparación
de los resultados obtenidos contra los producidos por una red
de retropropagación tradicional, presentando una convergencia
más rápida el algoritmo propuesto y mejores resultados tanto
para datos de entrenamiento como para datos de prueba.
Una diferencia notable entre el algoritmo propuesto en (Koba-
yashi and Torioka, 1994) y el que se propone en este artículo es
que en (Kobayashi and Torioka, 1994) se divide el algoritmo en
dos partes lo cual retarda la convergencia con respecto a la del
algoritmo propuesto en este artículo, ésto debido a que primero
debe de obtenerse el número suﬁciente de neuronas para cubrir
la región de la función objetivo y posteriormente se comienza
con la minimización del error, mientras que el algoritmo aquí
propuesto presenta un ﬁltro IIR a la salida de la red wavelet
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el cual hace las veces de la optimización de la red (que en este
caso discrimina neuronas en lugar de agregarlas) durante el pro-
ceso de minimización. Una de las aplicaciones de los resultados
presentados en el artículo se dan en la identiﬁcación y control
de plantas estables como se muestran en (Cruz-Tolentino et al.,
2010; Sedighizadeh and Rezazadeh, 2008; Islas-Gómez et al.,
2010, 2012).
En (Li and Chen, 2002a) se hace uso de una red neuronal
wavelet robusta basada en la teoría de la regresión robusta, apli-
cada en el marco de la aproximación de funciones, ajustando
adaptativamente el número de datos de entrenamiento involu-
crados durante el entrenamiento. Para mejorar la robustez de las
redes wavenets, el procedimiento de entrenamiento para los pa-
rámetros iniciales es llevado a cabo por el algoritmo LTS (least
trimmer square) descrito en (Rousseeuw and Leroy, 1987). En
este caso se muestran dos ejemplos de aproximación, uno en
funciones de una dimensión y el otro para una función de dos
dimensiones.
A diferencia del algoritmo LTS propuesto en (Li and Chen,
2002a) para el entrenamiento de la red, el que se implementa en
este artículo (el LMS) no requiere de una manipulación previa
de los errores (el algoritmo LTS realiza un ordenamiento de los
errores antes de comenzar), lo cual podría retardar el funciona-
miento del algoritmo.
En (Chen and Hui-Qiang, 2007) se propone un método para
implementar el convertidor analógico digital (ADC) de alta pre-
cisión usando una red neuronal wavelet para aproximar y com-
pensar la no linealidad del ADC. La red propuesta es un red de
3 capas, en donde la capa de salida implementa la función sig-
moide, mientras que la wavelet madre Morlet es implementada
en el resto de la red. Este tipo de red requiere de un número
pequeño de iteraciones y parámetros en comparación con los
perceptrones multicapa. El algoritmo propuesto en (Chen and
Hui-Qiang, 2007) es muy similar al de este artículo, solo que
la salida en este caso es la función identidad y en el presentado
en (Chen and Hui-Qiang, 2007) es la función sigmoide, la cual
acota la salida en el intervalo (01), que muestra ser útil para el
caso que se estudia. Otra diferencia con el algoritmo aquí pro-
puesto es que no se implementa el ﬁltro IIR a la salida de la
red.
En (S. Gopinath and Bhatt, 2004) se propone una red neu-
ronal wavelet para el problema de identiﬁcación en línea, pro-
poniendo un esquema de identiﬁcación basado en redes neuro-
nales wavelets, así como un algoritmo de aprendizaje para la
identiﬁcación en línea de sistemas no lineales. Ésto presenta al-
gunas técnicas que se podrían implementar en trabajos futuros
al extender el algoritmo propuesto en este artículo a problemas
en tiempo real.
En (Sitharama et al., 2002) su presentan los fundamentos
de las redes wavenets, así como algunas de sus aplicaciones. Se
presenta un esquema de aprendizaje recurrente, en redes wa-
velets dinámicas (el cual es muy parecido al propuesto en este
artículo sin el IIR en la salida de la red), este tipo de aprendi-
zaje presenta buenos resultados para simulación numérica en la
aproximación de funciones. Se hace también una comparación
con respecto a las redes neuronales de base radial (las cuales
son ya buenos aproximadores de funciones) presentando varias
ventajas sobre éstas.
Una de las aplicaciones importantes que se describen en
(Sitharama et al., 2002) es la predicción de series de tiempo
caóticas como, por ejemplo, el atractor de Ikeda, el atractor de
Lorenz. También se presentan diferentes variantes de las téc-
nicas de aprendizaje empleada. En (Sitharama et al., 2002) se
presentan la teoría básica sobre las wavenets que se implemen-
tan en este artículo, así como algunas variantes del algoritmo de
entrenamiento aquí implantado, lo que fue de gran utilidad en
el desarrollo de éste.
El artículo está organizado de la siguiente manera: una des-
cripción general de redes neuronales wavelets es dada en la Sec-
ción 2, mostrando la primera arquitectura wavenet utilizada en
este artículo. En la Sección 3 se presenta la aproximación de
señales mediante una wavenet. En la Sección 4 se presenta la
segunda arquitectura de la red wavenet con ﬁltro IIR, mostran-
do en la Sección 5 los resultados de las simulaciones numéri-
cas. La comparación entre las dos arquitecturas empleadas se
muestran en la Sección 6. En la Sección 7 se dan los comen-
tarios sobre los resultados de las dos arquitecturas empleadas.
Finalmente, las conclusiones sobre los resultados obtenidos se
presentan en la Sección 8.
2. Redes Neuronales Wavelets Adaptables (Wavenets)
Combinando la teoría de la transformada wavelet con el
concepto básico de redes neuronales, se propone un nuevo ma-
peo de red llamado red neuronal wavelets adaptable (WN) o
wavenets como una alternativa a las redes neuronales realimen-
tadas para aproximar arbitrariamente funciones no lineales (Zh-
ang and Beneveniste, 1992). Los algoritmos wavenet consisten
básicamente de dos procesos: la auto-construcción de las re-
des y la minimización del error de aproximación. En el primer
proceso, las estructuras de las redes aplicadas para la represen-
tación son determinadas usando análisis wavenet. La red gra-
dualmente combina unidades ocultas para cubrir eﬁciente y su-
ﬁcientemente la región tiempo-frecuencia ocupada por una me-
ta dada. Simultáneamente, los parámetros de la red son actua-
lizados para conservar la topología de la red y aprovechar el
proceso posterior. En el segundo proceso, las aproximaciones
de los errores instantáneos son minimizadas usando una técnica
de adaptación basada en el algoritmo del gradiente descendente,
es decir los parámetros de la red inicializada son actualizados
usando este método. Cada unidad oculta tiene una ventana cua-
drada en el plano tiempo-frecuencia. La regla de optimización
solamente se aplica a las unidades ocultas donde el punto se-
leccionado cae en sus ventanas. Por lo tanto, el costo del apren-
dizaje puede ser reducido. Todas estas ventajas que se tienen
de las redes wavenets son aprovechadas en el aproximadores
wavenet que se emplea en este trabajo de investigación.
La arquitectura de las wavenets mostrada en la Figura 1
aproxima la señal deseada u(t) mediante la generalización de
una combinación lineal de un conjunto de wavelets hijas ha,b(t),
donde éstas son generadas por una dilatación a y una trasla-
ción b de la wavelet madre h(t) (Chui, 1992; Daubechies, 1992;
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, es el argumento de la k-ésima wavelet hija, donde
k = 1, 2, ...,K.







con el factor de dilatación a  0, b ∈ R.





wkhak ,bk (t) (2)
donde K es el número de ventanas wavelets, wk son los pesos
y h(t) es una wavelet madre, ak y bk son el escalamiento y la
traslación respectivamente de la k-ésima neurona. En la Tabla 1
se dan las wavelets seleccionadas para este artículo empleadas
para la aproximación de las señales.
Tabla 1: Wavelets madres implementadas en las Wavenets, don-









SLOG1 11+e−τ+1 − 11+e−τ+3 − 11+e−τ−3 + 11+e−τ−1




POLYWOG2 (τ3 − 3τ)e− τ22
POLYWOG3 (τ4 − 6τ2 + 3)e− τ22
POLYWOG4 (1 − τ2)e− τ22
POLYWOG5 (3τ2 − τ4)e− τ22
Shannon sen(2πτ)−sen(πτ)
πτ
Para calcular los gradientes empleados en reglas de actuali-







donde e(t) representa el error de aproximación con respecto a
una función objetivo u(t) y la salida de la red yˆ(t), deﬁnido co-
mo:
e(t) = u(t) − yˆ(t) (4)
El objetivo es minimizar E(wk, ak, bk), variando los paráme-

































, Δa = −∂E
∂a
, Δb = −∂E
∂b
(8)
Así los coeﬁcientes w, a y b de la red wavenet son actuali-
zados de acuerdo a las reglas
w(t + 1) = w(t) + μwΔw (9)
a(t + 1) = a(t) + μaΔa (10)
b(t + 1) = b(t) + μbΔb (11)
donde μ es un parámetro ﬁjo que ayuda a mejorar la rapidez
de aprendizaje de la red wavenet, que se determina a prueba y
error.
Algoritmo 1. El algoritmo wavenet que resulta de la wave-
net es:
1. Calcular las salidas de la wavenet yˆ(t) como en (2) para
t = 1, 2, ...,T , es decir, una iteración (época).
2. Para cada uno de los valores de t calcular el error e(t) con
respecto a la señal de entrada u(t) deﬁnido en (4).







dadas en (5), (6) y (7) respecti-
vamente.
4. Deﬁnir los incrementos Δw, Δa y Δb para los parámetros
w, a y b como en (8).
5. Se realizan las actualizaciones de los parámetros w, a y b
de acuerdo con (9), (10) y (11), respectivamente.
6. Repetir el procedimiento el número de iteraciones (épo-
cas) necesarias para que el error sea mínimo o alcance
algún umbral dado ε > 0.
3. Aproximación de Señales Mediante una Wavenet
A continuación se hace un breve análisis de la aproximación
de algunas funciones mediante las wavenets, haciendo compa-
raciones cuando se cambia el número de neuronas usadas y la
wavelet implementada, manteniendo en todos los casos un um-
bral mínimo de error aceptado, ε = 0.001. Los valores iniciales
de los parámetros empleados para el aprendizaje están dados en
la Tabla 2 y son seleccionados a prueba y error.
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Tabla 2: Valores iniciales propuestos de los parámetros de la
wavenet.
μw μa μb wk ak bk ε
0.01 0.001 0.0001 0 10 TK k 0.001
3.1. Comparación Entre la Implementación de Diferentes Wa-
velets en la Aproximación de Señales
En seguida se compara el comportamiento de la aproxima-
ción wavenet con una señal aleatoria y acotada, generada por
la función random de MATLAB. Para esto se implementan en
la red las wavelets dadas en la Tabla 1 con K = 20, aplican-
do el algoritmo de minimización de la función de energía del
error hasta un máximo de 400 iteraciones o un umbral de error
ε = 0.001 en cada uno de los casos.













































































Figura 2: Aproximación Wavenet con 20 Neuronas y Wavelet
Morlet, y su Función de Energía (a). La Actualización de los
Parámetros Durante el Proceso de Aprendizaje (b).


































































Figura 3: Aproximación Wavenet con 20 Neuronas y Wavelet
RASP1, y su Función de Energía (a). La Actualización de los
Parámetros Durante el Proceso de Aprendizaje (b).
En la Figura 2 se muestra el comportamiento de la red wave-
net implementando la wavelet Morlet, mostrando un desempe-
ño aceptable al alcanzar el umbral de error alrededor de las 300
iteraciones y mostrando una buena convergencia desde antes de
las 50 iteraciones.
Las Figuras 3 y 4, corresponden a la implementación de las
wavelets RASP1 y RASP2 respectivamente, las cuales permiten



































































Figura 4: Aproximación Wavenet con 20 Neuronas y Wavelet
RASP2, y su Función de Energía (a). La Actualización de los
Parámetros Durante el Proceso de Aprendizaje (b).








































































Figura 5: Aproximación Wavenet con 20 Neuronas y Wavelet
SLOG1, y su Función de Energía (a). La Actualización de los
Parámetros Durante el Proceso de Aprendizaje (b).

































































Figura 6: Aproximación Wavenet con 20 Neuronas y Wavelet
SLOG2, y su Función de Energía (a). La Actualización de los
Parámetros Durante el Proceso de Aprendizaje (b).
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Figura 7: Aproximación Wavenet con 20 Neuronas y Wavelet
POLYWOG1, y su Función de Energía (a). La Actualización
de los Parámetros Durante el Proceso de Aprendizaje (b).




























































Figura 8: Aproximación Wavenet con 20 Neuronas y Wavelet
POLYWOG5, y su Función de Energía (a). La Actualización
de los Parámetros Durante el Proceso de Aprendizaje (b).
observar que el desempeño de éstas no es tan bueno como el ca-
so de la wavelet Morlet, observando que en las 400 iteraciones
alcanzan valores del error < 0.350 y < 0.300 respectivamente,
los cuales son altos en comparación con el umbral ε = 0.001.
El desempeño de la red wavenet que se observa en las Fi-
guras 5 y 6 corresponde a la implementación de las wavelets
SLOG1 y SLOG2 respectivamente, mostrando un desempeño
bajo en la aproximación, con un error alcanzado cercano al
0.100 y 0.300 respectivamente, esto al ﬁnal de las 400 itera-
ciones.
Las Figuras 7 y 8 muestran el comportamiento de la apro-
ximación wavenet al implementar las wavelets POLYWOG1 y
POLYWOG5 respectivamente, mostrando un desempeño bajo
alcanzando errores cercanos a 0.450 y 0.400 respectivamente al
termino de las 400 iteraciones.
De lo anterior, se puede observar que para este tipo de fun-
ciones y esta conﬁguración de la red, la wavenet que implemen-
tó a la wavelet madre Morlet es la que mejor se comportó en
la aproximación, alcanzando valores de error bajos de manera
muy rápida (menos de 50 iteraciones) y logrando el objetivo de
alcanzar una aproximación con un umbral del error antes men-
cionado. Por lo tanto, en la siguiente subsección se emplea la
wavelet Morlet para aproximar otro tipo de funciones cambian-
do el número de neuronas.
3.2. Aproximación Wavenet con Wavelet Morlet y Diferentes
Números de Neuronas
La Figura 9 muestra los resultados de la aproximación de
la función u(t) = sen(t/20) en el intervalo [1, 100] (con 100
muestras de u(t)) con una wavenet de K = 10 (neuronas) y la
wavelet Morlet implementada, de la cual se puede observar en
la Figura 9a que la función u(t) es aproximada hasta alcanzar
el umbral del error ε en poco menos de 150 iteraciones (épocas
de entrenamiento), mientras que en la Figura 9b se observa el
comportamiento de la actualización de los parámetros de la red
(los pesos w, los escalamientos a y las traslaciones b) durante
las iteraciones.






































































Figura 9: Aproximación Wavenet con K = 10 y su Función
de Energía (a). La Actualización de los Parámetros Durante el
Proceso de Aprendizaje (b).






































































Figura 10: Aproximación Wavenet con K = 20 y su Función
de Energía (a). La Actualización de los Parámetros Durante el
proceso de Aprendizaje (b).
La Figura 10 muestra los resultados de la aproximación de
la misma función u(t) = sen(t/20) en el intervalo [1, 100] con
una wavenet de K = 20 y la wavelet Morlet implementada,
de la cual se puede observar en la Figura 10a que la función
u(t) es aproximada con un aceptable de error hasta alcanzar el
umbral ﬁjado de ε en menos de 80 iteraciones, mientras que en
la Figura 10b se observa el comportamiento de la actualización
de los parámetros de la red wavenet.
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De estas dos Figuras 9 y 10 se observa que cuando se trabajó
con una red con K = 20 existió una disminución de la función
de energía más rápida (con respecto al número de iteraciones)
que para el caso de la red con K = 10, a pesar de tener un
número mayor de neuronas, la red con K = 20 requiere menor
tiempo para alcanzar el umbral.
En la Tabla 3 se puede observar el comportamiento de las
wavenets para diferentes valores de K, las columnas represen-
tan los números de cada columna con respecto al número de
neuronas indicados por cada renglón, por ejemplo, el número
de iteraciones = 9 que se encuentra en la intersección de la co-
lumna encabezada por 0.030 y el renglón encabezado por 15,
corresponde al número de iteraciones requeridas para que una
wavenet con K = 15 aproxime la función u(t) = sen(t/20) hasta
alcanzar un valor mínimo del error e = 0.030.


























Figura 11: Iteraciones Requeridas por las Wavenets para Dife-
rentes Valores de K con Respecto a Diferentes Umbrales de
Error.



























Figura 12: Iteraciones Requeridas por las Wavenets para Dife-
rentes Valores de K con Respecto a Diferentes Umbrales de
Error, para una señal de entrada u(t) = exp(−t/50) ∗ sin(t/5) +
ruido
Los valores vistos en el Tabla 3 se muestran también en la
Figura 11, por ejemplo, de ambas se observa que para un núme-
ro de neuronas K = 5 en la wavenet se requieren 13 iteraciones
para alcanzar el umbral del error e = 0.100, mientras que para
ese mismo umbral una red con K = 30 requiere de 7 iteraciones
y para una wavenet con K = 100 el número de iteraciones re-
querido es de 10. De ésto también se puede ver que la wavenet
que realiza la aproximación de la señal u(t) = sen(t/20) hasta
tener un error e = 0.001 con un menor número de iteraciones
posee un número de neuronas entre K = 60 y K = 100, de la
misma manera se observa que para un número menor de neu-
ronas (alrededor de K = 5) requiere un mayor número de ite-
raciones para alcanzar aproximaciones con valores de error mí-
nimos, como para el caso de una cantidad considerable de neu-
ronas (alrededor de K = 100), aunque para errores en el rango
0.1 ≤ e ≤ 0.5 se requiere un número aproximado de iteraciones
para las wavenet con los diferentes números de neuronas; por
lo que para ﬁnes prácticos se compararon los comportamientos
de diferentes wavenets con K = 20, solo cambiando la wavelet
implementada para la aproximación de señales. Similarmente,
se presenta en la Figura 12 las simulaciones numéricas para la
señal u(t) = exp(−t/50) ∗ sin(t/5) + ruido.
De las dos subsecciones anteriores se puede concluir que
la wavenet que presentó un mejor desempeño es la que tiene
las wavelet Morlet como funciones de activación con 20 neu-
ronas, ya que el número de iteraciones que se requirieron para
aproximar la señales bajo estudio fueron menores, así mismo el
tiempo de procesamiento es menor. Por lo tanto a continuacion
se empleará esta red wavenet Morlet para la aproximación de
señales con ruido generado por la función random disponible
en MATLAB.









































































Figura 13: Aproximación Wavenet de la Función u(t) =
e−t/50sin( t5 ) + ruido con 20 Neuronas y Wavelet Morlet (a). La
Actualización de los Parámetros Durante el proceso de Apren-
dizaje (b).










































































Figura 14: Aproximación Wavenet de la Función u(t) = − 0.35100 t+
cos( t17 )e
−t
400 + ruido con 20 Neuronas y Wavelet Morlet (a). La
Actualización de los Parámetros Durante el proceso de Apren-
dizaje (b).
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Tabla 3: Comportamiento de las Wavenets para diferentes valores de K.
Iteraciones
K\e 0.500 0.350 0.250 0.200 0.150 0.100 0.030 0.020 0.010 0.001
5 0 4 6 8 10 13 30 66 > 300 > 300
10 0 3 4 5 6 7 13 17 27 148
15 0 2 3 4 5 6 9 12 19 100
20 0 2 3 4 5 6 7 9 15 77
30 0 2 3 4 5 6 7 8 11 56
45 0 2 3 4 5 6 7 8 9 40
60 0 2 3 4 5 6 7 8 9 32
80 0 2 3 4 5 6 7 8 9 25
100 0 2 3 4 5 6 10 11 14 29
120 0 40 41 42 43 45 52 54 59 76
Las Figuras 13 y 14 muestran los comportamientos de la
aproximación wavenet implementando la wavelet madre Mor-
let con 20 neuronas hijas, con un umbral de error ε = 0.001
y un número máximo de iteraciones de 400 para las funciones
u(t) = e−t/50sin( t5 )+ ruido y u(t) = − 0.35100 t+ cos( t17 )e
−t
400 + ruido,
respectivamente. Es importante comentar que el ruido que se
añadió a las señales, es de tipo “random” acotado en el interva-
lo [− 120 , 120 ].
4. Wavenets con Estructura de Bloque IIR
Como se mencionó anteriormente, una wavenet es una red
local en la que la función de salida está bien localizada en los
dominios tanto del tiempo como de la frecuencia. Además, una
red local doble puede ser conseguida combinando la arquitec-
tura wavenet dispuesta en cascada con una red sináptica de res-
puesta al impulso inﬁnita (IIR) local (Ye and Loh, 1993). El IIR
de lazo recurrente crea una estructura local que provee un mé-
todo computacionalmente eﬁciente de entrenamiento de la red,
como resultado se obtiene un menor tiempo de convergencia en
la aproximación de la señal. La Figura 15a muestra la estructura
de la red para aproximar una señal u(t), mediante la generaliza-
ción de una combinación lineal de un conjunto de wavelets hi-
jas, ha,b(t) dispuestas en cascada con el ﬁltro IIR. La señal que




ciz(t − i)u(t) +
N∑
j=1





wkhak ,bk (t) (13)
K es el número de wavelets, wk es el k-ésimo peso, M es el nú-
mero de coeﬁcientes de realimentación ci del ﬁltro IIR, mientras
que N es el número de coeﬁcientes de retroalimentación d j de
dicho ﬁltro. La señal u(t) es la entrada a ser aproximada y v(t)
es una señal persistente.
Los parámetros que se actualizan de la wavenet-IIR son: wk,
ak, bk, ci y d j, que son optimizados empleando el algoritmo del
gradiente descendiente minimizando la función de energía del
error, E deﬁnida como en (3), en los instantes del tiempo t.
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e(t)v(t)yˆ(t − j) (18)
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De manera similar, los cambios incrementales de cada pa-
rámetro son el negativo de sus gradientes:
Δw = −∂E
∂w
, Δa = −∂E
∂a
, Δb = −∂E
∂b
, Δc = −∂E
∂c
, Δd = −∂E
∂d
(19)
de este modo, el vector de cada coeﬁciente w, a, b, c y d de
la red wavenet es actualizado por (9), (10) y (11), y para los
parámetros del ﬁltro IIR se emplean las reglas:
c(t + 1) = c(t) + μcΔc (20)
d(t + 1) = d(t) + μdΔd (21)
donde, μ son parámetros ﬁjos que se determinan a prueba y
error.
Algoritmo 2. El algoritmo wavenet-IIR que resulta es:
1. Calcular las salidas de la wavenet-IIR yˆ(t) como en (12)
para t = 1, 2, ...,T , es decir, una iteración (época).
2. Para cada uno de los valores de t calcular el error e(t) con
respecto a la entrada u(t) deﬁnido en (4).











dados por (14), (15),
(16), (17) y (18), respectivamente.
4. Deﬁnir los incrementos Δw, Δa, Δb, Δc y Δd para los
parámetros w, a, b, c y d como en (19).
5. Se realizan las actualizaciones de los parámetros w, a, b,
c y d de acuerdo con (9), (10), (11), (20) y (21).
6. Repetir el procedimiento el número de iteraciones (épo-
cas) necesarias para que el error sea mínimo o alcance
algún umbral dado ε > 0.
Tabla 4: Valores iniciales propuestos de los parámetros de la
wavenet-IIR.
μw μa μb wk ak bk μc μd
0.01 0.001 0.0001 0 10 TK k 0.02 0.02
5. Aproximación de señales mediante una Wavenet-IIR
De la misma manera que en la Sección 3 se hace un análisis
de la aproximación de algunas funciones mediante las wavenets
pero ahora incluyendo la estructura del ﬁltro IIR, mostrada en
la Figura 15, donde se modiﬁca el número de neuronas usadas
y las wavelets implementadas en la red dadas en la Tabla 1,
manteniendo en todos los casos un umbral mínimo del error de
ε = 0.001 y modiﬁcando también el número de los coeﬁcientes
de la estructura IIR los realimentados ci y los retroalimentados
d j.
5.1. Implementación de Diferentes Wavelets en la Aproxima-
ción de Señales
A continuación se muestra el desempeño de la aproxima-
ción wavenet-IIR cuando se cambian las wavelets implementa-
das en la red mostradas en la Tabla 1, donde se mantiene ﬁjo
el número de neuronas de la red y los coeﬁcientes del ﬁltro IIR
(M = 2 y N = 2), se ﬁja un máximo de 400 iteraciones y el
umbral del error de aproximación ε = 0.001, en todas las si-
mulaciones los parámetros de la wavenet-IIR se inician con los
mismos valores.
La Figura 16 muestra una wavenet-IIR con la wavelet SLOG1.
Se observa que la función de energía del error sufre un cambio
súbito alrededor de las 150 iteraciones y después disminuye,
este cambio también se reﬂeja en el comportamiento de los pa-
rámetros de la red, como en los del ﬁltro IIR, esto se observa
en las simulaciones mostradas en las Figuras 16b y 16c. Sin
embargo, la señal aproximada no se altera. También se obser-
va que el umbral de error no es alcanzado al cabo de las 400
iteraciones.
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(c)
Figura 16: Aproximación Wavenet-IIR con 20 Neuronas y Wa-
velet SLOG1 y la Energía del Error (a). La Actualización de los
Parámetros de la Red Durante el Proceso de Aprendizaje (b) y
del Filtro IIR (c).
La Figura 17 muestra la aproximación de la señal u(t) con
una wavenet-IIR con la wavelet RASP1. Se observa en la Fi-
gura 17a que el descenso de la función de energía del error es
relativamente lento en comparación con los vistos en las apro-
ximaciones usando la wavelet SLOG1, aunque éste sí alcanza
niveles más bajos que los alcanzados en el caso de la wavelet
SLOG1; pero no llega al umbral de error establecido.
La Figura 18 muestra una wavenet-IIR con la wavelet Mor-
let. El descenso de la función de energía del error, es más rápido
que para los casos de las wavelets SLOG1 y RASP1 como se
observa en la Figura 18a, alcanzando el umbral de error en 260
iteraciones.
Se observa que la wavelet que mejor desempeño proporcio-
na es la Morlet, la cual es la única que alcanza el umbral míni-
mo ﬁjado en menos de las 400 iteraciones, así como también es
la que presenta un descenso mayor de la energía del error du-
rante las primeras 50 iteraciones. Por esta razón en la siguiente
subsección se presenta un estudio comparativo con esta wavelet
haciendo una variación en el número de neuronas.
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Figura 17: Aproximación Wavenet IIR con 20 Neuronas y Wa-
velet RASP1 y la Energía del Error (a). La Actualización de los
Parámetros de la Red Durante el Proceso de Aprendizaje (b) y
del Filtro IIR (c).
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Figura 18: Aproximación Wavenet-IIR con 20 Neuronas y Wa-
velet Morlet y la Energía del Error (a). La Actualización de los
Parámetros de la Red Durante el Proceso de Aprendizaje (b) y
del Filtro IIR (c).
5.2. Aproximación Wavenet-IIR con Wavelet Morlet y Dife-
rentes Números de Neuronas
En la Figura 19 se muestra el comportamiento de la aproxi-
mación de una señal con un número de 12 neuronas, con M = 3
y N = 2 para los coeﬁcientes del ﬁltro IIR.
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Figura 19: Aproximación Wavenet-IIR con 12 Neuronas y Wa-
velet Morlet y la Energía del Error (a). La Actualización de los
Parámetros de la Red Durante el Proceso de Aprendizaje (b) y
del Filtro IIR (c).
De la Figura 19a, se puede ver que el umbral de error es
alcanzado en 32 iteraciones, que es menor comparado con el
número de iteraciones que requirió la wavenet analizada en la
Sección 3.2 cuyos resultados se mostraron en el Tabla 3, tam-
bién se puede observar que la función de energía del error rá-
pidamente alcanza valores bajos, los cuales también se pueden
observar en la Tabla 5. En la Figura 19b se observa el compor-
tamiento de los parámetros de la wavenet, mientras que en la
Figura 19c se tiene el comportamiento de los coeﬁcientes de
realimentación y de retroalimentación del ﬁltro IIR.
La Tabla 5 contiene algunos de los resultados de la aproxi-
mación de una función, implementando una wavenet-IIR en la
que se modiﬁcan el número de neuronas y se obtienen los da-
tos del número requerido de iteraciones para alcanzar algunos
valores del error, incluyendo el umbral ﬁjado. Esto es realizado
sólo para valores de K que presentan un buen desempeño.
De esto se puede observar que la wavenet-IIR con mejor
comportamiento en cuanto al número de iteraciones requeridas,
es la que implementa 12 neuronas, alcanzando el umbral en
32 iteraciones. Estos resultados se obtuvieron para una wave-
net-IIR cuyos parámetros iniciales se muestran en el Tabla 6.
Se concluye que la wavelet que mejores resultados arroja es la
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Tabla 5: Comportamiento de las Wavenets para diferentes valores de K.
Iteraciones
K\e 0.500 0.350 0.250 0.200 0.150 0.100 0.030 0.020 0.010 0.001
10 0 2 3 4 5 6 7 8 9 63
11 0 2 3 4 5 6 7 8 9 36
12 0 2 3 4 5 6 7 8 9 32
13 0 2 3 4 5 6 7 8 9 57
Tabla 6: Valores iniciales y ﬁnales de los parámetros de la Wavenets-IIR mostrada en la Figura 19.
Wavenet-IIR
Iniciales Finales
w a b c d w a b c d
0 10 8.3333 0.1 0.3 0.3059 9.9902 8.3074 0.2961 0.2936
0 10 16.6666 0.3 0.7 0.1985 10.0232 16.6414 0.4925 0.6936
0 10 24.9999 0.5 − 0.2209 9.9959 25.0008 0.6887 −
0 10 33.3333 0.7 − 0.2353 9.9982 33.3353 0.8847 −
0 10 41.6666 − − 0.2166 10.0217 41.6860 − −
0 10 49.9999 − − 0.2471 10.0005 50.0133 − −
0 10 58.3333 − − 0.1847 10.0083 58.3329 − −
0 10 66.6666 − − 0.2181 10.0117 66.6668 − −
0 10 74.9999 − − 0.2750 9.9885 74.9788 − −
0 10 83.3333 − − 0.1957 10.0229 83.3141 − −
0 10 91.6666 − − 0.2503 10.0191 91.6979 − −
0 10 100 − − 0.2602 9.9886 100.0031 − −
Morlet, comparada con las otras wavelets analizadas en la Sec-
ción 3.
6. Comparación entre la Aproximación Wavenet y la Wave-
net-IIR para una Señal ECG
En esta sección se compara el comportamiento de la apro-
ximación cuando se implementa una wavenet contra una wave-
net-IIR, para este estudio se trabaja con la red wavelet Morlet
en ambos casos, esto se hace para una señal de un ECG la cual
se muestra en la Figura 20 y fue obtenida de WEB (2009).
La señal original consta de un total de 4200 muestras la cual
se observa en la Figura 20a, para efectos prácticos de prueba de
convergencia de los algoritmos wavenets solo se utilizan 322
del total, dicha señal se observa en la Figura 20b. En cada caso,
se realiza la aproximación para un máximo de 400 iteraciones
o un umbral del error mínimo de ε = 0.001, en una red de 20
neuronas, los valores iniciales de los parámetros de la red son
inicializados en los mismos valores en ambos casos y para la
wavenet-IIR se usa un número de M = 2 y N = 2 para los
coeﬁcientes del ﬁltro IIR.
En la Figura 21 se muestra el comportamiento de la aproxi-
mación para una wavenet del ECG de la Figura 20b. Se observa
que la aproximación no alcanza el umbral del error antes de las
400 iteraciones, así como que la velocidad con la que desciende
la energía del error es relativamente lenta.
En la Figura 22 se muestra el comportamiento de la apro-
ximación para una wavenet-IIR del ECG de la Figura 20b. Se

























Figura 20: Señal de un ECG (a). Muestras de la Señal del ECG
(b).
observa que la aproximación no alcanza el umbral del error an-
tes de las 400 iteraciones, pero la energía del error desciende
rápidamente con respecto de la que existe en la aproximación
wavenet.
7. Comentarios
Las wavenets y wavenets-IIR son una buena herramienta
en la aproximación de señales, mostrando un buen desempeño.
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Tabla 7: Valores iniciales y ﬁnales de los parámetros de la Wavenet y de la Wavenets-IIR mostradas en la Figura 21 y 22, respecti-
vamente.
Iniciales Finales
Wavenet y Wavenet-IIR Wavenet Wavenet-IIR
w a b c d w a b w a b c d
0 10 16.1 0.1 0.1 1.1095 10.0013 16.0380 0.4300 10.7267 15.3363 1.2167 0.1084
0 10 32.2 0.1 −0.1 1.0243 10.0002 32.1056 0.2984 9.9128 32.2358 1.1390 0.1084
0 10 48.3 0.1 − 1.0562 10.0006 48.1451 0.3119 10.0613 48.0889 1.0766 −
0 10 64.4 − − 1.0298 10.0005 64.2045 0.3079 10.0231 64.2390 − −
0 10 80.5 − − 1.0323 10.0004 80.2438 0.3019 10.0202 80.2118 − −
0 10 96.6 − − 0.5132 10.0002 96.3023 0.3080 10.0180 96.3326 − −
0 10 112.7 − − 1.0175 10.0007 112.3469 0.3088 10.0548 112.3075 − −
0 10 128.8 − − 1.0376 10.0005 128.4008 0.3063 10.0151 128.4059 − −
0 10 144.9 − − 0.9892 10.0005 144.4499 0.3112 10.0332 144.4573 − −
0 10 161.0 − − 1.0580 10.0006 160.4989 0.3059 10.0228 160.4780 − −
0 10 177.1 − − 0.9916 10.0004 176.5512 0.3085 10.0495 176.5980 − −
0 10 193.2 − − 0.4104 10.0001 192.5990 0.3027 10.0111 192.5760 − −
0 10 209.3 − − 1.0322 10.0006 208.6561 0.3033 10.0397 208.6869 − −
0 10 225.4 − − 0.9717 10.0005 224.6950 0.3105 10.0162 224.6748 − −
0 10 241.5 − − 01.0595 10.0007 240.7563 0.3024 10.0545 240.7889 − −
0 10 257.6 − − 0.9417 10.0003 256.7945 0.3089 10.0104 256.7712 − −
0 10 273.7 − − 0.8169 10.0003 272.8547 0.3087 10.0157 272.8775 − −
0 10 289.8 − − 0.9868 10.0007 288.8961 0.3044 10.0358 288.8820 − −
0 10 305.9 − − 0.9777 10.0005 304.9527 0.3041 10.0420 304.9681 − −
0 10 322.0 − − 0.8164 10.0002 320.9965 0.2886 10.0094 320.9788 − −



































































Figura 21: Aproximación Wavenet de un ECG y la Energía del
Error (a). La Actualización de los Parámetros de la Red Durante
el Proceso de Aprendizaje (b).
Aunque es evidente que la estructura IIR dota a la wavenet de
un mejor desempeño con respecto al número de iteraciones re-
queridas para alcanzar un umbral de error ﬁjado o simplemente
minimizar la función de energía en la aproximación de señales,
ya sean señales aleatorias acotadas, señales algebraicas (señales
que representan funciones algebraicas) o señales médicas (co-
mo el caso del ECG). Así mismo se concluye que para el caso
de las señales aproximadas, la wavelet que mejor se comportó
al ser implementada en los algoritmos wavenet y wavenet-IIR,
es la wavelet Morlet. Una de las aplicaciones en la automáti-
ca de los resultados presentados en este artículo se dan en la
identiﬁcación y control de plantas estables como se muestran
en (Cruz-Tolentino et al., 2010; Sedighizadeh and Rezazadeh,
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Figura 22: Aproximación Wavenet-IIR de la señal ECG y la
Energía del Error (a). La Actualización de los Parámetros de la
Red Durante el Proceso de Aprendizaje (b) y del Filtro IIR (c).
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2008; Islas-Gómez et al., 2010, 2012).
8. Conclusiones
En este trabajo de investigación se aplican métodos adap-
tables en el diseño de algoritmos computacionales, dichos al-
goritmos emplean redes neuronales y series de wavelets para
construir “neuroaproximadores” wavenets. Los algoritmos ob-
tenidos se aplican en la aproximación de señales que represen-
tan funciones algebraicas y funciones aleatorias, así como en
una señal médica de un electrocardiograma (ECG). De lo cual
se puede concluir lo siguiente:
1. Que las wavenets presentan un buen desempeño en la
aproximación de funciones, y que gracias a la multire-
solución que tienen como característica nos permite ver
los detalles ﬁnos de las señales involucradas.
2. La aplicación de las wavenets al campo de aproximación
de señales promete una alternativa a los métodos clásicos
sintonizables.
3. Los resultados arrojados de las simulaciones muestran el
buen desempeño que tiene el aproximador wavenet-IIR.
El fenómeno del cambio súbito que se presenta en el esque-
ma de aproximación de funciones propuesto, se observa que
el error va disminuyendo y en una iteración determinada sube,
eso indica que el método del gradiente descendiente no traba-
ja de forma eﬁciente, debido a que la función de error es muy
compleja, esto se ve en la Figura 16a. Una alternativa es em-
plear otros tipos de entrenamiento como son: algoritmo LMS
con error codiﬁcado, algoritmo mínimos cuadrados promedia-
dos de paso variable con error codiﬁcado, entre otros.
English Summary
Wavenet Algorithms with Applications in Approxima-
tion Signals: A Comparative Study.
Abstract
In this paper adaptable methods for computational algo-
rithms are presented. These algorithms use neural networks and
wavelet series to build neuro wavenets approximators. The al-
gorithms obtained are applied to the approximation of signals
that represent algebraic functions and random functions, as well
as a medical EKG signal. It shows how wavenets can be combi-
ned with auto-tuning methods for tracking complex signals that
are a function of time. Results are shown in numerical simula-
tion of two architectures of neural approximators wavenets: the
ﬁrst is based on a wavenet with which they approach the signals
under study where the parameters of the neural network are ad-
justed online, the other neuro approximator scheme uses an IIR
ﬁlter to the output of wavenet, which serves to ﬁlter the out-
put, in this way discriminate contributions of neurons that are
less important in the approximation of the signal, which helps
reduce the convergence time to a desired minimum error.
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Approximation algorithms, Gradient methods.
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