For personal identification, fingerprint identification has been much more widely used than other automatic biometric identification methods. For reliable feature extraction we analyze the direction of ridges, and the structural characteristics, such as the ridge line width and interval, are automatically estimated based on the ridge line following algorithm. To eliminate false features outside the region of interest (ROI), we generate adaptive matching boundaries. The concept of fuzzy sets is applied to the extracted features and the quantitative feature values are defined. In the feature matching stage, we introduce a weighted matching score using quantitative feature values to guarantee reliable matching results. Furthermore, a two-step estimation of transformation parameters is employed to reduce the computational complexity. The experimental results show that our system can achieve a fast personal identification with a good performance.
Introduction
In the electronically interconnected information society, large amounts of information are easily exchanged through computer networks. As today's society becomes more complex, the security of information becomes more important 1,2 . Obtaining positive identification of parties to an exchange of information is a vital element of data security. Thus, various methods for automatic personal identification have been proposed. Biometrics is the science of analyzing biological observations, and is the basis of automated methods for recognizing a person based upon physical or behavioral characteristics 3 . Biometric approaches use fingerprints, speech patterns, facial features, retinal scanning, hand-writing, hand veins and hand geometry as recognizable and identifying human traits 4, 5 . For personal identification, fingerprint identification has been much more widely used than other biometric identification methods. The major reason for the wide usage and popularity of fingerprints as a means of personal identification is that fingerprints are unique and do not change as a person ages 6 . Fingerprint identification method is one of the most interesting pattern recognition methods for personal identification 7 . Fingerprint identification techniques guarantee confidence and stability in personal identification, and thus they have been used in various applications 7, 8, 9 . Fingerprint identification is applied to computer industries such as e-business, networks, groupware, software licensing, and peripherals (mouse and keyboard). Moreover, it is utilized in automated teller machines (ATM), car ignition systems, locks on safes or doors, and smart cards.
There are several practical problems in the fingerprint identification system. Each time a fingerprint is acquired, location and shape distortion occurs because of the elasticity of the skin 10, 11, 12 . Moreover, high confidence and real-time processing are important factors in automatic fingerprint identification systems (AFIS). To solve these problems, extraction of features 13, 14 from the fingerprint image and its application to matching have been investigated 15, 16 . Figure 1 illustrates the system flowchart of the proposed fingerprint identification system. The fingerprint image is first acquired from the inkless fingerprint sensor, and it is verified or stored in the database. To obtain more reliable feature extraction results, the input fingerprint image is analyzed and the ridge line parameters are estimated. Then, the ridge line following algorithm is applied to extract features. To preserve each fingerprint image, we generate adaptive matching boundaries for eliminating false features outside the region of interest (ROI). We apply the concept of fuzzy sets to features and evaluate quantitative feature values. If the features are to be registered, they are inserted in the database. Otherwise they are passed to the matching stage. In the fingerprint matching stage, estimation of transformation parameters is divided into two steps for fast computation, and the matching score is computed based on fuzzy weighting. Finally the degree of matching (indicating the degree of similarity) is computed for all fingerprints in the database, and personal identification is complete.
The rest of this chapter is organized as follows. Section 2 explains robust feature extraction methods and evaluation of quantitative feature values using the concept of fuzzy sets. In Sec. 3, we propose the weighted matching score and two-step estimation of transformation parameters. Simulation results of the proposed hybrid method applied to real fingerprints are shown in Sec. 4. Finally conclusions are given in Sec. 5.
Feature Extraction from Fingerprint Images
In a fingerprint, the main features are ridges and valleys which alternate. performance of the AFIS depends on the accuracy of the extracted features.
A large number of methods for detection of features from fingerprint images have been proposed. However, they are all essentially similar. Most of them transform gray level fingerprint images into binary images. Next, a thinning process is applied to the binary images. The features are then extracted from the thinned fingerprint images. However the binary images may lose a lot of feature information, and are sensitive to noise. Furthermore, the entire process is computationally intensive. Our feature extraction method is based on the ridge line following algorithm 17 . The direction of ridges and the structural characteristics of the ridge lines, such as the ridge line width and interval, are automatically estimated from the gray scale fingerprint image.
Feature information in fingerprint images
When fingerprints are used for personal identification, most of the fingerprint identification systems use features. For user registration, features are extracted from the acquired fingerprint image, and stored in the database. For personal identification, extracted features are compared with the ones registered in the database.
Various representations of features can be defined. We represent the feature information in terms of three fields: the location of the feature, the angle of the ridge line tangential to the feature with respect to the horizontal direction, and the feature type (ending or bifurcation). Figure 2 shows the feature representation depending on the type, where (x 0 , y 0 ) and θ denote the location of the feature and the angle of the ridge line, respectively. 
Modified ridge line following algorithm
In our system, the feature extraction algorithm is based on the ridge line following algorithm proposed by Maio and Maltoni 17 . They proposed a technique, based on ridge line following, where the features were extracted directly from gray level images. The basic idea of the ridge line following method is to follow the ridge lines on the gray level image, by tracking according to the directional image of the fingerprint. A set of starting points is determined by superimposing a square-meshed grid on the gray level image. For each starting point, the algorithm keeps track of the ridge lines until they terminate or intersect other ridge lines. However, there are several problems in the ridge line following algorithm, so we have modified it for more reliable feature extraction. Figure 3 shows the overall block diagram of the modified ridge line following algorithm. The width of the fingerprint ridge line is estimated from the fingerprint image acquired by the input sensor. The section of the ridge line is searched for the local maximum. If the location of local maximum is determined, the local tangential direction of the ridge line is computed at that point 18 . At each step, the stopping criteria are tested. If they are satisfied, we extract the feature; otherwise, we proceed with the ridge line following. We add an estimation of the ridge line width, and modify the stopping criteria. 
Estimation of the ridge line width
In the ridge line following algorithm, the length of the section set and the interval of ridge line tracking are parameters. The optimal parameter values are set by the average width of the ridge lines. We use automatic estimation of the average ridge line width in the ridge line following algorithm to reliably extract the features. The length of the section set is extended to two times the average ridge line width plus one pixel, and the direction is orthogonal to the direction tangential to the ridge line. The interval of ridge line tracking is a distance of estimating the direction tangential to the ridge line. There are several steps for estimating the average ridge line width. First, a normalization process is used to determine the mean and variance of gray level in the acquired fingerprint image. To obtain an oriented window, the local orientation 19, 20, 21 is estimated from the input fingerprint image as shown in Fig. 4 . The average widths of ridge lines and valleys are computed by analyzing gray level patterns within the oriented window. The gray level pattern is very similar to a discrete sinusoidal wave, which has the same period as the ridge lines and valleys within the oriented window 22, 23 . In Fig. 4 , the average ridge line and valley widths are 7.12 and 4.13 pixels, respectively. These values are applied to the ridge line following algorithm for automatic determination of the ridge line parameters.
Stopping criteria
There are four stopping criteria which terminate ridge line following: departure from the ROI, termination, intersection, and excessive bending. The termination criterion is relatively sensitive to noise. Thus, we propose a new termination criterion, which is robust against noise, and more reliable for extracting ending features than Maio and Maltoni's method 17 . Figure 5 shows the procedure for detecting an ending feature. Figure 5 (a) illustrates Maio and Maltoni's ending feature detection method. The point (i c , j c ) becomes the current point and a ridge line direction, ϕ c , is computed. The section segment, with the median point (i t , j t ) and orthogonal direction to ϕ c , is obtained and the point (i n , j n ) is chosen from the set of local maxima of the section segment set. Then, the points (i c , j c ) and (i n , j n ) form the angle θ with respect to the direction ϕ c . If the angle θ is larger than the threshold angle β, the point (i c , j c ) is extracted as an ending feature. However this method is sensitive to noise, so false ending features are easily generated.
Figure 5(b) shows the proposed algorithm criterion for identifying the ending feature. At each step in the ridge line following algorithm, the proposed method computes the mean gray level value of a square window whose size is half the average ridge line width. If the nth window loses the continuity of the mean gray level value compared with the windows of formerly estimated mean gray level values, the center pixel of the (n−1)th window is extracted as the ending feature. This new stopping criterion produces more reliable ending features than Maio and Maltoni's method.
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c Bifurcation feature c Figure 6 . Example of false bifurcation feature declaration.
Evaluation of the quantitative feature value using the concept of fuzzy sets
In the ridge line following algorithm, some false bifurcation features are generated by false ridge line following. Figure 6 illustrates the problem of false bifurcation features. The dotted lines illustrate the procedures of the ridge line following. A detected ridge line following 1 crosses a ridge line, and false bifurcation features are generated from this incorrect detection. In following 2 , the incorrect trace of 1 is regarded as another ridge line, and a false bifurcation feature is extracted. 3 , 4 , and 5 also intersect the trace of 1 and false bifurcation features are also extracted. In Fig. 6 , four bifurcation features are incorrectly extracted. The false features lead to a low matching score or false identification result because the fingerprint matching process performs matching on the basis of the detected features. For a solution to this problem, we apply the concept of fuzzy sets 24 to features and evaluate quantitative feature values. Fuzzy sets were introduced by Zadeh 25 as a new way to represent vagueness in everyday life. Fuzzy interpretations of data structures are very natural and intuitively plausible ways to formulate and solve various problems. The concept of fuzzy sets can be used to represent input data as an array of membership values, denoting the degree to which the data possess certain properties, and providing an estimate of missing information 26 . This representation has been used to represent uncertainty in pattern recognition tasks 27, 28, 29 . lines, which result in false features. The distribution of false features tends to be concentrated together. Since the features are the critical primitives for representing fingerprint patterns, the reliability of personal identification is reduced if point matching is used with false features. To improve reliability, we apply the concept of fuzzy sets to extracted features and define the quantitative feature values, resulting in a robust fingerprint identification algorithm based on hybrid pattern recognition methods.
Let A = (α, c) denote a fuzzy set, where α represents the center and c signifies the spread or width of the fuzzy set. Let µ A (x) denote the membership function of A which is given by
where R(x) is the reference function with the properties: 
where the parameter p represents the shape of the fuzzy membership function. If the parameters α, c, and p in Eq. (2) are set to 0, √ 30, and 2, respectively, then we obtain the membership function used in our study:
which is illustrated in Fig. 8 . To evaluate the quantitative feature value, we use Eq. (2). Figure 9 shows the weighted feature value window used to define the feature value, where each feature to be evaluated is centered at pixel (i, and the window size is M × M . Figure 9 (a) shows the feature distribution (Case A) in which at least one feature exists in the neighborhood within the window. In Fig. 9(b) , there is only one feature centered in the window (Case B). Let d(u, v) denote the Euclidean distance 32,33 between the center pixel (i, j) and the neighboring pixel (u, v), expressed as Eq. (4) is combined with Eq. (2), and thus the 2-D membership function for evaluating the feature value is given by
where M is assumed to be odd. The parameter c determines the window size. The optimum window size is determined by the average widths of ridge lines and valleys in an image. Let W S(n) denote the size of the nth window of the weighted feature value window corresponding to the nth fingerprint image.
where R a and V a denote the average widths of ridge lines and valleys, respectively. Assume that the window contains three ridge lines and two valleys. If the detected feature is located at the center of the window, we search for neighboring features around the center within the window (see Fig. 9(a) ). In such a case, most of these features are false features extracted by false ridge line following. To overcome this problem, the neighboring features around the center pixel are considered. Let QF V (n) indicate the quantitative feature value, with n denoting the nth extracted feature from the fingerprint image. Then we define the proposed feature value by
Equation (8) assigns a quantitative value to the feature centered in the weighted feature value window, based on a fuzzy determination whether it is a feature or not. If neighboring features exist within the window (Case A of Fig. 9(a) ), the feature value of the center feature of the window is evaluated by subtracting Eq. (5) 
Feature Matching in Fingerprint Images
In Section 2, we described the process of feature extraction using the modified ridge line following algorithm. In this section, we describe a method of personal identification that takes advantage of extracted features. Feature matching for automatic fingerprint identification is performed by point pattern matching. A large number of point pattern matching methods have been presented in the literature 34, 35 . In this study, we use the point matching method for fingerprint identification. We generate an adaptive matching boundary to sort out the false features. Quantitative feature values for each feature are used in calculating the matching scores. We also propose a fast feature matching method based on a two-stage estimation of transformation parameters.
Determination of adaptive matching boundary
Features are extracted from fingerprint images using the ridge line following algorithm. However, this method can extract false features near the boundary of the acquired fingerprint images, resulting in false matching. We analyze the patterns of ridge lines from the acquired fingerprint image, and construct a region of interest (ROI) that excludes these boundary cases. Figure 10 shows an example of ROI determination from the input fingerprint image. Figure 10(a) shows the acquired fingerprint image. If the ROI is the entire fingerprint image, false ending features are produced around the ROI as shown in Fig. 10(b) . In Fig. 10 tion. To reduce false features, we must select desirable features based on the characteristics of each fingerprint image.
To determine the ROI in an image, the variation of gray level values in the fingerprint image is considered. Let I(i, j) represent the gray level value at pixel (i, j), and let m and σ 2 denote the mean and variance of I, respectively. Let N (i, j) signify the normalized gray level value at pixel (i, j), and let m 0 and σ 2 0 denote the desired mean and variance of N , respectively. Then the normalized image N (i, j) 22 is given by
We divide a 288×240 normalized fingerprint image into a number of 16×16 nonoverlapping blocks, and compute the standard deviation of each block. Let σ block denote the standard deviation of each block in the normalized fingerprint image. Then the ROI of the acquired fingerprint image is defined by
From Eq. (10), the ROI is constructed of the blocks in which the standard deviation is larger than that of the normalized fingerprint image. The variations of gray level are relatively large in the ROI blocks because ridge lines and valleys, whose gray level values are greatly different from each other, coexist. Figure 11 (a) shows the construction of the adaptive matching boundary for Fig. 10(a) by excluding pixels outside the ROI. Our method adaptively determines an ROI that is appropriate for a given image. Figure 11(b) shows that the false ending features are eliminated by excluding them from the ROI.
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There are two advantages in sorting out the false features by using the adaptive matching boundary. First, the feature matching process becomes more reliable. Second, the time required for feature matching is reduced.
Feature matching
Feature matching searches for the best matching between the features of the query image and the images in the fingerprint database. For each feature in the query image, we check whether there is a matched feature in the database fingerprint image. In feature matching, the features in the query image are rotated, translated, and superimposed on features from database images. The best match gives the user's identity. In order to estimate unknown rotation and translation parameters, Ratha et al. introduced the generalized Hough transform 36 . The conventional Hough transform 37 can be generalized for point pattern matching. We estimate the transformation parameters by discretizing the parameter space, and exhaustively searching the discrete space. Let T θ,∆x,∆y denote the transformation. Then the transform of a query feature located at (x, y) is given by
where θ and (∆x, ∆y) are the rotation and translation parameters, respectively. The transformation parameters are discretized into
where J, K, and L denote the total numbers of discretized values of θ, ∆x, and ∆y, respectively. J · K · L transforms are performed for each image in the database, and the matching score is calculated for each combination of parameter values. For all combinations of parameter values, the best set of transformation parameters is selected, based on the maximum matching score. Figure 12 illustrates the matching criterion for a query feature and a database feature. A tolerance for matching is needed due to the elasticity of skin. The ' ', ' ', and ' ' marks denote the database features, query features, and ridge directions, respectively. Figure 12 the tolerance area or the ridge directions are not within a tolerance of each other.
Weighted matching scores
A matching score for fingerprint features establishes a correspondence between the query and all the elements of the database feature set. In our algorithm, extracted features from the query fingerprint are rotated, translated, and superimposed on the features of a database fingerprint. Those query features satisfying the condition of Fig. 12(a) are regarded as matched features. Other proposed matching algorithms were based on finding the number of paired features between each database and query fingerprint 36, 38 . The matching score in these algorithms is computed based on the number of paired features. In this paper, we propose a weighted matching score using quantitative feature values.
Let M S denote the matching score between the fingerprint in the database and the query fingerprint, given by
where N Q (N R ) signifies the number of query (a certain user's) features and g(k) is the discrimination function representing whether the two features are matched or not, defined by
finger: submitted to World Scientific on May 31, 2001 MS is a confidence value, representing how well the query matches a texture in the database. The coefficient a i represents the ith QFV of the query feature defined by Eq. (8) . The coefficient b j signifies the jth QFV of a certain user in the fingerprint database. The denominator of Eq. (13) normalizes the matching score. The maximum value of each accumulated QFV is selected as the normalization term. The numerator of Eq. (13) represents the QFV of the matched features between the query image and a certain user's image. If the number of paired (matched) features is N P , N P QFVs are accumulated by selecting the maximum QFV out of N Q query feature QFVs, and the paired database feature QFVs.
Two-step estimation of transformation parameters
Estimating the transformation parameters in Eq. (12) is computationally expensive. Since the computational burden is proportional to the number of features registered in the database, it is hard to perform real-time personal identification for large fingerprint databases. To reduce the computational complexity, we propose a fast feature matching method based on two-stage estimation of the transformation parameters. Any parameter estimation algorithm must consider the correspondence between query and database features for all the combinations of transform parameters represented in Eq. (12) 36 . Rotation and translation of extracted query features to the registered fingerprints must occur when the query fingerprint is acquired. Since there are wide ranges of rotation and translation parameter values, effective estimation of transformation parameters is a critical factor in a reliable fingerprint identification system.
We employ a two-step estimation of transformation parameters. In the first step, a coarse matching is performed, and matching scores are computed between the query image and all the images registered in the database. In the second step, a fine matching is performed between the query image and the high-scoring database images from the first step. The registered user with the maximum matching score is then identified.
Our fingerprint identification system identifies a user based on the matching score. Figure 13 shows the distribution of matching scores for correct and incorrect matching. The dotted line denotes the decision threshold M S th for whether matching is correct or not, a and b denote the regions of false rejection (FR) and false acceptance (FA), respectively. The decision criterion should establish a decision boundary which minimizes the FR rate for a prespecified FA rate. The prespecified FA rate for a biometric system is usually very small 5, 39, 40 .
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Matching score
Percentage
Threshold MS th correct matching incorrect matching ¢ ¡ Figure 13 . Distribution of correct and incorrect matching scores. Figure 14 shows the flowchart of the proposed feature matching algorithm, using a two-step estimation of transformation parameters for fast matching. B(j, k, l) represents the accumulator array in the generalized Hough transform, with j, k, and l denoting indices of the discretized parameters θ, ∆x, and ∆y, respectively. The left part of the flowchart illustrates a coarse matching process, in which the matching score is evaluated for all discretized parameter values. If a certain user's matching score after coarse matching in the fingerprint database is smaller than one third of the prespecified threshold matching score M S th , the user is excluded from the fine matching process. The right part of the flowchart represents a fine matching process, in which matching is performed with the remaining registered users for the remaining parameter values. The matching score is evaluated and added to the coarse matching score. Because the features of most registered users are greatly different from the query features, most of the registered users are excluded in the coarse matching process.
Let 
Experimental Results and Discussions
In our experiments, we capture fingerprint images using an NITGen SecuGen sensor. Figure 15 shows the fingerprint image acquisition sensor used in our experiments. Its resolution is 450 dpi with an LED light source, and it is Figure 14 . Flowchart of the proposed fast feature matching algorithm using two-step estimation of transformation parameters.
connected to a PC using the FDA01 Developer's Kit software. We conduct our experiments on a Pentium II 400MHz using programs written in C. We capture fingerprint images from 50 individuals and obtain five images for each query image is acquired from the input sensor, the features are extracted from the image and the quantitative feature values are evaluated. After extraction of query features, the registered database features are retrieved. Each transformation parameter for the query features is estimated using all database features, and the weighted matching score is computed for all registered users in the retrieval process. If the maximum matching score is larger than the prespecified threshold, the user with that maximum score is selected as the correct person. Figure 19 illustrates the evaluation of the QFV for the extracted features using the weighted feature value window. The weighted feature value window is centered at each extracted feature, with the QFV of the features calculated by Eq. (8) . Figure 19 For our experiments, two fingerprint images per person are registered in the database, for a total of 100 fingerprint images in the database. The remaining three fingerprint images per person are used as the query images. Figure 20 shows the distributions of correct and incorrect matching scores, with 15,000 combinations of query images and database images. The dotted line illustrates the distribution of the matching score using the method of paired features 36, 38 . The solid line represents the distribution of the matching score by our proposed method. The distributions of incorrect matching scores show shapes similar to each other. However, the distribution of correct matching scores based on the QFV gives higher matching scores than the method counting the number of paired features. As a result, for incorrect matching, the proposed mehtod gives smaller percentage values. These trend leads to easier selection of a threshold that minimizes the FR rate for the specified FA rate. Table 1 represents the FR rate and correct recognition rate for the method of paired features for various M S th . Table 2 shows the FR rate and correct recognition rate of the proposed method for various M S th . While a maximum correct recognition rate is required (minimum FA rate) in the fingerprint identification system, a low FR rate is also desirable. From Tables 1 and 2 , the FR rate of the proposed method is much smaller than that of the method of counting the number of paired features for the similar identification rate. This indicates that the proposed fingerprint identification method can effectively differentiate the users. This performance improvement is due to the robustness of QFV. Table 3 shows the average matching time per image. The average matching time of the two-step estimation method is reduced to 55% of the average time of the full search method. Note that the proposed two-step estimation method does not result in performance degradation, and thus this fast fingerprint identification method can be applied to practical systems with large fingerprint databases. The performance of any fingerprint identification algorithm is sensitive to the quality of the fingerprint images. Most low matching scores or high FR rates are due to poor quality of the input images. If the quality of the acquired fingerprint images is enhanced, the performance of our fingerprint identification system can be improved.
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Conclusions
We have implemented a robust fingerprint identification system using hybrid methods. In the feature extraction stage, the average ridge line width is estimated in the ridge line following algorithm, and a new stopping criterion is proposed. Moreover, a fuzzy technique is applied to the features, and quantitative feature values are evaluated using the weighted feature value window. In the feature matching stage, the patterns of ridge lines in the fingerprint image are analyzed and an adaptive matching boundary is constructed to eliminate false features. The weighted matching score is computed using the quantitative feature value for more reliable matching. A two-step estimation of transformation parameters is also employed to reduce the computation time. Experimental results show that the proposed fingerprint identification approach is effective for personal identification. Further research will focus on improving the system's tolerance for degraded or poor-quality fingerprint images.
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