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Introduction
Many key features of kinetic modeling of non-linear free
radical polymerizations through the use of the moment
generating functions of chain length distributions (CLD) of
polymer species have been acknowledged by Kuchanov and
Pis’men,[1]namelytheneedofavoidingthequasi-steadystate
hypothesis for radicalconcentrationsandtheconsiderationof
multiple radical centers near the gelation and beyond.
Lack of suitable numerical methods has precluded the
use of this approach for modeling purposes after gelation.
The well-known method of moments, which some com-
mercial packages implement, results from similar sets of
equations before gel point, but only a limited description of
the chemical system is then available.
This kinetic approach for modeling irreversible non-
linear polymerizations has lately been developed by the
present authors (Costa and Dias[2]) with some success as far
as non-linear polycondensations and non-radical polyaddi-
tions (Costa and Dias[3]) are concerned. At the same time,
some results concerning free radical polymerizations before
gelation have been obtained, and some severe numerical
difficulties were identified.
It is the purpose of this paper to present a successful way
of dealing with those problems and to discuss the value and
possible usefulness of this general approach.
Full Paper: Mass balance equations in terms of the moment
generating function of the distribution of mole concentrations
of polymer species for free radical copolymerizations of
mono/divinyl monomers could be numerically solved after
gel point using open source code ACDC, needed for extre-
mely stiff two-point boundary value problems. For the first
time, it became possible to compare the error of earlier well-
known approximated estimation methods for the weight
fraction of sol and average molecular weights to this accurate
mathematical solution. It turns out that predictions by the
pseudo-kinetic method are reasonable only when equal
reactivity of double bonds prevails, causing early gelation in
the batch reactor. Otherwise the discrepancies between the
exact and approximate solutions are quite important.
Comparison between predicted number-average and weight-
average degrees of polymerization of sol in batch non-linear
free radical polymerizations of model system III.
Chemical Modeling
Polymer molecules are described by the count of their
chemical groups regardless of their sequence. Only a very
simple kinetic scheme will be considered, in order to pre-
sent the essential numerical modeling difficulties with a
minimum set of equations.
The chemical groups are named Aj, with j being an
integer variable, and in these case studies group A1 is a
radical site coming from the monovinyl monomer M1, A2 is
a radical site coming from the divinyl monomer M2, and
A3 is a pending vinyl group. The count of repeating units
coming from either monomer, A4 and A5, is necessary in
order to compute molecular weight. Notice that groups A4
and A5 are only formed, not consumed, by chemical
reaction. Remaining active species are the monofunctional
initiator I and the primary radicals R0 it forms when it
decomposes by a first order reaction with rate constant kd
and an efficiency factor f:
I !kd 2 fR0 ð1Þ
Primary radicals initiate kinetic chains by reaction with
monomers and pending double bonds:
R0 þ M1 !
kI1
A1 þ A4 ð2Þ
R0 þ M2 !
kI2
A2 þ A3 þ A5 ð3Þ
R0 þ A3 !
kI3
A2 ð4Þ
Considering only the effect of the terminal unit of the
radicals in the reactivity, there are six different propagation
reactions:
A1 þ M1 !
kp11
A1 þ A4 ð5Þ
A1 þ M2 !
kp12
A2 þ A3 þ A5 ð6Þ
A1 þ A3 !
kp13
A2 ð7Þ
A2 þ M1 !
kp21
A1 þ A4 ð8Þ
A2 þ M2 !
kp22
A2 þ A3 þ A5 ð9Þ
A2 þ A3 !
kp23
A2 ð10Þ
Accordingly, there are six different termination reac-
tions, half by combination and half by dismutation:
A1 þ A1 !
ktc11
Head  Head unit ð11Þ
A1 þ A1 !
ktd11
Saturated endgroup þ Unsaturated endgroup
ð12Þ
A1 þ A2 !
ktc12
Head  Head unit ð13Þ
A1 þ A2 !
ktd12
Saturated endgroup þ Unsaturated endgroup
ð14Þ
A2 þ A2 !
ktc22
Head  Head unit ð15Þ
A2 þ A2 !
ktd22
Saturated endgroup þ Unsaturated endgroup
ð16Þ
No less than three different conventions for relating rates
of group formation with the values of rate constants of
termination can be found in the literature. In the convention
we follow, the rate of consumption of A1 radical groups
terminating by combination with themselves is 2ktc11 A
2
1 and
rate of formation of head-to-head units is ktc11 A
2
1. In the
same way, rate of consumption of A1 radical groups by
dismutation is 2ktd11 A
2
1.
The set of polymer species with a1 groups A1 (radical
sites from monomer M1), a2 radicals A2 and a3 pending
double bonds A3, a4 units of monomer ‘‘1’’ and a5 units of
monomer ‘‘2’’ (a4 and a5 are the degrees of polymerization)
is supposed to have an overall mole concentration P(a1, a2,
a3, a4, a5). We will often use its moment generating function
G(s1, s2, s3, s4, s5) below defined:
Gðs1; s2; s3; s4; s5Þ ¼
X1
a1¼0
X1
a2¼0
X1
a3¼0
X1
a4¼0
X1
a5¼0
sa11 s
a2
2 s
a3
3 s
a4
4 s
a5
5
 Pða1; a2; a3; a4; a5Þ ð17Þ
Laplace parameters sj, with j¼ 1–5, are complex num-
bers. As G(1, 1, 1, 1, 1) is some finite value equal to the
overall mole concentration of polymer, the comparison test
guarantees convergence of the series in Equation (17) in the
five-dimensional sphere in complex space sj j  1, moment
generating function G being thus an analytical function of
those parameters for sj j < 1.
Partial moments with respect to the counts of groups
are obtained through differentiation of Equation (17)
with respect to the log sj followed by setting all values of
Laplace parameters equal to 1. The notation Gij...k ¼
@@...@G
@ log si@ log sj...@ log sk
will often be used for those derivatives
(notice that the indices i, j,. . . k may be repeated any number
of times), leading to:
X1
a1¼0
X1
a2¼0
  
X1
a5¼0
aiaj    akPða1; . . . ; a5Þ¼Gij...kð1; 1; 1; 1; 1Þ
ð18Þ
It might also be possible to use fast Fourier transform to
numerically invert G.[2] One could obtain the full multi-
dimensional or any sub-set of marginal distributions given a
sufficiently large number (a few thousands or tens of
thousands per variable) of equally spaced values of G in a
sphere in complex five-dimensional space centered in the
origin of radius slightly below 1. Too high computing time
needed to obtain those required values of G with current
implementation of numerical methods, as will be discussed
with more detail towards the end of this paper, precluded the
use of this approach in the current work.
Using techniques we have presented before,[2] for a batch
reactor with negligible volume change and no chain-length
dependence of rate constants, the moment generating func-
tion of mass balance of polymer species verifies the partial
differential equation shown below:
dA1
dt
¼ kI1 R0M1  kp12 A1M2 þ kp21 A2M1  kp13 A1A3
 2ktc11 A21  ktc12 A1A2  2ktd11 A21  ktd12 A1A2 ð20Þ
dA2
dt
¼ kI2 R0M2þkI3 R0A3þkp12 A1M2kp21 A2M1þkp13 A1A3
 2ktc22 A22  ktc12 A1A2  2ktd22 A22  ktd12 A1A2 ð21Þ
dA3
dt
¼ kI2 R0M2  kI3 R0A3 þ kp12 A1M2 þ kp22 A2M2
 kp13 A1A3  kp23 A2A3 ð22Þ
dM1
dt
¼ kI1 R0M1  kp11 A1M1  kp21 A2M1 ð23Þ
dM2
dt
¼ kI2 R0M2  kp12 A1M2  kp22 A2M2 ð24Þ
dR0
dt
¼ 2fkdI  ðkI1 M1 þ kI2 M2 þ kI3 A3ÞR0 ð25Þ
dI
dt
¼ kdI ð26Þ
with initial conditions (assuming there are only monomers
and initiator at the beginning):
G t¼0j ¼ 0 ð27Þ
Aj t¼0j ¼ 0 j ¼ 1 . . . 3 ð28Þ
M1 t¼0j ¼ M10 ð29Þ
M2 t¼0j ¼ M20 ð30Þ
R0 t¼0j ¼ 0 ð31Þ
I t¼0j ¼ I0 ð32Þ
The solution of Equation (19) together with ordinary
differential Equation (20)–(26) and their initial conditions,
Equation (27)–(32), is obtained by the method of
characteristics (Courant and Hilbert[4]) as explained in
more detail elsewhere.[2] The characteristics are the
solution of the system below:
dG1
dt
¼ kI1 R0M1s1  kp12
s2s3
s1
G1M2 þ kp21
s1
s2
G2M1
 kp13
s2
s1s3
G1G3  2ktc11
G21
s21
 ktc12
G1G2
s1s2
 2ktd11 A1
G1
s1
 ktd12 A2
G1
s1
ð33Þ
@G
@t
¼ kp13
s2
s1s3
@G
@ log s1
@G
@ log s3
 @G
@ log s1
A3  @G
@ log s3
A1
 
þ kp23
1
s3
@G
@ log s2
@G
@ log s3
 @G
@ log s2
A3  @G
@ log s3
A2
 
þ ktc11
1
s21
@G
@ log s1
 2
2 @G
@ log s1
A1
" #
þ ktc22
1
s22
@G
@ log s2
 2
2 @G
@ log s2
A2
" #
þ ktc12
1
s1s2
@G
@ log s1
@G
@ log s2
 @G
@ log s1
A2  @G
@ log s2
A1
 
þ kp11
@G
@ log s1
M1ðs4  1Þ þ kp12
@G
@ log s1
M2
s2s3s5
s1
 1
 
þ kp21
@G
@ log s2
M1
s1s4
s2
 1
 
þ kp22
@G
@ log s2
M2ðs3s5  1Þ þ 2ktd11
@G
@ log s1
A1
1
s1
 1
 
þ ktd12
@G
@ log s1
A2
1
s1
 1
 
þ @G
@ log s2
A1
1
s2
 1
  
þ 2ktd22
@G
@ log s2
A2
1
s2
 1
 
þ kI3
@G
@ log s3
R0
s2
s3
 1
 
þ kI1 M1R0s1s4 þ kI2 M2R0s2s3s5 ð19Þ
dG2
dt
¼ kI2 R0M2s2s3 þ kI3
s2
s3
R0G3 þ kp12
s2s3
s1
G1M2
 kp21
s1
s2
G2M1 þ kp13
s2
s1s3
G1G3  2ktc22
G22
s22
 ktc12
G1G2
s1s2
 2ktd22 A2
G2
s2
 ktd12 A1
G2
s2
ð34Þ
dG3
dt
¼ kI2 R0M2s2s3  kI3
s2
s3
R0G3 þ kp12
s2s3
s1
G1M2
þ kp22 s3G2M2  kp13
s2
s1s3
G1G3  kp23
G2G3
s3
ð35Þ
ds1
dt
¼ kp13 s1A3 
s2
s3
G3
 
þ kp12 M2ðs1  s2s3Þ
þ 2ktc11 s1A1 
G1
s1
 
þ ktc12 s1A2 
G2
s2
 
þ 2ktd11 A1ðs1  1Þ þ ktd12 A2ðs1  1Þ ð36Þ
ds2
dt
¼ kp23 s2A3 
s2
s3
G3
 
þ kp21 M1ðs2  s1Þ
þ kp22 M2ðs2  s2s3Þ þ 2ktc22 s2A2 
G2
s2
 
þ ktc12 s2A1 
G1
s1
 
þ 2ktd22 A2ðs2  1Þ
þ ktd12 A1ðs2  1Þ ð37Þ
ds3
dt
¼ kI3 R0ðs3  s2Þ þ kp13 s3A1 
s2
s1
G1
 
þ kp23ðs3A2  G2Þ ð38Þ
dG
dt
¼ kI1 R0M1s1 þ kI2 R0M2s2s3  kp13
s2
s1s3
G1G3
 kp23
G2G3
s3
 ktc11
G21
s21
 ktc12
G1G2
s1s2
 ktc22
G22
s22
ð39Þ
With further initial conditions:
Gj t¼0j ¼ 0 j ¼ 1 . . . 3 ð40Þ
sj t¼0j ¼ sj0 j ¼ 1 . . . 3 ð41Þ
Since the goal is computing the value of G and, very
often, some of its derivatives with respect to the Laplace
parameters at some prescribed time tf and vector of the sj,
sf¼½sjf , one has to solve a two point boundary value
problem with the conditions at the right point t¼ tf:
s
j t¼tf
 ¼ sjf j ¼ 1 . . . 3 ð42Þ
If the method for computing CLD by fast Fourier
transform as described in ref.[2] is to be used, the vector sf
shall lie over a spherical surface in complex space centered
in the origin and with radius 1 ð sfj j ¼ 1Þ or slightly less than
1. But more often, the goal is only to compute the moments
of CLD and therefore all sjf ¼ 1.
Before gelation, the physically meaningful solution
when all sjf ¼ 1 (or sf¼ 1) is sj0 ¼ 1 for all j (or s0¼ 1);
all sj are constant along the characteristic lines. This is what
we call thereafter the trivial solution branch.
Gel point is a bifurcation point where a second solution
branch with at least some sj0< 1 intersects the trivial
solution for t¼ tg, the gelation time.
For tf> tg the physically meaningful solution is the non-
trivial solution branch.
After gelation, this minimum problem can not be avoided
and its solution is not easy at all. We will discuss next a
practical way of solving it, which has worked for this
relatively simple chemical system.
Numerical Solution of the Minimum System
for Characteristics
Laplace parameters associated to non-reactive groups, such
as s4 and s5 in this example, are constant along the
characteristics. In this study, chain length distributions will
not be computed, only their moments, and so they will be set
to 1 for the rest of this presentation.
This particular class of boundary value problems is of
the ‘‘time-like’’ variety in Deuflhard’s classification.[5] A
shooting method using integration for increasing time
values is the natural way of finding a numerical solution, as
we have used previously.[2,3]
Because of the high relative values of termination rate
constants relatively to propagation, it can be guessed that
the system becomes extremely ‘‘stiff’’,[6] and this can be
verified in a number of ways.
A widely used measure of numerical stiffness[7] is found
by multiplying the end value of time tf by the lowest real part
of the eigenvalues of the Jacobian of the system right hand
sides. After obtaining an accurate numerical solution of
Equation (20)–(26) and (33)–(39), as will be described
later on, this criterion can be evaluated. It increases rapidly
in modulus with time (being already 106 at double bonds
conversion of 0.01), and it reaches values of about2 107
for the numerical case studies next presented.
Well known code for ‘‘stiff’’ systems of ordinary
differential equations RADAU5[8] can successfully solve
the system consisting only of the end-group mass balances,
Equation (20)–(26). However, on trying to use that method
to numerically solve the full system with additional
Equation (33)–(38), it turns out that numerical values
‘‘blow out’’ even with the exact solution (trivial solution
branch) for the initial values of sj0 (Figure 1)!
Therefore, parallel multiple shooting[9] is needed to
overcome this difficulty.
The extreme numerical sensitivity of these problems
made all currently available codes fail, except the integrator
in Cash et al.’s automatic continuation code ACDC,[10–12]
available at http://www.netlib.org/ode/acdc.f. Although its
continuation procedure (in its present form) usually leads to
the trivial solution branch instead of the physically mea-
ningful branch, its implicit Runge-Kutta integrator based on
a Lobatto quadrature does succeed in finding the required
solutions.
Three sets of numerical values for parameters used in
simulations are presented in Table 1. A few common values
for the three systems are representative[13] of real free-
radical polymerizations. Some ratios of constants, includ-
ing the well-known copolymerization ratios r1 and r2 for the
classical terminal unit effect, were chosen in order to
explore numerical sensitivities.
System I is the ‘‘ideal’’ base system (r1r2¼ 1), whereas in
system II cross-polymerization is favored (r1r2¼ 0.1) and
nearly forbidden in system III (r1r2¼ 1 000).
In all simulations, the initial composition is the same:
i) initiator concentration is 1/1 000 of the double bonds;
ii) divinyl monomer mole fraction is 0.001 with respect to
the total monomer content.
Especially important is the effect of the relative reactivity
of pendent double bond (determined by Cp2 and Cp3 para-
meters). These parameters were varied in order to obtain a
lower or higher value of conversion of double bonds at the
gel point.
The initial total monomer concentration was fixed to
1 mol  dm3.
Code ACDC requires subroutines for defining right hand
sides of the system of 13 differential equations, Equa-
tion (20)–(26) and (33)–(38), boundary conditions at the
two end-points t¼ 0 and t¼ tf, Equation (28)–(32), (40), and
(42), as well as their Jacobians. Jacobian of right-hand sides
of those differential equations has 90 non-zero components.
The first step of the simulations is the prediction of
gelation time, since it makes no sense to find again the
known trivial solution branch. Both natural ways of
carrying out this calculation were used:
1) Integration of the equations for the 2nd order moments
(along the trivial solution branch) until divergence to
infinity;
2) Evaluation of the determinant of the Jacobian of the sj
relatively to the sj0 as a function of time t until it becomes
zero, for t¼ tg.
After finding gelation time, a vector of final times will be
chosen for the presentation of results, although for easier
comparison of chemical systems, overall double bonds con-
version will be used instead of the corresponding reaction
time.
ACDC computes iteratively the characteristics in a mesh
of intermediate time values between t¼ 0 and t¼ tf. It
adapts the mesh along this process, but a good initial
definition of number and placement of the grid is important,
and a good approximation of the true solution can be of a
great help.
For the first value of final time tf, there is no information
concerning the values of the sj0 , except that they should be
slightly a bit less than 1 if tf is not far from tg, although this
does not help much. Fortunately, ACDC finds the wanted
solution without many retrials, if one respects the following
rules:
The integration interval from t¼ 0 to t¼ tf must be
divided into a fairly large number of grid points, with 3
sections, because there are two boundary layers for the
solution in each side of the interval, as shown in Figure 2;
good choices were 1 000, 20 000 and 1 000, with break
points t¼ ts and tf ts, with ts¼ 100 s for these numerical
examples. ts is of the order of the time needed to reach a
slowly changing radical concentration.
Figure 1. Example of integration of characteristics showing the
‘‘blow up’’ of numerical solution.
Table 1. Values of rate parameters used in simulations.
Parameter System
I
System
II
System
III
CI1 ¼ kI1=kp11 1 1 1
CI2 ¼ kI2=kp11 2 5 20
CI3 ¼ kI3=kp11 1 0.5 10
r1 ¼ kp11=kp12 0.5 0.2 2
r2 ¼ kp22=kp21 2 0.5 500
Cp1 ¼ kp21=kp11 1 1 0.2
Cp2 ¼ kp13=kp11 1 0.15 0.1
Cp3 ¼ kp23=kp21 1 0.05 250
f 0.5 0.5 0.5
kd=s
1 106 106 106
kp11=ðdm3  mol1  s1Þ 100 100 100
kt11 ¼ ktc11 þ ktd11=ðdm3  mol1  s1Þ 106 106 106
kt12 ¼ ktc12 þ ktd12=ðdm3  mol1  s1Þ 106 106 106
kt22 ¼ ktc22 þ ktd22=ðdm3  mol1  s1Þ 106 106 106
c11 ¼ ktc11=kt11 0.5 0.5 0.5
c12 ¼ ktc12=kt12 0.5 0.5 0.5
c22 ¼ ktc22=kt22 0.5 0.5 0.5
In these grid points, as the exact values of the con-
centrations of active groups can be independently com-
puted, they must be fed to the routine as starting points in
order to accelerate convergence.
Initial estimations for G1, G2, and G3 on the grid
points were chosen as some fraction (0.001 gave
good results) of the corresponding concentrations A1, A2,
and A3.
Initial estimations for s1, s2, and s3 on the grid points
should follow a pattern similar to the solution in Figure 2: in
the left boundary layer, a small value like 105, in the
middle region 0.001 or so, and 1 in the right boundary layer.
It took a fairly large number of failed attempts of con-
vergence until these basic rules were found and could thus
provide decisive help in finding the solutions with a good
reliability now.
In Figure 3, a typical profile of characteristics associated
to the different active groups for system III can be observed.
Only, for this system, values of s1 and s2 are very different.
Contrarily to common sense, there is no visible advan-
tage of using a previously found numerical solution as a
starting point of the one for the next final value of time.
Figure 4 shows why: the changes of profiles are so sudden
that one should use extremely close values of successive
final times in order for that strategy to succeed. Each pre-
diction of a certain value of final time is thus a nearly
independent problem.
The computations were carried out using a PIV 1.5 GHz
computer with 512 Mb memory, running Red Hat Linux 7.1
(kernel version 2.4.7–10). Fortran sources were compiled
using GNU compiler g77 based on gcc 2.96. In the worst
cases, CPU time spent for integrating the characteristics in
order to attain each prescribed final time was 270 s after
gelation. Predicting average molecular weights vs. time
before gelation is a much easier problem, only 17 s are
needed for performing the whole computation.
Memory use reached 60% of the available; this is a likely
bottleneck with more complex problems.
Prediction of Sol Fraction and Average
Molecular Weights
Computing higher derivatives of Equation (19) with respect
to log sj yields a system of first-order partial differential
equations sharing the same characteristics. In order to
predict weight fraction of sol, the moments with respect to
the numbers of units A4 and A5 must be known. They result
Figure 2. Values of s1¼ s2 along the characteristics for system I
and different values of final time (expressed as conversion of
double bonds).
Figure 3. Profiles of s1, s2, and s3 along the characteristics for
system III at conversion of double bonds 0.845.
Figure 4. Profiles of s1 along the characteristics for system III
and different values of final conversion of double bonds.
from integrating the two differential equations below along
the characteristics:
dG4
dt
¼ kI1 R0M1s1 þ kp11 G1M1 þ kp21
s1
s2
G2M1 ð43Þ
dG5
dt
¼ kI2 s2s3R0M2 þ kp12
s2s3
s1
G1M2 þ kp22 s3G2M2 ð44Þ
Gj t¼0j ¼ 0 j ¼ 4; 5 ð45Þ
Weight fraction of sol ws is thus:
ws ¼ MM1 G4ð1Þ þ MM2 G5ð1Þ
MM1ðM10  M1Þ þ MM2ðM20  M2Þ
ð46Þ
Equation (43) and (44) must be integrated after suc-
cessful convergence of the boundary value problem, which
determines the characteristics. The solution vector of s1, s2,
and s3 on the grid points of the final mesh was stored in order
to allow its interpolation at any value of time along the
characteristics. The RADAU5 integrator could compute G4
and G5 as a succession of initial value problems (and
afterwards higher-order derivatives, see below), preventing
numerical ‘‘blow-up’’.
Results for systems I, II, and III are presented in Figure 5.
Number-average and weight-average molecular weights
of sol are obtained through:
Mn ¼ MM1 G4ð1Þ þ MM2 G5ð1Þ
Gð1Þ ð47Þ
Mw ¼
M2M1 G44ð1Þ þ 2MM1 MM2 G45ð1Þ þ M2M2 G55ð1Þ
MM1 G4ð1Þ þ MM2 G5ð1Þ
ð48Þ
Molecular masses of monomers were chosen as MM1 ¼
104 and MM2 ¼ 130 (same as styrene and divinylbenzene).
Average overall degrees of polymerization xn and xw can
be obtained through Equation (47) and (48) setting
molecular weights of monomers equal to 1 instead of their
true values.
The system of ordinary differential equations to be inte-
grated along characteristics in order to compute the second
derivatives of G (leading to the second-order moments of
chain length distribution) is presented in Table 2.
Notice there is no need to use ‘‘closure assumptions’’ as
in most proposed approximate methods. This is a con-
sequence of not using the pseudo steady state hypothesis for
radical concentrations.
Before gelation, the trivial branch s¼ 1 is the correct
solution of the two-point boundary value problem for
characteristics, so it is only necessary to set the Laplace
parameters sj equal to a constant value of 1.
Numerical results for systems I–III are presented in
Figure 6 and 7.
Comparison with Predictions Using
Tobita-Hamielec’s Pseudo-Kinetic RateMethod
A few approximate methods of prediction of average
molecular weights and sol fraction in non-linear free radical
polymerization have been proposed over the past few
years.[14–17] It is important to check those predictions with
our new numerical method.
We have thus computed number-average and weight-
average molecular degrees of polymerization for systems
I–III both before and after gelation using Tobita-Hamie-
lec’s pseudo-kinetic rate method[14,15] (by far the fastest and
easiest to implement) and the corresponding results are
presented in Figure 8 and 9.
Agreement is fairly good for the ‘‘ideal’’ system I, except
for high conversion.
However, for systems II and III, predicted gel points are
rather different, and the curves for molecular weights and
sol fraction diverge considerably from the more exact
mathematical predictions developed in this paper. More-
over, we have found a slight inconsistency between pseudo-
kinetic method predictions before and after gel point, which
is especially conspicuous with system II, as can be observed
in Figure 8 and 9b.
Discussion
The numerical technique presented here could yield a
mathematical solution to modeling of simple non-linear
free radical polymerizations with no need to use many
simplifications with non-universal applicability, such as
neglecting multifunctional radicals and using the pseudo-
steady state hypothesis. A less evident approximation is
neglecting the fact that fragments of the same molecule
come from gluing other molecules formed at possibly very
Figure 5. Fraction of sol vs. conversion of double bonds in batch
polymerization of model systems I–III.
Table 2. Equations of change of second order derivatives of G along characteristics.
dG11
dt
¼ kI1 s1R0M1 þ kp12
s2s3
s1
M2 G1  2G11ð Þ þ kp21
s1
s2
M1 G2 þ 2G12ð Þ
þ kp13
s2
s1s3
G1G3  2G11G3  2G13G1 þ 2G11G13ð Þ þ 2
kp23
s3
G12G13
þ ktc11
s21
4G21  8G11G1 þ 2G211
 þ ktc12
s1s2
G1G2  2G11G2  2G12G1 þ 2G11G12ð Þ
þ 2ktc22
s22
G212 þ 2
ktd11
s1
A1 G1  2G11ð Þ þ ktd12
s1
A2 G1  2G11ð Þ
(49)
dG12
dt
¼ kI3
s2
s3
R0G13 þ kp12
s2s3
s1
M2 G11  G21  G1ð Þ þ kp21
s1
s2
M1 G22  G12  G2ð Þ
þ kp13
s2
s1s3
G1G3  G21G3  G23G1 þ G11G3 þ G13G1 þ G11G23 þ G13G21ð Þ
þ kp23
s3
G12G23 þ G13G22ð Þ þ ktc11
s21
2G11G21  4G21G1ð Þ
þ ktc12
s1s2
G1G2  G21G2  G22G1  G11G2  G12G1 þ G11G22 þ G12G21ð Þ
þ ktc22
s22
2G12G22  4G12G2ð Þ  2 ktd11
s1
A1G21  ktd12
A2G21
s1
þ A1G12
s2
 
 2 ktd22
s2
A2G12
(50)
dG13
dt
¼ kI3
s2
s3
R0G13 þ kp12
s2s3
s1
M2 G11  G31  G1ð Þ þ kp21
s1
s2
M1G32 þ kp22 s3M2G12
þ kp13
s2
s1s3
G1G3  G31G3  G33G1  G11G3  G13G1 þ G11G33 þ G13G31ð Þ
þ kp23
s3
G12G3  G13G2 þ G12G33 þ G13G32ð Þ
þ ktc11
s21
2G11G31  4G31G1ð Þ þ ktc12
s1s2
G31G2  G32G1 þ G11G32 þ G12G31ð Þ
þ 2 ktc22
s22
G12G32  2 ktd11
s1
A1G31  ktd12
s1
A2G31
(51)
dG14
dt
¼ kI1 s1R0M1 þ kp11 M1G11  kp12
s2s3
s1
M2G41 þ kp21
s1
s2
M1 G42 þ G2 þ G12ð Þ
þ kp13
s2
s1s3
G11G43 þ G13G41  G41G3  G43G1ð Þ þ
kp23
s3
G12G43 þ G13G42ð Þ
þ ktc11
s21
2G11G41  4G14G1ð Þ þ ktc12
s1s2
G41G2  G42G1 þ G11G42 þ G12G41ð Þ
þ 2 ktc22
s22
G12G42  2 ktd11
s1
A1G41  ktd12
s1
A2G41
(52)
dG15
dt
¼ kp12
s2s3
s1
M2 G11  G51  G1ð Þ þ kp21
s1
s2
M1G52 þ kp22 s3M2G12
þ kp13
s2
s1s3
G11G53 þ G13G51  G51G3  G53G1ð Þ þ
kp23
s3
G12G53 þ G13G52ð Þ
þ ktc11
s21
2G11G51  4G51G1ð Þ þ ktc12
s1s2
G51G2  G52G1 þ G11G52 þ G12G51ð Þ
þ 2 ktc22
s22
G12G52  2 ktd11
s1
A1G51  ktd12
s1
A2G51
(53)
Table 2. (Continued)
dG22
dt
¼ kI2 s2s3R0M2 þ kI3
s2
s3
R0 2G23 þ G3ð Þ þ kp12
s2s3
s1
M2 2G21 þ G1ð Þ
þ kp21
s1
s2
M1 G2  2G22ð Þ þ kp13
s2
s1s3
G1G3 þ 2G21G3 þ 2G23G1 þ 2G21G23ð Þ þ 2
kp23
s3
G22G23
þ 2ktc11
s21
G221 þ
ktc12
s1s2
G1G2  2G21G2  2G22G1 þ 2G21G22ð Þ
þ ktc22
s22
4G22  8G22G2 þ 2G222
 þ 2 ktd12
s2
A1 G2  2G22ð Þ þ 2ktd22
s2
A2 G2  2G22ð Þ
(54)
dG23
dt
¼ kI2 s2s3R0M2 þ kI3
s2
s3
R0 G33  G23  G3ð Þ þ kp12
s2s3
s1
M2 G31 þ G21 þ G1ð Þ  kp21
s1
s2
M1G32
þ kp22 s3M2G22 þ kp13
s2
s1s3
G1G3 þ G31G3 þ G33G1  G21G3  G23G1 þ G21G33 þ G23G31ð Þ
þ kp23
s3
G22G3  G23G2 þ G22G33 þ G23G32ð Þ þ 2ktc11
s21
G21G31 þ ktc22
s22
G32 2G22  4G2ð Þ
þ ktc12
s1s2
G31G2  G32G1 þ G21G32 þ G22G31ð Þ  ktd12
s2
A1G32  2ktd22
s2
A2G32
(55)
dG24
dt
¼ kI3
s2
s3
R0G43 þ kp11 M1G21 þ kp12
s2s3
s1
M2G41 þ kp21
s1
s2
M1 G22  G42  G2ð Þ
þ kp13
s2
s1s3
G41G3 þ G43G1 þ G21G43 þ G23G41ð Þ þ
kp23
s3
G22G43 þ G23G42ð Þ
þ 2ktc11
s21
G21G41 þ ktc12
s1s2
G41G2  G42G1 þ G21G42 þ G22G41ð Þ þ ktc22
s22
G42 2G22  4G2ð Þ
 ktd12
s2
A1G42  2ktd22
s2
A2G42
(56)
dG25
dt
¼ kI2 s2s3R0M2 þ kI3
s2
s3
R0G53 þ kp12
s2s3
s1
M2 G51 þ G21 þ G1ð Þ  kp21
s1
s2
M1G52
þ kp22 s3M2G22 þ kp13
s2
s1s3
G51G3 þ G53G1 þ G21G53 þ G23G51ð Þ þ
kp23
s3
G22G53 þ G23G52ð Þ
þ 2ktc11
s21
G21G51 þ ktc12
s1s2
G51G2  G52G1 þ G21G52 þ G22G51ð Þ þ ktc22
s22
G52 2G22  4G2ð Þ
 ktd12
s2
A1G52  2ktd22
s2
A2G52
(57)
dG33
dt
¼ kI2 s2s3R0M2 þ kI3
s2
s3
R0 G3  2G33ð Þ þ kp12
s2s3
s1
M2 2G31 þ G1ð Þ
þ kp22 s3M2 2G32 þ G2ð Þ þ kp13
s2
s1s3
G1G3  2G31G3  2G33G1 þ 2G31G33ð Þ
þ kp23
s3
G2G3  2G32G3  2G33G2 þ 2G32G33ð Þ þ 2ktc11
s21
G231 þ
2ktc12
s1s2
G31G32 þ 2ktc22
s22
G232
(58)
dG34
dt
¼ kI3
s2
s3
R0G43 þ kp11 M1G31 þ kp12
s2s3
s1
M2G41 þ kp21
s1
s2
M1G32
þ kp22 s3M2G42 þ kp13
s2
s1s3
G31G43 þ G33G41  G41G3  G43G1ð Þ
þ kp23
s3
G32G43 þ G33G42  G42G3  G43G2ð Þ þ 2ktc11
s21
G31G41 þ ktc12
s1s2
G31G42 þ G32G41ð Þ þ 2ktc22
s22
G32G42
(59)
different times. There is no uniformity of link probabilities
inside the same molecule (as would happen in equilibrium
reversible polymerization) and description by a simple
Markovian process, which could be treated by the theory of
branching processes, is not exact. This is one of the main
alerts already formulated in ref.[1] (only when gelation
conversion is low should a good agreement with usual
approximations be expected). It is no wonder that the
pseudo-kinetic rate method fails to give an acceptable quan-
titative approximation of the behavior of molecular weight
Table 2. (Continued)
dG35
dt
¼ kI2 s2s3R0M2  kI3
s2
s3
R0G53 þ kp12
s2s3
s1
M2 G51 þ G31 þ G1ð Þ
þ kp22 s3M2 G52 þ G32 þ G2ð Þ þ kp13
s2
s1s3
G31G53 þ G33G51  G51G3  G53G1ð Þ
þ kp23
s3
G32G53 þ G33G52  G52G3  G53G2ð Þ þ 2ktc11
s21
G31G51
þ ktc12
s1s2
G31G52 þ G32G51ð Þ þ 2ktc22
s22
G32G52
(60)
dG44
dt
¼ kI1 s1R0M1 þ kp11 M1 2G41 þ G1ð Þ þ kp21
s1
s2
M1 2G42 þ G2ð Þ
þ 2kp13
s2
s1s3
G41G43 þ
2kp23
s3
G42G43 þ 2ktc11
s21
G241 þ
2ktc12
s1s2
G41G42 þ 2ktc22
s22
G242
(61)
dG45
dt
¼ kp
11
M1G51 þ kp12
s2s3
s1
M2G41 þ kp21
s1
s2
M1G52 þ kp22 s3M2G42
þ kp13
s2
s1s3
G41G53 þ G43G51ð Þ þ
kp23
s3
G42G53 þ G43G52ð Þ
þ 2ktc11
s2
1
G41G51 þ ktc12
s1s2
G41G52 þ G42G51ð Þ þ 2ktc22
s2
2
G42G52
(62)
dG55
dt
¼ kI2 s2s3R0M2 þ kp12
s2s3
s1
M2 2G51 þ G1ð Þ þ kp22 s3M2 2G52 þ G2ð Þ
þ 2kp13
s2
s1s3
G51G53 þ
2kp23
s3
G52G53 þ 2ktc11
s21
G251 þ
2ktc12
s1s2
G51G52 þ 2ktc22
s22
G252
(63)
Figure 6. Number-average and weight-average molecular
weights of sol in batch non-linear free radical polymerizations
of model system II.
Figure 7. Weight-average molecular weights of sol in batch non-
linear free radical polymerizations of model systems I–III.
or sol fraction changes along time in some circumstances,
when reactivity ratios are very different from 1.
Other researchers have described these and other polyme-
rization systems staying in the domain of real chain lengths
and aiming at obtaining if not the full multidimensional
CLD, at least some of its marginal distributions, the
prediction of average molecular weights becoming a ‘‘by-
product’’ of those computations.
Although, in theory, any distribution can be reconstruc-
ted from the knowledge of the infinite set of its moments,
and this work has provided a way of computing them with
comparatively little difficulty (before gelation), we do not
recommend this procedure. Such Gram-Charlier series
often converge slowly, and there is no way to guarantee the
accuracy of the computations. A similar problem, the pre-
diction of the shape of chromatographic peaks in linear
chromatography, presents striking similarities. Viller-
maux[18] proved a long time ago that numerical inversion
of its Laplace transform is a fast and reliable way of solving
the problem, in contrast to the series approximation. More
recently, Tobita and Ito[19] have also cast serious doubts
concerning the usefulness of those series to represent the
CLD of polymers.
There is no need[20] to assume that chain length is a
continuous variable, as suitable base functions of orthogo-
nal polynomials of discrete variables can be found. But this
approach faces serious problems when dealing with mul-
tidimensional distributions such as the ones discussed in
these case studies: there are five kinds of groups which have
to be counted for each set of isomeric polymer molecules,
disregarding the way the units are connected. Indeed,
commercial code PREDICI, using this principle, can only
compute one-dimensional distributions. Nevertheless, with
some adaptations[21] (remembering Teymour’s ‘‘numerical
Figure 8. Comparison between predicted sol fraction in batch
non-linear free radical polymerizations of model systems I–III
according to Tobita-Hamielec’s pseudo-kinetic method and our
present approach.
Figure 9. Comparison between predicted number-average and
weight-average degrees of polymerization of sol in batch non-
linear free radical polymerizations of model systems I–III
according to Tobita-Hamielec pseudo-kinetic method and present
approach. (a) System I, (b) System II, (c) System III.
fractionating’’ approach[16,22]) it could be used for model-
ing ethylene free radical polymerization.
Free radical polymerizations with very low concentra-
tions of polyradicals (species with a1þ a2> 1 in our
notation) might be amenable to a fairly accurate description
with the help of the ‘‘numerical fractionating’’ concept. We
doubt this could be valid for the kind of chemical systems
discussed in this current work, but it remains an open
question whether our suspicion is real.
Another possible solution for predicting CLD is the use
of Monte Carlo simulation, widely used in the last decade
by Tobita and Zhu.[23,24] This approach presents some
additional important advantages, such as the possibility of
prediction of the distribution of molecular sizes (very
difficult otherwise) or the analysis of reversible polymer-
ization. Its main drawback lies in the computational resour-
ces needed for a reasonable accuracy. They are moderate for
simple problems such as non-linear polycondensation
modeling, but dealing with free-radical polymerization has
been done using some approximations introduced in order
to save computer time. The main difficulty lies in the very
small time scales of the molecular weight growth by
propagation, as compared to the time span needed to con-
vert an appreciable amount of monomer. So, the objection
raised before also applies: it is nearly as inaccurate as
the theory of branching processes (no wonder that both give
similar results), and a new Monte Carlo method taking
care of that problem (unfortunately extremely slow) is yet to
be attempted.
A comprehensive comparison with the proposed com-
putational method would certainly be worthwhile, but it
depends on the ability to drastically reduce its computing
time requirements.
Nevertheless, prediction of CLD by Monte Carlo method
or finite elements with the sole purpose of computing
average molecular weights seems a waste of computer
resources. It is unlikely that this can be done as efficiently
for the same accuracy as with the present method.
Realistic models for non-linear free radical polymeriza-
tion, introducing, for instance, intramolecular transfers and
terminations giving rise to short sized rings, have to take
into account a huge number of chemical groups. Thus, the
number of variables of the system of characteristics will
grow a lot and it may become quite demanding in compu-
tational resources (memory and computing speed). It can
not be stated for the moment whether these problems will
become easily tractable or not by the present approach, but
we consider it to be worth the effort of pursuing this research
in view of the first encouraging results just presented.
Conclusions
It has been possible for the first time to find a numerical
solution for the equations describing the evolution of
generating function of chain length distribution for non-
linear free-radical polymerization, assuming no chain
length dependence of termination constant and no intra-
molecular reaction in finite molecules. Pseudo-steady
hypothesis and other widespread simplifications are not
required.
Sol fraction and number- and weight-average molecular
weights were computed for monovinyl/divinyl polymer-
izations with different reactivity ratios.
A computer with a single Intel PIV 1.5 GHz with
512 Mb using public domain software was enough for
solving these rather simple problems, but memory use
was 60% of the available, and a more powerful
machine seems needed for most systems of practical
interest.
A comparison with Tobita-Hamielec’s pseudo-kinetic
method showed minor differences for the ideal equal
reactivity system, but discrepancies are important when
reactivity ratios become very different from 1.
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