Abstract. We study possible continuation of solutions of a nonlinear parabolic problem after the blow-up time. The nonlinearity in the equation is dissipative and blow-up is caused by the nonlinear boundary condition of the form ∂u/∂ν = |u| q−1 u where q > 1 is subcritical in H 1 (Ω). If the dissipative term in the equation is linear then we show that blow-up of positive solutions is complete. If the dissipative term is superlinear then the solution can be continued inside the spatial domain. On the other hand, we find sufficient conditions on the nonlinearities guaranteeing that no reasonable continuation can be expected on the boundary. 2000 Mathematics Subject Classification: 35B45, 35J65.
Introduction
We consider the problem u t = ∆u − a|u| p−1 u, x ∈ Ω, t > 0, u ν = |u| q−1 u, x ∈ Γ, t > 0, u(x, 0) = u 0 (x),
x ∈ Ω,
where a ≥ 0, p ≥ 1, q > 1, u 0 ∈ C 2 (Ω) satisfies compatibility conditions, Ω is a smoothly bounded domain in R n and ν denotes the outer unit normal on the boundary Γ := ∂Ω. Under these assumptions it is well known that problem (1.1) admits a unique maximal classical solution u = u(x, t; u 0 ) and the maximal existence time of this solution T (u 0 ) is either infinity or u blows up at T (u 0 ) in the L ∞ (Ω) norm. It is also known (see [7] , [21] , [2] and [4] ) that some solutions blow-up in finite time if p < 2q − 1 or a < q and p = 2q − 1, while all solutions of (1.1) are global and bounded if p > 2q − 1 or a > q and p = 2q − 1.
In the limiting case, p = 2q − 1, a = q, all positive solutions are global, unbounded and converge to a singular stationary solution provided n = 1, [7] .
Throughout this paper we will assume that u 0 is such that
and we will be interested in possible weak continuation of the solution of (1.1) for t > T (u 0 ).
This question has been intensively studied in the case of the model problem
where p > 1. For this, the so called proper minimal solutions are constructed as follows. Let u k , k = 1, 2, . . . , denote the solution of the approximation problem u t − ∆u = min(u p , k), x ∈ Ω, t > 0, u = 0, x ∈ Γ, t > 0, u(x, 0) = u 0 (x),
Then u k exist globally, u k ū pointwise as k → ∞. The limit functionū exists for all times (although it can take the value ∞ at some points at some times) and coincides with the classical solution up to time T (u 0 ).
If p is subcritical in the Sobolev sense, i.e. p < p S := (n + 2)/(n − 2) + , then the solution u of (1.3) blows up completely in Ω at t = T (u 0 ) which means that
If p is supercritical (p > p S ) then the complete blow-up result mentioned above is true for generic initial data u 0 of (1.3), see [12] , [11] and [19, Remark 18.2(iii) ]. However, if, in addition, p < 1 + 6/(n − 10) + and Ω is a ball then there exist initial data u 0 for which T (u 0 ) < ∞ but the solution can be continued after T (u 0 ) in a weak sense, see [11] and [15] . Moreover, under additional assumptions on p and u 0 , this continuation will be a classical solution of (1.1) for any t ∈ (T (u 0 ), ∞) \ K, where K is a finite set, see [10] .
For (1.1) proper minimal solutions can be constructed along the same lines. More precisely, let u 0 ≥ 0 and let u k be the solutions of the problem (1.1) with the nonlinearity |u| q−1 u replaced by min(u q , k). Then setū := lim k→∞ u k .
However, in the case of (1.1), all results on complete blow-up (known to the authors) require n = 1 and p = 1, see [9] , [16] . Our aim is to show that complete blow-up (or impossibility of suitable weak continuation, at least) is also true for the higher dimensional case and/or p > 1, provided the nonlinearities are subcritical. The subcriticality condition means q < q S , where
In fact, it is known that the exponent q S plays a similar role in (1.1) as the exponent p S for (1.3). Notice also that our assumption (1.2) implies p ≤ 2q − 1 < p S if q < q S . Note that the conditions p < p S and q < q S (or only the former one in the case of (1.3)) imply that the problem is subcritical in H 1 (Ω) in the sense of [3] .
If p = 1 then we obtain a full analogue of the result on complete blow-up for (1.3) which we state in the following theorem (proved in Section 2).
If p > 1 and a > 0 then the assertion in Theorem 1.1 cannot be true. In fact, for any u 0 ≥ 0 and any x 0 ∈ Ω one can choose a small neighbourhood D of x 0 such that the singular elliptic problem
possesses a solution w, w ≥ u 0 in D (see [14] , for example). Then it is easy to prove that w(x) >ū(x, t) for any x ∈ D, t > 0, andū is a classical solution of the equation in (1.1) in Ω × [0, ∞), see [13] . In fact, using these arguments it can be shown that for some
see [4] . Hence complete blow-up in the sense of Theorem 1.1 is not possible. However, the question can be reformulated in terms of wether or notū = ∞ on Γ for t > T (u 0 ). In this direction it was proved in [4] that for p ≥ 1 and for each fixed point x 0 of the boundary Γ, the following is true: If the initial data are suitably large close to x 0 then there exists a time interval [T, τ ], with T ≥ T (u 0 ), such thatū is pinned to the value infinity in this time interval in a neighborhood of x 0 in Γ. Moreover, if the initial data is suitable large everywhere close to Γ, thenū is pinned to infinity on the whole Γ. Note that τ = ∞ provided the solution is monotonic in time, and the construction in [4] does not exclude the cases where T > T (u 0 ) or τ < ∞.
Here we will show that (under suitable assumptions) the proper minimal solution cannot be a weak solution of the full problem (1.1) for t > T (u 0 ). Let us mention that by a weak solution of (
(Here D means smooth functions with compact support). Of course in our proof we will show that the bad behaved term is |u| q−1 u on the boundary.
The following theorem provides sufficient conditions guaranteeing thatū is not a weak solution of (1.1) for t > T (u 0 ) (see Section 3 for the proof and for related results).
Theorem 1.2 Assume
In Section 4 we consider possibly sign-changing solutions of (1.1). In this case, proper minimal solutions can not be considered anymore. Therefore our non continuation result relies on energy arguments. For this, we denote by E the energy functional,
Assume that (1.2) holds true, p+1 ≤ 2q and q < q S . Since the problem (1.1) is subcritical in H 1 (Ω) and the energy E is nonincreasing along solutions of (1.1), one can easily show that lim sup
The following theorem shows that this is the dominant term in the energy. Theorem 1.3 Assume (1.2) and let one of the following assumptions be satisfied
Let us mention that in the case of positive solutions this result guarantees
whereū is the function constructed above. In particular,ū cannot become a classical solution of (1.1) for any t > T (u 0 ) (cf. the result in [10] mentioned above).
The results for n = 1 or u 0 ≥ 0 in Theorem 1.3 indicate that the condition p < q + 2 n in (1.11) is probably of technical nature. The technical problems stem from the fact that it is very difficult to compare the integrals appearing in (1.7) if q < p < 2q − 1. In fact, all previous results on (1.1) using purely energy arguments were obtained under the assumption p ≤ q or p ≥ 2q − 1. Notice also that the condition p < q + 2 n is automatically satisfied in the whole blow-up range (p ≤ 2q − 1) if q < 1 + 2 n .
Complete blow-up
In this section we prove Theorem 1.1. The proof will be based on a modification of [5, Lemma 2.1] and recent results on a priori bounds for solutions of (1.1) in [20] and [8] .
Proof of Theorem 1.1. Since p = 1 and q < q S , estimate [8, (1.7)] guaranteed by [8, Theorem 1.7] easily shows that
cf. [18] . Fix u 0 ≥ 0 with T (u 0 ) < ∞ and assumeū ≡ ∞ for t > T (u 0 ). Sinceū solves the integral equation
where G > 0 is the Green function of the linear problem
there exists δ > 0 such thatū(x, t) < ∞ a.e. in Ω × (0, T (u 0 ) + δ). Now Lemma 2.1 below guarantees T (αu 0 ) ≥ T (u 0 ) + δ for any α ∈ (0, 1) which contradicts (2.1).
The following lemma is a modification of [5, Lemma 2.1].
Lemma 2.1 Let p, q, u 0 be as in Theorem 1.1 and 0 < T < ∞. Assumeū(x, t) < ∞ a.e. in Ω × (0, T ). Let α ∈ (0, 1). Then there exists a constant C α < ∞ such that u(x, t; αu 0 ) ≤ C α for any x ∈ Ω and t < T .
Proof. We may assume u 0 > 0 in Ω. Let V be the solution of the problem
. . , be given by
where u 0 λ :≡ 0. Notice that u k λ ∈ C 2,1 (Ω × (0, T )) and that the maximum principle (see [1] 
Then w ∈ C 2,1 (Ω × (0, T )) and there exists δ = δ(m, µ) > 0 such that t > δ for any (x, t) ∈ E m µ . For k ≥ m > 1 we have
and, by (2.2), 
in Ω × (0, T ).
Since the limit U 1 (x, t) := lim m→∞ u m 1 (x, t) is a bounded integral solution of (1.1) with u 0 replaced by αu 0 , it coincides with u(x, t; αu 0 ) for t < T . This concludes the proof.
Continuation after blow-up
In this section we prove Theorem 1.2 and some related results.
Let us first consider the linear problem
where b ≥ 0. Then we state the following regularity result, whose proof follows from [20, Lemma 3.2] (cf. also [8, Lemma 2.1]).
Lemma 3.1 Let
, then the solution u of (3.1) satisfies
where the constant C > 0 depends only on ρ, m, κ, r, s, Ω, T 0 , b.
Remark 3.2 In what follows we will repeatedly make use of the following argument. If u is the solution of (1.1) and u
for some s such that p < 1 + 2s n and q < 1 + s n then the problem (1.1) is subcritical in L s (Ω) and then the results in [17] or [3] imply a bound for u in L ∞ (Ω × (0, T )).
Using this we get the following 
Proof. Assume on the contrary that u is the solution of (1.1) and Γ |u| r (x, t) dS < C for any t < T := T (u 0 ). Notice that |u| ≤ z, where z is the solution of the linear problem
From Lemma 3.1, with the choice ρ := m := ∞, κ := r, s : If u 0 ≥ 0 and u t ≥ 0 then the property ofū follows from the fact thatū = u for t < T (u 0 ) and u k (henceū) are time increasing for k large enough. 
Energy blow-up
In this section we prove Theorem 1.3. In fact, the assertions of that theorem for n = 1 or u 0 ≥ 0 or p < q are easy consequences (or modifications) of results in [8] . On the other hand, the case n > 1, u 0 possibly sign-changing and q ≤ p < q + 2 n will require several nontrivial estimates.
We start by observing a simple situation. Note that the energy, see (1.7), satisfies the identity
Thus, assume now (1.2) and that E(u(t)) stays bounded as t → T (u 0 ) < ∞. Then (4.1) implies
which moreover implies
where | · | 2 denotes the norm in L 2 (Ω). Consequently,
then the problem is subcritical in L 2 (Ω), see [3] , and then solving (1.1) with initial data u * ∈ L 2 (Ω) shows that the classical solution u can be prolongated beyond T (u 0 ), which is absurd. Hence, E(u(t)) → −∞ as t → T (u 0 )
− . More general cases require more sophisticated arguments.
Let us first introduce some notation. By r := r/(r − 1) we denote the dual exponent to r ∈ (1, ∞), by c, C generic positive constants which may vary from step to step. The norm in the Sobolev-Slobodeckii space W s r (Ω) or the Lebesgue space L r (Ω) will be denoted by | · | s,r or | · | r , respectively.
In the following two lemmas we shall deal with a fixed interval J and we denote by · a;b,c and · a;Γ,c the norm in L a J, W b c (Ω) and L a J, L c (Γ) , respectively. We also denote · a;c := · a;0,c . In what follows we will assume
The next two results give a quantitative estimate of the gain of regularity of the solution from the boundary to the interior. Proof. The proof is identical to the proof of [8, Lemma 3.6] . One only has to notice that [8, (3.20) ] is satisfied in our situation. 
(ii) Let n ≥ 2. If |u(t)| R ≤ C R < ∞ for any t < T (u 0 ) and any R < 6n/(3n − 4) then there exist ε, C > 0 such that Notice that we can choose r > p + 1 due to p < q + 2/n. By interpolation we get . In order to see that we can find r > p + 1 satisfying (4.10) and (4.11) notice that (4.11) is equivalent to
and that the right hand side of this inequality is always less than the upper estimate for r in (4.10) due to (4.5).
(ii) Similarly as in (4.9) we deduce u Aq;r ≤ C 1 + u Aq;Γ,q+1 , (4.12) whenever (4.10) is true. Consider r > p + 1. If p + 1 < 6n/(3n − 4) then (4.8) is obvious. Hence we may assume r > p + 1 ≥ 6n/(3n − 4) > R. By interpolation we obtain
Similarly as in the proof of (i), in order to prove (4.8) we only need to find r > p + 1 such that (4.10) is true and pθ < q, or equivalently,
Obviously, it is sufficient to solve these inequalities with R := 6n/(3n − 4). Condition (4.13) can be written in the form
One can easily see that p < q + 2/n guarantees B > 0. Consequently, it suffices to show
cf. (4.10) and (4.14). This inequality can be written in the form
Since the right hand side of (4.15) is an increasing function of p, it is sufficient to consider p := q + 2/n. With this choice of p, (4.15) is equivalent to
It is easy to see that f (1) > 0 and f (q S ) > 0 (where
Since the minimum of the quadratic function f is attained at q * := (3n 2 − 8n − 8)/(8n), q * / ∈ (1, q S ) if n = 6 and f (q * ) > 0 if n = 6, the conclusion follows.
Now we are in a position to give the Assume on the contrary that E(u(t)) stays bounded as t → T (u 0 ). Then (4.1) implies (4.2) and (4.3).
Fix ε ∈ (0, q − 1). Multiplying the equation in (1.1) by u and integrating over Ω we obtain where we have set T = T (u 0 ) for simplicity.
Using (4.7) with A := 2 we see that the left hand side in the previous estimate is bounded. This information and (4.3) imply an estimate for u in L 4 (0, T ; W 1 2 (Ω)). Interpolating between this estimate and (4.2) we obtain a bound for u in L ∞ (0, T ; L R (Ω)) for any R < 6n/(3n − 4) + , see [6] or [18] .
Set q CL := 1 + 6 (3n−4) + and notice that q CL ≤ q S = n n−2 . If q < q CL then we can chose R as above such that q < 1 + R n . Since p + 1 ≤ 2q, we also have p < 1 + 2R n and Remark 3.2 yields a contradiction. Hence the proof is finished if q < q CL . Since q CL = q S if n = 1 we may assume n ≥ 2. Now the rest of the proof is an easy modification of the proof of [20, Theorem 1.1(i)] (cf. also [8, the proof of Theorem 1.4(ii),(iii)]), whose main idea is to increase the range of R above, by a bootstrap argument, up to some value such that q < 1+
