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“… in a world of objects individualized by our mind's selective industry, what is called 
our 'experience' is almost entirely determined by our habits of attention.”  
William James 
 
“… learning how to think really means learning how to exercise some control over how 
and what you think. It means being conscious and aware enough to choose what you pay 
attention to and to choose how you construct meaning from experience. Because if you 
cannot exercise this kind of choice in adult life, you will be totally hosed.” 
David Foster Wallace 
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Boston University Graduate School of Arts and Sciences, 201? 
Major Professor: David C. Somers, Professor of Psychological and Brain Sciences 
 
ABSTRACT 
 The human cortical temporoparietal junction (TPJ) has been implicated in 
cognitive processes including attentional reorienting, social cognition, and behavioral 
inhibition. Functional organization of TPJ remains unclear due to individual differences 
in anatomy. This dissertation describes functional magnetic resonance imaging (fMRI) 
experiments examining TPJ at the level of individuals.  A method to localize TPJ using 
fMRI in individual subjects was developed and tested. TPJ subregions for social 
cognition, behavioral inhibition, and attention reorienting were parcellated.  Finally, 
differences in attention networks between practitioners of focused attention meditation 
and matched control participants were investigated. Fifty individuals (ages 20-58; 21 
women) participated. 
Experiment 1 (n=10) developed and tested a novel fMRI paradigm ('CueBall') that 
combined two forms of attentional reorienting; participants directed and shifted attention 
in a spatial cueing task and were distracted by the infrequent and unexpected presentation 
of task-irrelevant images ('oddballs').  The contrast of 'oddball distractor' to 'non-oddball' 
	  	   ix 
trials robustly identified TPJ in individual brains. Bilateral subdivisions of TPJ were 
identified in the fundus of the superior temporal sulcus (STS) and in ventral 
supramarginal gyrus (SMG).  
Experiment 2 (n=10, including one individual from Experiment 1) employed the 
CueBall task along with a Stop Signal task and a Theory of Mind task to determine 
whether these disparate tasks recruit common or distinct cortical areas.  The data 
demonstrated functional overlap in anterior TPJ between the attention and behavioral 
inhibition tasks and in posterior TPJ for attention and Theory of Mind.   
Experiment 3 (n=30) investigated neural correlates of focused attention 
meditation training in the dorsal attention network (DAN), the default mode network 
(DMN), and ventral attention network (VAN). Meditators demonstrated an increased 
magnitude of differential activation in DAN vs. DMN in a sustained attention task, 
relative to matched controls. In contrast, attentional reorienting did not reveal attention 
network differences between meditators and controls. 
Taken together, this work validates an attentional fMRI tool, helps disambiguate 
functional organization of the TPJ, and demonstrates neural correlates of improved 
attention in humans with meditation experience. 
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CHAPTER ONE: Introduction 
1.1 Overview 
Our immediate environment contains more information than we are able to 
process.  Attention is a critical factor in successfully interacting with the environment, 
and how attention is deployed is based on features of the external environment as well as 
internal goals, context, and expectation particular to the current situation. The ability to 
sustain attention upon a feature of interest despite distractions is crucial to many 
important roles in human society (e.g. surgeons, airport security screeners, highway 
drivers). However, if we are too focused on one task, we may fail to process other highly 
relevant information; the ability to interrupt one task and reorient to unexpected 
conditions (e.g., an approaching predator or oncoming car) is vital.  
In order to effectively interact with the environment, humans synthesize past 
experiences and contextual information to generate expectations about objects and events 
that are likely to transpire in the current situation (Schacter, Addis & Buckner, 2007).  
When a prediction is violated, learning must occur in order to improve predictions for 
future encounters.  The temporoparietal junction (TPJ) has been implicated as a key 
structure in signaling the detection of unexpected events and refocusing the attentional 
system (Knight 1989; Lamb & Knight 1989; Corbetta & Shulman, 2002). 
The temporoparietal junction (TPJ) is one of the areas of largest cortical 
expansion from macaques to humans (Buckner & Krienen 2013), and thus non-human 
primate models provide fewer clues to functionality in this region of the human brain.  
The human TPJ also demonstrates a high degree of individual variability both 
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anatomically and in its connectivity profile (Hasson et al., 2004; Van Essen, 2005; 
Mueller et al., 2013).  Despite the high degree of individual variability, most fMRI 
studies claiming to localize the human TPJ do so in large group averages (Serences et al., 
2005; Shulman et al., 2007; Weissman and Prado 2012; Chen et al 2012; Trautwein, 
Singer and Kanske, 2016), thus blurring potentially informative individual variability in 
localization and function of the TPJ.  Perhaps due to group averaging effects, the function 
of the TPJ in humans is not currently well-understood; the TPJ is posited to be a key node 
of the ventral attention network (Corbetta et al., 2000; Kincade et al., 2005; Astafiev, 
Shulman & Corbetta, 2006; Fox et al., 2006; Shulman et al., 2009), the Theory of Mind 
(ToM) network (Young & Saxe, 2008; Young & Saxe, 2009; Saxe, 2010; but see 
Mitchell 2008), and the response inhibition network, as measured with stop-signal tasks 
(Aron 2006; Sharp et al., 2010).  It is possible that the TPJ identified by these many 
disparate studies are in fact distinct regions, with the distinction lost due to group 
averaging methods.  Alternatively, it is possible that these three fMRI paradigms share an 
as yet undiscovered common underlying cognitive construct, and the TPJ is a neural 
correlate of this as-yet-undiscovered construct.  
In this dissertation, an fMRI localizer was developed to identify the 
temporoparietal junction (TPJ) of the Ventral Attention Network (VAN) in individual 
human subjects (Chapter 2). This localizer was then employed to determine whether 
attention, Theory of Mind, and stop-signal tasks rely on the same or distinct parts of the 
TPJ (Chapter 3). Finally, this task and a sustained attention task were employed in fMRI 
studies to investigate TPJ activation and other attentional network activation in a 
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population of humans who had undergone extensive sustained attention training via 
thousands of hours of Vipassana meditation practice (Chapter 4).   
1.2 Attention in Perception and Introspection 
 The contents of human conscious experience are dictated by the current focus of 
attention.  A canonical division in human conscious experience is that between 
perception and introspection – in perception the contents of experience are dictated by 
external sensory information while during introspection the contents of conscious 
experience are dominated by the self (memories of the past, plans for the future).  This 
division in experience is mirrored in brain networks, with anticorrelated networks 
concerned with internal vs. external perception (Fox et al., 2005; Josipovic et al., 2011). 
During a demanding perceptual task, brain areas responsible for stimulus processing (e.g. 
V1 in a visual task) demonstrate an increase in observable activity. Conversely, a 
consistent set of areas show a decrease in activity, a deactivation relative to the resting 
state of the brain, independent of the task that is currently being performed. These areas 
have been described as the “default mode network” since the brain’s “default” pattern of 
activity, in the absence of a task, is activation in this network. Gusnard & Raichle (2001) 
observed that nodes of this network contribute to monitoring the visual periphery, 
responding preferentially to unfamiliar or novel stimuli, perceiving biological motion, 
inferring the mental states of others, remembering the past, and imagining the future;  
therefore, they proposed that this cortical baseline activity is responsible for continuous 
monitoring of the external and internal environment, and thus for our sense of a self that 
persists through time. 
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During either perception or introspection, attention may select one (or no more 
than very few) stream(s) of information from a cacophony of possible sources, and it is 
that selected stream that gains access to conscious awareness. For example, visual 
attention may select any particular visual representation (i.e. spatio-temporal pattern of 
neural activity) for further processing. Investigations into the neural structures and 
mechanisms supporting attentional selection point to a high- vs. low-level division, with 
distinct higher-level attention areas operating on lower-level perceptual areas (Posner & 
Peterson, 1990, but see Rizzolatti et al., 1997). At the perceptual level, attentional 
enhancement of neural activity has been demonstrated for locations (Luck et al., 1997; 
Kastner et al., 1998; Somers et al., 1999; Brefczynski & DeYoe, 1999; Martinez et al., 
1999; McMains & Somers, 2004), visual features (Treue & Trujillo, 1999; Sanes, 
Buracas & Boynton, 2002), and objects (Bauldauf & Desimone, 2014). Introspective 
attention has been demonstrated for mental representations in working memory 
(Greenberg et al., 2010; Riggall & Postle, 2012) and visual imagery (Kosslyn et al., 
1993). 
Humans have the ability to exercise sustained willful control over the focus of 
attention in many contexts, and ideally, we would continuously select internal or external 
stimuli that align with our current goals.  However, we often have less causal control over 
attentional gating than we may intuitively expect or desire.  In a rich environment, our 
memories (Hutchinson & Turk-Browne, 2013; Rosen et al., 2015), current mood (Bower, 
1981; Lewis & Critchley, 2003), past reward experiences (Frankland, Bradley & Mogg, 
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2016) and intrinsic biases (such as trait anxiety levels; Eysenck et al., 2007; Fox, Russo 
& Dutton, 2010) can determine what captures our attention.   
Thus, both perception and introspection are not passive processes, but are rather 
influenced by attention, which is in turn influenced by the sum total of our former 
experiences. Moreover, at rest the brain does not simply sit idle, awaiting further input.  
To the contrary, while at rest we spontaneously synthesize past experience, possibly to 
construct a set of predictions for a particular future context in order to behave optimally 
(Moulton & Kosslyn, 2007; Schacter & Addis, 2007; Kveraga, Ghuman, & Bar, 2011).  
Put another way, when the brain is not actively engaged in an externally directed task, the 
default mode network runs simulations of possible future scenarios in order to optimize 
behavior in unknown situations (Schacter, Addis & Buckner, 2007).  
1.3 Attention Networks in Human Cerebral Cortex 
The visual attention system in human cortex is controlled by two complementary 
systems, one endogenous system operating "top-down" to filter sensory information 
according to intrinsic goals, and the other, exogenous system functioning in a "bottom-
up" manner in response to salient changes in the environment (Corbetta & Shulman, 
2002). When humans engage in sustained, goal-directed attention, areas in the 
intraparietal sulcus (IPS) and frontal eye fields (FEF) demonstrate increased activation as 
measured with BOLD (e.g., Corbetta & Shulman, 2002; Serences et al., 2005; Corbetta, 
Patel & Shulman 2008; Greenberg et al., 2010; Somers & Sheremata, 2013; Michalka et 
al., 2015); since these brain structures lie in the dorsal portions of frontal and parietal 
cortex, they are collectively referred to as the Dorsal Attention Network (DAN).  When 
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attention must be re-oriented, areas in the temporoparietal junction (TPJ) and inferior 
frontal gyrus (IFG) are active, breaking in to re-direct attentional resources to salient 
stimuli (Downar et al., 2000; Corbetta et al., 2000; Kincade et al., 2005; Fox et al., 2006; 
Astafiev, Shulman and Corbetta, 2006; Shulman et al., 2009; Trautwein, Singer & 
Kanske, 2016; de Haan et al., 2015; see Corbetta & Shulman, 2011 or Posner 2012 for 
review); since the key brain structures are located more ventrally, relative to the 
structures of the DAN, this is referred to as the Ventral Attention Network (VAN).   
These two systems operate in parallel, with sustained activation evident in DAN areas 
(FEF, IPS) increasing as attentional load increases (Culham, Cavanagh and Kanwisher, 
2001; Jovicich et al., 2001), and transient “circuit breaker” activation in the VAN when a 
salient or relevant change occurs in the environment (Corbetta, Patel and Shulman, 
2008). Additionally, another network, known as the Default Mode Network (DMN) or 
“task negative network” (Gusnard & Raichle, 2001; Fox et al., 2005) exhibits a reduction 
in activation during attentionally demanding tasks. Thus, DMN deactivation is also a 
measure of attentional effects in the brain, and activation in the DMN is indicative of a 
non-attentive state.  
This dissertation examined the DAN, VAN, and DMN under different forms of 
attentional processing, using functional MRI (fMRI).  The VAN is the least well studied 
of the three networks. It is also the most challenging of the three networks to examine 
with functional MRI, perhaps due to the transient nature of its functional responses. The 
posterior node of the VAN, the temporoparietal junction (TPJ) is the primary focus of the 
studies. 
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1.4 Functions of the Temporoparietal Junction  
 The area of cortex where the temporal and parietal cortices meet on the lateral 
surface of the brain has been reported to be responsive for attentional reorienting, as a 
node of the Ventral Attention Network (Corbetta et al., 2000; Corbetta & Shulman, 
2002). In addition, this same general locus of the human brain has been invoked as a 
primary site of interest in other cognitive tasks; the functional organization of TPJ will be 
examined in Chapter 3. The term ‘Theory of Mind,’ (ToM) refers to the cognitive 
abilities to think about other peoples’ thoughts or infer the mental states of others (Happe, 
1994; Baron-Cohen and Goodhart 1994). Saxe and colleagues have argued that the right 
hemisphere Temporoparietal Junction is the central node of the ToM network (Young 
and Saxe 2008; Young and Saxe 2009; Saxe 2010). Another line of research has 
suggested that behavioral inhibition, such as interrupting a planned motor sequence, also 
recruits the TPJ (Aron and Poldrack, 2005; Aron, 2006; Verbruggen and Logan, 2008; 
Sharp et al., 2010). Additionally, other researchers have demonstrated that a region of the 
Default Mode Network lies near the TPJ, although many researchers localize this region 
to the neighboring Angular Gyrus (Todd, Fougnie and Marois, 2005; Corbetta, Patel and 
Shulman, 2008).   
In the context of attentional tasks, VAN structures, including TPJ, are typically 
localized by application of a Posner-style spatial cueing task (Posner, 1980; Thiel, Zilles 
& Fink, 2004; Weissman & Prado, 2012; de Haan et al., 2014) in which participants 
report the appearance of a stimulus at an expected (valid) or unexpected (invalid) spatial 
location.  Oddball tasks, in which salient unexpected stimuli are presented to induce 
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attentional capture (Sutton et al., 1965; Linden et al., 1999; Clark et al., 2000; Bledowski 
et al., 2004; Asplund et al., 2010; Warbrick, Reske & Shah, 2013; for meta-analysis see 
Kim 2013) have also been employed to localize VAN structures. The attention-capture 
TPJ is frequently reported to be right lateralized (but see Geng and Vossel, 2013; de Haan 
et al., 2014), demonstrates activation during exogenous shifts of attention and is 
suppressed during focused attention and working memory (Todd, Fougnie and Marois, 
2005; Corbetta, Patel and Shulman, 2008), and is also modulated by cue probability 
(Shulman et al., 2009), responding more to low-probability cues.  
 TPJ activation has also been reported for tasks that do not explicitly recruit 
attentional reorienting processes, including social cognition. Early studies noting the 
seemingly selective impairment of Theory of Mind (ToM) in autistic patients (Happe, 
1994; Baron-Cohen and Goodhart 1994) proposed that ToM may be a cognitive process 
with a dedicated module or network (Gallagher et al, 2000). In a standard ToM paradigm 
(Dodell-Feder et al., 2011), individuals must think about the thoughts of other people. 
Typically, this is achieved by presenting short stories followed by questions about either 
the beliefs of one of the characters or about a particular state of the world described in the 
story (Gallagher et al., 2000; Saxe and Powell 2006), and by contrasting the two 
conditions, areas more responsive for inferring the beliefs of others can be isolated 
(Young and Saxe 2008; Young and Saxe 2009; Saxe 2010; but see Mitchell 2008; Kubit 
and Jack 2013). Since the early days of ToM investigation, a reaction time difference has 
been noted between ToM-evoking stories and non-ToM evoking stories (Saxe and 
Kanwisher 2003; Saxe and Powell 2006; Mitchell 2008, Scholz et al., 2009), with non-
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ToM stories demonstrating significantly longer reaction times – historically this has been 
interpreted as evidence that activation in ToM-selective regions is not a reflection of 
either task difficulty (see Saxe and Kanwisher, 2003) or “imaginative-emotional 
identification with the protagonists” (Saxe and Powell, 2006). However, since areas 
within TPJ are suppressed by working memory load (Todd, Fougnie and Marois, 2005) it 
also raises the possibility that ToM structures overlap with DMN structures.  
TPJ (and right inferior frontal cortex) activation has also been reported for 
response inhibition processes, in which an initiated motor response must be interrupted 
and halted (so-called “Stop Signal” or “Go/No-Go” tasks; Aron and Poldrack, 2005; 
Aron, 2006; Verbruggen and Logan, 2008; Sharp et al., 2010). In these tasks, a frequent 
simple response cue (usually left/right or 1/2) is intermittently changed into a “stop” cue 
and the already initiated response must be inhibited. The stop cue appears after a delay 
(the Stop Signal Delay, SSD) which is either adjusted dynamically (tracking procedure) 
or chosen from a distribution of fixed SSDs (fixed-SSD procedure). The underlying 
process is assumed to be a “horse race” model in which a “go” response process 
competes with an independent “stop” process triggered by the Stop Signal (Logan and 
Cowan 1984; Verbruggen and Logan 2009), with successful inhibition relying on the 
relative finishing time of the go and stop processes. Since the stop process can’t be 
observed with reaction times (RTs), the Stop Signal reaction time (SSRT) is deduced 
using a model of the inhibitory process, such as subtracting the median SSD from the 
median “go” RT (Verbruggen and Logan, 2009 for review). Noting that the appearance 
of the low-probability Stop Signal cue itself could recruit oddball-responsive regions, 
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Sharp et al. (2010) also included a “continue” signal appearing with equal probability and 
at the same delay as the Stop Signal in order to control for oddball effects.  
Meta-analyses have been applied to examine the functional organization of TPJ; 
these analyses have primarily focused on contrasting attention and ToM processes. 
Decety and Lamm (2007) combined 70 fMRI studies investigating attentional reorienting 
or Theory of Mind and found a large area of overlap in the dorsal superior temporal 
sulcus (STS) in the temporoparietal junction.  Theory of mind tasks displayed a unique 
probability of activating areas towards the dorsal and posterior STS while areas unique to 
attentional reorienting were further anterior, but the area of overlap was much more 
extensive than either of the unique areas. This led the authors to conclude that attention 
and ToM processes draw on a common cognitive component. In a follow up study, Kubit 
and Jack (2012) conducted a meta-analysis on attention reorienting, oddball and social 
cognition tasks (using the papers from Decety and Lamm [2007] plus 14, 12, and 12 
papers respectively) and found an area for social reasoning in the angular gyrus, an area 
for target detection (i.e. oddball) in the supramarginal gyrus (SMG), with a spatial 
reorienting area in between the two, centered on the posterior bank of the STS and 
overlapping extensively with the ToM area in the angular gyrus.  The authors interpret 
these results as a mutually inhibitory relationship between ToM areas and oddball-
responsive (which they term “target detection”) areas, with activation in one area 
suppressing activation in the neighboring area. 
Krall et al. (2015), using 25 attention reorienting studies and 29 ToM studies, 
defined a large area unique to ToM closer to the angular gyrus and an area of overlap 
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between ToM and attentional reorienting as smaller and in the superior temporal gyrus. 
They conclude that either: Theory of Mind tasks also rely on attention-shifting processes 
or that TPJ activation reflects a more “domain-global” process, such as predictive coding, 
noting that both an invalidly cued target or a question about someone else’s belief could 
be unexpected inputs.  
Mars et al. (2012b) conducted a meta-analysis of resting state experiments (n = 
1648 experiments) and social cognition (n = 186 experiments) and found a large area of 
overlap in lateral temporoparietal junction, with activation during rest extending slightly 
more dorsally than social cognition into the angular gyrus. The authors conclude that one 
of the functions of the DMN is social cognition.  
In addition to attentional reorienting, ToM, and Stop Signal processes, TPJ has 
also been shown to respond when a task demands switching between activation in the 
DMN and the cognitive control network (CCN; Sridharan, Levitin and Menon, 2008). 
1.5 Utility of Individual Subject Approaches in TPJ Investigation 
 The TPJ demonstrates a high degree of inter-individual variability. Under free-
viewing conditions (Hasson et al., 2004) large areas of cortex, including but not limited 
to early visual areas, demonstrate similar patterns of evoked activation across subjects. 
However, the dorsal STS, angular gyrus, and supramarginal gyrus (i.e. when taken 
together, the TPJ (Donaldson, Rinehart, and Enticott, 2015)) do not demonstrate highly 
correlated activity across subjects, even though other neighboring regions, such as the 
anterior STS and intraparietal sulcus, do. The TPJ is also highly anatomically variable 
between subjects, when assessed with grey matter volume (Frederikse et al., 1999), 
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surface features (Van Essen 2005) or with cytoarchitectonic maps (Caspers et al., 2006). 
Thus, the spatial blurring effects of group averaging or meta-analytic methods prevent 
drawing strong conclusions about whether the apparent overlap evident in cognitive tasks 
designed to localize disparate processes in TPJ truly overlap, or if they've been driven 
together as an averaging artifact. 
 These concerns motivate efforts to examine the functional organization of TPJ 
using a within-subjects approach.  By examining subjects individually, a finer degree of 
spatial resolution can be achieved (e.g., Michalka et al., 2015), provided that a degree of 
consistency of the functional organization can be observed across individuals.  However, 
the shift towards individual subject analyses also brings distinct challenges.  Most 
significantly, it is critical to develop tasks that robustly and reliably drive the functional 
regions of interest in a high percentage of subjects.  Chapter 2 focuses on developing a 
paradigm for examining attentional re-orienting in TPJ. 
1.6 Meditation as Attention Training 
Perceptual and cognitive processing are strongly influenced by attention (Simons 
& Levin, 1998), inefficient function of the attention system can have consequences 
ranging from the mundane (e.g. mind wandering) to the severe (e.g. traffic or surgical 
accidents), and sustained, focused attention is directly correlated with subjective 
happiness (Killingsworth & Gilbert, 2010); thus there is a high level of interest in 
methods to improve attentional efficacy. A goal of cognitive training studies is to 
demonstrate “far,” as opposed to “near” transfer – training effects that are evident when 
assessed with a task that does not share attributes with the training paradigm itself (Boot, 
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Blakely and Simons, 2011; Ahissir and Hochstein, 2004). However, explicit attention or 
working memory training studies in which individuals are first recruited to undergo a 
training regimen and then subsequently assessed on some outcome measures can carry 
the possibility of confounds due to demand characteristics introduced either during the 
recruitment processes (Foroughi et al., 2016), by the experimenters (Boot, Blakely and 
Simons, 2011), or by the assessment tools (Simons et al., 2016).  
Meditation is a strong candidate for an attention training paradigm. The task 
demands of meditation include sustaining attention on an object or action of interest, 
usually the breath, for extended periods of time.  Moreover, meditation is usually 
conducted with closed eyes, so any evident effects in the visual domain cannot be due to 
particular demands of the training task. Behaviorally, meditation experience has been 
shown to effect visual perception and attention – Brown, Forte and Dysart (1984a, b) 
demonstrated decrease in visual light threshold in experienced meditators and MacLean 
and colleagues (2010) found a decrease in the just noticeable difference in line length in 
meditation novices, but not a crossover control group, after participating in a three month 
meditation retreat. 
Valentine & Sweet (1999) were the first to test the effects of meditation on 
attention.  They used Wilkes’ Counting Test, a sustained attention task that involves 
counting auditory beeps presented in multiple pulse trains of beeps.  Errors in this task 
are of underestimation due to lapses in attention.  The authors recruited experienced 
meditators at two different experience levels and a control group.  The meditators 
performed more accurately than the control group, and more experienced meditators were 
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more accurate than the less experienced meditators. Meditation training has also been 
shown to reduce reaction time variability (i.e. increase a measure of attentional stability) 
in a dichotic listening attention task (Lutz et al., 2009), reduce errors on the d2 
concentration and attention task (Moore and Malinowski, 2009) and stabilize perception 
during a binocular rivalry task (Carter et al., 2005). 
Altered activity in cortical attention network regions has been demonstrated while 
meditation practitioners are in a meditative state – meditators demonstrate increased 
activation in both parietal and prefrontal cortex when in a meditative state as opposed to 
doing a verbal control task (Lazar et al., 2000), and meditators show activation in the 
intraparietal sulcus and frontal eye fields when meditating relative to a highly motivated 
control group (Brefczynski-Lewis et al., 2007). Experienced meditators display greater 
activation in the superior parietal lobule when meditating compared to a novice meditator 
control group as well as their own same-session resting state (Manna et al., 2010). 
Thus two converging lines of evidence demonstrate that meditation experience is 
associated with improved performance on sustained attention tasks behaviorally, and with 
altered activation in cortical attention networks.  A logical next step, undertaken in 
Chapter 4, is to examine activation in cortical attention networks while meditation 
practitioners conduct a sustained attention task. 
1.7 Experiments in this Dissertation 
 In the set of experiments described in the following chapters, I have investigated 
1) the means by which attention can be effectively captured with a bottom-up stimulus, 2) 
distinctions between attentional capture and other cognitive tasks thought to recruit a 
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common cortical area (i.e. the TPJ), and 3) effects of focused attention training in the 
form of Vipassana meditation on both attentional capture and on sustained attention 
performance. In Experiment 1 (Chapter 2), I investigated stimulus-driven attentional 
reorienting in the context of the Ventral Attention Network (VAN).  The VAN is thought 
to play a central role in the reallocation of attention by transiently acting to interrupt the 
otherwise sustained activity of the Dorsal Attention Network.  The Ventral Attention 
Network is typically defined to consist of regions in the Temporoparietal Junction (TPJ) 
and Ventral Frontal Cortex (VFC). In contrast to the Dorsal Attention Network, which is 
easily identified using functional MRI (fMRI) methods due to the sustained nature of its 
activity, the Ventral Attention Network is more challenging to localize with fMRI due to 
the transient nature of its activity.  The TPJ node of the VAN has proven difficult to 
accurately localize in individual subjects, due to a high degree of anatomical variability 
across individuals and the existence of neighboring regions that support very different 
functions. In the first experiment, I developed and tested a task paradigm that combines 
task-relevant reorienting (spatial cueing) and task-irrelevant reorienting (novel oddball 
distractors) toward the goal of reliably revealing the TPJ portion of the VAN in 
individual subjects.  Using this “CueBall” paradigm, I isolated two distinct TPJ nodes of 
the VAN in each hemisphere, an anterior region in the ventral portion of the 
Supramarginal Gyrus (TPJSMG) and a posterior one centered in the dorsal portion of the 
Superior Temporal Sulcus (TPJSTS). Although the nodes are identified bilaterally, they 
are more robust in the right hemisphere than left and the posterior TPJ node is more 
robustly identified than the anterior TPJ node.  Both the spatial cueing and novel oddball 
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distractor components of the CueBall task identify the same right TPJSTS in group 
analysis; however, I observe that the novel oddball distractor portion of the task is much 
more effective than the spatial cueing component in identifying TPJ regions within 
individual subjects. I suggest that this difference reflects a robust reorienting effect due 
the novel oddball distractors. These methods and findings for identifying these attention 
regions in individual subjects help to advance our understanding of the functionality of 
the VAN and of the functional organization of TPJ.  
In Experiment 2 (Chapter 3), I employed this task and three other tasks commonly 
known to activate or deactivate TPJ in order to investigate the functional organization of 
this cortical area. Activation in the temporoparietal junction (TPJ) has been reported for 
attentional capture, Theory of Mind (ToM), and interruption of a planned motor response 
(“Stop Signal” (SS)). Additionally, sustained visual attention tasks drive deactivation of a 
portion of the angular gyrus that lies near or in TPJ; this reflects a region in the Default 
Mode Network. Possibly, each of these tasks is implicitly recruiting a common cognitive 
process (e.g. contextual updating due to expectation violation). Alternatively, the large 
area referred to as “the TPJ” could comprise discrete modules recruited separately, with 
distinctions lost by the spatial blurring inherent in group averaging methods. Yet another 
alternative is that multiple distinct regions exist within TPJ but that some of these regions 
support more than one type of task category. Here, we investigate TPJ functional 
response properties by performing sustained attention Multiple Object Tracking (MOT), 
attention capture, Theory of Mind, and Stop Signal tasks in the same subjects (n=10, 
2mm voxels) across two fMRI scan sessions. Within our subjects, sustained attention 
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(MOT) deactivation was evident in 12/20 hemispheres, ToM activation in 16/20, SS in 
15/20 and attentional capture in 17/20. In individual hemispheres, ToM areas are located 
on the posterior dorsal segment of the TPJ. The posterior portion of ToM activation is co-
localized with MOT task deactivation in angular gyrus, in a region that I refer to as 
TPJAG.  The focus of activation in the Attention Capture task is located anterior and 
ventral to ToM, overlapping with the fundus of the superior temporal sulcus (STS) and 
extending into supramarginal gyrus (SMG); we refer to these regions as TPJSTS and 
TPJSMG, respectively.  Theory of Mind activation extends to overlap with the TPJSTS 
activation in the Attentional Capture task. SS activation is localized anterior to the STS in 
the SMG, overlapping with attentional capture activation in TPJSTS and TPJSMG. These 
results demonstrate that: 1) ToM regions overlap with default mode network regions; 2) 
ToM and attention capture regions overlap in the TPJSTS; and 3) SS and attentional 
capture recruit an overlapping area in the anterior TPJ, suggesting that these two 
processes recruit a common cognitive component, perhaps related to expectation 
violation.  
In Experiment 3 (Chapter 4), I conduct a pair of functional MRI experiments 
examining attentional networks of the cerebral cortex in a group of individuals with 
substantial experience (>5000 hours) with ‘focused attention’ Vipassana meditation. The 
central hypothesis is that focused attention meditation experience can alter attention 
networks. To examine this question, I recruited meditators with thousands of hours of 
lifetime meditation experience and recruited age- and education-matched control subjects 
with no experience with meditation. Subjects were asked to perform two tasks during 
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fMRI scanning. The Multiple Object Tracking (MOT) task required sustained visual 
attention and was intended to examine the Dorsal Attention Network (DAN), which is 
associated with self-directed attention, as well as the Default Mode Network (DMN), 
which is suppressed during performance of attentionally demanding tasks.  In the second 
task, CueBall, highly vivid oddball distractor stimuli were presented in order to examine 
the Ventral Attention Network (VAN), which is associated with stimulus-driven attention 
or attentional capture effects. Relative to controls, meditators exhibited greater activation 
in the DAN coupled with greater suppression of the Default Mode Network during the 
sustained attention task.  These data are consistent with greater attentional focus in the 
meditators, relative to controls. Conversely, meditators and controls did not demonstrate 
any behavioral or cortical differences in the attention capture task, suggesting that the 
benefit in sustained attention does not come with an associated cost in the domain of 
attentional capture. These findings point to possible specific changes in attentional 
networks associated with long-term practice of focused-attention meditation. 
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CHAPTER TWO: Functional Identification of the Temporoparietal Junction 
Components of the Ventral Attention Network In Individual Subjects 
2.1 Introduction 
In order to successfully interact with the world, humans need to be able to sustain 
focus on behaviorally relevant information, while also being able to rapidly reorient to 
important stimuli outside the focus of attention.  Several lines of evidence indicate that 
attention to external stimuli is governed by two key brain networks, a dorsal attention 
network (DAN) that supports stable deployment of endogenous attention and a ventral 
attention network (VAN) that supports exogenous or stimulus-driven reorienting of 
attention to salient objects (e.g., Corbetta & Shulman, 2002; Corbetta, Patel & Shulman 
2008; Serences et al., 2005).  By the nature of the attentional processes, the DAN usually 
exhibits sustained activation, while the VAN is only transiently activated (Corbetta, Patel 
& Shulman 2008). Functional MRI (fMRI) is very effective in detecting sustained brain 
activation and much less effective in detecting transient brain activity due to its relatively 
low temporal resolution. As a result, the DAN, which includes regions in the intraparietal 
sulcus and in superior precentral sulcus, can be rapidly localized in individual subjects 
with any of a number of goal-directed attention or working memory fMRI paradigms 
(e.g., Hopfinger, Buonocore & Mangun, 2000; Giesbrecht et al., 2003; Corbetta, Patel & 
Shulman, 2008; Greenberg et al., 2010; Somers & Sheremata, 2013; Michalka et al., 
2015).  Conversely, the ventral attention network (VAN), which contains regions in the 
temporoparietal junction (TPJ) and the inferior frontal sulcus, has proven much more 
challenging to localize using fMRI; nearly all prior studies have relied on averaging data 
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across ten or more subjects (e.g., Downar et al., 2000; Corbetta et al., 2000; Kincade et 
al., 2005; Fox et al., 2006; Astafiev, Shulman and Corbetta, 2006; Shulman et al., 2009; 
Trautwein, Singer & Kanske, 2016; de Haan et al., 2015). The location of the TPJ of the 
VAN is highly variable between individuals (Hasson et al., 2004; Van Essen, 2005; 
Mueller et al., 2013) and thus between-subject group averaging is not the ideal approach 
to localizing this structure. The goal of the present study is to develop and test an fMRI 
method to reliably localize the TPJ of the VAN in individual subjects. 
In prior work, VAN structures typically are localized with either of two broad 
paradigms. In the Posner spatial cueing task (Posner, 1980; Thiel, Zilles & Fink, 2004; 
Weissman & Prado, 2012; de Haan et al., 2015) participants report the appearance of a 
stimulus at an expected (valid) or unexpected (invalid) location; VAN structures can be 
identified by the contrast of invalid trials > valid trials because correct performance on 
invalid trials requires a reorienting of attention. Alternatively, oddball tasks present 
infrequent, salient, unexpected stimuli; oddball stimuli induce attentional capture and 
thus the contrast of oddball > non-oddball trials can be used to identify VAN structures 
(Sutton et al., 1965; Linden et al., 1999; Clark et al., 2000; Bledowski et al., 2004; 
Asplund et al., 2010; Warbrick, Reske & Shah, 2013; Kim 2013).  We summarize these 
findings in a meta-analysis, displayed in Table 1. 
Prior work suggests that both reorienting and expectation effects drive TPJ 
activation independently (Shulman et al., 2009). Here, we develop and test a novel 
paradigm, ‘CueBall,’ which combines a spatial cueing task, in which the unexpected 
appearance of task-relevant targets causes spatial reorienting, with the unexpected 
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appearance of task-irrelevant, novel oddball distractor images. Prior oddball paradigms 
(Ardekani et al., 2002; Warbrick, Reske and Shah, 2013;) have employed oddball targets. 
Here, we employ oddball distractors in order to evoke both reorienting and surprise 
responses. The primary goal is to develop an fMRI method to reliably identify the TPJ 
region of the VAN in individual subjects.   
Here, we employ this task to replicate prior group-average findings of cue validity 
effects in the TPJ (Corbetta et al., 2000; de Haan et al., 2015), and extend these findings 
by demonstrating an oddball distractor response in the TPJ that is identifiable in 
individual subjects.   Employing this approach in individual subjects demonstrates that 
the TPJ region of the VAN is made up of two distinct bilateral patches with a clear 
division between an anterior TPJ in the ventral portion of the supramarginal gyrus 
(TPJSMG) and a posterior TPJ that spans both banks of a portion of the superior temporal 
sulcus (TPJSTS). The localizer paradigm developed will contribute to future studies 
investigating cognitive mechanisms within TPJ. 
 
2.2 Materials and Methods  
2.2.1 Participants 
Ten healthy right-handed individuals (four male), ages 27 to 33 with normal or corrected-
to-normal vision participated. All participants had no history of neuropsychological 
disorders. All were recruited from Boston University and the greater Boston community 
and gave informed consent. All experiments were approved by the Institutional Review 
Board of Boston University.  Participants were compensated monetarily for their time.  
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2.2.2 Task 
Participants performed a sustained spatial attention task that was interrupted by 
infrequent oddball distractor events in the form of colorful, novel, full-screen images 
(Figure 2.1). The attention task required participants to maintain central fixation and to 
indicate the identity of a target letter (T or L, presented at 7 degrees eccentricity and at 
either 0° or 180° of rotation) following a spatial cue period.    
Each trial lasted 7.8 seconds and consisted of the following phases: orienting 
phase (cue and ISI), target phase (letter on screen), mask phase (mask on screen) and ITI 
(fixation cross on screen).  During the orienting phase, a red arrow cue appeared and 
indicated one of six possible target locations on the screen. To encourage attention to 
only the cued location, participants were instructed in advance that the letter target would 
appear at the spatially cued location “more often than not,” and that the letter target 
would never appear at a location other than the six possible cued locations.  The timing of 
the orienting phase was jittered such that the duration of the cue and ISI together always 
summed to 5.2 seconds, with the cue taking a random value between 1.5 – 3.0 seconds 
and the ISI filling the rest of the 5.2 seconds; the unpredictable interval from cue offset to 
target onset encouraged the deployment of sustained attention over the full ISI.  
Following the orienting phase, the target (upright or inverted T or L) appeared for 500ms 
either at the cued (valid) or an uncued (invalid) location.  Invalid targets always appeared 
in a random location (one of three) in the uncued hemifield.  Spatial cues were valid on 
68.75% of trials (33 out of 48 trials per run). Participants responded with one of two keys 
on a button box to indicate the identity of the letter target regardless of its orientation or 
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location. The target was followed by a 500ms mask of superimposed T’s and L’s at all of 
the six possible target locations (Figure 2.1).  Following the mask, participants were 
shown a fixation cross for the ITI of 1.6 seconds. Responses were recorded from target 
onset to the start of the following trial (a 2.6 second total possible response period).  Each 
run consisted of 6 blocks of 8 trials each (48 trials/run), and participants completed either 
10 (s05, s06) or 12 (all other subjects) runs per scan session. 
In each run, on a fraction of trials, the post-target mask was displayed with a 
background of 5 full-screen (approximately 22 x 16.5 degrees), full-color, unique 
‘oddball’ distractor images each presented for 100 ms (Figure 2.1). Prior work indicates 
that distractor surprise effects rapidly diminish with repeated presentation of the 
distractor (Asplund et al., 2010). In order to keep the surprise effects strong across the 
scan session, each oddball distractor image was displayed only once to any subject.  An 
additional design consideration was the frequency of oddball distractor trials. A greater 
number of distractor trials could potentially increase statistical power; however, at high 
frequency distractors might come to be expected by subjects, thus reducing BOLD 
activation per presentation. To examine this issue empirically, we performed a pilot study 
with four participants, in which we varied the frequency of oddball distractors 
parametrically from 1/8 to 1/3 of total trials. The comparison of net BOLD signal vs. 
oddball distractor frequency exhibited an ‘inverted-U’ shape, indicating that the effects 
were primarily driven by surprise effects rather than by stimulus drive. The most 
consistently robust effects were exhibited when oddballs occurred on 1/6 of trials (Figure 
2.2). Therefore, in all subsequent analyses, oddball distractors were presented on a 
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randomly selected 1/6 of trials. Oddball distractors were presented in a ‘rapid-fire’ or 
rapid serial visual presentation (RSVP) burst (five images, 100ms per image).  The 
intention of the ‘rapid-fire’ oddball sequence was to produce a strong, unexpected 
attentional capture effect.  During 12 runs, participants saw 576 total trials including 96 
oddball trials (480 unique oddball images). Because prior work (Engell and Haxby, 2007; 
Tsao and Livingstone, 2008; Nasr et al., 2014) indicates the presence of a visually 
responsive face-processing region in posterior superior temporal sulcus, images with 
prominent human faces were excluded from the oddball distractor image set.  
Each run also included 7.8 seconds of fixation (no stimuli other than a fixation 
cross) at both the start and the end of the run.  Each participant was scanned on either 480 
or 576 total trials, including 80 or 96 total oddball trials, plus one practice run outside of 
the scanner.  The practice runs did not contain any oddball images and participants were 
not informed that oddball images would occur, only that they should indicate the identity 
of the target letter despite variations in its location or orientation, or any other stimuli that 
might occur. 
2.2.3 Test-Retest  
Two participants were scanned three separate times: twice on pilot versions of the task 
(one in which oddball frequency was varied parametrically, and one with oddball stimuli 
occurring in only four runs [time point 1 in Figure 2.3]) and a third time in the final 
version of the task with oddball stimuli presented in 12 runs on 1/6th of all trials.  The 
low-level stimulus features of the oddball images differed over these three sessions: for 
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each session, the participants saw a random selection of images from a pool of 500 total 
images.   
2.2.4 MR Imaging Procedures and Data Analysis: 
MR scanning: All task data was acquired using a 32-channel Siemens head coil in a 
horizontal bore 3 Tesla Siemens Tim Trio located at the Harvard University Center for 
Brain Science in Cambridge, MA.  Gradient echo EPI sequences were used for all tasks 
(TR = 2600ms, TE = 30ms, Flip angle = 90°, voxel size = 3.0 x 3.0 x 3.1, 42 slices, 
whole brain coverage).   Eight participants completed 12 runs (1728 volumes) and two 
participants completed 10 runs (1440 volumes).  Magnetization Prepared Rapid Gradient 
Echo (MP-RaGE) T1-weighted high-resolution data was acquired for each participant.  
For nine participants these anatomical data were acquired on the same scanner as the task 
data and for one participant it was acquired with identical hardware at the Martinos 
Center for Biomedical Imaging in Charlestown, MA; all functional data were acquired on 
the 3 Tesla Tim Trio at Harvard University.   
Analysis: Cortical reconstruction and volumetric segmentation of the T1 data was 
performed with the Freesurfer image analysis suite, which is documented and freely 
available for download at http://surfer.nmr.mgh.harvard.edu/. The technical details of 
these procedures are described in prior publications (Dale et al., 1999; Dale and Sereno, 
1993; Fischl and Dale, 2000; Fischl et al., 2001; Fischl et al., 2002; Fischl et al., 2004a; 
Fischl et al., 1999a; Fischl et al., 1999b; Fischl et al., 2004b; Han et al., 2006; Jovicich et 
al., 2006; Segonne et al., 2004). All task data were analyzed with fs-fast version 5.1.0 and 
custom Matlab scripts.  For the task data, motion correction, volumetric spatial 
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smoothing (hwhm = 1.5mm), intensity normalization and boundary-based registration 
(Greve & Fischl 2009) to the participant’s own anatomical data was performed on a per-
run basis. Singular value decomposition reduced the 6 motion correction vectors to 3 
eigenvectors, which were included as nuisance regressors in the model.  Analyses were 
performed separately in each hemisphere on each subject’s own cortical surface and data 
were analyzed for each vertex using a GLM with each condition as a predictor (i.e. one 
for Valid Target, Invalid Target, Oddball, Non-Oddball and Passive). The BOLD signal 
was modeled as a linear, time-invariant system with a γ response function assumed for 
each condition with a delay δ = 2.25 and a delay time constant τ = 1.25. An estimated 
response was generated by convolving the response function with the event length (i.e. 
the time in each condition) and minimizing the residual error (FS-FAST). A t-test was 
performed for each vertex to compare differences in activation between conditions. The 
significance of these activation differences was visualized on the surface of each 
subject’s own hemisphere.  The Posner cueing analysis was conducted with the contrast 
of Invalid vs. Valid Targets, and compared with regions activated for oddball stimuli with 
the Oddball vs. Non-Oddball Mask contrast.  
For the group average analysis, each participant’s fMRI data were registered to an 
average cortical surface space (Freesurfer 5.1.0, ‘fsaverage’ brain) using the boundary of 
the gray matter and white matter (Greve & Fischl 2009).  The GLM analysis methods 
were the same as for individual subject data, however the significance of these activation 
differences was computed on vertices of the fsaverage brain, and visualized on that 
surface. We then employed a random-effects model to compute the group-averaged value 
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for each condition at each vertex before running t-tests at each vertex to compare group-
level activation differences per condition. 
2.3 Results 
2.3.1 Behavior 
Target discrimination (T vs. L) performance was analyzed for three different classes of 
trials: invalidly cued targets, validly cued targets, and targets followed by oddball 
distractor masks.  Mean overall accuracy (across all trials) was 86 +/- 1.6%.  There was a 
trend toward a speed-accuracy tradeoff in this dataset (speed-accuracy correlation r = 
0.5746, p = 0.08), therefore only correct trials were included in the RT analysis. As 
expected, reaction time on non-oddball invalidly cued trials was significantly longer than 
non-oddball validly cued trials (mean invalid = 724 +/- 19ms, mean valid = 683 +/- 18ms, 
mean difference = 40 +/- 6 ms, t(9) = -3.54, p < 0.01).   Mean reaction time on oddball 
distractor trials was more variable (mean = 679 +/- 40ms) and was not significantly 
different from either type of non-oddball trial, likely due to a lower number of trials and 
higher inter-trial variability.  
2.3.2 Oddball Distractor vs. Non-Oddball Trials 
Comparison of oddball distractor trials to non-oddball trials localizes ventral 
attention network structures at the group-average level and in individual subjects.  Figure 
2.3A shows the group average task evoked activity maps for the oddball trials compared 
to non-oddball trials (n = 10, random effects average p ≤ 10-5).   The TPJ, localized with 
oddball stimuli, is divided into an anterior region in the ventral portion of Supramarginal 
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Gyrus (SMG), that we refer to as TPJSMG (see orange circle), and a posterior region 
centered on the fundus of and spanning both banks of the Superior Temporal Sulcus 
(STS), that we refer to as TPJSTS (see cyan circle). These regions are observed bilaterally. 
In order to better reveal the structure of the TPJ region of the VAN, we examined 
activation in the oddball distractor vs. non-oddball contrast in each of 10 individual 
subjects (see Figure 2.3B). The oddball responsive TPJ in individual subjects consists of 
anterior and posterior regions with variable anatomical location and magnitude of 
activation. The posterior TPJ (TPJSTS) lies toward the dorsal end of the Superior 
Temporal Sulcus (with a caudal border with occipital areas defined by the caudal aspect 
of STS). Most commonly, activation spans opposing banks of a small segment of STS. 
The anterior TPJ (TPJSMG) lies in the ventral portion of the Supramarginal Gyrus. All 
subjects (10/10) display a right posterior TPJ (TPJSTS) and 6/10 subjects display a right 
anterior TPJ (TPJSMG).  Moreover, 9/10 subjects display a left TPJSTS and 5/10 subjects 
display a left TPJSMG (Table 2).   
2.3.3 Test – Retest 
In order to demonstrate the reliability and reproducibility of the TPJ results, we 
performed a test-retest analysis with two participants, scanned in three separate sessions 
each. Subject 01 was scanned five months and 11 months after the first session. Subject 
02 was scanned seven months and 19 months after the first session.  Test-retest results are 
shown in Figure 2.4 (A, B).  The bilateral activity in TPJSTS and TPJSMG is stable over 
long time intervals.  Note the small but stable patch of activation in the LH TPJSMG. 
There were minor differences in the oddball paradigm across sessions (see Methods), but 
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the regions were robustly identified in each scan. This is an important validation of the 
utility of the CueBall task for TPJ identification in individual subjects. 
2.3.4 Spatial Cueing Valid vs. Invalid 
Analysis of the spatial cueing conditions contrasted invalidly cued and validly 
cued conditions. Bilateral activation was observed in the group average comparison of 
invalid to valid cue trials (n = 10). In order to better reveal this pattern (see Figure 2.5), 
we display these data with a more lenient threshold (p ≤ 0.01) than shown for the oddball 
contrast. In the group average analysis, activity evoked by a spatial shift of attention on 
invalidly cued trials (invalid > valid) overlaps with the activity evoked by the oddball 
image presentations (oddball vs. non-oddball) in bilateral TPJSTS and left TPJSMG. Group-
average activity is not apparent in right TPJSMG and overall, the spatial cueing contrast 
(invalid > valid) evoked less activation than the oddball contrast. 
Although the oddball contrast yielded robust responses in individual subjects, the 
spatial cuing contrast did not. Single subject activation maps were typically blank brains 
(not shown). However, we employed the oddball task as an individual subject TPJ 
localizer to identify rh TPJSTS, rh TPJSMG, lh TPJSTS, lh TPJSMG  and conduct region of 
interest (ROI) analyses to examine the Spatial Cueing task contrast activation at a finer 
scale. We examined cue validity effects in individual-subject defined oddball responsive 
TPJ. Cue validity effects were evident in bilateral TPJSTS (rh mean valid = 0.4935 mean 
invalid = 0.5854, t(9) = 6.32, p < 0.01; lh mean valid = 0.4890 mean invalid = 0.6083, 
t(8) = 5.86, p < 0.01) and in TPJSMG in the lh (mean valid = 0.5193, mean invalid = 
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0.6258, t(4) = 6.53, p < 0.05), but not the rh (mean valid = 0.5093, mean invalid = 
0.5255, t(5) = 0.56, p = 0.60). 
As summarized in the introduction, a right hemisphere region in TPJ is the region 
most commonly identified in prior the spatial cueing fMRI studies (see Table 1). In order 
to further examine the extent to which the oddball distractor trials activate the same TPJ 
region as the attention reorienting trials, we defined an rh TPJSTS ROI based on the group 
average contrast of invalid to valid trials. The ROI was transformed onto each individual 
subject in our set, resulting in an ROI with a mean surface area of 833 mm2.  Although 
the ROI was defined using the “invalid vs valid” contrast and was thus biased to see a 
robust effect of cue validity, oddball trials nonetheless drove the ROI more strongly than 
non-oddball trials (valid cue mean = 0.357 +/- 0.134, valid cue followed by oddball mean 
= 0.696+/- 0.198, t(9)=-5.1, p < 0.01; invalid cue mean = 0.490 +/- 0.146, invalid cue 
followed by oddball mean = 0.715 +/- 0.199, t(9) = -3.4, p < 0.01) (Figure 2.6). These 
results demonstrate that the oddball distractor contrast is highly effective in identifying 
the rh TPJ region activated by the spatial cueing task. 
2.3.5 Comparison to Meta-Analysis 
The group analyses largely appear to replicate prior observations of attention-
related activation in the vicinity of the temporo-parietal junction. In order to put our 
findings in context, we also performed a meta-analysis of prior examinations of the TPJ 
region of the VAN. Two main contrasts were used in prior studies: spatial cueing and 
oddball-target tasks.  In Figure 2.7A we plot the talairach coordinates of prior attention-
related localizations of TPJ with the localization method color-coded.  Note that all of 
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these studies are group averages.  The meta-analysis points to two clusters of activation. 
We overlay this meta-analysis onto the group-activation for oddball-distractor trials vs. 
non-oddballs trials (Figure 2.7B) and valid vs. invalid (Figure 2.7C) trials. There is 
considerable overlap between our group average and the group averages of prior studies.  
For a summary of analyses included in the figure, see Table 2.1. The meta-analysis 
clustering is more strongly centered over TPJSTS than TPJSMG, but some prior studies do 
overlap with TPJSMG as activated in the oddball distractor contrast here. 
2.4 Discussion 
Attentional reorienting functions have long been attributed to a region where the 
temporal and parietal cortices abut on the lateral surface of the brain (Kincade et al 2005; 
Fox et al 2006; Corbetta, Patel and Shulman 2008; Shulman et al 2009; Doricchi et al 
2010; Corbetta & Shulman 2011; de Haan et al., 2015); however, the precise localization 
of the attentionally activated region of the temporo-parietal junction (TPJ) has proven 
controversial due to anatomical variability across individuals and the general functional 
heterogeneity of this region of cortex (Hasson et al., 2004; Van Essen, 2005; Mueller et 
al., 2013). Here, we demonstrate that visual attentional reorienting recruits two spatially 
distinct regions in the TPJ, a posterior region (TPJSTS) that spans both banks of the 
superior temporal sulcus and an anterior region (TPJSMG) that lies in the ventral portion of 
the supramarginal gyrus of the parietal lobe. Moreover, we demonstrate that these regions 
can be reliably identified in individual subjects. Our CueBall task paradigm employs 
oddball distractors to localize the right hemisphere TPJ that is commonly identified via 
spatial cueing.  Since our task includes both oddball distractors and spatial cueing 
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components, we were able to validate that our TPJSTS, identified in individual subjects 
with oddball distractors, also displays cue validity effects. Vivid distractor images, each 
of which are shown only once to subjects, proved to be very effective oddball stimuli that 
produced robust reorienting responses in individual subjects; TPJSTS was identified in 
10/10 right hemispheres and 9/10 left hemispheres, while TPJSMG was identified in 6/10 
right hemispheres and 5/10 left hemispheres.  These findings indicate that reorienting 
responses are stronger in TPJSTS than in TPJSMG.  While both TPJSTS and TPJSMG were 
identified bilaterally (see also DiQuattro and Geng, 2011; de Haan et al., 2015), our 
results are also consistent with prior reports that TPJ attentional reorienting is stronger in 
right hemisphere (Kincade et al., 2005; Fox et al., 2006; Corbetta, Patel and Shulman, 
2008; Shulman et al., 2009; Doricchi et al., 2010). This development and validation of a 
task-based method for identifying attentional driven regions of TPJ in individual subjects 
should be useful for future efforts to more clearly understand the precise functional 
organization of one of the more controversial regions of the cortex, the temporoparietal 
junction. 
Corbetta & Shulman (2002), in delineating a Ventral Attention Network for 
processing of stimulus-driven attention, identified a node spanning the temporoparietal 
junction that ran from the superior temporal gyrus dorsally and anteriorly into the inferior 
parietal lobule.  Our findings indicate that there are two distinct stimulus-driven attention 
regions in the vicinity of TPJ, TPJSTS and TPJSMG. It is easy to understand how group-
averaging analysis could blur these two regions into one extended region that appears 
centered between the two. A number of prior studies have suggested the existence of 
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multiple functional subdivisions of TPJ (e.g., Igelström, Webb & Graziano, 2015; 
Igelström et al., 2016; Krall et al, 2015; Trautwein, Singer & Kanske, 2016); however, a 
consensus on nomenclature and functionality has yet to emerge. Some studies have 
suggested that a posterior TPJ serves Theory of Mind functions, while an anterior TPJ 
serves attention functions (Krall et al, 2015; Trautwein, Singer & Kanske, 2016); in 
contrast, we identify two TPJ subdivisions serving attention and choose more definitive 
anatomical terms, TPJSTS and TPJSMG, in order to reduce the confusion that might result 
from the use of relative anatomical terms (e.g., anterior, posterior, dorsal). We suggest 
that the anterior TPJ observed from group averages in several studies (Mars et al., 2012b; 
Krall et al., 2015; Trautwein, Singer & Kanske, 2016) reflects the combination of our 
TPJSTS and TPJSMG, while the posterior TPJ in those studies may lie posterior to both 
attention-driven regions defined here.  Such a posterior TPJ may overlap with a region of 
the Default Mode Network (Mars et al, 2012a; Nasr et al, 2014).  
Although sophisticated data analysis techniques have been applied to group 
resting-state (Mars et al., 2012b; Igelström, Webb & Graziano, 2015) or functional data 
(Igelström et al., 2016) to produce detailed TPJ subdivisions, these approaches have 
yielded somewhat inconsistent parcellations of TPJ. We suggest that careful within-
subject mapping across multiple functional tasks could prove useful for yielding a clearer 
understanding of the functional organization of the TPJ region.  Additionally, given the 
apparent proximity of a Default Mode Network region (which is suppressed by many 
attentionally demanding tasks) to a region activated by attentional reorienting, TPJ 
analyses that rely on group-averaging techniques to identify a single TPJ could easily be 
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partly confounded by the inclusion of heterogeneous functional domains into the region 
of interest. Indeed, some publications reveal task-driven deactivations within their TPJ 
ROI (e.g., Asplund et al., 2010; Han & Marois, 2014). 
Corbetta & Shulman (2002) originally suggested that TPJ extended ventrally only 
into the superior temporal gyrus, while our analysis places a region in the superior 
temporal sulcus; however, their subsequent work in patients with Spatial Neglect 
(Rengachary et al., 2011) and in healthy individuals (summarized in Corbetta & Shulman 
2011) is consistent with a STS locus for attention. Another potential concern with 
identifying a stimulus-driven attentional region in STS is that posterior STS is known to 
contain a region strongly activated by the presentation of face stimuli. For this reason, we 
excluded images with prominent human or animal faces from our oddball distractor 
image set. Other work has revealed a right lateralized ‘visual TPJ’ that responds to simple 
visual stimuli (drifting gratings, low-contrast dartboards) independent of context or 
expectation and lies posterior and dorsal to primary auditory cortex (Horiguchi, Wandell 
and Winawer, 2014). The location of this region and its right lateralization suggest that it 
may partly or fully coincide with the region defined here as TPJSMG. Our oddball 
distractor stimuli provide strong stimulus drive and the oddball contrast revealed TPJSMG 
somewhat more reliably in in the right than the left hemisphere; however, unlike 
Horiguchi and colleagues we did observe this region in left hemisphere of several 
subjects (5/10).  
A related study recently appeared online (Dugue et al., 2017). Similar to the 
present report of bilateral TPJSTS, this study reported visually driven attentional 
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processing spanning both banks of a region of the superior temporal sulcus, bilaterally.  
In addition, this study identified a right lateralized anterior region (corresponding to the 
visual TPJ previously reported by Horiguchi et al., 2014) and reported that it was not 
modulated by attention. In contrast, we observed visually driven TPJSMG in both 
hemispheres. Endogenous spatial cueing drove an attention response in left, but not right 
TPJSMG. The discrepancies between the two sets of findings deserve further investigation. 
The ability to localize TPJ regions in individual subjects should prove useful in 
more thoroughly characterizing the functionality of these regions. Attentional capacities 
vary across individuals (e.g., Fan et al., 2002) and these individual differences are 
relevant for Hemispatial Neglect Syndrome (e.g., Corbetta and Shulman, 2011; 
Rengachary et al., 2011) and other clinical patient groups (e.g., Bayliss and Tipper, 
2002). Prior work has revealed individual difference correlations between attentional 
function and white matter integrity (Niogi et al., 2010). The CueBall task provides a 
novel approach to examine structure-function correlations. Since the oddball component 
of this task was the more effective component and since the oddball distractors were task 
irrelevant, this approach could be adapted to other task paradigms; task-irrelevant 
distractors could be embedded in a wide variety of perceptual or cognitive tasks during 
fMRI scanning.  
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2.5 Figures & Tables 
 
Figure 2.1 Cue-Ball Task Trial Structure & Timing.  
A) Examples of each of 3 trial types (Valid, Invalid, Oddball). Each trial began with a 
spatial cue indicating one of 6 possible locations (dashed lines in B, dashed lines were not 
visible during the experiment). Following an inter-stimulus interval, the target appeared.  
The target was the letter “T” or “L” and could appear upright or inverted.  The cue could 
be valid (target appears at the cued location) or invalid (appears in an uncued location). 
Following the target, a mask of superimposed “T’s and “L”s was presented at all possible 
target locations.  On a randomly selected 1/6 of trials, a task-irrelevant RSVP stream of 5 
vivid, full-screen, session-unique “oddball” distractor images appeared behind the letter 
mask, each with 100 msec duration. B) Trial Timing: The orienting phase was 5.2 
seconds in total, with cue duration randomly jittered from 1.5 – 3.0 seconds and the 
fixation cross ISI accounting for the remaining 5.2 seconds.  Following the orienting 
phase, the target appeared for 500ms, followed by the mask or oddball mask for 500ms.  
The mask/oddball distractor phase was followed by an inter-trial interval of 1.6 seconds.  
Participants were asked to indicate the identity of the target letter (T or L). 
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Figure 2.2 Effects of Oddball Trial Frequency on BOLD activation in right TPJSTS.  
In order to determine the optimal oddball distractor stimulus frequency, we ran a version 
of the task with the frequency of oddball presentations permuted across runs.  Participants 
underwent 12 runs, with oddballs presented on either 1/4, 1/3, 1/6 and 1/8 of total trials 
per run, counterbalanced and randomized within participants. The right TPJSTS region of 
interest (ROI) was defined individually in each subject using all oddball distractor trials 
compared to non-oddball trials (p ≤ 0.01, uncorrected) over all 12 runs.  We then 
conducted ROI-based analysis for each oddball frequency. Variation in task-evoked 
activity in TPJ showed a trend of an inverted U-shaped curve. Since, the 1/6 frequency 
(oddballs distractors on 16.67% of trials) yielded robust activation for all 4 subjects, this 
oddball frequency was used in the subsequent experiment. Individual subjects are shown 
as colored circles. 
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Figure 2.3 Oddball Distractor Effect in Group Average and in Individual Subjects.  
A) group average analysis (N=10) of oddball distractor vs. non-oddball trials reveals 
robust activation in bilateral temporo-parietal junction (TPJ) and indicates two distinct 
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patches of activation falling within the region of the TPJ: a large bilateral posterior patch 
(“TPJSTS,” cyan circle), spanning both banks of the superior temporal sulcus, and a 
smaller bilateral anterior patch (“TPJSMG,” orange circle) in the ventral portion of the 
Supramarginal Gyrus. B: Zoom-in of the same analysis shown in each individual subject.  
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Figure 2.4 Test-Retest Oddball Distractor Effect in Two Individual Subjects.  
Two subjects were scanned on the task 3 times.  A. Data from s01 at t=0, t=7 months, and 
t=19 months.  B. Data from s02 at t=0, t=5 months, and t = 11 months.  Note the 
consistency across time in the anatomical locations.  Data from tp1 reflects 4 runs of the 
task. 
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Figure 2.5 Spatial Cueing Group-Averaged Activation.  
A group-average analysis (N=10) of invalid vs. validly cued targets. Cyan and orange 
circles correspond to the TPJSTS and TPJSMG activated in the group average oddball 
distractor maps.  TPJSTS is activated bilaterally, but more strongly in the right 
hemisphere. 
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Figure 2.6 Percent Signal Change in Right TPJSTS for Each Individual Subject.  
The right TPJSTS ROI was defined using the group average contrast of invalid vs. valid, 
as shown, in Figure 2.5.  In every subject, oddball distractors drive right TPJSTS more 
than invalid cues, even though invalid vs. valid cues were used to define the ROI.  
Subject labels are same as Figure 2.3.  Each subject is represented by a vertical line, with 
percent signal change to valid targets shown with green circles, invalid targets with red 
triangles, and oddball distractors with purple squares.  
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Figure 2.7 Meta-analysis of Prior Attention Studies Identifying TPJ compared with 
current group average task activation.   
A) Meta-analysis of 42 prior studies using either spatial cueing (white), oddball tasks 
(black) or another attentional method (teal) to localize the right TPJ. B,C) Zoom-in of 
meta-analysis overlaid on our (B) oddball distractor probabilistic labels and (C) spatial 
cueing group-average activation maps.  See Table 2.1 for a list of studies depicted. 
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First Author Year Citation Talairach  Task  
Astafiev 2006 Eur J. Neurosci 23(2):531 51 -51 26 Other 
Braver 2001 Cereb Cortex 11(9):825 58 -48 24 Oddball 
Chen 2012 J Neurosci 32(39) 13352 48 -42 14 Posner 
Corbetta 2000 Nat Neurosci 3(5):521 53 -49 30 Posner 
Corbetta 2002 J Cogn Neurosci. 14(3):508 57 -45 12 Posner 
Davis 2006 J Neurosci. 29(10):3182 54 -41 23 Other 
de Haan 2015 Cerebral Cortex 25(8): 2321 50 -43 21 Posner 
Downar 2001 NeuroImage 14(6):1256 54 -43 17  Other 
Downar 2002 J Neurophys 87(1):615 56 -36 24 Oddball 
Geng 2011 Neuroimage. 54(1):594  42 -57 14 Other 
Giessing 2006 Neuroscience, 137(3):853 40 -46 18 Posner 
Gillebert 2012 Neuroimage. 62(3):1551  47 -32 -7 Oddball 
Himmelbach 2006 Neuroimage. 32(4):1747 55 -57 16 Other 
Indovina 2007 Cereb Cortex 17(7): 1701 46 -37 26 Other 
Jakobs 2011 Neuroimage. 60(4):2389  54 -47 25 Rest  
Kincade 2005 J. Neurosci. 25(18):4593 50 -48 26 Posner 
Kucyi 2012 J Neurophys 108(12):3382 57 -37 27 Other 
Lee, McCarthy 2016 Cerebral Cortex 26(3):1108  50 -41 23 Posner 
Lepsien 2006 J Cogn Neurosci 14(2):127 56 -52 16 Posner 
Luks 2010 Neuropsychologia. 48(1):165 48 -54 7 Other 
Macaluso 2002 J Cogn Neurosci 14(3):389 60 -48 32 Posner 
Mayer 2004 NeuroImage 23(2):534 54 -51 28 Posner 
Pagnoni 2012 J Neurosci. 32(15):5242  58 -46 25 Other 
Ptak 2011 Neuropsychologia. 49(11):3063  45 -53 25 Oddball 
Ruff 2006 J Cogn Neurosci 18(4):522 56 -36 16 Posner 
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Table 2.1 Studies included in meta-analysis 
 
    
Tal 
  
ROI N Surface Area(mm2) Std. Err. X Y Z 
rh TPJSMG 6/10 356 ±118 51.44 -30.27 32.29 
lh TPJSMG 5/10 394 ±152 -48.39 -37.58 27.87 
rh TPJSTS 10/10 847 ±138 44.05 -43.58 16.48 
lh TPJSTS 9/10 659 ±140 -47.47 -47.32 17.61 
Table 2.2 Oddball-Localized TPJ Areas in Individual Subjects.  N indicates total number of hemispheres.   
 
Scholz 2009 PLoS One 4(3): e4869 58 -62 42 Posner 
Serences 2005 Psych Sci 16(2):114 55 -44 24 Other 
Shulman 2003 J Neurophys 90(5): 3384 51 -48 28 Other 
Shulman 2009 J. Neurosci 29(14):4392 52 -49 17 Other 
Thiel 2004 NeuroImage 21(1):318 41 -65 15 Posner 
Todd 2005 Psychol Sci 16(12):965 59 -47 24 Other 
Trautwein 2016 Cerebral Cortex, 26(11):4136  38 -62 16 Posner 
Uncapher 2011 J Neurosci. 31(35):12613 58 -38 34 Oddball 
Vetter 2010 J Cogn Neurosci 23(3):728 37 -54 20 Other 
Vossel 2006 NeuroImage 32(3):1257 56 -55 17 Posner 
Vossel 2009 J Cogn Neurosci. 21(1):30 61 -44 11 Posner 
Weissman 2012 NeuroImage, 61(4):798  44 -64 12 Posner 
Woldorff 2004 J Cogn Neurosci 16(1):149 58 -45 16 Posner 
Wu 2015 HBM. 36(11): 4317 50 -52 22 Oddball 
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CHAPTER THREE: Functional Analysis of the Temporoparietal Junction in 
Individual Subjects 
3.1 Introduction 
The temporoparietal junction is a broad expanse of the human cerebral cortex that 
has been identified as a key neural substrate for a range of cognitive functions. Activation 
in TPJ has been reported when an unexpected stimulus captures attention (Corbetta et al., 
2000; Kincade et al., 2005; Astafiev, Shulman & Corbetta, 2006; Fox et al., 2006; 
Shulman et al., 2009), when people think about other people’s thoughts (“Theory of 
Mind” tasks, see Young & Saxe, 2008; Young & Saxe, 2009; Saxe, 2010), and when a 
planned motor response is interrupted (“Stop Signal” tasks, see Aron and Poldrack 2006; 
Sharp et al., 2010). It remains unclear how much functional overlap exists within TPJ and 
the degree to which functionally distinct subregions exist within TPJ. Researchers 
focused on each type of functional role for TPJ have offered explanations for the 
appearance of the TPJ in other subfields (Corbetta, Patel and Shulman, 2008; Mitchell 
2008; Scholz et al., 2009; Callejas, Shulman & Corbetta, 2011). 
Mitchell (2008) scanned 20 subjects on both a standard Theory of Mind localizer 
(Dodell-Feder et al., 2011), and a standard Posner cueing task (Posner 1980) and found 
that the “Theory of Mind region” in the TPJ could also distinguish between invalidly and 
validly cued trials in the Posner task. However, the analysis was conducted at the group 
average level from data acquired at low field strength (1.5T) and a large voxel size (3.75 
x 3.75 x 6mm), and these resolution limitations leave open the possibility that each 
function is restricted to its own unique domain. In a 2009 follow-up study, Scholz and 
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colleagues found that when conducting ostensibly the same experiment in 21 subjects at 
3T with a smaller voxel size (1.6 x 1.6 x 2.4), the two regions did not overlap. However, 
these authors again used a group average, and they explained the conflicting results as a 
result of the voxel resolution, partial voluming effects, and shared vasculature between 
the modules (Scholz et al., 2009). In the attention literature, noting that reaction times are 
consistently higher for the non-Theory of Mind elements of the Theory of Mind task, 
Callejas, Shulman and Corbetta (2011) propose that the “Theory of Mind” specific 
activation in TPJ is in fact a manifestation of the known inverse relationship between 
working memory load and TPJ activity. That is, the authors suggest that the TPJ 
identified in Theory of Mind tasks is part of the ‘Default Mode Network.’ The authors 
present convincing behavioral data indicating decreased working memory demand during 
the Theory of Mind portions of the task, but unfortunately only behavioral data is 
presented. 
Another task paradigm that is associated with TPJ activation is the ‘Stop Signal’ 
task, a measure of behavioral inhibition in which subjects are asked to make a rapid 
response upon the appearance of a frequently occurring directional cue and to cancel the 
response when a rarely presented delayed ‘Stop Signal’ cue is presented. In the stop-
signal literature, most analyses have emphasized the frontal nodes of the Stop Signal 
network, but the published full brain data (e.g. Sharp et al., 2010, Hughes et al., 2014) 
indicate a region in the temporoparietal junction that is responsive to interrupting a 
planned motor response. Stop signal paradigms rely on interrupting a planned motor 
response with a visual cue indicating that the response should be withheld. The 
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appearance of the “stop” signal could thus produce an oddball-like effect in that it is a 
rare, unexpected stimulus that violates an expectation.   
In order to control for oddball effects in the Stop Signal paradigm, Sharp et al. 
(2011) incorporated “continue” trials alongside the usual stop and go trials.  The continue 
stimuli shared all bottom-up stimulus attributes of the visual “stop” stimulus except for 
color, and thus should allow distinction between any oddball effects and actual response 
inhibition processes.  When controlling for oddball effects (i.e. “Stop vs. Continue”), 
frontal regions remain robustly activated but the TPJ activation for the “Stop vs. Go” 
contrast disappeared, suggesting that the TPJ activation on stop trials was driven by the 
stop stimulus itself. However, there was also no evident TPJ activation for the oddball-
only contrast “Continue vs. Go” indicating that the “continue” condition may be 
underpowered (20% of total trials). This leaves unresolved the question of whether TPJ 
activation in the stop-signal task reflects only the processing of an unexpected sensory 
(‘oddball’) stimulus or also reflects the inhibition of a motor output signal or some other 
aspect of the task. 
Alternatively, it is possible that each of these tasks is implicitly recruiting a 
cognitive component unaccounted for by the experimenters; in particular, all three task 
types involve an element of surprise or interruption of a prior goal or behavioral plan. 
Considering the widespread connectivity profile of the TPJ (Mueller et al., 2013), 
evidence that patients with TPJ lesions do not display a P300 response (Knight et al., 
1989, replicated in Verleger et al., 1994), and the common element of an interruption in 
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these various tasks, it’s possible that each task is recruiting or localizing a more domain-
general interrupt signal rather than the content of a particular cognitive process. 
Finally, it is possible that the large area referred to across subfields as “the TPJ” 
in fact comprises discrete modules dedicated to non-overlapping cognitive components 
recruited in each task (i.e. one module for Theory of Mind, one for interrupting a motor 
plan and one for reorienting spatial attention), with the distinction between these 
functional areas lost to the spatial blurring inherent in group averaging methods 
combined with the amorphous anatomical (i.e. not functional) definition of 
“temporoparietal junction.” 
Currently these competing hypotheses are difficult to test due to the standard 
fMRI group averaging techniques used across the three types of tasks, usually employing 
at least 20 subjects. Since the TPJ demonstrates a high degree of individual variability 
(Hasson et al., 2004; Van Essen, 2005; Mueller et al., 2013), the spatial blurring effects 
of group averaging methods prevent drawing strong conclusions about whether the areas 
localized across these three different tasks truly overlap, or if they’ve been driven 
together as an averaging artifact. Here, we conducted standard versions of all three task 
types within the same individual subjects at a higher than average resolution (2mm 
isotropic) to determine whether the localized areas overlap, which would support the 
“common cognitive component” hypothesis, or are in fact distinct areas in individual 
subjects driven together by group averaging methods.  
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 3.2 Methods 
3.2.1 Participants 
Ten healthy right-handed individuals (6 female, mean age = 26.2) recruited from the 
Boston University and greater Boston community participated in this experiment. One of 
the participants from Experiment 1 also participated in this experiment. 
3.2.2 Stimuli 
Each subject performed four separate tasks over two separate scan sessions: a 
Theory of Mind task, a Stop-Signal task, our CueBall Ventral Attention Network task, and 
a Multiple Object Tracking task.   
The MATLAB coded Theory of Mind task as described in Dodell-Feder et al. 
(2011) was obtained from the Saxe lab website (http://saxelab.mit.edu/superloc.php). 
This localizer is designed to identify regions selective for Theory of Mind by requiring 
subjects to read three-part stories which fall into one of two conditions: belief or photo. 
The belief condition is the Theory of Mind condition and the photo condition is the 
control. In the belief condition, the first part of the story describes a particular state of the 
world as viewed by or told to another person, the second part describes a subsequent 
change that has occurred in the world, and the third part asks the subject a true/false 
question about the person’s belief (e.g. “John told Mary that he had lost his keys. The two 
of them searched the house with no luck. Then Mary went outside to look in the car. 
Suddenly John noticed his keys behind the sofa. By the time Mary comes in, John doesn’t 
know where his keys are. True or False?”). In the photo condition, the first part of the 
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story describes a particular state of the world at the time of a document’s creation, the 
second part describes a subsequent change that has occurred in the world, and the third 
part asks the subject a true/false question about the document’s depiction (e.g. “Accounts 
of the country's bustling economic success were recorded in both fiction and non-fiction 
books from the early 1900s. Soon after, a horrible plague hit the country and the country 
was sent into an economic depression. Early 1900s novels portray the country as 
experiencing economic wealth. True or False?”). Theoretically, the only difference 
between the “belief” and “photo” conditions is the requirement to think about other’s 
people’s thoughts in the belief condition, hence the putative Theory of Mind network 
localized by this task. Each trial consists of 12 seconds of fixation, followed by a 10 
second static presentation of the complete story, then four seconds to read and respond to 
the true/false question. Each 14-second story plus question period is modeled as one 
block. The order of items and conditions is identical for every subject (i.e. the task is not 
counterbalanced).  Each subject completed two runs of 10 blocks each (5 belief and 5 
photo blocks per run), for a total of 10 photo trials and 10 belief trials. 
The Stop-Signal task was implemented as in Sharp et al. (2010). Trials are of four 
types: rest, standard, stop and go. Each trial begins with 350ms of fixation. Following 
fixation, on 10% of trials, the fixation cross stays up (rest trial). On the remaining 90% of 
trials, a ‘go-signal’ appears as left- or right-pointing white arrows (i.e. “<<<<” or 
“>>>>”), at which point the subject prepares to press the right or left button. On 40% of 
the arrow trials, the arrows remain white on screen for 1400ms and participants should 
press the button as quickly as possible without sacrificing accuracy (standard trial). On 
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stop trials (20%), after a staircased stop-signal temporal delay (SSD) the arrows turn red, 
indicating that participants should withhold a response. On go trials (20%), following the 
same SSD, a go-signal (arrows turn green) appears – participants should respond as 
usual, this condition exists to control for the attentional capture of the Stop Signal color 
change. The remaining 20% of trials are fixation-only catch trials. 
The CueBall task (Devaney et al., 2015) examines the processing of visual 
oddball stimuli within a spatial cueing task. The spatial attention task requires 
participants to maintain central fixation and to indicate the identity of a target letter (T or 
L at either 0° or 180° of rotation, presented at one of six possible locations at 7 degrees 
eccentricity) following a spatial cue period. On 1/6th of trials oddball distractor events 
occur, in the form of colorful, novel, full-screen images. There are three trial types of 
interest: valid cue, invalid cue, and oddball.  Each trial lasted 7.8 seconds and consisted 
of the following phases: orienting phase (cue followed by ISI), target phase (letter on 
screen), mask phase (mask on screen) and ITI (fixation cross on screen). During the 
orienting phase, a central arrow cue indicated one of six possible target locations. To 
encourage attention to only the cued location, participants were instructed in advance that 
the letter target would appear at the spatially cued location “more often than not,” and 
that the letter target would never appear at a location other than the six possible cued 
locations.  The timing of the orienting phase was jittered such that the duration of the cue 
and ISI together always summed to 5.2 seconds, with the cue taking a random value 
between 1.5 – 3.0 seconds and the ISI filling the rest of the 5.2 seconds; the unpredictable 
interval from cue offset to target onset encouraged the deployment of sustained attention 
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over the full ISI.  Following the orienting phase, the target (upright or inverted T or L) 
appeared for 500ms either at the cued (valid, 68.75%) or an uncued (invalid, 31.25%) 
location.  Invalid targets always appeared in a random location (one of three) in the 
uncued hemifield. Participants responded with one of two keys on a button box to 
indicate the identity of the letter target regardless of its orientation or location. The target 
was followed by a 500ms mask of superimposed T’s and L’s at all of the six possible 
target locations (FIG 1).  Following the mask, participants were shown a fixation cross 
for the ITI of 1.6 seconds. Responses were recorded from target onset to the start of the 
following trial (a 2.6 second total possible response period).   
On 1/6th of total trials, the post-target mask was displayed with a ‘rapid-fire’ or 
rapid serial visual presentation (RSVP) burst of ‘oddball’ images (five images, 100ms per 
image) which were large (approximately 22 x 16.5 degrees), full color, and unique across 
the scan session. During 4 runs, participants saw 192 total trials including 32 oddball 
trials (160 unique oddball images). Because prior work (Engell & Haxby, 2007; Tsao & 
Livingstone, 2008; Nasr et al., 2014) indicates the presence of a visually responsive face-
processing region in posterior superior temporal sulcus, images with prominent human 
faces were excluded from the oddball distractor image set.  
Each run consisted of 6 blocks of 8 trials each (48 trials/run), plus one “trial” of 
only fixation at both the start and end of each run.  Participants completed 4 runs per scan 
session (192 total trials, including 32 total oddball trials), plus one practice run with 
trialwise performance feedback outside of the scanner for training. The practice runs did 
not contain any oddball images and participants were not informed that oddball images 
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would occur, only that they should indicate the identity of the target letter despite 
variations in its location or orientation, or any other stimuli that might occur. 
The Multiple Object Tracking (MOT) task is designed to isolate areas responsible 
for sustained attention (i.e. the dorsal attention network) from perceptual and default 
mode network areas. Participants were alternately required to maintain fixation while 
sustaining attention to moving objects for many seconds, or simply to maintain fixation 
while objects moved on screen, requiring no task. MOT trial duration is 18.2 seconds 
(seven 2.6 second TRs). Each trial in the MOT task consists of three phases: cue (3 s), 
motion (12.7 s), and probe (2.5 s). During the cue phase, participants view 12 stationary 
white discs (restricted by two invisible rectangular barriers to 6 discs per visual 
hemifield) and four of the discs (2 per hemifield) briefly flash red before returning to 
white – the participants’ task is to hold fixation while maintaining awareness of these 
four flashed discs. After the red discs return to being colored white, all 12 discs begin to 
smoothly drift around on the screen. The cue period timing was as follows: precue period 
(12 stationary white discs on the screen) of 0.5 seconds, cue period (four or 12 red discs) 
of 2.0 seconds, pretrial period (again 12 stationary white discs on the screen) of 0.5 
seconds. The discs were programmed with a repulsion algorithm, which operates between 
each and every disc plus the rectangular ‘walls’ constraining each disc to its hemifield. 
After 12.7 seconds, the discs ceased moving and one single probe disc turned blue. The 
participant then must indicate whether the probe disc was included in the set of four discs 
that they were tracking. Each of these “attend” trials was interleaved with “passive” trials 
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in which all 12 discs initially flash red, and participants must only maintain fixation and 
make a button press of their choosing at the end of the trial.  
3.2.3 Scanning Parameters 
All functional data was acquired with a 3 Tesla Siemens Prisma magnetic 
resonance (MR) imager at the Harvard University Center for Brain Science over two 
separate scan sessions. T2*-weighted EPI BOLD images (TR=2000 ms, TE = 30 ms, flip 
angle 80°, 6/8 partial-Fourier acquisition, 2mm isotropic voxels) were acquired using a 
slice-accelerated EPI sequence that permits simultaneous mutli-slice acquisitions using 
the blipped-CAIPI technique (Setsompop et al., 2011; Feinberg and Setsompop, 2013). 
We acquired 69 slices with a 0% skip factor, allowing for whole brain plus cerebellum 
coverage.  Magnetization Prepared Rapid Gradient Echo (MP-RaGE) T1-weighted high-
resolution data was acquired for each participant either on the same scanner as the task 
data (n=9) or, for one participant, on the 3 Tesla Siemens Tim Trio previously located at 
the Harvard University Center for Brain Science. Since this is a functional, not 
morphological, study we did not have reason to believe any confounds would be 
introduced by acquiring anatomical data on the 3T Prisma versus the 3T TimTrio. 
3.2.3 Data Analysis 
Cortical reconstruction and volumetric segmentation of the T1 data was 
performed with the Freesurfer image analysis suite, which is documented and freely 
available for download at http://surfer.nmr.mgh.harvard.edu/. The technical details of 
these procedures are described in prior publications (Dale et al., 1999; Dale and Sereno, 
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1993; Fischl and Dale, 2000; Fischl et al., 2001; Fischl et al., 2002; Fischl et al., 2004; 
Fischl et al., 1999a; Fischl et al., 1999b; Han et al., 2006; Jovicich et al., 2006; Segonne 
et al., 2004). All task data were analyzed with fs-fast version 5.3.0 and custom Matlab, 
bash and R scripts. For the task data, motion correction, volumetric spatial smoothing 
(hwhm = 1.5mm), slice time correction, intensity normalization and boundary-based 
registration (Greve and Fischl 2009) to the participant’s own anatomical data was 
performed on a per-run basis. Singular value decomposition reduced the 6 motion 
correction vectors to 3 eigenvectors, which were included as nuisance regressors in the 
model.  Analyses were performed separately in each hemisphere on each subject’s own 
cortical surface and data were analyzed for each vertex using a GLM with each condition 
as a predictor.  Predictors for the CueBall task were: Spatial Cue, Cue-Target ISI, Valid 
Target, Invalid Target, Oddball, Non-Oddball and Fixation; for the Stop-Signal task: 
Standard, Successful Stop, Unsuccessful Stop, Go, and Rest (Fixation); for Theory of 
Mind: Belief, Photo, and Fixation, and for Multiple Object Tracking: Attend, Passive 
(visuomotor control), and Fixation.  The BOLD signal was modeled as a linear, time-
invariant system with a γ response function assumed for each condition with a delay δ = 
2.25 and a delay time constant τ = 1.25. An estimated response was generated by 
convolving the response function with the event length (i.e. the time in each condition) 
and minimizing the residual error (FS-FAST). A t-test was performed for each vertex to 
compare differences in activation between conditions. The significance of these 
activation differences was visualized on the surface of each subject’s own hemisphere.   
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For the group average analysis, a custom average brain was created with only the 
subjects of this experiment (n = 10) using the freesurfer “make_average_surface” tool, 
which is the same tool used to create the widely-used “fsaverage” brain. This tool 
computes the MNI305 coordinate for each vertex for each subject, and then maps those 
coordinates into a common space and averages them together, such that the coordinate of 
a particular vertex in the common space is the average of each MNI coordinate from all 
of the individuals. The GLM group analysis methods were the same as for individual 
subject data, except the significance of these activation differences was computed on 
vertices of the custom average brain, and visualized on that surface. 
All regions of interest (ROIs) were defined from each individual subject’s 
activation patterns on their own reconstructed anatomical surface, using activation for the 
contrasts Oddball > Non-Oddball (CueBall), Successful Stop > Go (Stop Signal), Belief > 
Photo (Theory of Mind) and Passive > Attend (Multiple Object Tracking; note that this 
ROI captures deactivation during attention), each thresholded at p < 0.05 uncorrected and 
constrained to the anatomical temporoparietal junction (i.e. the activation or deactivation 
must fall within the freesurfer reconstruction automatically generated cortical parcellation 
areas corresponding to at least one of: the superior temporal sulcus, inferior angular 
gyrus, sulcus of Jensen, supramarginal gyrus, or superior temporal gyrus constrained to 
the planum temporale).  In order to preserve the integrity of our individual subject 
approach, if a subject did not demonstrate any contiguous activated voxels for a particular 
contrast, that region of interest was skipped for that subject rather than replaced with a 
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probabilistic or group average label.  Defining ROIs using this method ideally yields 
eight ROIs per subject, one for each task for each hemisphere. 
Percent signal change for each ROI for each contrast was obtained with the fs-fast 
“funcroi-table” tool, which computes the mean percent signal change over all vertices 
within a region of interest for a specified contrast.  Thus, for a subject who demonstrated 
all eight ROIs, the analysis would yield 32 values – one for each contrast in each ROI, 
allowing us to examine percent signal change for each ROI’s “preferred” contrast as well 
as each other contrast. Analysis of Variance (ANOVA)s were run using the ‘anovan’ 
MATLAB tool and all post-hoc tests were run on the output of the ANOVAs with the 
‘multcompare’ MATLAB tool, which uses Tukey-Kramer correction for multiple 
comparisons. Only those subjects who demonstrated overlap between each pair of labels 
(see Table III) were included in each analysis. 
Overlap between ROIs was calculated using the freesurfer labels_intersect tool, 
which finds common surface vertices between two labels.  Pairwise ROI overlap was 
quantified in each individual hemisphere using the Dice Similarity Coefficient (DSC; 
Dice, 1945), calculated using the surface areas (mm2) of labels A and B with 2(A∩B) / 
(A+B).  The DSC range is 0 – 1 with 0 indicating no overlap and 1 indicating complete 
overlap. If a given hemisphere did not have both labels A and B, it was not included in 
the calculation. Statistical examination of the overlap was conducted with an Over 
Representation Analysis (ORA), which employs a hypergeometric distribution to 
quantify the likelihood of an overlap between two sets given a total search space, each set 
size, and the overlap size (Fury et al., 2006; Khatri, Sirota & Butte, 2012).  The ORA was 
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conducted on the average values across hemispheres of the total surface area (mm2) of the 
cortical search space (i.e. the sum of the surface areas of the STS, inferior angular gyrus, 
primary sulcus of Jensen, SMG, and the temporal superior planum temporale) and the 
pairwise surface areas of each label and their intersection area.  P-values for each 
intersection were obtained using the phyper function in R.   
Probabilistic labels were generated separately for each task using each individual 
ROI for each hemisphere as input to the freesurfer “mris_spherical_average” tool, which 
coregisters each ROI label on the freesurfer spherical surface and records, at each vertex, 
the number of subjects for whom a given vertex was included in a given label (e.g. a 
vertex with a value of one for the CueBall label would have been included in the CueBall 
ROI in 100% of subjects, a vertex with a value of 0.3 would exist in the CueBall ROI in 
3/10 subjects).  Each probabilistic label was visualized on the custom average brain. 
3.3 Results 
3.3.1 Behavior 
In the CueBall task, RT on valid trials (mean = 789ms) was significantly shorter 
than RT on invalid trials (mean = 822ms, t(9) = -3.9, p < 0.01).  Mean RT on oddball 
trials overall (834ms) was not significantly longer than on non-oddball valid trials (t(9) = 
-2.1, p = 0.06) or invalid trials (t(9) = -0.41, p = 0.69).  Mean accuracy overall was 89% 
correct. 
Behavioral data for three Theory of Mind participants were not recorded.  For the 
remaining seven participants, mean RT on belief trials was 2318 ± 434ms, mean RT on 
photo trials was 2523 ± 373ms, and this difference was not significant (t(6) = -1.1, p = 
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0.32).  These numbers are similar to those reported in Scholz et al., 2009 (belief = 
2640ms and photo = 2800ms, and this difference was significant with n=21).  
 For the Stop Signal task, the average median RT for simple go trials was 654 ± 6 
ms, and the average median RT for continue trials was 660 ± 7ms. Recall that the Stop 
Signal delay (i.e. the amount of time between "go" stimulus onset and "stop" update; 
SSD) is staircased as a percentage of each subject’s reaction time, and the staircase 
continuously adjusts during the entire 40 minutes of data acquisition. Thus the Stop 
Signal onset is continuously updating in order to occur before the subject has completed 
their response, but after they've initiated their response. The average estimated Stop 
Signal Reaction Time, obtained by subtracting the final SSD from the median simple go 
RT within each subject (as in Sharp et al., 2010), was 226 ± 22ms.   
3.3.2 fMRI Activation Patterns: Group Average 
In the group average (n = 10) analysis (Figure 3.1), the attend vs. passive contrast 
for the Multiple Object Tracking task (Figure 3.1B, F) evoked bilateral clusters of 
activation in the visual periphery, intraparietal sulcus, frontal eye fields, anterior insula, 
and pre-supplementary motor area (i.e. visual areas and the dorsal attention network). 
Clusters of deactivation were observed in bilateral dorsal superior temporal sulcus / 
angular gyrus, anterior middle temporal gyrus, orbitofrontal cortex, precuneus and dorso-
lateral pre-frontal cortex (i.e. the default mode network).  
The belief vs. photo condition in the Theory of Mind task (Figure 3.1C, G) evoked 
clusters of activation in bilateral dorsal superior temporal sulcus / angular gyrus, anterior 
middle temporal gyrus, precuneus, dorso-lateral prefrontal cortex and three small bilateral 
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patches in the lateral frontal cortex – the caudal middle frontal gyrus (cMFG), the middle 
superior frontal sulcus (midSFS), and the middle superior frontal gyrus (midSFG) / 
dorsolateral prefrontal cortex.  There were also bilateral patches of deactivation (i.e. 
photo > belief) in the inferior temporal sulcus (ITS) and the anterior inferior frontal 
sulcus (aIFS). 
The invalid cueing vs. valid cueing contrast of the CueBall task did not 
demonstrate any evoked activation in the group average.  The oddball vs. non-oddball 
contrast (Figure 3.1D, H) evoked bilateral clusters of activation in early visual areas 
including the lateral occipital complex but sparing area MT, a bilateral cluster centered 
on the fundus of the dorsal superior temporal sulcus and extending into the supramarginal 
gyrus, a bilateral cluster in the anterior intraparietal sulcus, and a large bilateral cluster in 
the inferior frontal sulcus which just abuts the caudal border of the bilateral aIFS cluster 
of deactivation in the Theory of Mind task.   In Chapter 2, distinct TPJSTS and TPJSMG 
were observed in individual subjects in both hemispheres.  Here in the group average, 
these regions appear distinct on the left hemisphere, but run together into one larger 
swath of activation in the right hemisphere. 
The “successful stop vs. go” contrast of the Stop Signal task (Figure 3.1E, J) 
evoked a bilateral cluster of activation in the anterior intraparietal sulcus, a right-
lateralized (but evident on the left) cluster centered on the fundus of the superior temporal 
sulcus and extending anterior in to the supramarginal gyrus, a large bilateral cluster in the 
anterior insula, and a large patch of activation extending the entire length of the inferior 
precental sulcus. 
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3.3.3 Between-Task Anatomical Overlap in TPJ in Group Average Results 
Each TPJ-adjacent cluster of task-evoked activation (Table I) was saved as a label 
and each label was intersected with each other label in the group average results to 
quantify the overlap (surface area, mm2) between clusters of task-evoked activity. 
Pairwise ROI overlap was quantified in each individual hemisphere using the Dice 
Similarity Coefficient (DSC; Dice, 1945), calculated using the surface areas (mm2) of 
labels A and B with 2(A∩B) / (A+B).  The DSC range is 0 – 1 with 0 indicating no 
overlap and 1 indicating complete overlap. Significance was calculated using 
overrepresentation analysis (see Methods). 
All pairs of tasks displayed significant overlap at the group average level (Table 
II) except for the MOT deactivation and Stop Signal (no overlap) and MOT and Cue Ball 
(5mm2 overlap, DSC = 0.00, n.s.).  MOT deactivation and Theory of Mind displayed 677 
mm2 of overlap (DSC = 0.38, p < 0.01). This MOT-Theory of Mind overlap is localized 
within the ventral portion of the angular gyrus; we refer to this region as TPJAG. Theory 
of Mind and CueBall overlapped 996 mm2 (DSC = 0.46, p < 0.01) near the posterior end 
of the superior temporal sulcus; this location was identified as TPJSTS in Chapter 2. 
Theory of Mind and Stop Signal overlapped 521 mm2 (DSC = 0.27, p < 0.01), also in 
TPJSTS, but due to weaker group-level activation in the Stop Signal task, this overlap is 
smaller.  Stop Signal and CueBall overlapped 845 mm2 (DSC = 0.48, p < 0.01), both in 
the superior temporal sulcus and in the ventral portion of the supramarginal gyrus; these 
regions were identified as TPJSTS and TPJSMG, respectively in Chapter 2. 
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3.3.4 Between-Task Overlap in TPJ in Individual Subjects:  
i) Evoked Activity  
Within individual subjects (Figure 3.2), TPJ-adjacent MOT sustained attention 
deactivation was evident in 13 of 20 individual hemispheres (LH = 8, RH = 5), Theory of 
Mind activation in 17 of 20 (LH = 9, RH = 8), Stop Signal in 16 of 20 (LH = 7, RH = 9), 
and attentional capture in 19 of 20 (LH = 9, RH =10).  In individual hemispheres, patches 
of deactivation induced by sustained attention in the MOT task localized to the posterior 
dorsal superior temporal sulcus, extending dorsally into angular gyrus (TPJAG). Theory of 
Mind areas are located on the posterior dorsal segment of the TPJ in angular gyrus 
(TPJAG), extending anterior into the superior temporal sulcus (TPJSTS).  Attention capture 
activation is located anterior and ventral to evoked Theory of Mind activation, 
overlapping with the fundus of the superior temporal sulcus (TPJSTS) and extending into 
supramarginal gyrus (TPJSMG).  Stop signal evoked activation for “successful stop vs. go” 
trials is localized anterior to the STS in the SMG (both TPJSTS and TPJSMG).  
While there is a great deal of individual variability in the absolute location of 
task-evoked activation, the relative within-subject arrangement of task-evoked areas is 
consistent across subjects – moving from posterior to anterior is MOT, then ToM, then 
CueBall and then Stop Signal. This mirrors the relationship observed at the group level. 
With three exceptions (Figure 3.2, s08 LH, s01 RH, s09 RH), the MOT deactivation is 
posterior and dorsal to the CueBall activation. ToM activation falls between MOT and 
CueBall, overlapping with the anterior segment of MOT and sometimes the posterior 
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segment of CueBall.  Stop Signal is the most anterior and dorsal patch, overlapping with 
the anterior segment of CueBall and in two cases with the most anterior parts of ToM. 
ii) Quantification of Anatomical Overlap  
Each cluster of task-evoked activation was saved as a label and each label was 
intersected with each other label (within each subject) to quantify the overlap (surface 
area, mm2) between clusters of task-evoked activity. Pairwise ROI overlap was quantified 
in each individual hemisphere using the Dice Similarity Coefficient (DSC; Dice, 1945), 
calculated using the surface areas (mm2) of labels A and B with 2(A∩B) / (A+B).  The 
DSC range is 0 – 1 with 0 indicating no overlap and 1 indicating complete overlap. If a 
given hemisphere did not have both labels A and B, it was not included in the calculation. 
Significance was calculated using overrepresentation analysis (see Methods). The three 
labels with significant overlap are the deactivation for sustained attention (MOT) and 
activation for ToM (186 ± 56 mm2, n = 11, DSC = 0.18 ± 0.04, p < 0.01), overlap in 
activation for attentional capture and SS (274 ± 91 mm2, n = 13, DSC = 0.22 ± 0.04, p < 
0.01). and Theory of Mind and attentional capture (128 ± 52 mm2, n = 14, DSC=0.12 ± 
0.04, p < 0.01). Overlaps between all other pairs of labels were not significant.  The mean 
area of overlap for each label is summarized in Table III. The centroids of clusters with 
significant overlap are visualized on the average brain in Figure 3.3. The overall Dice 
Coefficients are much smaller in the individual subjects analysis, nevertheless, the 
individual subject analysis confirms three key findings of the group analysis: 1) the 
posterior/dorsal portion of ToM activation overlaps with the DMN as defined by 
deactivation in the sustained attention MOT task within Angular Gyrus (TPJAG); 2) the 
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anterior/ventral portion of ToM activation overlaps with posterior portion of CueBall 
activation near the fundus of STS (TPJSTS); and 3) the CueBall and StopSignal task 
activation overlaps more anteriorly, in the ventral portion of the Supramarginal Gyrus 
(both TPJSTG and TPJSMG).  
iii) Localization of Overlap with ROI Analysis 
To determine the extent to which each task is able to drive the areas selective for 
each other task, we defined regions of interest for the contrast of interest in each task, and 
then determined BOLD percent signal change in each region for: its preferred task (i.e. a 
circular analysis to establish BOLD ceiling) and for each other task in only those voxels.  
This analysis has the potential to reveal subtle distinctions and commonalities in these 
regions that might be missed in a full-brain GLM analysis. 
Activation in the CueBall defined ROI (Figure 3.4a), was equal across the three 
non-preferred tasks (overall mean = 0.14; F(2, 9) = 1.27, p = 0.3; mean MOT = 0.13 ± 
0.04, Stop Signal = 0.11 ± 0.02, ToM = 0.19 ± 0.04). However, in a planned post-hoc 
comparison, Theory of Mind task-evoked activation was significantly greater than zero 
within the CueBall label (RH mean = 0.22, t(9) = 4.5, p < 0.01; LH mean = 0.15, t(7) = 
3.0, p <  0.05).  
Percent signal change across tasks for the ROI defined by MOT deactivation 
(Figure 3.4b), demonstrated a significant effect of task (F(2, 7) = 12.02, p < 0.05). This 
effect was driven by Theory of Mind. Both CueBall and Stop Signal drove this ROI 
equally (CueBall = 0.04 ± 0.06, Stop Signal = 0.13 ± 0.15, t(7) = -0.306, p(corrected) = 
0.39), but Theory of Mind significantly activated this ROI (0.32 ± 0.06, mean difference 
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from CueBall: t(7) = -10.15, p(corrected) = 0.001; mean difference from Stop Signal: t(7) 
= -3.51, p(corrected) = 0.02).   
BOLD signal change within the Stop Signal label (Figure 3.4c), also 
demonstrated a main effect of task (F(2,6) = 5.55, p < 0.05). CueBall (mean = 0.25 ± 
0.06) was the source of this difference, demonstrating mean activation significantly 
higher than Theory of Mind (CueBall mean = 0.25 ± 0.06, TOM mean 0.06 ± 0.05, t(6) = 
-4.083, p(corrected) = 0.01), which was not significantly different from zero. MOT 
demonstrated activation which was not significantly different from either CueBall or 
ToM (MOT mean = 0.17 ± 0.09).  
Finally, a main effect of task was observed (Figure 3.4d) in the Theory of Mind 
label (F(2, 8) = 13.76, p < 0.01). Stop Signal and CueBall only marginally drove this area 
and were not different (Stop Signal = 0.02 ± 0.02, CueBall = 0.12 ± 0.07; t(8) = 0.55, p = 
0.30) but MOT (mean PSC -0.20 ± 0.05) demonstrated significant deactivation relative to 
both Stop Signal (t(8) = -6.5, p(corrected) < 0.05) and CueBall (t(8) = 7.9, p(corrected) < 
0.01). In a planned post-hoc comparison, CueBall task evoked activation was not 
significantly greater than zero in the Theory of Mind label (RH mean = 0.20, t(7) = 2.2, p 
= 0.06; LH mean = 0.03, t(8) = 0.47, p = 0.65). 
These patterns of task activation from the ROIs defined in individual subjects 
parallel the anatomical findings of the ROI overlap analysis in all three cases (see Table 
3.3).  
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3.4 Discussion 
Here, we aimed to disambiguate the functional response properties of the human 
temporoparietal junction by adapting for individual subjects a battery of tasks commonly 
used to localize the TPJ with group averaging methods.  Since group averaging methods 
impose multiple levels of spatial blurring onto a dataset, previously reported co-
localization of TPJ across disparate tasks (i.e. attention reorienting, Theory of Mind, and 
behavioral inhibition) could be an artifact of group averaging methods.  Alternatively, 
previously reported co-localization could be indicative of a common underlying cognitive 
process shared between the tasks.  
Importantly, the evident overlap between all pairs of overlapping tasks was 
uniformly overestimated at the group average level, including a significant overlap 
between Stop Signal and Theory of Mind areas which was not maintained at the 
individual subject level. At the group level, the sustained attention (MOT task) 
deactivation fit entirely within the bounds of the posterior portion Theory of Mind 
activation, bilaterally, within a region we refer to as TPJ Angular Gyrus (TPJAG). The 
Theory of Mind activation also overlaps with the posterior portion of activation in the 
oddball > non-oddball contrast of the CueBall task in the superior temporal sulcus 
(TPJSTS). In contrast, the Stop Signal activation overlaps with the anterior half of both of 
the CueBall-localized TPJs (TPJSTS, TPJSMG).  
At the individual subject level, there is extensive variability of the absolute 
location of each cluster of task evoked activation.  However, the relative within-subject 
arrangement of task-evoked areas is consistent across subjects –from posterior to anterior 
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along the angular gyrus through the posterior STS and into the SMG, we observe a 
gradient of task evoked activation - first deactivation for sustained attention in angular 
gyrus, then moving anterior and ventral is activation for Theory of Mind, moving anterior 
and ventral into the fundus of the STS is activation for visual oddball stimuli, and moving 
further anterior into the supramarginal gyrus is activation for behavioral inhibition.  
3.4.1 Comparison of Prior Work to Current Study 
Other studies have examined the various tasks designed to localize TPJ within an 
overlapping subject pool. Igelström and colleagues (2016) conducted five tasks reported 
to recruit temporoparietal junction: (1) attentional reorienting using a simple Posner 
spatial cueing task, (2) the Theory of Mind task also used in the current study, (3) an 
oddball paradigm consisting of streams of ‘OOOO’ stimuli with rare ‘XXXX’ oddball 
targets, (4) a “social attribution of belief” paradigm in which subjects were required to 
make a judgment about the situational awareness of a depicted cartoon face, and (5) an 
episodic memory retrieval task in which subjects made old/new judgments of words 
encoded minutes prior.  Each task had 20 participants, but there were varying degrees of 
overlap between participant pools in each task, with no single subject performing all five 
tasks and most subjects performing only one or two total tasks. Crucially, all analysis was 
conducted at the group average level, with a temporoparietal search space defined and an 
Independent Components (ICA) conducted within that search space. Once components 
were identified, resting-state functional connectivity was run in native space using each 
component as a seed. The connectivity data was then group averaged again.  In the 
connectivity results, the authors observe a right-lateralized area in the ventral portion of 
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the dorsal superior temporal sulcus which demonstrates connectivity with only a 
component for attentional reorienting as localized by the Posner spatial cueing task.  Just 
posterior to that is a bilateral region demonstrating connectivity with the Theory of Mind 
component as well as default mode network, and a left-lateralized area exclusively 
correlated with Theory of Mind also. Most interestingly, the authors see a right-
lateralized region in the dorsal STS approaching angular gyrus which is responsive to all 
five tasks (including memory recall for words, for which there is no evident selectivity 
anywhere in the left hemisphere). These results lend support to the “general interrupt” 
hypothesis of TPJ, however, the nature of the analysis, particularly the large, non-
overlapping subject pools, are an incredibly important caveat against over-interpreting 
these results. This region appears consistent with the TPJSTS region that we identify here. 
Importantly, our results demonstrate significant overlap within individual brains, not only 
at the group level.  
Lee and McCarthy (2016) conducted Theory of Mind, Attentional Reorienting, 
and Biological Motion tasks within the same individuals.  The Theory of Mind task was 
the same as the one used in the current study, plus 10 additional stories (5 belief, 5 photo) 
obtained from Dodell-Feder et al. (2011).  Since the 10 “belief” stories included in the 
downloadable Theory of Mind task were selected based on an item analysis of all stories 
in Dodell-Feder et al. (2011) to include those that best activated TPJ (Lee & McCarthy, 
2016), the authors selected five additional “belief” stories that elicited the next highest 
TPJ activation after the original 10 included in the downloadable stimulus set.  Their 
attentional reorienting task was modeled after the one used in Mitchell 2008 (i.e. a two-
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location Posner spatial cueing task), and their biological motion task was point-light 
displays, human-like or scrambled. As in the current study, each task was analyzed 
separately. In a full-brain analysis, the only area of overlap between group average (n = 
20) activation for the contrasts of interest in all three tasks (Belief > Photo and Invalid > 
Valid and Human > Scrambled) was bilateral TPJ. In the RH the centroid was posterior to 
the STS approaching area MT, which is posterior to where we observed overlap between 
Theory of Mind and Cueball task activation. In the LH the centroid was in the fundus of 
the dorsal STS on the ventral border of the angular gyrus, which is consistent with our 
observed overlap between CueBall and Theory of Mind.  
In our results, the extent of overlap between the tasks at the individual subject 
level was much less than at the group average level.  This may relate to the disparity 
between the results of Mitchell (2008) and Scholz et al. (2009) – individual differences in 
their subject pools could have resulted in an over- or underestimation of overlap in the 
group average results.  Importantly, our attention contrast here is also different from that 
used in these prior studies.  Both prior studies used the standard “invalid vs. valid” spatial 
reorienting paradigm which evokes only subtle cortical responses.  Here, in an n = 10 
group average, we do not see any response to this contrast at the group average level, 
only at the region of interest level.  In the original CueBall study (Chapter 2), which 
employed more runs per subject, we did observe cue validity effects at the group average 
level but the area of activation is quite small relative to the activation evoked by the 
oddball stimuli, and is contained only within the posterior portion of the oddball evoked 
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activation, overlapping with the fundus of the superior temporal sulcus (TPJSTS).  
However, this location is consistent with the location of the ToM-CueBall overlap. 
3.4.2 Overlap Between ToM & Default Mode Network 
Theory of Mind TPJ and MOT-localized default mode network angular gyrus 
overlap in 15/20 hemispheres, extensively in eight hemispheres; we refer to this region as 
TPJAG. In all hemispheres except one, the overlap occurs between the posterior part of the 
ToM evoked activation and the anterior part of the MOT evoked deactivation (in one 
hemisphere, the MOT deactivation falls in the center of the ToM evoked activation). The 
overlap in individual subjects between Theory of Mind related structures and Passive > 
Attend related structures suggest that these processes could be recruiting common 
cognitive processes. Our findings strongly indicate that the posterior portion, but not all, 
of the Theory of Mind activation falls within the Default Mode Network. 
Recall that the contrast of interest in the Theory of Mind task involves making an 
inference based on the beliefs of an individual (“belief” condition, thought to recruit 
Theory of Mind) or based on a particular state of the world at a given historical point 
(“photo” condition, as a non-Theory of Mind control), with each block consisting of a full 
story presented on screen, followed by a true/false question. In a 2011 behavioral study, 
Callejas, Shulman & Corbetta used a moving window word masking paradigm to test the 
amount of time required to read the “false belief” vs. “false photo” stories used in the 
standard Saxe lab Theory of Mind localizer.  In this paradigm, only one word is visible at 
a time and the reader must press a button to advance to the next word, yielding granular 
reaction time data for each story. They followed each reading phase with comprehension 
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questions about each story.  The false photo stories were read significantly slower than 
the false belief stories, and accuracy in response to comprehension questions was 
significantly lower in the false photo condition, both indicating greater task difficulty in 
the non-Theory of Mind condition.  Finally, an independent test of working memory span 
correlated with time taken to read each story, reaction time to comprehension questions, 
and accuracy in response to false photo questions.  These results taken together suggest 
that extracting information from the “false photo” condition is more difficult and places 
more extensive demands on working memory than the “false belief” condition.  Noting 
the documented negative correlation between activity in right TPJ and working memory 
load (Todd, Fougnie & Marois, 2005) the authors suggest that what appears to be rTPJ 
activation indicative of Theory of Mind processes operating in the “belief vs. photo” 
condition may in fact be a reflection of less deactivation due to decreased working 
memory demands in the “belief” condition relative to the “photo” condition.  
3.4.3 Overlap Between CueBall and Theory of Mind  
Attentional reorienting and Theory of Mind have both been reported to critically 
depend on the right TPJ.  Mitchell (2008), employing the same Theory of Mind task used 
here and a Posner cueing task, found that a region of interest defined at the group average 
level for the belief vs. photo contrast could also discriminate between valid and invalidly 
cued spatial targets, thus arguing for a shared region responsive to Theory of Mind and to 
Attentional Reorienting. In contrast, Scholz and colleagues (2009), employing the same 
two tasks, find distinct cortical areas for Theory of Mind and attentional reorienting; their 
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attentional reorienting area is located dorsal to the Theory of Mind area, in the angular 
gyrus just ventral to the intraparietal sulcus.   
Our findings are partly consistent with each of these prior reports. Similar to 
Mitchell (2008), we observe significant anatomical overlap between areas responsive for 
Theory of Mind and for visual oddball processing in the group average. We also observe 
this within individual subjects.  We localize this region of overlap to the dorsal superior 
temporal sulcus. However, in a region of interest analysis, the oddball-defined region did 
not differentiate between the belief and photo conditions in the Theory of Mind task, and 
the Theory of Mind defined region was not significantly differentially responsive to the 
oddball vs. non-oddball contrast in the attention task. Similar to Mitchell (2008), we 
observed overlap between the ToM and Attentional Reorienting responses (in TPJSTS) 
and we also observed that each task evoked activation that did not overlap with the other 
task. Specifically, ToM activation includes a more posterior region in Angular Gyrus 
(TPJAG), which corresponds to a region of the Default Mode Network, while Attentional 
reorienting included a more anterior region, within ventral Supramarginal Gyrus 
(TPJSMG).  Unlike the Scholz report of ToM activation ventral to Attentional Reorienting 
activation; however, we differ on the precise localization. Specifically, we did not 
observe attentional reorienting effects in the anterior angular gyrus in the current study or 
in our prior study (Chapter 2).  
The observed area of overlap could be drawing on a similar cognitive 
process.  Recall the results of Callejas and colleagues (2011) demonstrating the increased 
working memory demand of the photo relative to the belief conditions, and the decreased 
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amount of time necessary to read belief relative to photo stories.  Since the Theory of 
Mind task is presented in a block design with a fixed amount of time to read a full story 
before being prompted by a question, the decreased reading time of the belief stores 
could evoke a stronger orienting response at the onset of the question.  This orienting 
response may be similar to that evoked by the transient oddball stimuli presented in the 
CueBall task. 
3.4.4 Overlap Between CueBall & Stop Signal 
Attentional capture and behavioral inhibition clusters of task evoked activation 
were co-evident in 15/20 hemispheres.  Of these, two hemispheres display no co-
localization. Of the remaining 13 hemispheres the co-localization is at least partially 
anterior and dorsal to the fundus of the STS (the center of the attention capture cluster of 
activation).  This co-localization is evident with our oddball contrast but not with the 
more subtle “invalid vs. valid” contrast commonly used to assess attentional capture.  
Both of these events (oddball, Stop Signal) involve a violation of the more common trial 
structure in their respective experiments.  It is possible that these two seemingly disparate 
tasks are recruiting the same cortical regions (TPJSTS and TPJSMG) because they are 
involved in a cognitive process of re-assessing a current expectation or prediction about 
the environment.   
 Geng & Vossel (2013) proposed the “contextual updating” hypothesis of TPJ, 
noting that a similar idea has existed in the P300 literature (Donchin, 1981; Knight et al., 
1989). The authors propose that the computations performed by the TPJ are not specific 
to attentional reorienting, but are instead involved in updating an internal model of the 
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environment based on new sensory information, similarly to how the P300 is 
hypothesized to reflect contextual updating necessary when a prediction based on past 
experience and/or the current statistics of the environment is violated and thus must be re-
evaluated.  The TPJ is a strong candidate for a cortical locus of contextual updating.  It is 
functionally connected to extensive areas of frontal cortex (Yeo, Krienen et al., 2011) and 
TPJ lesions eliminate the P300 oddball response (Knight et al., 1989).  Since it is situated 
adjacent to multisensory integration areas (Beauchamp et al., 2008), it is at a feasible 
location in cortex to process comparisons between integrated bottom-up sensory 
information and top-down contextual expectation effects. There is a rich literature on the 
P300 in response to rare and unexpected events, indeed it is often referred to as “the P300 
Oddball response.”   
The P300 has also been reported in the Stop Signal literature - Wessel & Aron 
(2015) used individual subject EEG data from 64 participants over multiple Stop Signal 
experiments in order to investigate the relationship between the P300 response and 
behavior in the Stop Signal task.  They found that the onset of the P300 response 
correlated with Stop Signal reaction time better than the peak of the P300, and that the 
P300 onset is earlier on successful vs. unsuccessful stop trials.  
The cluster of task-evoked activity across both oddball and Stop Signal in 
supramarginal gyrus is a highly likely candidate for a common area involved in a 
domain-general “stop and reset” contextual updating cognitive process. The anterior 
overlap (TPJSTS) between Stop Signal and CueBall is not reflected in any overlap 
between Stop Signal and Theory of Mind, and the overlap between CueBall and Theory 
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of Mind localizes to more posterior portions of the TPJ (TPJSTS). If the entire TPJ 
operates as a well-connected “switching hub” between networks, it is possible that the 
posterior portion (adjacent to default mode network areas) reflects switching out of 
default mode network specifically, while the anterior portion in the supramarginal gyrus 
reflects a more domain-general contextual updating signal.   
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3.5 Figures and Tables 
	  
Figure 3.1 Group average (n=10) task data reveals coarse organization in TPJ.   
Top row RH, bottom row (flipped) LH.  A) RH of customized average brain for our n = 
10 set of subjects.  B) flipped LH of average brain.  C, D) Multiple object tracking 
“attend vs. passive” contrast.  Areas of activation correspond to dorsal attention network 
structures, including the intraparietal sulcus (IPS) and areas of deactivation (cool colors) 
should correspond to default mode network areas, including the angular gyrus.  E, F) 
Theory of Mind “belief vs. photo” contrast activation overlaps partially in a group 
average with MOT angular gyrus deactivation.  G, H) the CueBall “oddball vs. non-
oddball” contrast overlaps with Stop Signal activation in the IPS and supramarginal gyrus 
(SMG), with the Theory of Mind activation in the STS, and fits into the gap in dorsal 
STS in the MOT “attend vs. passive” deactivation. I, J) Stop signal “stop vs simple go” 
contrast activates subparts of IPS as well as temporoparietal junction in the dorsal 
superior temporal sulcus.   
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Figure 3.2 Task-evoked activation in TPJ each individual subject.  
Top row: Activation patterns in one individual hemisphere for A)  Multiple Object 
Tracking attend vs. passive (dark pink), B) Theory of Mind belief vs. photo (light pink) 
C) Stop Signal stop vs simple go (mint green), D) CueBall oddball vs. non-oddball (forest 
green). Second two rows: task-evoked labels corresponding to each contrast for the 
subject depicted in the top row (s01) and each other subject.  Bottom two rows: RH in the 
same subjects. Out of our n = 10 subject pool, MOT deactivation labels were evident in 
12/20 hemispheres, Theory of Mind in 16/20 hemispheres, Stop Signal in 15/20 and 
CueBall in 17/20.  While there is a great degree of variability in each subject both in the 
cortical folding patterns in dorsal STS / TPJ, and in task-evoked functional activation, 
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note the general pattern of a large posterior patch of deactivation for Multiple Object 
Tracking in the angular gyrus, overlapping at its anterior edge in the dorsal STS with 
activation for Theory of Mind.  Just anterior and ventral to this, in the fundus of the STS 
is a patch of activation for CueBall, overlapping partially with the activation for ToM.  
The CueBall activation extends anterior into supramarginal gyrus in some subjects, and 
where it does, it overlaps with task evoked activation for Stop Signal.  	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Figure 3.3 MOT, Theory of Mind, CueBall and Stop Signal demonstrate a posterior 
to anterior gradient of overlap.   
Depicted are the talairach co-ordinates of the overlap centroids between all tasks that 
demonstrated significant overlap in vicinity of the Temporoparietal Junction for the RH 
(A, B) and the LH (C, D).  Overlap between MOT deactivation and Theory of Mind 
activation is shown in pink, overlap between Theory of Mind and CueBall is shown in 
purple, and overlap between CueBall and Stop Signal is in blue. All talairach co-
ordinates were derived from individual subject overlap data in MNI format, and are 
shown converted to talairach on the average brain for visualization only. 	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Figure 3.4 Task-evoked activation in the vicinity of the Temporoparietal Junction 
for each region of interest for its preferred and non-preferred tasks.   
The CueBall ROI is driven approximately equally by all three of its non-preferred tasks.  
The MOT deactivation ROI demonstrates negative or zero drive for CueBall and Stop 
Signal, respectively, but is activated in Theory of Mind.  The Stop Signal ROI is driven 
approximately equally by all three non-Stop Signal tasks.   The Theory of Mind ROI 
demonstrates near-zero activation in Stop Signal, some positive drive from CueBall, and 
deactivation for the MOT deactivation.    	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Figure 3.5 Location of overlap in group average labels.  
Each pair of labels determined to have significant overlap is depicted in the RH.  A) 
Multiple Object Tracking deactivation (magenta) and Theory of Mind activation (pale 
pink) overlap in the angular gyrus (raspberry).  B) CueBall (green) and Stop Signal 
(mint) activation overlap (blue) in the TPJSTS extending anterior into the TPJSMG. C) 
Theory of Mind activation (pale pink) and CueBall activation (green) overlap (purple) in 
the TPJSTS.  D) Theory of Mind activation (pale pink) and Stop Signal activation (mint 
green) overlap (black) in the TPJSTS.  This overlap was significant at the group average 
level but was not significant at the individual subject level. 	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Task Hemisphere 
Surface 
Area (mm2) MNI x MNI y MNI z 
CueBall RH 2688 52.9 -59.9 25.9 
CueBall LH 788 -54 -50.1 22.2 
Stop Signal RH 1885 51.5 -49.7 29.3 
Stop Signal LH 796 -52.2 -47.8 19.2 
Theory of 
Mind RH 2144 47.5 -63.2 30.5 
Theory of 
Mind LH 1440 -45.1 -61.1 31.3 
MOT  RH 487 39.7 -70.9 41.4 
MOT LH 1906 -40.6 -72.3 47 
Table 3.1: TPJ Activation Cluster Sizes and Centroids in the Group Average 	  	  
Label1 Label2 Dice Coefficient Overlap 
(mm2) 
MOT Theory of Mind 0.38 677*** 
MOT Stop Signal 0 0 
MOT CueBall 0 5 
Theory of Mind Stop Signal 0.27 521*** 
Theory of Mind CueBall 0.46 996*** 
Stop Signal CueBall 0.48 845*** 
Table 3.2: TPJ Label Overlap in the Group Average (** p < 0.01) 	  	  
Label1 Label2 n  
(hemis) 
Dice 
Coefficient 
SEM Overlap 
(mm2) 
SEM 
MOT Theory of Mind 11 0.18 0.04 186** 56 
MOT Stop Signal 3 0.10 0.01 184 44 
MOT CueBall 3 0.06 0.04 96 73 
Theory of Mind Stop Signal 10 0.05 0.02 49 24 
Theory of Mind CueBall 14 0.12 0.04 128** 52 
Stop Signal CueBall 13 0.22 0.04 274** 91 
Table 3.3: TPJ Functional Label Overlap in Individual Subjects (** p < 0.01) 	  	  
Label1 Label2 hemi n  DSC SEM 
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CueBall MOT lh 0 0 0 
CueBall MOT rh 3 0.063 0.044 
CueBall Stop Signal lh 6 0.165 0.058 
CueBall Stop Signal rh 7 0.261 0.058 
CueBall Theory of Mind lh 7 0.059 0.019 
CueBall Theory of Mind rh 7 0.172 0.065 
Stop Signal MOT lh 2 0.089 0.008 
Stop Signal MOT rh 1 0.109 0 
Stop Signal Theory of Mind lh 4 0.038 0.011 
Stop Signal Theory of Mind rh 6 0.057 0.026 
Theory of Mind MOT lh 7 0.157 0.048 
Theory of Mind MOT rh 3 0.297 0.064 
Table 3.4: Summary of TPJ Label Overlap in Individual Subjects, Separated by Hemisphere 	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CHAPTER FOUR: Cortical Attention Networks in Focused Attention Meditators 
4.1 Introduction   
4.1.1 Meditation as Cognitive Training 
Virtually any human skill improves with training (Ericsson, Krampe & Tesch-
Römer, 1993), but there is high variability in the amount of generalized learning that 
occurs as a result of training on any particular task. For example, perceptual sensitivity to 
spatial frequency can be increased with repeated practice, but this learning effect is so 
specific to the trained stimuli that the improvement does not generalize even to non-
trained stimulus orientations (Roelfsema, van Ooyen & Watanabe, 2010). Conversely, it 
has been shown that ten hours of action video game play decreases the magnitude of the 
attentional blink (Green & Bavelier, 2003), implying high generalizability from video 
game training. There is continuing debate about whether higher-level functions such as 
working memory, attention, and cognitive control can benefit following training on any 
particular (usually computer-based) task (Jaeggi et al., 2008; Morrison & Chein, 2011; 
Redick et al., 2013; Anguera et al., 2013).  
Since inefficient function of the attention system can have consequences ranging 
from the mundane (e.g. mind wandering) to the severe (e.g. traffic or surgical accidents), 
there is a high level of interest in methods to improve attentional efficacy. To effectively 
improve attention, a process-specific (as opposed to content-specific) approach is 
desirable (Slagter, Davidson & Lutz, 2011) – an effective attention training task should 
precipitate a learning effect that generalizes to other types of stimuli and tasks. Here, we 
examine ‘focused attention’ meditation as a form of attention training task.  Training 
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effects should be most evident in those individuals who have had a great deal of training.  
For this reason, we recruited meditators with thousands of hours of meditation experience 
across many years.  Since a longitudinal study was not feasible, we contrasted the 
meditators with a group of control subjects, matching for age and education level. 
The neuropsychiatric definition of sustained attention bears salient similarities to 
descriptions of meditative practices. Compare, for example, the following description of 
an attention task (from Pardo, Fox & Raichle, 1991): 
“Vigilance tasks require subjects to focus and sustain their attention to subtle sensory 
signals … to minimize distractibility to irrelevant internal as well as external 
information, and to maintain adequate alertness ...” 
 
with an instruction for Vipassana meditation (from a talk by Abbot Thanissaro Bhikkhu): 
“You close your eyes—what do you have? There's the sensation of "bodiness" that you're 
sitting with. That's your frame of reference. Try to stay with it. Keep bringing the mind 
back to this sense of the body until it gets the message and begins to settle down. In the 
beginning of the practice you find the mind going out to grasp this or that, so you note it 
enough to tell it to let go, return to the body, and hold on there. Then it goes out to grasp 
something else, so you tell it to let go, come back, and latch onto the body again." 
 
Note that both descriptions emphasize holding the focus of attention on one particular 
stimulus while maintaining alertness and filtering out other, non-relevant stimuli.  
There are three broad categories of meditative practice (Travis & Shear, 2010): focused 
attention methods (such as Vipassana and Samatha, which encourage vigilant focus on 
the breath), loving-kindness methods (such as metta, in which happiness is wished upon 
all beings), and receptive, open-monitoring methods (in which thoughts and sensations 
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are experienced with observation but without judgment). Vipassana is a commonly 
practiced focused attention (FA) meditation technique, and involves sustaining attention 
for an hour or more on subtle physical sensations while filtering out all endogenous and 
exogenous distractions (Goenka, 1995). A Vipassana training retreat is 10 days long, 
during which time students meditate for 10-12 hours per day in one-hour increments. 
When attention drifts or is captured by some feature of the environment, students are 
encouraged not to dwell on the distraction or on the lapse of attention, but rather to 
calmly bring focus back to the breath and continue to hold attention there. Over time, this 
becomes progressively easier (see, for example, Ellison 2006: “It's like riding a horse. In 
the beginning you have to be very careful not to fall off, but pretty soon you even forget 
you're on a horse.”). As the task demands of focused attention meditation require 
sustaining attention and repeatedly refusing to reinforce reorienting signals generated in 
response to distractors, focused attention meditation methods can be viewed as a 
systematic effort to improve sustained attention.   
4.1.2 Meditation and Attention: Behavioral Evidence 
If meditation does produce generalized training of the attention system, we would 
expect trained meditators to perform better than meditation-naïve participants in a variety 
of attention tasks.  There is considerable literature demonstrating improvement on 
attention tasks in experienced meditators or in individuals who have received short-term 
meditation training.   
Valentine and Sweet (1999) compared performance on an auditory attention task 
between non-meditators and experienced meditators.  They used Wilkins’ Counting test, 
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a measure of sustained focused attention, in which a series of binaural beeps are 
presented.   Each set consists of 12 trains varying randomly from 2 – 11 beeps per train.  
Following each set, participants report the number of beeps and their response accuracy is 
assessed. Mean total counts were significantly more accurate for meditators vs. non-
meditators, and moreover, when they subdivided the meditation group into long-term 
(more than 25 months experience) and short-term (less than 25 months of experience) 
practitioners, counts for long-term meditators were more accurate than those for short-
term meditators.    
These results demonstrate that meditators are better than meditation-naïve 
controls in a sustained attention task, and while the difference in long-term versus short-
term meditation experience is intriguing, the results don’t rule out an initial selection bias 
– the meditation groups could have initially possessed an increased capacity for attention, 
drawing them to meditation in the first place.  Later studies, building on these findings, 
have attempted to control for this bias by selecting control groups of meditation-curious 
but naïve participants, or by testing participants both before and after meditation training. 
Lutz et. al. (2009) compared reaction times to a demanding auditory attention task 
in experienced meditators and a novice but meditation-curious control group.  Meditators 
participated in a three-month vipassana retreat, during which they meditated for 10-12 
hours/day.  Novices were given two one-hour vipassana instruction courses, separated by 
three months, and meditated for 20 minutes/day.  The attention task was a dichotic 
listening paradigm, in which participants had to push a button in response to anomalous 
frequency tones in one ear while ignoring tones presented in the other ear.  All 
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participants were given the task twice: meditators both before and after the retreat, and 
novices one week after their first instruction course and again three months later, one 
week after their second course.   All participants were explicitly instructed to engage in 
meditation while doing the task. The authors, drawing on schizophrenia literature, 
operationalized impairment in sustained attention as increased trial-to-trial response 
variability (i.e. they predicted reduced trial-to-trial response variability in the meditation 
group post-training relative to their own baseline) and predicted that they would see 
changes in the meditation retreat group, but not in the control group.   
When comparing pre- and post-test data, mean reaction time decreased for both 
groups (which the authors attribute to practice effects) but meditation retreat training did 
not effect the mean reaction times or target tone detection rates (i.e. there were no 
interaction effects).  However, in only meditators the standard deviation of the reaction 
time distribution also significantly decreased.  The authors propose that this decrease in 
response variability is due to enhanced attentional stability over time and postulate that 
the effect could manifest itself as increased signal to noise in cortical networks involved 
in attention.   These results are intriguing, and while the pre- and post-test method should 
control for any differences in the meditation group relative to the controls, the meditation 
participants in this study were self-selected (not randomly assigned) so it is possible that 
inherent differences exist in this population. 
Moore and Malinowski (2009) compared meditators and non-meditators in two 
attention tasks designed to assess the ability to suppress interfering information and 
sustain attention.   The study used two groups, meditators and a matched meditation-
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naïve control group.  Each participant filled out the Kentucky Inventory of Mindfulness 
Skills (Baer, Smith & Allen 2004) prior to the attention tasks.   This assessment is a 4-
page questionnaire consisting of items such as "When I’m walking, I deliberately notice 
the sensations of my body moving" (a high mindfulness behavior) and "When I’m working 
on something, part of my mind is occupied with other topics, such as what I’ll be doing 
later, or things I’d rather be doing" (a low mindfulness behavior) which subjects rate on 
a 5-point scale. The authors found a significant negative correlation between mindfulness 
score and number of errors on the Stroop task (Stroop, 1935), with significantly fewer 
errors for meditators. Concentration performance in a concentration and endurance test, 
the d2 task, was positively correlated with mindfulness score and meditators also 
performed significantly better than controls. Thus, in both tasks meditators were better 
able to sustain goal-directed attention in the presence of salient distractors.   
The above findings suggest that meditators may show some difference, relative to 
controls, in the spatial or temporal characteristics of neural activity in cortical attention 
and cognitive control networks, but without evidence from neuroimaging it’s difficult to 
draw strong conclusions in this domain.   
4.1.3 Cortical Networks and Their Relationships 
Human cortex comprises multiple interactive functional networks subserving 
distinct behaviors and states of consciousness.  Areas that co-activate during a particular 
task (i.e. the Dorsal Attention Network during a sustained attention task) are also co-
active when the brain is at rest, making it possible to parcellate the brain into its 
component functional networks by correlating timecourses of fMRI activation in resting 
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state data (Power, Schlaggar & Petersen, 2014).  Resting-state scans are fMRI scans in 
which the participant is given no explicit task other than to remain awake. Recent 
evidence employing this method (Yeo, Krienen et al., 2011) suggests seven canonical 
networks with the possibility that these seven networks may be further parcellated into 
more precise and specialized functions (Yeo, Krienen et al., 2011; Power et al., 2011; 
Cole et al., 2013). Two cortical networks serve attentional functions – the Dorsal 
Attention Network (DAN) for sustained, focused attention and the Ventral Attention 
Network (VAN), which activates when a salient stimulus precipitates reorienting of 
attention (‘Attentional Capture’; Jonides and Yantis, 1988; Theeuwes, 1994; Corbetta et 
al., 2000; Corbetta and Shulman, 2002; Fox et al., 2006; Weissman and Prado, 2012; 
Patel et al., 2015).  Additionally, another network, known as the Default Mode Network 
(DMN) exhibits a reduction in activation during attentionally demanding tasks (Shulman 
et al., 1997; Raichle et al., 2001; Greicius and Menon, 2004; for review see Buckner, 
Andrews-Hana and Schacter, 2008) and thus DMN deactivation is also a measure of 
attentional effects in the brain. For the purposes of this study, we will employ the seven 
network parcellation described in Yeo, Krienen at al. (2011) and focus in particular on 
three networks: the Dorsal Attention Network (DAN), Ventral Attention Network (VAN) 
and Default Mode Network (DMN).   
4.1.4 Attention Network Activity During Meditation 
Intriguing work has been conducted employing fMRI to examine the neural 
correlates of the meditative state.  Although these studies examine the immediate effects 
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of meditation on brain activity rather than the long-term brain plasticity effects of 
meditation on attention, it is informative to review this work. 
In an early study, Lazar et. al. (2000) recruited five experienced meditators and 
scanned them in three, six-minute blocks: two blocks in which participants meditated 
with a mantra, and one block wherein participants performed a comparable, non-
meditative task, mentally listing as many animals as possible. This control task shares 
attributes with mantra meditation – it is verbal, draws on memory and requires attention.  
Hypothesizing that meditation is a steady-state that takes some time to achieve, they 
compared the final two minutes of each meditation block with the initial two minutes.  In 
this comparison, they saw areas in both parietal and prefrontal cortex that were more 
active when a meditative state had been achieved.    
Brefczynski-Lewis et. al. (2007) scanned meditators and age-matched meditation-
curious but naïve controls while they fixed their eyes on a simple visual stimulus (a dot 
on the screen).  In response to an auditory cue, participants either fixed their gaze on the 
dot without any cognitive constraints (i.e. they were allowed to let their minds wander), 
or meditated while holding their gaze steadily on the dot.  With the visual stimulus held 
constant, the authors were able to compare neural activity between meditative and non-
meditative states, in both experienced meditators and novices.  Experienced meditators 
showed increased activation in two nodes of the Dorsal Attention Network, left 
intraparietal sulcus and in bilateral frontal eye fields, when meditating as compared to 
passive viewing.  To rule out attentional effects, the authors also scanned a group of 
highly motivated non-meditators (n = 12, 11 male, age-matched), who were told that the 
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top one-third of non-meditators to activate “attention-related regions” would receive an 
extra fifty dollars. Presumably, the financial incentive was sufficient to increase 
motivation in these subjects - the magnitude of activation in IPS and FEF was greater in 
this motivated group than in the control group, but it was still less than the experienced 
meditators.   
The authors hypothesized that meditation training should have differential effects 
at different experience levels, and to test this they split a portion (n=8) of the meditation 
group into those with the most hours of practice (n = 4, mean hours = 44,000, hours range 
= 37,000 – 52,000 mean age = 52.3 years) and those with the least hours of practice (n = 
4, mean hours = 19,000, hours range = 10,000 – 24,000, mean age = 48.8 years).  
Intriguingly, when comparing controls with the least and most experienced meditators, 
they found an inverted U-shaped function in attention-related areas, with less experienced 
meditators activating areas such as FEF more robustly than both controls and highly 
experienced meditators.   It is possible that meditation precipitates plasticity in the human 
attention network, and that after a training phase (evidenced in the less experienced 
meditators) the efficiency of the attentional system improves.  However, it is also 
possible, with only four subjects in both the low and high experience group, and with no 
currently published replication, that this result does not generalize beyond this population 
of subjects. 
Manna et. al. (2010) scanned eight Theravada Buddhist monks (males, mean 
hours of practice = 15,750) and eight meditation-curious naïve controls (males).  
Members of the control group were given oral and written instructions on how to practice 
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focused attention meditation and practiced during the 10 days prior to the study, for 30 
minutes per day.  In the scanner, all participants closed their eyes and meditated or rested 
in alternating 6-minute blocks according to auditory instructions.   When comparing 
blocks of meditation to blocks of rest, experienced meditators displayed significantly 
more activation in the superior parietal lobule (a region included within the Dorsal 
Attention Network) than the controls. 
Each of these studies probed only meditation-related neural activity and did not 
examine activation during (non-mediation) attentionally demanding tasks.  It is tempting 
to synthesize the increased activity in parietal regions demonstrated in meditators with 
the previously described increased accuracy on sustained attention tasks, however, it 
would be preferable to image meditators while they were preforming these tasks. The 
results described in Brefczynski-Lewis et al. (2007) taken together with the behavioral 
results described above suggests that meditators are more effective at efficiently 
deploying attention (since they outperform non-meditators in attention tasks 
behaviorally), and they might be accomplishing this while using less neural resources.  
However, this compelling implication has not yet been tested. 
 The work reviewed above indicates that meditation experience correlates with 
improved outcomes on behavioral assessments of attention, and that the meditative state 
correlates with activation in cortical attention networks.  Here, we seek to bridge these 
two lines of evidence by examining BOLD activity in cortical attention networks while 
meditators (and matched controls) perform highly demanding attention tasks.  We 
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administer a Multiple Object Tracking (MOT) task designed to recruit the dorsal attention 
network, and the CueBall task, designed to recruit the ventral attention network.   
4.2 Methods 
4.2.1 Participant Recruitment  
Sixteen experienced meditators (11 male, mean age = 34.33 years, mean 
education = 15.2 years) were snowball sampled (i.e. we allowed participants to recruit 
other participants via word of mouth, see Goodman 1961; Biernacki & Waldorf 1981) 
from a Vipassana meditation center in Shelburne, MA (http://www.dhara.dhamma.org/), 
starting from a recruitment letter that we emailed and hand-delivered to key center 
personnel. Each meditator completed a set of “Meditation Demographic Forms” detailing 
both their lifetime experience with meditation as well as their age, gender, education 
level, handedness and number of languages natively spoken. These demographic criteria 
were used to recruit one unique control subject for each individual meditator. Control 
subjects were matched on five demographic criteria (age +/- 1 year, gender, education 
level +/- 2 years, handedness, and number of languages natively spoken. Control group 
mean age = 34.33 years, mean education = 14.9 years).  
 Moreover, the control subjects were recruited on the basis of “sham expertise” - 
since the meditators were aware that they are being recruited specifically due to their 
meditation experience, which has the potential to alter their performance on the task, we 
set up an equal expectation of high performance in the controls (Boot, Blakely and 
Simons, 2011). Each potential control subject determined to be a match on the five 
demographic criteria completed a survey asking for their expertise level on a 5-point 
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Likert scale (far below average, below average, average, above average, far above 
average) in a number of areas (e.g. driving, recognizing faces, athletic ability). In the 
event that recruits rated themselves at or below average on all areas, there was also an 
open-ended section of the form where they must fill in one talent or ability at each of the 
five levels of performance. An item on which the potential control rated themselves as 
“far above average” was substituted for “meditation” in the demographic form and filled 
out by the control subject. Ultimately this experiment involved 30 participants, 16 
meditators and 14 matched control subjects. There was no overlap between this 
participant pool and the participant pool from Experiment 1. 
 Participants recruited as meditators (n = 16) had an average of 7 years of 
meditation experience (standard deviation ±6 years, range = 1 - 20).  The average 
reported meditation sessions per week was 14 (±4; range = 9 - 26) with 60 minutes (±2 
minutes; range = 55 - 65) reported per session, for an average of 843 (±230; range = 540 - 
1560) minutes per week of meditation.  The average estimated lifetime hours of 
meditation experience was 8,311 (±11,682; range = 1300 – 50,000).  The average number 
of days spend over all retreats was 291 (±86; range = 25 - 319).   
4.2.2 Stimuli 
Participants were presented with two demanding visual attention tasks inside of 
the fMRI scanner: the multiple object tracking (MOT) task (Pylyshyn & Storm, 1988, 
Bettencourt and Somers, 2009) described in Experiment 2, and the “CueBall” Ventral 
Attention Network localizer described in Experiment 1. The order of tasks (MOT, 
CueBall) was counterbalanced across subjects.  
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Multiple Object Tracking (MOT) Task: Participants were required to sustain 
attention to moving objects for many seconds (Figure 4.1). MOT trial duration is 18.2 
seconds (seven 2.6 second TRs). Each trial in the MOT task consists of three phases: cue 
(3 s), motion (12.7 s), and probe (2.5 s). During the cue phase, participants view 12 
stationary white discs (restricted by two invisible rectangular barriers to 6 discs per 
hemifield) and four of the discs (2 per hemifield) briefly flash red before returning to 
white – the participants’ task is to hold fixation while maintaining awareness of these 
four flashed discs. After the red discs return to being colored white, all 12 discs begin to 
smoothly drift around on the screen. The cue period timing was as follows: precue period 
(12 stationary white discs on the screen) of 0.5 seconds, cue period (four or 12 red discs) 
of 2.0 seconds, pretrial period (again 12 stationary white discs on the screen) of 0.5 
seconds. The discs were programmed with a repulsion algorithm, which operates between 
each and every disc plus the rectangular ‘walls’ constraining each disc to its hemifield. 
After 12.7 seconds, the discs ceased moving and one single probe disc turned blue. The 
participant then must indicate whether the probe disc was included in the set of four discs 
that they were tracking. Each of these “attend” trials was interleaved with “passive” trials 
in which all 12 discs initially flash red, and participants must only maintain fixation and 
make a button press of their choosing at the end of the trial.  
Since the visual stimulation is equated across the “active” and “passive” 
conditions, the contrast of “attend” versus “passive” allows us to distinguish DAN 
structures independent from cortical areas primarily concerned with bottom-up stimulus 
processing. “Attend” trials are expected to yield stronger activation than “passive” trials 
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within areas in the dorsal attention network (e.g., Culham, Cavanagh and Kanwisher, 
2001; Somers and Sheremata, 2013). Each run was 16 trials (7TRs per trial, 2.6s TR) plus 
2TRs of fixation at the beginning and end, for a total of 116, 2.6 second timepoints per 
run.   
CueBall Task: Participants performed a sustained spatial attention task that was 
interrupted by infrequent oddball distractor events in the form of colorful, novel, full-
screen images (Figure 4.5). The attention task required participants to maintain central 
fixation and to indicate the identity of a target letter (T or L, presented at 7 degrees 
eccentricity and at either 0° or 180° of rotation) following a spatial cue period.  
Each trial lasted 7.8 seconds and consisted of the following phases: orienting 
phase (cue and ISI), target phase (letter on screen), mask phase (mask on screen) and ITI 
(fixation cross on screen).  During the orienting phase, a red arrow cue appeared and 
indicated one of six possible target locations on the screen. To encourage attention to 
only the cued location, participants were instructed in advance that the letter target would 
appear at the spatially cued location “more often than not,” and that the letter target 
would never appear at a location other than the six possible cued locations.  The timing of 
the orienting phase was jittered such that the duration of the cue and ISI together always 
summed to 5.2 seconds, with the cue taking a random value between 1.5 – 3.0 seconds 
and the ISI filling the rest of the 5.2 seconds; the unpredictable interval from cue offset to 
target onset encouraged the deployment of sustained attention over the full ISI.  
Following the orienting phase, the target (upright or inverted T or L) appeared for 500ms 
either at the cued (valid) or an uncued (invalid) location.  Invalid targets always appeared 
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in a random location (one of three) in the uncued hemifield.  Spatial cues were valid on 
68.75% of trials (33 out of 48 trials per run). Participants responded with one of two keys 
on a button box to indicate the identity of the letter target regardless of its orientation or 
location. The target was followed by a 500ms mask of superimposed T’s and L’s at all of 
the six possible target locations (Figure 4.5).  Following the mask, participants were 
shown a fixation cross for the ITI of 1.6 seconds. Responses were recorded from target 
onset to the start of the following trial (a 2.6 second total possible response period).  Each 
run consisted of 6 blocks of 8 trials each (48 trials/run), and participants completed 4 runs 
per scan session. 
In each run, on 1/6th of total trials, the post-target mask was displayed with a 
background of 5 full-screen (approximately 22 x 16.5 degrees), full-color, unique 
‘oddball’ distractor images each presented for 100 ms (Figure 4.5). Oddball distractors 
were presented in a ‘rapid-fire’ or rapid serial visual presentation (RSVP) burst (five 
images, 100ms per image).  The intention of the ‘rapid-fire’ oddball sequence was to 
produce a strong, unexpected attentional capture effect.  During 4 runs, participants saw 
192 total trials including 32 oddball trials (160 unique oddball images). Because prior 
work (Engell & Haxby, 2007; Tsao & Livingstone, 2008) indicates the presence of a 
visually responsive face-processing region in posterior superior temporal sulcus, images 
with prominent human faces were excluded from the oddball distractor image set.  
Each run also included 7.8 seconds of fixation (no stimuli other than a fixation 
cross) at both the start and the end of the run.  Each participant was scanned on 192 total 
trials (including 32 total oddball trials), plus one practice run with trialwise performance 
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feedback outside of the scanner for training. The practice runs did not contain any 
oddball images and participants were not informed that oddball images would occur, only 
that they should indicate the identity of the target letter despite variations in its location 
or orientation, or any other stimuli that might occur. 
4.2.3 Scanning Parameters  
All task data was acquired using a 32-channel Siemens head coil in a horizontal 
bore 3 Tesla Siemens Tim Trio located at the Harvard University Center for Brain 
Science in Cambridge, MA.  Gradient echo EPI sequences were used for all tasks (TR = 
2600ms, TE = 30ms, Flip angle = 90°, voxel size = 3.0 x 3.0 x 3.1, 42 slices, whole brain 
coverage). Magnetization Prepared Rapid Gradient Echo (MP-RaGE) T1-weighted high-
resolution data was acquired for each participant on the same scanner as the task data.   
4.2.4 Data Analysis  
Cortical reconstruction and volumetric segmentation of the T1 data was 
performed with the Freesurfer image analysis suite, which is documented and freely 
available for download at http://surfer.nmr.mgh.harvard.edu/. The technical details of 
these procedures are described in prior publications (Dale et al., 1999; Dale and Sereno, 
1993; Fischl and Dale, 2000; Fischl et al., 2001; Fischl et al., 2002; Fischl et al., 2004a; 
Fischl et al., 1999a; Fischl et al., 1999b; Fischl et al., 2004b; Han et al., 2006; Jovicich et 
al., 2006; Segonne et al., 2004). All task data were analyzed with fs-fast version 5.1.0 and 
custom Matlab scripts.  For the task data, motion correction, volumetric spatial 
smoothing (hwhm = 1.5mm), intensity normalization and boundary-based registration 
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(Greve & Fischl 2009) to the participant’s own anatomical data was performed on a per-
run basis. Singular value decomposition reduced the 6 motion correction vectors to 3 
eigenvectors, which were included as nuisance regressors in the model.   
Analyses were performed separately in each hemisphere on each subject’s own 
cortical surface and data were analyzed for each vertex using a GLM with each condition 
as a predictor (i.e. in CueBall, one each for Valid Target, Invalid Target, Oddball, Non-
Oddball and Fixation and in MOT, one for Attend, Passive, and Fixation). The BOLD 
signal was modeled as a linear, time-invariant system with a γ response function assumed 
for each condition with a delay δ = 2.25 and a delay time constant τ = 1.25. An estimated 
response was generated by convolving the response function with the event length (i.e. 
the time in each condition) and minimizing the residual error (FS-FAST). A t-test was 
performed for each vertex to compare differences in activation between conditions. The 
significance of these activation differences was visualized on the surface of each 
subject’s own hemisphere.  The Posner cueing analysis was conducted with the contrast 
of Invalid vs. Valid Targets, and compared with regions activated for oddball stimuli with 
the Oddball vs. Non-Oddball Mask contrast.  The MOT analysis was conducted with the 
contrast of Attend vs. Passive. 
For the group average analysis, each participant’s fMRI data were registered to an 
average cortical surface space (Freesurfer 5.1.0, ‘fsaverage’ brain) using the boundary of 
the gray matter and white matter (Greve & Fischl, 2009).  The GLM analysis methods 
were the same as for individual subject data, however the significance of these activation 
differences was computed on vertices of the fsaverage brain, and visualized on that 
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surface. We then employed a random-effects model to compute the group-averaged value 
for each condition at each vertex before running t-tests at each vertex to compare group-
level activation differences per condition.  
Behavioral responses and spatio-temporal patterns of neural activation were 
directly compared with meditation-naïve humans matched for age, gender, education 
level, handedness, and number of languages natively spoken. In addition to constructing 
within-group averages for the meditation group and the control group separately, a 
between-group whole brain independent samples t-test were conducted at each vertex to 
directly compare active regions between the groups for the oddball > non-oddball and 
invalid > valid contrasts of the VAN localizer, and the attend > passive contrast of MOT. 
Regions of Interest (ROIs) were defined using the Yeo, Krienen et al. (2011) functional 
atlas projected onto each individual hemisphere. Percent signal change for each ROI for 
each contrast was obtained with the fs-fast “funcroi-table” tool, which computes the 
mean percent signal change over all vertices within a region of interest for a specified 
contrast. All ROI analyses were conducted at the individual subject level within fs-fast 
and then compared between groups.  
ANOVAs were conducted using a linear mixed effects model which nested the 
random effects of individual subjects to examine the effect of group (meditator, non-
meditator) and hemisphere (rh, lh) on the percent signal change within each ROI 
(including interaction terms) implemented with the lmer function in R. Effect sizes were 
calculated using Cohen’s d with pooled standard deviations. 
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4.3 Results 
4.3.1 Multiple Object Tracking: Behavior 
Behavioral performance on attend trials measured by k score (using k = (Hit Rate 
– False Alarm Rate) * 4.0) was not significantly different between groups (meditator 
mean k-score = 1.25, controls = 0.82, t(26) = 1.10, p = 0.28).  There were no group 
differences in hit rate (meditator mean = 0.64, control mean = 0.57; t(26) = 0.99, p = 
0.33) or false alarm rate (meditator mean = 0.33, control mean = 0.39, t(26) = -0.75, p = 
0.46).   
4.3.2 Multiple Object Tracking: fMRI Activation 
The Multiple Object Tracking task was averaged across all subjects (n=28) for the 
attend vs. passive contrast and, as expected, activated the Dorsal Attention Network 
(MT+, IPS, FEF and iPCS) and deactivated the Default Mode Network (Figure 4.2). In a 
within-groups analysis conducted for the attend vs. passive contrast separately in the 
meditators and non-meditators (Figure 4.3), meditators (Figure 4.3A) displayed more 
evident suppression then non-meditators (Figure 4.3B) in default mode network areas 
including the angular gyrus and anterior superior temporal sulcus, and greater evident 
magnitude of activation in dorsal attention network areas, including the intraparietal 
sulcus.  In the group average, meditators also displayed a patch of activation in the 
fundus of the superior temporal sulcus in the temporoparietal junction while attending 
that was not evident in non-meditators. In a between-group full-brain GLM comparison 
(Figure 4.4A), the meditators demonstrate significantly greater activation in MT+, the 
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IPS, the FEF and the anterior insula (AI).  They also demonstrate greater suppression 
while attending in the angular gyrus, motor cortex, and left lateralized tgPCS and inferior 
frontal sulcus.  Moreover, the meditators display more activation while attending in the 
RH TPJ and the LH SMG, which are both nodes of the Ventral Attention Network.  
4.3.3 Multiple Object Tracking: Region of Interest Analyses 
In an ROI analysis conducted on the Yeo, Krienan et al. (2011) Dorsal Attention 
Network (DAN) labels and Default Mode Network (DMN) labels across all subjects, a 
significant effect of hemisphere was observed in the DAN (F(1, 26) = 5.04, p < 0.05, 
mean RH = 0.5750, mean LH = 0.4680, effect size = 0.45).  There was no between group 
effect observed in the DAN (F(1, 26) = 3.4, p = 0.08, mean DAN meditators = 0.5870. 
mean DAN controls = 0.4342, effect size = 0.65), and there was no group x hemisphere 
interaction (F(1, 26) = 0.36, p = 0.56). 
A significant effect of group was observed in the DMN, with the meditators 
suppressing DMN significantly more than controls while attending (F(1, 26) = 6.24, p < 
0.05, mean meditators = -0.1938, mean non-meditators = -0.0965, effect size = 0.82).  
There were no effects of hemisphere in the DMN (F(1,26) = 2.16, p = 0.16) and no 
interaction (F(1, 26) = 0.52, P = 0.48). 
The difference in DAN vs DMN activation while attending was also significant 
(F(1,26) = 6.48, p < 0.05, mean meditator difference = 0.7808, mean control difference = 
0.5307, effect size = 0.88).  There were no effects of hemisphere (F(1, 26) = 2.29, p = 
0.14) or interaction effects (F(1, 26) = 0.01, p = 0.93). These results agree with the 
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greater activation in DAN and suppression in DMN evident in the full-brain between-
group average results. 
4.3.4 Relationship between behavior, meditation experience, and BOLD activation 
Prior reports have indicated relationships between meditation experience and 
activation in attention networks while in a meditative state (e.g. (Brefczynski-Lewis et 
al., 2007) – here we examined whether prior experience with meditation demonstrated 
any relationship with the magnitude of activation in the DAN while attending, or 
magnitude of the DAN-DMN difference. Although we collected estimated lifetime 
meditation experience, we did not use it as a variable of interest because it demonstrated 
unreliability as a metric – in many of our meditators, simply multiplying their retreat days 
and hours meditated per day resulted in a number that did not agree with the estimated 
lifetime hours of meditation.  Therefore in the following analyses we used metrics of 
experience (years of meditation practice, days spent on meditation retreats, and minutes 
per week of meditation) that are highly likely to be remembered and reported accurately.  
Amongst the meditators, the magnitude of activation in the DAN while attending 
was not significantly correlated with years of meditation practice (mean years = 7.01; r=-
0.04, p =0.8), or with days spent on meditation retreats (mean retreat days = 291, r=-0.20, 
p = 0.45). A trend correlation was observed between DAN activation and minutes per 
week of meditation (mean = 843; r=0.36, p = 0.06), suggesting that recent mediation 
experience has a larger influence on DAN activation while attending than does lifetime 
meditation experience. 
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Within subjects, the magnitude of the DAN – DMN difference was significantly 
correlated with k score overall (RH r = 0.53, p < 0.01; LH r = 0.47, p < 0.05) and this 
relationship was driven by the control subjects (control RH r = 0.72, p < 0.01; LH r = 
0.74, p < 0.01; meditator RH r = 0.41, p = 0.11; LH r = 0.30, p = 0.26).  In the 
examination of each group, this correlation was significant in the right hemisphere only 
(meditators rh r = 0.54, p < 0.05; controls rh r = 0.61 p < 0.05; meditators lh r = 0.36, p = 
0.17; controls lh r = 0.53, p = 0.07).  DMN suppression was not correlated with k score 
overall (rh r = -0.08, p = 0.68; lh r = -0.32, p = 0.10). DMN suppression and k score was 
significantly related in the controls (control rh r = -0.73, p < 0.05; lh r = -0.84, p < 1 * 
10^ -3 ), but not in the meditators (rh r = 0.27 , p = 0.32; lh r = -0.38, p = 0.89). 
4.3.6 CueBall: Behavior 
The CueBall task (Figure 4.5) combines a spatial cueing task that contains 
occasional invalid cues with the unpredictable presentation of novel oddball distractors. 
Reaction time and accuracy were measured for the identification of target letters (T or L) 
in valid and invalid cueing conditions. Additionally, the influence of oddball distractors 
was examined. One meditation participant exited the scanner due to discomfort prior to 
commencing the cueball task and one more meditation participant was eliminated as an 
outlier due to behavioral performance (mean accuracy = 47.92%).  For the remaining 14 
meditation and 13 control subjects, there were no differences in accuracy between groups 
(meditation mean = 87.30%, control mean = 87.93%, t(25) = -0.2581, p = 0.80).   
As expected, overall reaction time for invalid targets was significantly longer than 
reaction time for valid targets (mean valid = 801ms, mean invalid = 851ms, t(25 = 5.4, p 
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< 0.01 * 10 ^-5).  The magnitude of the difference between invalid and valid targets was 
not different between the groups (invalid vs. valid mean difference in meditators = 42ms, 
in controls = 57ms, t(25) = -0.82, p = 0.42).  Meditators displayed significantly longer 
reaction times than controls on valid trials (125ms longer, t(25) = 2.27, p < 0.05) and a 
trend towards longer reaction times on invalid trials (110ms higher, t(25) = 1.76, p = 
0.09). The slower overall responses of meditators is not easily explained; however, it is 
consistent across trial types. There was no speed-accuracy tradeoff in this dataset (speed-
accuracy correlation r = -0.0798, p = 0.7), and there was no relationship between age and 
RT (r= 0.27, p = 0.17). 
Even though there was no relationship between age and reaction time, there was a 
positive relationship between years of meditation experience and reaction time, with 
more years of experience predicting longer reaction times (r = 0.58, p < 0.05) but no 
relationship between average minutes per week of meditation and reaction time (r = -
0.14, p = 0.61) or retreat days and reaction time (r = 0.31, p = 0.12).  There was no 
relationship between meditation experience and accuracy (years r=0.32, p = 0.24; 
minutes per week r=0.31, p = 0.27; retreat days r=0.25, p = 0.22). 
4.3.7 CueBall: fMRI Activation 
In a group average of all participants pooled together (n = 27), the “oddball vs 
non-oddball” contrast of the CueBall task activates Ventral Attention Network structures 
(Temporoparietal junction and inferior frontal junction) (Figure 4.6).  Both the meditators 
and matched controls demonstrated a similar pattern of cortical activation for oddball 
trials relative to non-oddball trials (Figure 4.7) – each group displayed activation in the 
	  	  
108 
temporoparietal junction, inferior frontal junction, and anterior insula, as was expected 
for this task.  A full-brain between-group average revealed no differences between the 
groups (Figure 4.8). 
4.3.8 CueBall: ROI Analyses  
An ROI analysis was conducted in the Yeo, Krienen et al. (2011) Ventral 
Attention Network (VAN) in the meditators and non-meditators, for both spatial 
reorienting (invalid vs. valid cue) and for oddball (vs. non-oddball) trials separately. 
There were no spatial reorienting effects (Figure 4.8C) by group (F(1, 25) = 0.16, p = 
0.69, meditator mean = 0.000, non-meditator mean = 0.0140, effect size = 0.13) or by 
hemisphere (F(1,25) = 2.16, p = 0.15), and no interaction (F(1, 25) = 1.77, p = 0.20).  
There were also no oddball effects by group (F(1, 25) = 2.05, p = 0.16, meditator mean = 
0.0144, control mean = 0.0862, effect size = 0.13; Figure 4.8C) or hemisphere (F(1, 25) = 
0.22, p = 0.64), and no interaction (F(1, 25) = 0.003, p = 0.95). 
In order to investigate the possibility of more subtle (i.e. not network-wide) 
effects, the temporoparietal junction node of the VAN was examined more closely.  Since 
the TPJ has been shown to demonstrate responsively to oddball stimuli (Figure 4.6, 
Figure 4.7, Chapter 2-3) and attentional reorienting (Chapter 2), we investigated the 
possibility of subtle between-group distinctions in this area that are not evident at the 
network level.  In the prior chapters we identified two TPJ subdivisions, TPJSTS and 
TPJSMG, using the CueBall task.  Here, we wish to compare CueBall activation across 
subject groups. Since it would be circular to use the CueBall task to define these regions 
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of interest, we instead use the TPJ ROIs as defined in the Yeo, Krienen et al. (2011) 
VAN. 
In the TPJ ROI, there were no effects of cue validity between groups (F(1, 25) = 
0.002, p = 0.96, meditator mean = 0.0044, control mean = 0.0021, effect size = 0.12) or 
between hemispheres (F(1, 25) = 1.22, p = 0.28, RH mean = 0.0075, LH mean = 0.1224, 
effect size = 0.06) and no interaction (F(1, 25) = 0.87, p = 0.36).  There were also no 
effects of the oddball stimulus (Figure 4.8B) between groups (F(1, 25) = 0.87, p = 0.36, 
meditator mean = 0.0759, control mean = 0.1409, effect size = 0.34) or between 
hemispheres (F(1, 25) = 0.35, p = 0.56, RH mean = 0.1340, LH mean = 0.0757, effect 
size = 0.31) and no interaction (F(1, 25) = 2.13, p = 0.16). 
We also examined whether the magnitude of DAN activation while attending in 
the MOT task might be related to the magnitude of the oddball effect in TPJ during the 
CueBall task.  It’s possible that high activation in DAN during MOT would predict a 
more transient (i.e. weaker) oddball effect in VAN, operationalized as a negative 
correlation between the two networks across the two tasks. However, no relationship 
between DAN and VAN activation across tasks was evident (r = 0.18, p = 0.38). 
4.4 Discussion 
Here, we investigated activation in cortical attention networks while meditators 
and matched controls conducted two demanding attention tasks. In a sustained attention 
task, meditators demonstrated a greater separation between activity in the Dorsal 
Attention and Default Mode Networks while sustaining attention, relative to controls. 
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Conversely, no differences were observed between meditators and controls during an 
attention capture task.    
4.4.1 MOT:  
Greater DAN Activation and DMN Suppression in Meditators while Attending 
Meditation training consists of sustaining attention on one stimulus (in Vipassana, 
the breath or sensations on the body) for extended periods of time. When an external or 
internal distraction arises (a sound, a memory, a plan), as soon as it is noticed it is 
disengaged from and attention is returned to the stimulus of interest. This active 
engagement with a conventionally non-captivating stimulus (i.e. the breath) and willful 
disengagement from free-flowing thought is highly distinct from typical states of 
conscious experience.  
 In the absence of a given task the mind tends to meandering, self-centered 
thoughts (James, 1892; Smallwood and Schuler, 2006; Killingsworth & Gilbert, 2010; 
Gruberger et al., 2011).  As expressed in Smallwood & Schooler (2006): “Introspective 
evidence is often suspect; yet, certain mental phenomena are so self-evident their 
existence can hardly be questioned. Our propensity for mind wandering is such a 
phenomenon. We all experience our minds drifting away from a task toward unrelated 
inner thoughts, fantasies, feelings, and other musings.” 
Mind wandering and self-related thoughts are correlated with increased activity in 
the Default Mode Network (Gusnard & Raichle, 2001; Cristoff, Mason et al., 2007 
Johnson et al., 2002; Goldberg, Harel and Malach, 2006; Schneider et al., 2008; 
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Andrews-Hanna et al., 2010). Brief mindfulness training has been shown to reduce mind 
wandering (Mrazek et al., 2013) and alter connectivity between nodes of the DMN both 
at rest (Brewer et al., 2011) and while in meditation (Josipovic et al., 2011). Our current 
finding that the DMN is more suppressed in meditators while actively paying attention 
builds on these previous findings.  Based on prior findings, meditators would be expected 
to spend less time “in default” then average, certainly at least during the time they spend 
in active meditation practice (an average of 120 minutes per day for our participants) and 
our results indicate that the chronic DMN suppression during meditation practice could 
transfer to other attentionally demanding tasks outside of meditation.  
Although meditator performance was not significantly different from controls, it 
remains possible that meditators were able to stay on task longer than controls. However, 
due to both the nature of our task and the time resolution of fMRI, we cannot determine 
from these results whether the DMN in meditators was more suppressed in magnitude or 
if the controls were able to achieve the same maximal magnitude of suppression, but 
weren’t able to sustain it for as long.  Recall that a full trial of our sustained attention task 
was nearly 13 seconds.  Our results indicate that the meditators were suppressing DMN 
“more” than controls, but it could also be the case that the controls were more frequently 
oscillating between activating the DAN and activating the DMN while the meditators 
were more effective at sustaining activation in the DAN.  
To disambiguate these two possibilities (meditators are activating the DAN and 
suppressing the DMN more than controls, vs. meditators are able to maintain activation 
in DAN and suppression in DMN over longer temporal intervals) a different task would 
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be ideal.  For example, a graduated continuous performance task (Esterman, Rosenberg 
and Noonan, 2014) is designed specifically to assess the temporal stability of attention.  
Thus, without using EEG, we would be able to assess the temporal qualities of sustained 
attention in the meditators.  
4.4.2 MOT:  
No Behavioral Benefits of Meditation, but BOLD/Behavior Decoupling 
Behaviorally, we failed to replicate a common finding in meditation studies: 
improved performance on tasks designed to measure sustained attention (but see 
MacCoon et al., 2014), and instead demonstrated an intriguing decoupling of behavior 
and BOLD activation in meditators, but not controls, while attending. Typically, when 
performing a multiple object tracking task, as a person’s k score (a measure of how many 
objects they are able to attend to) increases, BOLD activity in the dorsal attention 
network, particularly the intraparietal sulcus, also increases, both within subjects as 
attentional load increases (Culham, Cavanagh and Kanwisher, 2001; Jovicich et al., 2001; 
Drew and Vogel, 2008; Bettencourt and Somers, 2009) and across subjects as k score 
varies (Fougnie and Marois, 2006).  In the current study, we see this expected variation in 
controls, who demonstrated a strong correlation between k score and both DAN 
activation and DMN suppression.  No such relationship existed in the meditators. 
Although the N is not large in this study, the failure to observe the expected relationship 
between BOLD signal and number of attentionally tracked objects could reflect diverse 
effects of training on attention networks across the meditator group. For instance, 
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meditation training could lead to: 1) increased ability to continue attending, thus yielding 
an increase in BOLD in the DAN); and 2) increased attentional efficiency, thus lower 
DAN activation required for a particular performance level. 
Additionally, since the early stages of meditation training specifically encourage 
single-pointed attention on a particular object of interest, asking meditators to divide their 
attention over four objects was perhaps not an optimal way to assess the attentional 
benefits of meditation training. A parametric variation of the number of tracked items 
might prove useful in future studies. 
Furthermore, if meditation experience is associated with improvement in 
sustained attention, examining behavior at the end of each run or each scan session (i.e. 
comparing the first two runs to the last two runs), relative to the beginning, could reveal 
differences between the two groups (Lazar et al., 2000; MacLean et al., 2010) due to 
attentional fatigue in the controls, but not the meditators.  
The results from the multiple object tracking task, when taken together, raise an 
interesting possibility: meditation might not increase attentional capacity, but rather the 
ability to sustain attention over time.  In order to test this with fMRI, a gradCPT task 
would be useful for future investigations. 
4.4.3 CueBall: No Cost in Attentional Capture Associated With Meditation 
Our attention capture task combined task-relevant spatial reorienting with rare, 
task-irrelevant oddball stimuli.  On every trial, a discrimination response was required for 
a single target appearing at an expected (valid) or unexpected (invalid) spatial location, 
and on 1/6th of total trials, the target letter presentation was followed by a rapid 
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presentation of five highly engaging images. Meditators did not display differences in 
either reaction time when reorienting spatially to an unexpected target, or in cortical 
activation when interrupted by task-irrelevant salient oddball distractors. In order to 
confirm that the lack of effect observed in cortex at the network level was not due to 
more subtle between-group differences localizable to the TPJ, an area known to be active 
during both spatial reorienting and oddball stimulus processing, we also examined 
between-group effects in only the TPJ.  Even at this finer level of examination, no 
between-group differences were evident for spatial reorienting or oddball stimulus 
processing.  
We also fail to observe previously well-documented laterality effects in TPJ 
(Corbetta and Shulman, 2002; Corbetta, Patel and Shulman, 2008; Shulman et al., 2009; 
but see Geng and Vossel, 2013; de Haan et al., 2015) during both spatial reorienting and 
oddball stimulus processing. Here we observed no hemispheric differences, effect of 
group, or interaction between group and hemisphere across the ventral attention network 
as a whole or in TPJ specifically.  While other groups have reported bilateral TPJ 
activation for spatial reorienting (DiQuattro and Geng, 2011; de Haan et al 2015) and 
evident bilateral TPJ with functional connectivity (Igelström, Webb and Graziano, 2015), 
here we see trend-level right lateralization in only the control group, not the meditators. 
Further research with a larger control and meditation group is necessary in order to 
determine whether this trend-level difference in lateralization is characteristic in 
meditation populations. 
	  	  
115 
4.4.4 CueBall: Longer RTs in Meditators Independent of Trial Type  
The longer RTs in the meditators relative to the non-meditators for the Posner 
component of CueBall are not indicative of a longer time to reorient; while RTs are 
longer for meditators overall, the invalid vs. valid difference is the same across groups. 
There’s no difference in time to reorient and respond between groups.  It has been shown 
that in frontoparietal areas, longer RTs correlate with amplitude increases in the BOLD 
response, (Yarkoni et al., 2009); however, we don’t see a significant difference in DAN 
frontoparietal activation between meditators and non-meditators in the attention capture 
task. 	  
4.4.5 Summary  
Here, we have investigated trait level differences between meditators and non-
meditators under highly demanding attentional conditions. We have shown that 
meditation experience correlates with greater activation in the DAN and greater 
suppression in the DMN when attention must be sustained, with no associated cost for a 
task-relevant stimulus in either VAN activation or behavior. Although these results are 
cross-sectional and thus correlational, they are the first fMRI measures, to our 
knowledge, of meditators during a non-meditation attentional task.  The primary findings 
are consistent with positive effects of meditation training on attentional brain networks 
for sustained attention and filtering out of distracting stimuli. Promising topics for future 
studies include direct examination of the duration of sustained attention (by using a 
gradual continuous performance task or an analogue), and longitudinal, pre- and post-
training studies of the effects of meditation on the brain’s attentional networks.  
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4.6 Figures & Tables 
	  	  
Figure 4.1 The Multiple Object Tracking (MOT) Task  
The MOT task is designed to localize areas of the cortex responsible for sustained, 
focused attention (i.e. the dorsal attention network).  Participants fixate a central cross for 
the duration of the run.  “Attend” trials, indicated by four red disks at trial outset, 
alternate with “passive” trials, indicated by 12 red disks.  Following the two second trial 
outset, all disks turn white and begin to move smoothly on the screen.  During “attend” 
trials, participants must keep track of the four initial red (now white) disks as they move.  
During “passive” trials, there is no attentional demand, aside from fixation.  Following 
12.7 seconds of motion, disks are once again stationary and one “probe disk” turns blue.  
During “attend” trials, participants indicate whether the probe corresponds to one of the 
four disks which they were tracking and on “passive” trials participants make a random 
button press at the appearance of the probe.  Thus, all bottom up visual and top-down 
motor processes are controlled across trials while only attention is manipulated.     
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Figure 4.2 Multiple Object Tracking Localizes the Doral Attention Network in a 
Group Average.   
The MOT group average, containing 16 meditators and 14 non-meditators, for the “attend 
vs passive” trials localizes Dorsal Attention Network areas (MT+, IPS, FEF, and iPCS) 
and deactivates the Default Mode Network.   	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Figure 4.3 Meditators and Non-Meditators demonstrate different patterns of 
activation while attending.   
Within-group averages for the meditators (n=16) and non-meditators (n=14) for the 
“attend vs passive” contrast of the Multiple Object Tracking task, shown at the same 
threshold (min = p ≤ 0.01, max = p ≥ 0.00001).  Meditators display greater spatial extent 
of activation in the Dorsal Attention Network and more apparent deactivation in the 
Default Mode Network when paying attention.  	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Figure 4.4 Meditators and Non-Meditators demonstrate different levels of activation 
in the Dorsal Attention Network and deactivation in the Default Mode Network 
while attending.  
A) between-group fixed effects average of the meditators vs the non-meditators for the 
“attend vs passive” contrast.  Meditators demonstrate significantly more activation in all 
nodes of the Dorsal Attention Network (MT+, IPS, FEF, iPCS) and more deactivation in 
the Default Mode Network (inferior temporal cortex, angular gyrus).  B) Both groups 
demonstrate significantly higher levels of activation in the Dorsal Attention Network and 
deactivation in Default Mode Network while attending, with the meditators (orange) 
showing greater suppression in DMN than the non-meditators (purple).  
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Figure 4.5 Cue-Ball Task Trial Structure & Timing.  
The CueBall task is designed to localize Ventral Attention Network structures both by 
demanding spatial reorienting and by presenting infrequent, novel, and highly salient 
oddball stimuli to induce attentional capture.  A) Examples of each of 3 trial types (Valid, 
Invalid, Oddball). Each trial began with a spatial cue indicating one of 6 possible 
locations (dashed lines in B, dashed lines were not visible during the experiment). 
Following an inter-stimulus interval, the target appeared.  The target was the letter “T” or 
“L” and could appear upright or inverted.  The cue could be valid (target appears at the 
cued location) or invalid (appears in an uncued location). Following the target, a mask of 
superimposed “T’s and “L”s was presented at all possible target locations.  On a 
randomly selected 1/6 of trials, a task-irrelevant RSVP stream of 5 vivid, full-screen, 
session-unique “oddball” distractor images appeared behind the letter mask, each with 
100 msec duration. B) Trial Timing: The orienting phase was 5.2 seconds in total, with 
cue duration randomly jittered from 1.5 – 3.0 seconds and the fixation cross ISI 
accounting for the remaining 5.2 seconds.  Following the orienting phase, the target 
appeared for 500ms, followed by the mask or oddball mask for 500ms.  The 
mask/oddball distractor phase was followed by an inter-trial interval of 1.6 seconds.  
Participants were asked to indicate the identity of the target letter (T or L).   	  	  	   	  
	  	  
121 
	  	  
Figure 4.6 CueBall Task Localizes Ventral Attention Network in a group average.   
The CueBall group average, containing 15 meditators and 14 non-meditators for the 
“oddball vs non-oddball” contrast, localizes the Temporoparietal Junction and the 
Inferior Frontal Junction of the Ventral Attention Network.  
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Figure 4.7  Meditators and Non-Meditators display similar cortical patterns of 
activation during bottom-up attentional capture.   
Within-group averages for the meditators (n=15) and the non-meditators (n=14) for the 
“oddball vs. non-oddball” contrast of the CueBall task, shown at the same threshold (min 
= p ≤ 0.01, max = p ≥ 0.00001).   
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Figure 4.8 Oddball Effects in VAN in Meditators and Non-Meditators.  
A) In a between-group fixed effects average of the meditators vs. the non-meditators 
during attentional capture, as reflected in the “oddball vs. non-oddball” contrast, no group 
differences are evident in the full brain between group average.  B) The TPJ node of the 
Yeo, Krienen et al. parcellation of the ventral attention network does not display laterality 
effects or group differences for oddball trials.  C) In an ROI analysis including only 
vertices in the Yeo, Krienen et al. (2011) parcellation of the Ventral Attention Network, 
the meditators and controls demonstrate no difference in Ventral Attention Network for 
spatial reorienting or oddball appearance. 
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CHAPTER FIVE: Summary and Discussion 
 5.1 Summary of Results 
5.1.1 Restatement of Original Goals 
The experiments presented here were conducted to elucidate visual and cognitive 
response properties in human cortical attention networks. Here, I presented three 
experiments with the following goals: A) to develop a method localizing the 
temporoparietal junction (TPJ) node of the Ventral Attention Network in individual 
subjects (Chapter 2), B) to parcellate subregions of the TPJ responsible for attention, 
Theory of Mind, and behavioral inhibition processes (Chapter 3), and finally C) to 
investigate the effects of long term focused attention meditation practice on activity in 
cortical attention networks while conducting attention (i.e. not meditation) tasks (Chapter 
4).   
5.1.2 Summary of Results from Experiment 1 
 Experiment 1 involved developing and testing a novel fMRI paradigm 
(“CueBall”) to localize the TPJ in individual subjects. The paradigm combined two forms 
of attentional reorienting – participants directed and shifted attention in a spatial cueing 
task that was infrequently interrupted by a rapid serial visual presentation stream of 
unique, task irrelevant “oddball” distractor images.  In order to facilitate deployment of 
spatial attention, the spatial cueing task required a target discrimination (letter “T” or 
“L,” presented rightside up or upside down) rather than the standard target detection.  
Participants performed the task at 86% accuracy and displayed the excepted reaction time 
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cost of spatial reorienting following an invalid cue (40 ± 6ms).  The contrast of ‘oddball 
distractor’ to ‘non-oddball’ trial revealed bilateral TPJ activation, both at the group 
average level and in individual hemispheres. In individual hemispheres, two bilateral 
patches of activation were evident in the vicinity of the TPJ, one in the fundus of the 
superior temporal sulcus (TPJSTS) and the other in the supramarginal gyrus (TPJSMG). 
Oddball responsivity localized to these two bilateral patches is stable over time – in two 
subjects we acquired three separate scan sessions separated by over a year and observed 
similar activation patterns across all three sessions. The contrast of ‘invalid cue vs. valid 
cue’ revealed a right-lateralized area in the fundus of the superior temporal sulcus at the 
group average level, but not at the individual subject level.  When an ROI analysis was 
conducted in the area localized by the oddball trials, significant spatial reorienting 
(invalid vs. valid cue) effects were found in bilateral TPJSTS and in the LH, but not RH, 
TPJSMG. In an ROI analysis conducted in the group-average ROI defined by cue validity 
effects, every subject displayed greater activation for oddball trials in that ROI, even 
though it was defined using the spatial cueing contrast.  
 These results indicate that oddball distractor stimuli are effective for localizing 
the ventral attention network TPJ in individual subjects. The experiments described in the 
subsequent chapters employ this task in order to localize TPJ in individual subjects. 
5.1.3 Summary of Results from Experiment 2 
 The anatomical term temporoparietal junction refers to a large region of the 
cerebral cortex and activation in TPJ has been reported in group average analyses for a 
range of tasks, including attentional reorienting, behavioral inhibition, and Theory of 
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Mind. The goal of Experiment 2 was to functionally parcellate this region of cortex in 
individual subjects, using four different task paradigms. Our CueBall task, a standard 
Theory of Mind task, and a Stop Signal behavioral inhibition task - each were expected to 
drive activation within TPJ. Additionally, the Multiple Object Tracking task, which 
requires sustained attention, was expected to deactivate default mode network structures 
near TPJ.  This experiment had several possible outcomes: first, each task could activate 
a distinct subregion within TPJ, strongly implying that attention, Theory of Mind, and 
behavioral inhibition are drawing on different cognitive components; second, the three 
tasks could completely overlap, agreeing with most prior group average results and 
suggesting that attentional reorienting, behavioral inhibition and Theory of Mind are 
manifestations of a shared cognitive component; or alternately, we could observe a more 
complex pattern with multiple subregions, each supporting one or more of our tasks (e.g. 
a set of distinct areas with overlap at the edges). 
 At the group average level, we observed a large overlap in the posterior TPJ 
extending into angular gyrus between a region that was deactivated for Multiple Object 
Tracking and activated for Theory of Mind; we refer to this region as TPJAG. Moving 
anterior and ventral, there was overlap between Theory of Mind and CueBall in the 
fundus of the superior temporal sulcus near the area identified as TPJSTS in Experiment 1.  
Moving anterior, there was overlap between CueBall and Stop Signal localized patches in 
the TPJSTS and in TPJSMG.  
 The relative pattern of overlap observed at the group average level was also 
evident at the individual subject level, but importantly the group average results 
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overestimated the extent of the overlap, in all cases. At the individual subject level, each 
task demonstrated both distinct areas of activation and areas of overlap with at least one 
other task. In an ROI analysis conducted on the localized regions at the individual subject 
level, the MOT localized area also significantly responded to the Theory of Mind task but 
not the CueBall or Stop Signal tasks.  The region localized by the CueBall task did not 
respond significantly to any of the other tasks.  The Stop Signal region responded to the 
CueBall, but not the other two tasks, and the Theory of Mind region demonstrated 
deactivation in the MOT task and no response to the two other tasks.   
 These results, taken together, indicate that: 1) Multiple Object Tracking and 
Theory of Mind recruit a common area, TPJAG, which likely lies in the default mode 
network; 2) Theory of Mind also recruits a region, TPJSTS, that is one of the regions 
recruited by attentional reorienting (i.e. TPJSTS); and 3) attentional reorienting and 
behavioral inhibition demonstrate overlap more anterior in the supramarginal gyrus, 
TPJSMG, indicating that these two tasks may be recruiting a common cognitive component 
of contextual or prediction updating.      
5.1.4 Summary of Results from Experiment 3 
 The goal of Experiment 3 (Chapter 4) was to examine attention network 
activation in highly experienced meditators while they conducted demanding attention 
tasks.  Prior imaging work on meditation has largely focused on neural correlates of the 
meditative state, but here we sought to examine trait level changes associated with 
meditation experience. We recruited 16 experienced meditators and matched controls and 
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had them perform the Multiple Object Tracking (i.e. sustained attention) and CueBall (i.e. 
attentional capture) tasks described in prior chapters.  
 When sustaining attention, the meditators activated the dorsal attention network 
and suppressed the default mode network more than matched controls. Conversely, there 
was no associated cost in the attentional capture task, either behaviorally or in magnitude 
of cortical activation. Due to the nature of fMRI and our task, we cannot determine 
whether the meditators were displaying a different magnitude of DAN activation and 
DMN suppression while attending, or whether they were simply able to sustain these 
levels of activation over longer temporal intervals. These results are the first to our 
knowledge demonstrating fMRI assessment of attentional performance in experienced 
meditators.     
5.2 Discussion 
5.2.1 Importance of an Individual Subject Approach for Investigating Temporoparietal 
Junction  
 The anatomical structure (sulcal/gyral patterns, branching of sulci) of human 
cortex displays considerable variation across people.  Different parts of cortex display 
varying degrees of intersubject variability – the calcarine for example is relatively stable 
in its anatomical location and morphology across people, while frontal areas such as the 
caudal inferior frontal sulcus display considerably more variability. As a general rule, 
intersubject variability increases along a posterior – anterior gradient, with structures in 
the occipital cortex and motor areas demonstrating consistency across subjects and 
frontal areas such as orbitofrontal cortex displaying greater variation.  The 
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temporoparietal junction violates this posterior anterior gradient of variability. Although 
it is just anterior to early visual areas, the dorsal branch of the superior temporal sulcus 
displays high variability between subjects anatomically (Van Essen, 2005), in its visual 
response properties (Hasson et al., 2004), and its functional connectivity profile (Mueller 
et al., 2013). Thus, fine distinctions that could be evident at the individual level may be 
blurred together by the anatomical and functional spatial smoothing that occurs when 
resampling individual hemispheres into a common space, necessitating an individual 
subject approach when investigating the temporoparietal junction.    
 Unlike regions of the Dorsal Attention Network, which can be robustly localized 
in individual subjects using fMRI, regions of the Ventral Attention Network are difficult 
to identify in individual fMRI subjects. This challenge may reflect a limitation of fMRI, 
which has sluggish temporal properties, in tracking the activation of transient cognitive 
processes, such as re-orienting, which likely occur within the Ventral Attention Network. 
Our approach to overcome these limitations was to utilize vivid, novel, and highly 
engaging visual distractor stimuli which were presented at unpredictable times.  The 
intent was to produce a very robust “oddball” response with each such presentation.  In 
Chapter 2, we demonstrate the success of this approach in identifying two separate, 
bilateral TPJ subdivisions reliably in individual subjects, using 10-12 runs of the CueBall 
task. 
 The goal of Chapter 3 was to build on this CueBall paradigm from Chapter 2 to 
examine functional organization in TPJ function in individual subjects.  Since this 
research question required running multiple paradigms, we needed to reduce the number 
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of scan runs of the CueBall task in order to make time for the other tasks.  Although our 
preliminary analysis had indicated that 4 runs of CueBall was sufficient for TPJ mapping 
in individual subjects, these reduced number of runs varied in their effectiveness in 
driving significant activation in individual TPJs.  As a result, our study was somewhat 
under-powered relative to our expectations in the experimental design.  In Chapter 3, 
both group-average and individual subject analyses were presented, and the general 
pattern was confirmed in both analyses.  Since the group analysis indicated 3 subregions 
of overlapping functionality, it was critical to have within-subject analysis to confirm that 
these shared regions truly exist in individuals, rather than merely reflecting a ‘false 
overlap’ reflecting spatial smearing in the group averaging.   
The design of the meditation study in Chapter 4, did not permit us to apply the 
CueBall individual subject localization in TPJ. Since the primary TPJ-related goal was to 
compare CueBall activation across two groups, meditators and controls, it would have 
been logically circular. Therefore, the analyses in Chapter 4 relied on regions of interest 
defined in a separate group of subjects (n=1000; Yeo, Krienan et al., 2011).  
5.2.2 The TPJ Localized by Attentional, Theory of Mind, and Stop Signal Tasks 
Demonstrate Both Overlap and Unique Activation at the Individual Subject Level 
  Prior studies employing group-averaging methods have reported TPJ activation 
across a wide range of tasks, including attentional reorienting, Theory of Mind, and 
behavioral inhibition.  As demonstrated above, anatomical and functional variability in 
TPJ may result in artifactually confounding subtle functional divisions putatively evident 
at the individual subject level. By employing our CueBall task, we were able to 
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investigate individual subject level distinctions in TPJ.  We found that while each task 
had some area of distinct evoked cortical activation, there was also a large extent of 
overlap at the individual subject level for default mode network structures and Theory of 
Mind structures, separate overlap for Theory of Mind and attentional reorienting areas, 
and overlap in an anterior region for attention reorienting and behavioral inhibition. 
 We observed extensive overlap between the default mode network and areas 
activated for putative Theory of Mind processes in the angular gyrus, a division of TPJ 
we’ve named TPJAG.  To our knowledge, this is the first study to combine an active (i.e. 
not resting state) default mode network localizer with the Theory of Mind localizer at the 
individual subject level. Recall that the stories included in the “belief” condition of the 
Theory of Mind task were chosen according on an item analysis sorted by TPJ activation 
(Dodell-Feder et al., 2011; Lee and McCarthy, 2016). Callejas, Shulman and Corbettta 
(2011) and others (Scholz et al., 2009) have reported significant reaction time differences 
between the Theory of Mind stories and non-Theory of Mind stories, with Theory of 
Mind RTs significantly faster than non Theory of Mind, implying greater working 
memory load in the non-Theory of Mind conditions. Since TPJ is known to be 
deactivated during demanding working memory tasks (Todd, Fougnie and Marois, 2005; 
Schon et al., 2009), it’s possible that the evident activation in TPJAG in the Theory of 
Mind task is in fact relative deactivation in the control condition due to greater working 
memory demand.  
 The cortical overlap between attention reorienting and Theory of Mind structures 
has been the subject of much debate, including empirical studies at the group average 
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level indicating both that that they do not overlap at all (Scholz et al., 2009), and that they 
overlap extensively (Mitchell, 2008).  Meta-analytic and review studies have proposed 
that the two areas inhibit one another such that evident co-activation in one area is a 
release from inhibition in the other area (Kubit & Jack, 2013), or that co-activation in TPJ 
for attention and mentalizing indicate a shared cognitive component of both tasks 
(Schuwerk et al., 2017) such as contextual updating (Geng and Vossel, 2013) or bottom-
up attention (Cabeza et al., 2012). Work in this dissertation contributes to this ongoing 
debate by extending the investigation to the individual subject level and concluding that 
the overlap at the group average level remains evident at the level of individual subjects 
in the posterior aspect of the TPJSTS.  Here we propose that the area of overlap between 
ToM and CueBall relates to an orienting response commonly recruited by the onset of 
oddball stimuli and the onset of the question in the Theory of Mind task in the “belief” 
condition, as both stimuli involve moving from a task-independent (introspective) state to 
a perceptive stimulus processing state.  
 We also observed significant overlap between the CueBall oddball stimuli and 
Stop Signal processes in the anterior TPJ in the superamarginal gyrus (TPJSMG). Both of 
these events (oddball, Stop Signal) involve a violation of the more common trial structure 
in their respective experiments. Geng and Vossel (2013) proposed the “contextual 
updating” hypothesis of TPJ function, proposing a more domain-general (i.e. non-
attentional) role for TPJ in updating internal models of the environment. It is possible that 
these two seemingly disparate tasks are recruiting the same cortical regions (TPJSTS and 
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TPJSMG) because they are involved in a cognitive process of re-assessing a current 
expectation or prediction about the environment. 
 These results demonstrate individual subject level distinctions between tasks 
commonly thought to recruit the same cortical area (the TPJ). Results from this 
dissertation have advanced our understanding of TPJ recruitment across these task types 
by demonstrating that evident overlap is less than observed at the group average level but 
still present and revealing distinct areas of overlap between default mode network 
structures and Theory of Mind areas in TPJAG, between Theory of Mind and attention 
reorienting in TPJSTS, and between attentional reorienting and behavioral inhibition in 
TPJSMG. 
5.2.3 Experienced Meditators Demonstrate Greater DAN-DMN Separation While 
Sustaining Attention 
 Results from this dissertation demonstrate differential activation between dorsal 
attention network and default mode network areas in experienced meditators while 
performing a demanding sustained attention task. When required to sustain attention to 
multiple moving objects continuously over a period of 13 seconds, meditators displayed a 
greater magnitude of differential activation between dorsal attention and default mode 
networks.  Due to the slow temporal resolution of fMRI and the nature of our task, we 
cannot tell from these results whether the meditators are reliabily demonstrating 
differences in the magnitude of activation in these networks or whether they are simply 
sustaining activity in the dorsal attention network (and thus suppressing default mode 
network) over a longer temporal interval while the controls are instead oscillitaing 
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between activation in the two networks. Nonetheless, these results are the first to 
investigate with fMRI the well-documented attentional differences between meditators 
and non-meditators while paying attention. The task demands of meditation itself require 
sustaining attention on an object of interest (usually the breath) for extended periods of 
time (usually two hours per day in our subjects) and, when the mind inevitably wanders, 
to notice the wandering and bring attention back to the breath.  The results described in 
this dissertation suggest that the repeated experience of disengaging from stereotypically 
default mode network produced self referential thought patterns and returning attention to 
an object of interest (i.e. the breath) for many hours per day translates “off the cushion” 
and into other attentionally demanding situations.    
5.3 Future Directions 
5.4.2 Experiment 2 
5.4.2.1 Investigate Working Memory Load with Individual RTs vs. TPJ BOLD analysis 
Scholz et al. (2009), in a study comparing Theory of Mind to attentional reorienting, also 
report a significant reaction time difference between their belief and photo conditions 
(belief = 2640ms and photo = 2800ms; n=21). We did not replicate this behavioral effect 
in the current dataset, likely due to lack of power – we had 10 trials per condition per 
subject, and three subjects’ data were not recorded.  Thus each condition had only total 
70 trials.  We could, however, investigate this effect by correlating RT with rTPJ 
activation in each of our subjects independent of story type, hypothesizing that the shorter 
RTs would also demonstrate more TPJ activation. A follow-up study that uses a moving 
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window paradigm to present each story and models the reading phase, information 
extraction phase, and question phase separately would be a more precise way to examine 
Theory of Mind processes independent of working memory or attentional load. 
5.4.2.2 Investigate Resting State Functional Connectivity in Unique and Overlapping 
Aspects of Task-Evoked Activation 
 We acquired resting state data on every subject in Experiment 2 (n = 10). 
Conducting resting state connectivity analysis on TPJ seeds has proven challenging in the 
past – some of our data from Experiment 1 (presented at the Cognitive Neuroscience 
Society Annual Meeting in 2014) seemed to indicate a posterior / anterior division in 
resting state connectivity profiles in TPJSTS vs. TPJSMG respectively, but results were 
highly variable between subjects.  The results of Experiment 2 provide a potential 
explanation for this variability – since we were only using CueBall to localize the TPJ, 
we were also seeding our analysis with the parts of TPJSTS that overlap with orienting / 
vigilance processes and the parts of TPJSMG that overlap with contextual updating 
processes.  Experiment 3 allows us to build a set of seeds for each subject with the 
vertices unique to each task and also the vertices that overlap between tasks, enabling us 
to investigate connectivity profiles at a spatially precise level.  
5.4.2.3 Methods: Permutation of Labels to Build a Null Distribution  
 In order to test the significance of overlap of the labels, here we used an Over-
Representation Analysis (ORA) based on a hypergeometric distribution.  This test, 
commonly used in genetics research (Khatri, Sirota and Butte, 2012) detects statistically 
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anomalous intersects of two sets within a search space. Here, we observed significant 
overlap between the Theory of Mind activation and MOT deactivation, the CueBall and 
Theory of Mind activation, and the CueBall and Stop Signal activation. However, unlike 
(for example) upregulated genes within a sequence, our labels are by definition 
contiguous and thus each vertex is not fully independent. Therefore we could be 
overestimating the significance of our overlap. Thus, it would be sensible to supplement 
the ORA with a bootstrapped permutation test wherein we define each pair of labels as 
ellipsoids and iteratively randomly select co-ordinates within the search space for each 
centroid and observe the overlap.  This would build a within-hemisphere null distribution 
of overlaps within each subject against which to test the observed overlap. 
5.4.3 Experiment 3: 
5.4.3.1 Investigate Attentional Stability with a Gradual Onset Continuous Performance 
Task 
 Our sustained attention task required dividing the focus of attention over four 
moving objects simultaneously.  While this task has the advantage of requiring stable 
attention over an extended temporal interval, there is only one behavioral probe 
approximately every 13 seconds. Building on our results, a task that measures attentional 
engagement at a more fine-grained temporal scale would be ideal to examine the 
unanswered question of whether the meditators are activating dorsal attention network 
and suppressing default mode network more than controls, or whether they’re 
maintaining activation in dorsal attention network more stably over extended time 
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periods. A gradual onset continuous performance task (gradCPT; Esterman, Rosenberg 
and Noonan, 2014), designed to assess whether participants are “in the zone” or “out of 
the zone” and the neural correlates of each state, would be an ideal follow up paradigm.  
5.4.3.2 Assessing Meditation ‘Expertise’ With Breath Counting 
 Assessing meditation experience or “expertise” has been a contentious issue.  
Lifetime hours of meditation can be difficult to estimate, and are also not necessarily 
equal metrics across participants (e.g. one participant’s “hour 1000” could occur in the 
context of a 90-day retreat while another’s could occur in the context of a 10-minute 
session). Trait measures of mindfulness exist but their reliability has been debated, 
particularly after a study showed that undergraduate binge drinkers scored high on trait 
mindfulness as assessed with the Freiburg Mindfulness Inventory (Leigh, Bowen and 
Marlatt, 2005).  Here, we used four different measures to quantify meditation experience: 
estimated lifetime hours spent in meditation, minutes per day (past year average), days 
spent on retreat, and years since beginning to meditate.  After we conducted Experiment 
2, Richard Davidson and colleagues (Levinson et al., 2014) published a convincing 
metric for assessing meditation ‘expertise:’ accuracy in a breath counting task. This task, 
in which participants spend 15 – 18 minutes silently counting breaths in a loop from 1 – 
9, pressing one response button for breaths 1 - 8 and another for 9, provides a validated 
and quantative way to assess trait-level mindfulness.  Any follow-up study should 
employ a breath counting method alongside experience questionnaires to assess 
meditation “expertise.” 
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5.4.3.3 Longitudinal Training Study of Novice Meditators 
 Our current study cannot make any inferences about the direction of causality in 
the relationship between meditation and the assessed attention effects.  It’s possible that 
each meditator possessed high trait level attentional abilities prior to embarking on a 
meditation practice and achieving greater than 5000 lifetime hours of meditation 
experience.  Perhaps those without such trait level attentional predisposition would quit 
after 5000 seconds.  The results of Experiment 3 demonstrated differences in sustained 
attention between meditators and matched controls.  Taken together, this future directions 
section directly suggests two follow up studies: one cross sectional with a breath counting 
metric and gradCPT in meditators in order to validate the efficacy of the tools. Since 
breath counting is a continuous measure that varies with meditation experience this study 
wouldn’t necessarily require a control group, but could be conducted on meditators from 
the local community with varied levels of experience. Subsequently, after demonstrating 
the efficacy of the gradCPT to assess trait-level differences between meditators, a 
longitudinal study could be conducted in which meditation novices (perhaps recruited via 
guided meditation apps like Insight Timer and Headspace.io or in partnership with a 
retreat center such at the Insight Center in Barre, MA or The Garrison Institute in New 
York) undergo at least three fMRI scans: before attending an intensive retreat, 
immediately following the retreat, and six months to one year post-retreat. An active 
control for the meditating group could be a “health and wellness” intervention group 
where participants would listen to lectures about nutrition and exercise and could also do 
“sham mindfulness” (Zeidan et al., 2016).  Retreatants could use Insight Timer to track 
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their meditation sessions over the duration of the year while the control group could use 
My Fitness Pal to track nutrition, with the advantage that both of these datasets would be 
available to the researchers. If, after one year, maintaining a meditation practice improves 
trait level mindfulness (assessed with breath counting) and attentional efficacy (assessed 
with the gradCPT task), those results would have the potential to impact curriculum 
decisions in attentionally-demanding fields, such as surgery, as well as treatment 
decisions for attentional disorders such as ADHD.   
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