In this paper, we study optimization methods in continuous-time and design a novel gradient flow scheme which converges to the optimal point of the convex objective function in a fixed time from any given initial point. We consider the problem under two set of assumptions, strict-convexity and gradient-dominance, and prove fixed-time convergence under both set of assumptions. We present a modified Newton's method which exhibits fixed time of convergence under very mild conditions. We then present a method for a convex optimization problem with linear equality constraints that, under certain regularity and convexity assumptions, converges to the optimal point of the problem in a fixed time. Finally, we take up the min-max problem and design a modified scheme for the saddle-point dynamics so that the optimal solution can be obtained in a fixed time.
Introduction
It is well known that the strict minima of a function f (x) are stable equilibria of the Gradient Flow (GF) systemẋ = −∇f (x), and that, if the level sets of f are bounded, then the trajectories converge asymptotically to the set of critical points of f . This method is known as Gradient Descent in the discrete setting. GFs are employed in a wide range of applications, including optimization [1] , parallel computing and motion planning [2] (see also, [3] ). Details on how to how to design gradient systems for optimization purposes can be found in [1] ; see also [4] which thoroughly discusses gradient descent flows in distributed computation.
From application point of view, gradient-based methods have been used in variety of problems, including machine learning [5] . In [6] , the authors develop a accelerated gradient method for trace-minimization problem, while motivating the problems from machine learning, image processing and automatic control perspective.
There is a plethora of work on asymptotic convergence analysis of GF, for an overview, see [7] . Recent work, e.g., [8, 9] , has focused on exponential stability of the gradient-flow based methods. Much of the work assumes strong or strict convexity of the objective function for exponential stability. As shown in [10] , this condition can be relaxed by assuming that the function only satisfies the so-called PL-inequality, or is gradient dominated. In [11] , the authors show, under various conditions, such as star-convexity, uniform convexity, and gradient-dominance, that the convergence-rate can be super-linear. Other methods include Bregman Lagrangian flows [12] , where instead of standard gradient flow, Euler-Lagrange equations for the Bregman-Lagrange flow is studied for super-linear convergence. While super-linear convergence guarantees that the scheme can reach arbitrarily close to the optimal point very fast, it would still need infinite time to exactly reach the solution.
Another set of problems, where GF is used popularly is the Saddle-point dynamics for the Min-max problems. In [13] , the authors show asymptotic stability of the saddle-point dynamics, and have applied the developed methods to the applications, such as Internet-congestion control and Network-utility Maximization. More recently, in [14] , the authors develop general techniques for deriving minimax bounds under local differential privacy constraints. Lagrangian based primal-dual problems are one example where min-max problems naturally arise. In [15, 16] , the authors discuss the conditions under which the saddlepoint dynamics can have global asymptotic convergence. In [17] , the authors show global-exponential stability of the gradient-based method for primal-dual gradient dynamics.
While much research has been done on accelerating the gradient-based methods for faster convergence, it is to be noted that this accelerated convergence is still asymptotic, i.e., in theory, it takes infinite time for convergence, and subsequently, infinite number of steps in the discretized implementation. This is the primary motivation of our work in this paper, to study finite-time (and fixed-time) convergence of the gradient based methods. Finite-Time Stability (FTS) has been a well-studied concept, motivated in part from a practical viewpoint due to properties such as achieving convergence in finite time, as well as exhibiting robustness with respect to disturbances [18] . Classical optimal control theory provides several examples of systems that exhibit convergence to the equilibrium in finite time [19] . The authors in [20] focus on continuous autonomous systems and present Lyapunov-like necessary and sufficient conditions for a system to exhibit FTS, while in [21] they provide geometric conditions for homogeneous systems to exhibit FTS. [22] extended the notion of FTS from autonomous to time-varying dynamical systems, see also [5] . One of the limitations of FTS is that the time of convergence, though finite, depends upon the initial condition, and in most of the cases, cannot be upper-bounded. Motivated from this, the authors in [23] have studied Lyapunov-like conditions which can establish Fixed-time stability, which essentially means that the finite time of convergence is bounded for all initial conditions.
All of the aforementioned work on the accelerated method and other optimization schemes only guarantee asymptotic convergence to the optimal point. In this paper, we present a modified GF so that the convergence can be guaranteed in a fixed time for any initial condition. We also modify the Newton's method so that it achieves fixed-time convergence. Then, we study the convex optimization problem with linear equality constraints and show how one can obtain the optimal point in a fixed time, under certain conditions on the smoothness and convexity of the objective function. Lastly, we redesign the general saddle-point dynamics so that the optimal point (the saddle point) can be obtained in a fixed time. To the best of authors' knowledge, this is the first time the fixed time analysis has been done for the GF based methods for continuous optimization, including unconstrained optimization as well as the saddle-point dynamics.
The paper is organized as follows: Section 2 presents an overview of the theory of FTS. In Section 3 we present the modified gradient flows and show fixed-time convergence to the minimizer under two different conditions on the convex objective function. In Section 4, we study the saddle-point dynamics, by first taking up the convex optimization problem with linear equality constraints and then, take-up the general Saddle-point dynamics. In Section 5, we discuss the limitation of the theory of finite-(or fixed-) time stable system in regards with discretization and layout foundation for the future work in the open areas. Our conclusions and thoughts on future work are summarized in Section 6.
Overview of Finite-Time Stability
Let us consider the system:ẏ = f (y(t)),
where y ∈ R, f : R → R and f (0) = 0. In [20] , the authors define FTS as follows: The origin is said to be an FTS equilibrium of (1) if there exists an open neighborhood N ⊂ D of the origin and a function T : N \ {0} → (0, ∞), called the settling-time function, such that the following statements hold:
, and lim t→T (x) ψ x (t) = 0. Here, ψ x : [0, T (x)) → D is the unique right maximal solution of system (1).
Lyapunov stability:
For every open neighborhood U ǫ of 0, there exists an open subset U δ of N containing 0 such that, for every
The origin is said to be a globally FTS equilibrium if D = N = R n . The authors also presented Lyapunov like conditions for FTS of system (1): 20] ). Suppose there exists a continuous function V : D → R such that the following hold: (i) V is positive definite (ii) There exist real numbers c > 0 and α ∈ (0, 1) and an open neighborhood V ⊆ D of the origin such thaṫ
Then origin is FTS equilibrium of (1).
As shown in [20] , the finite time of convergence T (x) depends upon the initial condition x. The authors in [24] presented the following result for fixedtime stability, where the time of convergence does not depend upon the initial condition. In this paper, we would be using the following result with κ = 1:
with a, b, α, β > 0, κα < 1 and κβ > 1. Then, the origin of (1) is fixed-time stable with continuous settling time function
.
Notations
We denote x the Euclidean norm x 2 of vector x, and x T its transpose. For a given function f (x), we denote f ⋆ as the optimal (minimal) value of the objective function for the given optimization problem, while x ⋆ as the optimizer (minimizer) where the optimal value is achieved, i.e., f (x ⋆ ) = f ⋆ . The dual of the function f (x) is denoted as f * (y) and is defined as f * (y) = sup x (y T x−f (x)). 1 We denote as f ∈ C k (U, V ) a function f : U → V which is k−times continuously differentiable, ∇f as the gradient and ∇ 2 f as the Hessian of the function f (x). For a multivariate function
FTS in Optimization
Consider the unconstrained minimization problem
where f is a convex function. Denote f ⋆ = f (x ⋆ ) as the optimal value of (5) with x = x ⋆ being the minimizer.
Note that convexity of f (x) implies that the first order condition ∇f (x ⋆ ) = 0 is both necessary and sufficient for optimality of x ⋆ . In addition to this, Assumption 1 implies that this minimizer x ⋆ is also unique (for properties of convex functions and overview of basics of convex optimization, the reader is referred to [25] ). Hence, under this assumption, it is sufficient to find a critical point of f (x), or equivalently, a stationary point of ∇f (x). In what follows, we assume that the minimum value of f (x) is attained, i.e., ∃x ⋆ such that ∇f (x ⋆ ) = 0. Before we present the main results of this section, we briefly give an overview of the various schemes of optimization in continuous-time.
Overview of continuous optimization schemes
The following system is referred to as gradient dynamical system or GF:
This system has been studied extensively and using Lyapunov-based arguments or otherwise, it has been shown that the trajectories of (6) converge to the stationary point of ∇f asymptotically when objective function is convex and exponentially for a smaller class of systems, e.g., strictly convex function. Authors in [7] presented the following accelerated schemes for faster convergence of the gradient-based continuous optimization method:
and showed that the scheme results into following convergence-rate
In the same paper, a more general scheme was given aṡ
and the convergence rate for this scheme was shown to be
under the assumption that the level-sets of f (x) are bounded. We would refer (9) to as Modified GF in the subsequent text. Other accelerated schemes include the Newton's method:ẋ
It has been shown that a modified Newton's method can achieve similar convergence as (10) . It is to be noted that, though super-linear, the convergence guaranteed by (10) is still asymptotic. In the subsequent text, we would show that the scheme (9) for all p > 2 (in particular for p = 3, when (9) takes the form (7)) is FTS.
Finite-time Analysis of Modified GF
First, for the accelerated gradient-based method (7), we state the following result:
Theorem 3. Assume that Assumption 1 holds. Then, the trajectories of (7) converge to the optimal point x ⋆ in finite time T 1 (x(0)) < ∞ for any initial condition x(0).
Proof. Choose the candidate Lyapunov function V (x) = 1 2 ∇f (x) 2 . We drop the argument x for the sake of brevity. Taking its time derivative along (7), we getV
Hence, from Theorem 1, we get that
. This implies that ∇f (x(t)) = 0, or equivalently, x(t) = x ⋆ for all t ≥ T 1 , i.e., the trajectories of (7) reach the optimal point in time T 1 (x(0)) for the given initial condition x(0).
We can relax the strict-convexity requirement by assuming the following:
unique minimizer x ⋆ and satisfies the Polyak-Lojasiewicz (PL) inequality with a positive constant µ f , i.e., for every x ∈ R n we have,
Remark 1. As noted in [10] , PL inequality is the weakest condition among other relaxations of strong-convexity requirement, namely, error bounds (EB), essential strong convexity (ESC), weak strong convexity (WSC), restricted secant inequality (RSI) and quadratic growth (QG). Hence, showing finite-time convergence under the assumption that f (x) satisfies PL inequality implies that the finite-time convergence holds if the function f (x) satisfies any of the aforementioned condition.
We now state the following result:
Theorem 4. Let f (x) satisfy Assumption 2. Then, the trajectories of (7) converge to the optimal point x ⋆ in finite time T 2 (x(0)) < ∞.
Proof. Choose the candidate Lyapunov function
Taking its time derivative along (7), we geṫ
. This analysis can be generalized for the flows of the form (9) with any p > 2.
Theorem 5. Let the objective function f (x) satisfy either Assumption 1 or 2. Then, the trajectories of (9) converge to the optimal point x ⋆ in finite time for any p > 2 and for any given initial condition x(0).
Proof.
For the case when f satisfies Assumption 1, choose V 1 = 1 2 ∇f (x) 2 as the candidate Lyapunov function and for the other case, choose V 2 = 1 2 (f (x) − f ⋆ ) 2 as the candidate Lyapunov function. In the respective cases, similar to the analysis in Theorem 2 and 3, it can be shown that the candidate Lyapunov functions V 1 and V 2 satisfy the inequalitiesV 1 
2 , respectively, with k 1 , k 2 > 0, β 1 = p 2(p−1) and β 2 = 3p−2 4(p−1) . Note that for all p > 2, 0 < β 1 , β 2 < 1. Hence, using Theorem 1, we get that ∇f (x) = 0 for all t ≥ T 1 and f (x) = f ⋆ for all t ≥ T 2 , respectively, in the two cases, where
. This implies that x(t) = x ⋆ after the respective finite settling times for any given initial condition x(0).
In [3] , the authors study the systemẋ = − ∇f ∇f and show that the time of convergence is upper bounded by 1 k ∇f (x(0)) . We recover the same expression for the settling time by allowing p → ∞, or equivalently, β 1 → 1 2 . It is easy to see that for initial values farther away from the optimal point, the time of convergence given by Theorem 3 is much lower than the one given in [3] .
Fixed Time Stable Gradient Flow
It is to be noted that the time of convergence for (7) , though finite, depends upon the choice of initial condition. Next, we propose a fixed-time stable scheme, where the time of convergence does not depend upon the initial condition. Consider the following flow equation:
where c 1 , c 2 > 0, p 1 > 2 and 1 < p 2 < 2.
Theorem 6. Let the objective function satisfy either Assumptions 1 or 2. Then, the trajectories of (13) converge to the optimal point x ⋆ in a fixed time T 3 < ∞ for all x(0).
Proof. Case 1: Suppose Assumption 1 holds. Consider the candidate Lyapunov function V = 1 2 ∇f 2 . The time derivative of this function along the trajectories of (13) readṡ
Define α 1 = 2 − p1−2 p1−1 and α 2 = 2 − p2−2 p2−1 . Since p 1 > 2, we get that 1 < α 1 < 2. Also, with 1 < p 2 < 2, we get α 2 > 2. Using the fact that ∇ 2 f ≥ kI, we can re-write the above equation aṡ 
. As α 1 < 2, we have 2+α1 4 < 1 and α 2 > 2 implies 2+α1 4 > 1. Hence, we get that V (x(t)) = 0 for all t ≥ T 3 where the fixed time of convergence satisfy
Newton's Method: Fixed-time Stability
In this subsection, we propose a modified Newton's method which guarantee fixed-time convergence to the optimizer. In this case, we only need to assume that the Hessian of the objective function f (x) is invertible for all x. 2 Consider the dynamical equatioṅ
where c 1 , c 2 > 0, p 1 > 2 and 1 < p 2 < 2. We state the main result of this subsection:
Theorem 7. The trajectories of (14) converge to the optimal point x ⋆ in a fixed time T N M for any initial condition x(0).
Proof. Consider the Lyapunov function V (x) = 1 2 ∇f (x) 2 . The time derivative of this function along the trajectories of (14) readṡ
where α 1 = 2 − p1−2 p1−1 and α 2 = 2 − p2−2 p2−1 . Since p 1 > 2 and 1 < p 2 < 2 we get that 1 < α 1 < 2 and α 2 > 2. Hence, as per [23, Corollary 2], we get that the trajectories of (14) Hence, we have shown that the scheme (9) is FTS and that its modification as in (13) and the modified Newton's method (14) are fixed-time stable.
Fixed-time Stability of Saddle-Point Dynamics
In this section, we consider the min-max problems which can be formulated as the saddle-point dynamics and study their modification so that fixed-time convergence can be guaranteed. Before jumping to the general problem, we first take up the convex optimization problem with linear equality constraints.
Convex Optimization with Linear Equality constraints
Consider the optimization problem
where function f : R n → R is convex, A ∈ R m×n and b ∈ R m . We assume that the matrix A is full row-rank. Define g(ν) inf (Ax − b) ) so that the dual problem of the primal optimization problem (15) is given by
This can be re-written in the following form
It is clear from the form of (17) that it is a saddle-point problem, where the function L = f (x) + ν T (Ax − b) needs to be minimized over x and maximized over ν. Using the definition of dual function, we get
where f * : R n → R is the dual of f . 3 In this paper, we assume that the dual function f * is known in the closed-form (for the other case, see Remark 2). It can be readily seen that g(ν) is a concave function. Define h(y) = −g(y) so that h is a convex function. Consider the dynamical systeṁ
with c 1 , c 2 > 0, p 1 > 2 and 1 < p 2 < 2. Recall that a function f (x) is called β−smooth if its gradient is Lipschitz continuous with Lipschitz constant β. As shown in [26] , the strong-convexity of the function and strong-smoothness of its dual are equivalent. Using this, we can state the following:
is a closed-convex, strongly smooth function, then its dual g(ν) is strictly concave.
Proof. The assumptions on f implies that f * * = f . Define κ = f * so that we get κ * = f . Now, since f (x) ,i.e., the dual of κ(y) is strongly-smooth, from [26] , we get that κ(y) is strongly-convex. Also, strong-convexity implies strict convexity, using which we get κ(y), or f * (y) is strictly convex. We also know that f * (ν) being strictly convex means that f * (−A T ν) is also strictly convex if A is full row-rank. Finally, using the fact that f 1 + f 2 is strictly convex if f 1 is strictly convex and f 2 is convex, we get that f * (−A T ν) + ν T b is strictly convex, or equivalently, g(ν) is strictly concave.
Hence, we assume f (x) to be closed-convex with its derivative Lipschitz continuous, so that the dual function f * is strongly convex. Also, we assume that the dual function f * (y) is differentiable 4 . Then, the following result holds: Lemma 2. The trajectories of (19) reaches the optimal point ν ⋆ of (18) in fixed time T ν for all initial conditions ν(0).
Proof. Note that the function h(ν) = −g(ν) is strictly convex due to Lemma 1. Therefore, we know that the h(ν) satisfies PL inequality (12) . Hence, using the same analysis as in the second case of Theorem (6), we get that the trajectories of (19) reach the stationary point of ∇h(y), i.e., the maximizer ν ⋆ of g(ν) in a fixed time T ν < ∞ for all initial conditions ν(0). Now, under the assumption of existence and uniqueness of the minimizer of (15) and using the fact that −g(ν) is strictly convex (i.e., there exists a unique optimizer of (16)), we get that the minimizer of L(x, ν ⋆ ) is the optimal solution of (15) [25, Section 5.5.5] . Using this, we can argue that x ⋆ is the minimizer of
or, in other words,
Hence, the trajectories of the systeṁ
with d 1 , d 2 > 0, q 1 > 2 and 1 < q 2 < 1, converge to the optimizer of (15) . We can now state our main result:
Theorem 8. Assume that the objective function f (x) of (15) is continuously differentiable, strongly smooth and strictly convex function. Assume also that the problem (15) is feasible and has a unique optimizer x ⋆ . Then, the trajectories of the system (21) with ν ⋆ being the optimizer of (16), reaches the optimizer x ⋆ in fixed time T ineq for any initial condition x(0).
Proof. From Lemma 2, we get that the trajectories of (19) reach the optimizer ν ⋆ of (16) in fixed time T. Now, since f (x) is strictly convex, we get that L(x, ν) is strictly convex for any ν ∈ R m . Hence, we get that L(x, ν ⋆ ) is strictly convex. Therefore, from Theorem 6, we have that there exists a fixed time T x such that the trajectories of (21) reaches the optimizer of the unconstrained problem (20) in T x for any initial condition x(0). Hence, choosing T ineq = T x + T ν , we get that one can obtain the optimizer of (15) in fixed time T ineq starting from any initial condition x(0).
General Saddle point Dynamics
In this subsection, we consider the general problem of minimizing a function F (x, z) over a one set of variables x while maximizing over another set of variables z. A point (x ⋆ , z ⋆ ) is called as local saddle-point of a continuously differentiable function F :
The point (x ⋆ , z ⋆ ) is global saddle-point if U x = R n and U z = R m . We make the following assumption on the objective function:
is locally strictly convexconcave at the saddle point (x ⋆ , z ⋆ ). More specifically, there exists constants k 1 , k 2 > 0 such that ∇F xx ≥ k 1 I and ∇ zz F ≤ −k 2 I for all (x, z) is some neighborhood U ⊂ R n × R m of (x ⋆ , z ⋆ ).
Using this, we can state the following result:
Lemma 3. Let Assumption 3 hold for some open neighborhood U of the saddlepoint (x ⋆ , z ⋆ ). Then, the Hessian of F (x, z) given as:
is invertible for all (x, z) ∈ U .
Proof. Consider the candidate Lyapunov function V = 1 2 v 2 . Note that v = 0 implies v = 0 which in turn implies ∇ x F (x, z) = ∇ z F (x, z) = 0, and using the strict convexity-concavity of F (x, z) in U , we get that x = x ⋆ and z = z ⋆ . This means that V (x, z) = 0 =⇒ (x, z) = (x ⋆ , z ⋆ ). Using Theorem 7, we get that the trajectories of (24) reach the point where V (x, z) = 0, or equivalently, the saddle-point (x ⋆ , z ⋆ ) in t ≤ T SP where the fixed time of convergence satisfy
is an open neighborhood containing the saddle-point (x ⋆ , z ⋆ ). If U = R n × R m , the above result holds for all (x(0), z(0)).
Note that we need Assumption 3 in order to have the Hessian matrix invertible and to ensure that the the saddle-point of F (x, z) is the only critical point. From the analysis in Lemma 3, we can readily see that it is sufficient to have ∇ xx F invertible and ∇ xz F full row-rank to have the Hessian invertible. On the basis of this observation, we can state the following result:
is invertible and ∇ xz F (x, z) is full row-rank for all (x, z) ∈ U . Then, the trajectories of (24) converge to some critical point of F (x, z), i.e., to the set
then the same holds for all (x(0), z(0)).
We make the final remark to connect our results in Corollary 1 with those in Section 4.1:
Remark 2. Note that for the problem (15) with strictly convex f (x) and full row-rank matrix A, the conditions of Corollary 1 are satisfied. Furthermore, it is known that for the same class of problems, the KKT conditions are also sufficient for optimality, i.e., the critical point ∇F = 0 would indeed be the optimal point. Hence, one can also use the method similar to (24) for the problems of the form (15) in the case when, say, the dual function f * is not known in the closed form.
Discussions
While optimization methods in continuous-time are important and have major analytical relevance, but in general, from an implementation point of view, only discrete-time algorithms can be used. As shown in [7] , there exist, what can be called as, convergence-rate preserving discretization schemes for systems of the form (9) . It is still an open question as to how one can discretize the dynamics (19) and other schemes presented in this work, which can preserve the finite (and fixed) time of convergence. In [28] , the authors study a particular class of homogeneous systems and show that for that class of continuous-time FTS systems, there exists a consistent discretization scheme which preserves the finite time of convergence. The same authors extend their results to practically fixed-time stable systems in [29] . One can hope that this theory can be further expanded to more general class of finite-and fixed-time stable systems.
Conclusions and Future Work
In this paper, we presented modified GF schemes that can converge to the optimal point in a fixed time, under two different set of assumptions on the objective function. We also presented a modified version of Newton's method which has fixed-time convergence guarantees from any given initial condition. Then, we presented a method to find the optimal point of a convex optimization problem with linear equality constraints in a fixed time. Lastly, we presented a modified scheme for the saddle-point dynamics so that the min-max problem can be solved in a fixed time. As we have mentioned in Section 5, one of the future research directions is to investigate discretization schemes for FTS systems which can preserve the time of convergence. We would also like to investigate the optimization problem with both equality and inequality constraints, and design a scheme which converges to the optimal point in a fixed time.
