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THE MATHEMATICAL AND PHILOSOPHICAL FOUNDATIONS 
OF QUANTUM FIELD THEORY 
Abstract 
The thesis is primarily concerned with these objectives: to 
say what is a quantum field theory, and to explain why and 
how relativistic quantum field theory differs from 
non-relativistic quantum field theory, even in the free or 
weakly interacting (quasi-free) case. Following the ideas of 
Irving Segal, I shall establish that in this case there is 
an essential identity in structure of the non-relativistic 
and relativistic field theories. Novel but straightforward 
applications of this theory are made to the complex scalar 
field,and in relation to t.he Dirac hole theory. 
Although the structure of the relativistic and 
non-relativistic quasi-free theories is essentially 
identical, the concept of localization finds different 
expressions. This plays a fundamental role when interactions 
are introduced, and leads to two quite distinct notions of 
causality. 
I shall confine the detailed study to the massive scalar and 
spin 1/2 linear field theories, for the most part in the 
quasi-free case. Not even the latter are trivial, for they 
descri,be the observed phenomenology and are therefore of 
central empistemological importance to relativistic quantum 
theory. 
I al so advance a general interpretat i ve framework for the 
philosophical analysis of quantum theory. This is 
essent ially a real ist interpretation founded on abstract 
• C -algebras, and it is applied to the measurement problem. 
The physical and mathematical theories that I draw upon are 
developed in a historical context. The mathematical theory 
is presented in a largely heuristic way. 
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Physics is currently facing a crisis as grave and 
far-reaching as any in its turbulent history. What is more 
this crisis is primarily conceptual: it is the question of 
the relationship between geometry and quantum theory. 
If it is only in quantum gravity that one must face up to 
this problem in its full and paradoxical complexity, already 
in the transition from the Galilean to the Lorentz group one 
has a new richness to the theory that is quite staggering. 
Quantum field theory, antiparticles, particle creation and 
anni hil at ion processes - not to mention the hopelessly 
intractable problem of making sense of perturbation theory -
seem to flow from the combination of quantum theory and 
relativity alone. 
It is probably too much to ask that the philosophy of 
physics can assist in solving the dilemma of the proper 
relationship of quantum theory to gravity. If the philosophy 
of physics has any lasting contribution to the great 
intellectual creations of physics, it is in the realm of 
exegesis and not heuristics. This being so, the philosophy 
of physics is above all concerned with the logical structure 
of physical theory, and with the metaphysical and conceptual 
dilemmas posed by physics. 
It is espec i all yin the context of defi ni t i ve phys i cal 
theory - theory which is in some sense fundamental, yet at 
the same time physically and mathematically well-defined 
- that its philosophical exegesis may be both relevant and 
of some enduring value. In relativistic quantum physics 
there is probably only one such theory - and that is the 
theory of free or weakly interacting systems. I therefore 
make no apology that in detailed applications, this thesis 
is concerned only with the linear case. 
It is in this context that I formulate and eventually answer 
the question: how and why does relativistic quantum field 
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theory differ from non-relativistic quantum field theory? 
This problem brings in its wake a host of others: the 
relationship of NRQFT to NRQMj the proper formulation of RQM 
and the interpretation of the relativistic wave equationsj 
the difficulties of developing a configuration space Born 
interpretation in RQMj the particle interpretation of free 
fieldsj the relationship of antimatter to negative frequency 
solutionsj and so on. All of these problems are resolved in 
Part 3, most especially in Section 3.4. 
Despite the enormous literature on the interpretat ion of 
NRQM, there is not a single text at a specialist level 
devoted to the history and philosophy of quantum field 
theory or relativistic quantum theory. In this situation my 
treatment has a strong historical orientation. At the same 
time, the history of QFT and RQT is not my main concern, and 
is used primarily as a methodological device in the 
elaboration of the basic. ideas. I am concerned to preserve 
contact with the rigorous basis of NRQMj for this reason 
throughout I consider the canonical theory, rather than path 
integral methods. 
In parallel with the analysis of the relationship of the 
relativistic to the non-relativistic theory, I attempt to 
formulate a realist interpretation of quantum physics. In 
this connection I develop a philosophy of the nature of 
general mathematical descriptions of the world, that is 
descriptions which are not too closely tied to any specific 
phenomenology, and a realist account of QFT which is not 
confined to linear systems. This is developed in Part 2. 
Part 1 is a historical survey of the development of QFT and 
RQFT in the period 1925-1935j a number of inter-related 
difficulties, acutely felt at the time, are there formulated 
to be solved in Part 3. In this process I shall draw 
extensively on the mathematical theory developed in Part 2. 
In Section 3.5 the central new conceptual feature of QFT, 
the existence of inequivalent representations, is considered 
in application to the measurement problem. 
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PART 1: ELEMENTS IN TIlE HISTORY OF QUANTUM FIELD THEORY 
Introduction 
There are many texts in the history of quantum theory which 
bear on the origins of quantum field theory (QFT), but none 
specifically devoted to this subject. In the space available 
I shall not provide a historical survey so much as a 
historical account of what I shall call the canonical theory 
of the free fields, and the comparison of this theory to the 
"standard formalism" of relativistic qauntum field theory 
(RQFT) as defined in the mid-1930's. Dirac's seminal paper 
of 1927 is, however, discussed in detail, together with the 
relevant background. 
My concern in this thesis is the logical structure of linear 
field theory and its relationship with the canonical 
structure and interpretation of non-relativistic quantum 
mechanics (NRQM). For a variety of reasons I inear field 
theory is usually formulated in the same way as it was in 
the mid - thirties. Whilst it would be sufficient, for the 
purposes of this thesis, to simply summarize the standard 
formalism of RQFT and the canonical structure of NRQFT, in 
view of this situation - and because one has a convenient 
bench-mark, from the point of view of interpretation - I 
shall present this theory in its historical context. 
Apart from the general question of the logical relationship 
between the relativistic and non-relativistic field 
theories, the interpretational issues that I shall be most 
concerned with are the wave-particle duality, the Born 
interpretat ion, the measurement problem, and the use of 
abstract methods in quantum physics. All of these issues 
take on dramatically new dimensions in field theory; it will 
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be helpful to review the early debates on these topics in 
the context of field theory and/or relativistic quantum 
mechanics. I shall not consider the much more extensive 
debates on the general interpretation of NRQM, in particular 
I shall have nothing to say about complementari ty or the 
Bohr-Einstein controversy. This omission might seem curious, 
and I justify it on three counts: first, this controversy is 
concerned neither with field theory, relativistic theory, or 
their relationships to NRQM, second the controversy concerns 
two conflicting views on the interpretation of physics, 
complementari ty on the one hand, and the classical world 
view on the other, neither of which are our concern in this 
thesis, and third, that anyway the area is well-covered in 
the secondary literature (e.g. Jammer [1974], Schlipp 
[1970]). 
The history of QFT properly begins with Planck and the 
black-body_problem, but the early phases of this history are 
well-known, and the details are not relevant to this thesis. 
We take up the story in 1925, at which time the heuristic 
basis of QFT was already laid down. For excellent historical 
surveys of the early history of quantum theory, I refer to 
Jammer [1966], Kuhn [1978], and Hund [1974]. 
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1.1. The Origins of Quantum Field Theory: 1925-1926. 
The properties of elementary processes ... make it 
seem almost inevitable to formulate a truly 
quantized theory of radiation. 
A. Einstein 1917 
... the fact that xy was not equal to yx was very 
disagreeable to me. I felt this was the only point 
of difficulty in the whole scheme, otherwise I 
would be perfectly happy ..... 
W. Heisenberg 
1.1.1. A note on abstract methods. 
I wish to briefly describe the reasoning that led to the 
creation of the matrix mechanics, because in this process we 
witness the emergence of an altogether new heuristic in the 
formulation of physical law, which is to say the first 
introduction of abstract methods into physics1 . 
Bohr, in his profound study of the correspondence limit 
(Bohr [1918]) for multiply periodic systems had shown that 
for high frequency components in the Fourier expansion of a 
dynamical variable, the frequencies which entered into the 
1 
Is Newton's introduction of infinitesimals into the 
mathematical description of motion a 
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mathematical definition 











Viewed with physical interpretation. 
perspective, I would claim 
such a broad historical 
that both cases essentially use 
the abstract method. Of course classical analysis has come 
to be vi ewed as a concrete body of formall sm, and it is in 
comparison to this that the matrix mechanics first appeared 
as abstractly defined. 
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exponent were indeed proportional to the classical 
difference in energies associated with those harmonics of 
the motion, in accordance with the Bohr frequency rule. This 
theory played a pivotal rOle in the dispersion theory, as 
elaborated by Born [1924], Van Vleck [1924], and Kramers and 
Heisenberg [1925]. In his great paper of [1925] Heisenberg 
considered how this correspondence might be preserved for 
all harmonics in the expansion: 
x(t} = L q (n) eiw(n)at 
f\ a a 
(1) 
which, for multiply periodic systems has the classical 
interpretation: n defines a ,fundamental frequency of the 
+ 
system (namely w(n» whilst a E 71. (the positive integers) 
fixes the harmonic of the motion. The difficulty is 
obviously that for fixed n, the frequency in the exponent is 
always an integral multiple of the fundamental. Further, no 
algebraic manipulations_can remedy this fact. Consider, for 
example, the expansion for x2 (t): 
n 
x2 (t) = L {3 q (n)q{3(n)e iW(n)(a+{3)t 
n a, a • 
(2) 
It was a stroke of great genius that He i senberg perce i ved 
that the problem with the classical theory resided at this 
fundamental level, in the algebraic structure of the 
classical representation of. dynamical variables. At the 
level of the Fourier coefficients it was indeed not a priori 
obvious that no other possibilities existed; if one writes 
x2 (t) = ~ r (n)eiw(n)~t (3) 
n ~ ~ 
then classical analysis leads to the conclusion that the 
Fourier components combine as: 
r (n) = L q (n)q (n) 
~ a a ~-a 
as follows from the substitution a+{3 = ~ in Eq. (2) to 
obtain: 
x
2 (t) = 
n 
If we are to avoid the consequence that only integral 
multiples of the fundamental frequency are obtained, we must 
avoid the algebraic combination law 
w(n)a + w(n){3 = w(n)(a+{3). (4) 
On the other hand the dependence of the frequencies that 
occur in the Fourier expansion of multiply periodic motion 
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on two variables is welcome, for these should (by the Bohr 
frequency condition) refer to two energy levels of the 
system. Therefore Heisenberg retained the expansion of 
Eq. (1), but gave up Eq. (4), introducing instead the new 
notation 
w(n)a ~ w(n,n-a) 
q(n)a ~ q(n,n-a) 
and leaving the question of the way in which these 
quantities are to be algebraically combined open. The trick 
is obviously to prevent the variable a from acting purely 
multiplicatively, and perhaps having a more symmetric r6le 
in comparison with the variable n. It was, I suggest, pure 
serendipity that he hit on the hypothesis that the w's are 
to be combined as: 
w(n,n-a) + w(n-a,n-~) = w(n,n-~) 
From which it follows (by similar manipulations to the 
foregoing), that the q's obey the algebra: 
L q(n, n-a)q(n-a, n-~) = r(n, n-~). (5) 
a 
If this step was serendipitous, it was once again a creative 
analysis of the highest calibre that enabled Heisenberg to 
treat the anharmonic oscillator using this algebra, and by 
which Born and Jordan (and independently Dirac) subsequently 
systematized the resulting formalism in the form of the 
matrix mechanics. Eq.(5) defines a matrix algebra; in this 
way Heisenberg formulated the fundamental feature of quantum 
theory: dynamical variables associated with microphysical 
systems obey a non-commutative associative algebra. 
1.1.2. 1925; preliminary attempts at field quantization. 
In 1925 a great deal was known about the quantum theory of 
the radiation field: following the Bothe-Geiger experiment 
of [1924] and that of Compton and Simon in [1925], refuting 
the Bohr, Kramers and Slater theory of [1924], the photon 
had at last entered the mainstream of quantum theory. The 
Einstein paper of [1917], which had proved so influential in 
motivating the Ladenberg-Kramers theory of dispersion, the 
later Bohr theory of the correspondence principle, and 
thereby the Heisenberg matrix mechanics, provided the 
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fundamental heuristic of radiative interactions. At the same 
time the theories of Debye and Ehrenfest, especially as 
elaborated by de Broglie in his theory of statistics, made 
clear that in some sense cavity radiation could be 
mathematically modelled as a system of stationary waves, 
which take on discrete excitations, corresponding to the 
number of photons present with the corresponding frequency. 
If one considered the radiation field as a dynamical system, 
to be described by the quantization of the classical theory, 
the problem would appear to be well-posed, both conceptually 
and mathematically. 
Nevertheless the early development of QFT was not motivated 
in quite this way, and I suggest for this reason there was 
no attempt to develop a free theory of electromagnetism 
(QEM) from first principles. That came much later: with the 
Heisenberg-Pauli theory of [1929], [1930], after the 
development of NRQFT. The initial concern was rather to 
establish that the matrix mechanics did, in principle at 
least, lead to a correlation of the modulus square of matrix 
elements (interpreted as the probabilities of transitions 
from one atomic energy level to another) with the intensity 
of the radiation emitted by this transition. This motivation 
was explicit in the first quantum mechanical discussion of 
radiation, to be found in the 4th chapter of Born and 
Jordan's historic paper of 1925 "On Quantum Mechanics". This 
chapter, due entirely to Jordan (cf. van der Waerden [1967 
p.39], began with the statement: 
Following Heisenberg, the square of the absolute value 
Iq(nm)12 of the (matrix) elements of q for the case of a 
Cartesian coordinate system determines the transition 
probabilities. In conclusion, we would like here to 
specify in what way this assumpt ion can be establ ished 
from general principles. It is necessary to begin with 
the question, in what way the fundamental equations of 
electrodynamics are reinterpreted in terms of the new 
theory. (Born and Jordan [1925 p.883]) 
Jordan's strategy was to calculate the Poynting vector for 
radiative emission from an electric dipole located at the 
origin, using matrix analogues of the classical equations. 
The classical fields may be written in a Fourier series: 
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E(x t) = ~ A eiwl (t-x/c) 
, L. 1 1 (6) 
whereas the Heisenberg theory (for periodic systems) 
proceeded from the expansion: 
iw t 
x (t) = L 1 ql e l. (7) 
Heisenberg [1925] effected the transition to a matrix 
mechanics by replacing Eq.(7) with the collection of 
functions: 
x(t) = ( ) iw(n,n-a)t q n,n-a e (8) 
or, following the simplification introduced in Chapter 1 of 
Born and Jordan [1925] simply: 
(t) ( ) iw(n,m)t x = q n,m e 
in which n,m E Z label the stationary energy levels of the 
system. 
Declarinl that it is clear, without a shadow of a doubt. 
how to treat the radiation field. Jordan did precisely the 
wrong thing; he proceeded from Eq. (6), amd wrote down the 
expression: 
A( ) iw(n,m) (t-x/c) n,m e (9) 
in its place. declaring that "the matrix elements are 
associated with monochromatic plane waves". That is actually 
all that he had to say about the radiation field itself, but 
the implication is clear: the A(n,m)'s are not matrices (as 
they should be) but matrix elements. Neither did he comment 
on the question of whether, as in the transition from Eq. (7) 
to (8), the summation should be dropped in Eq. (9) (it should 
not), nor did he attempt to establish the commutation 
relationships obeyed by the A's. 
But he made a positive contribution all the same. In line 
with the comments above, he considered the classical 
relationship between the Poynting vector and a dipole with 
coordinates x located at the origin: 
2 -2 
-dU _ 2e x 
dt - 3c3 
(10) 
obtained by expressing the electric and magnetic fields as 
2 
Es lst kaum eln Zwelfel mOgllch, wle man dleses System zu 
behandeln hat. 
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functions of their source. Defining the time average <x> as 
the diagonal matrix, which coincides with the diagonal 
entries of the matrix x, and determining the latter from 
Eq. (8), he 
_ <dU > = 
dt 
In this 




2 41 12 3c3- I: k wen, k) q(n, k) . 
sense he claimed to have established that 
Heisenberg's interpretation of the modulus square of the 
matrix elements was indeed a consequence of the matrix 
mechanics. We conclude, however, that this analysis has told 
us nothing about quantum field theory; effectively, we have 
merely observed that if the classical relationship Eq. (10) 
remains valid in the quantum theory, then the mean rate of 
energy loss is indeed proportional to Iq(n,k)1 2 . This result 
is not trivial, but it is only the smallest of first steps 
to a QFT. 
The GOttingen group returned to the theory of quantum fields 
in the second contribution, submitted in November of 1925 
(Born, Heisenberg and Jordan [1926]), but again the focus of 
the discussion was indirect: the Einstein fluctuation 
formula, which had played such a pivotal role (Einstein 
[1909]) in early formulations of the wave-particle dualism3 • 
Debye had shortly after ([1910]) shown that the Planck 
distribution could be obtained on the simple picture that 
the normal modes of cavity radiation could only carry energy 
of integral multiples of hv, but this same hypothesis did 
not appear to lead to the fluctuation formula (Ornstein and 
Zernike [1919], Ehrenfest [1925]). It was evidently through 
discussions with Ehrenfest that the authors had considered 
this and related problems in quantum statistics4 , and hoped 
to show that that the new mechanics resolved all these 
3 
Statistical considerations 
we see, they also began 
one can vi ew the ent i re 
had begun the quantum theory; as 
quantum field theory proper. Indeed, 
history of quantum theory from 1900 
to 1925 as primarily the history of QFT. 
4 
Born et al explicitly acknowledge Ehrenfest's influence; 
the additivity of the 
troubling the theory of 
the related Issue is specifically 
entropy, whi ch had long been 
statistics. See (1.1.4). 
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quantum 
difficulties. It was equally evident that they were not 
mati vated to formulate a QFT on the basis of the light 
quantum hypothesis; indeed, in connection with the Debye 
theory, they remarked: 
Such a mixture of theoretical wave and light-quantum 
considerations would seem to us hardly to accord with the 
real nature of the problem. Rather, we believe it to be 
consistent to separate the theoretical wave-aspect of the 
problem completely from the theory of light-quanta, that 
is to say, to treat the wave-statistics of black-body 
radiation throughout by the more general statistical 
rules applying e.g. to the quantum theory of atomic 
systems. The statistics applicable to light quanta is 
then, as we shall show, Bose statistics. This finding 
hardly seems unnatural, since this statistics has nothing 
to do with the hypothesis of independent 
light-corpuscules, but rather to be regarded as carried 
over from the statistics of eigenvibrations - which just 
shows that the assumption of statistically independent 
light-corpuscules would not meet the case correctly. 
However, in each such treatment of cavi ty radiat ion by 
quantum theory hitherto .... although it led to Planck's 
law .... it did not yield the correct (fluctuation 
formula) .... this caused us to hope that the modified 
kinematics ... would yield the correct value for the 
interference fluctuations, thus precluding the above 
contradictions and opening the possibility of setting up 
a consistent system of statistics for black-body 
radiation. (Born et al [1926 p. 376-377]). 
There are a number of issues 5 raised by this passage; I 
wish only to emphasise that since clearly the existence of 
5 The Debye formulation 
formula because of 
by Ornstein, Zernike, 






only falls for the fl uctuat ion 
precise statistical assumptions used 
Ehrenfest; de Broglie had by this 
to be modified, namely by assuming 




the photons of a single frequency as a single 
basis of the 
differed little 
later criticised 
in [1929], by 
[ 1939] . These 
sysem (see 1.1.4). Concerning the 
the Planck distribution from the canonical 
matrix mechanics, in 
from those of Debye. 
fact their arguments 





in [1931] , and 
in turn have 
concerned: by Jordan 
by Born and Fuchs in 





as Gonzales and Wergeland [1972] have made 
whole issue is conceptually 
inherently ambiguous. The Einstein fluctuation 
superb example of a theoretical result that 






but that has 
since come to be perceived as inconclusive and of peripheral 
interest. 
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light-quanta was not in doubt, the authors rather objected 
to the manner of their introduction (or association) to the 
classical theory. One might paraphrase their objections to 
the Debye treatment along the lines: the light quanta should 
not be put in "by hand", but should follow from the 
fundamental mathematical laws of the matrix mechanics, and 
the statistics of these quanta should likewise follow from 
these laws. 
These ideas lead them to within a hairsbreadth of a 
fully-fledged QFT; but they stop just short of it. We recall 
that if z dv is the number of normal modes per unit volume 
v 
in the frequency range {v, v+dv} and E is the associated 
v 
energy density, then the mean square deviation for the 
energy in the sub-volume V of an (infinite) radiation field 
<AE2> = «E -<E »2> follows by standard techniques from the 
v v v 
Planck distribution formula: 
<AE2> = hv<E > + <E2 >/z V. (11) 
v v v v 
The second term alone follows from the classical 
field theory (the "wave" aspect) whilst the first alone 
follows from the photon theory (using Boltzmann statistics). 
Born et al proceeded as follows. Let the lateral 
displacement of the string be u(x,t); introduce the Fourier 
expansion: 
00 
u(x,t) = L q (t) sin nkxIL 
k=l k 
so that the Hamiltonian takes the form: 
L 
I -2 2 -2 2 2 H = 1/2 (u + (au/ax) )dx = Ll4 L k (qk + (kn/L) qk) o 
(12) 
(that is, the system is described as an infinite collection 
of harmonic oscillators each of "mass" L/2). The energy for 
the segment (O,a) is then given by this formula with the 
range of integration so restricted. For our purposes, it is 
enough to summarize the result: for the total square 
deviation AE2 they found: 
AE2 = (A E +A E)2 
1 2 
where A E, A E are defined by: 
1 2 
A E = 114 L q q a (f( (j-k)na!l) - f( (j+k)nall)) 
1 J,k j k 
A E = 114 L q q a (f((j-k)na!l) + f((j+k)nall)) 
2 j,k j k 
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in which the summation with J=k is omitted, and f(x) is the 
function f(x) = ! sin x. 
x 
The mean square deviation is (by assumption) equal to the 
phase average; classically, in thel1mit in which L becomes 
large we may approximate the quantity 
<A E A E + A E A E> 
1 2 2 1 
by the integral 
co 
2 J 2( • 2 aL 18n w (qwqw) 
o 
• 2 
+ (q q ) ) dw 
ww 
which vanishes by inspection. On the other hand: 
(13) 
<A E2 + A E2> = <E2>/2a (14) 
1 2 
as expected. What happens if we now consider the quantum 
theory? According to Born et al the result of Eq. (13), (14) 
still holds, and only two new factors come into play; first, 
the total mean energy <E> now includes the zero-point 
energy, and the mean square energy involves a cross-term 
between this and the mean energy (excluding the zero-point 
energy). It is this term which gives the first term on the 
RHS of Eq.(11) (the "particle" aspect). There also remains a 
term involving the square of the zero-point energy. But this 
is cancelled by the fact that Eq. (13) no longer vanishes, 
because of the commutation relation between the Fourier 
components: 
• • 1 2 q q (n n) - q q (n n) = - _0_0 ih 0 O(n n) (15) j k' k j' 2 L jk' 
This is the only point at which Born et al explicitly define 
what the quantization of the classical string actually 
amounts to, and they introduce this equation with no 
justification other than the comment that "the quantity L/2 
is to be regarded as the "mass" of the resonators". 
Presumably they have in mind the CCR: 
p q (n,n) - a p (n,n) = - ih 0 O(n,n) j k it j jk 
o ° 
with the identification p = mq = Lq 12 . In particular the j j j 
authors did not identify the canonically conjugate variables 
from the Lagrangian theory of the classical string, and 
define the CCR's accordingll. In retrospect, whilst this 
6 
Note that there still remains a factor of 1/2 unaccounted 
for in Eq.(15) using the CCR between position and momentum; 
this is eliminated in the Lagrangian theory. 
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step was within their grasp (the authors acknowledge Dirac's 
paper of [1925], in which the canonical theory was 
formulated), the shortcomings of this early foray into QFT 
were the shortcomings of the matrix mechanics: the absence 
of the transformation theory, and more generally the 
representation theory of quantum observables. 
Born et al made only one additional significant inroad on a 
QFT. They emphasised that in considering the expansion of 
Eq. (12) the coordinate x therein remains a classical 
quantity (a c-number in Dirac's terminology), 
since if in place of the continuous string we 
elastic series of points, x would denote 
(multiplied by the lattice constant) of any 
(Born et al [1926]. 




But QFT did not evolve in this straightforward way. From 
this point on the theory became entirely the creation of 
Dirac, and there is no doubt that he essentially constructed 
a full-blown (but non-relativistic) QED without the help of 
either the transformation theory, the distinction between 
operators and states, or for that matter the wave mechanics. 
In fact all these additional ideas found their way into the 
historic paper of 1927, (discussed shortly), but then this 
paper developed several routes to a QFT. One of these routes 
was provided by Dirac's systematic analysis of action-angle 
variables in quantum theory. In retrospect, it is clear that 
the fundamental formal technique which Dirac exploited 
contradicted the one clear (and correct) insight of the 
treatment of Born et al; that the spacetime coordinates 
entered as c-numbers into the theory. It is hard to imagine 
a more ironic course of events. 
Action-angle variables pervade almost all of Dirac's work 
from his first paper of [1925] up to the beginnings of the 
electron theory. The relevant papers are: 
A: The fundamental equations of quantum mechanics [1925]. 
B: Quantum mechanics and a preliminary investigation of the 
23 
hydrogen atom [1926a). 
C: Relativity Quantum Mechanics with an application to 
Compton scattering [1926b]. 
D: The Quantum Algebra [1926c]. 
E: On the theory of Quantum Mechanics [1926d]. 
7 F: The Compton effect in Wave Mechanics [1926e] . 
In A Dirac introduced his terminology "q-numbers" (q for 
"queer" or "quantum") , and made some preliminary 
observations concerning the CCR's and matrix elements of 
combinations of the action-angle variables 
particular the functions: 
~ = J 1/ 2e iw 
oJ1/2 -iw 







(for convenience I consider a system of 1 degree of freedom; 
these quantities are intimately related to the creation and 
annihilation operators). He noted in particular that one 
could recover the usual position and momentum variables8 , 
for the harmonic oscillator: 
p = (~ +il))/v'2 
q = (i~ +l))/v'2 
whereupon the Hamiltonian takes the form 
2 2 H = II (q + p ) = 211J. 
(7) 
The Poisson bracket relationship between the action angle 
variables [w,J] = 1 leads to the CCR: 
PB 
[~,l)] = ih 
whilst he considered their matrix elements by definition to 
be of the form ~(m,n) = 0 except when m = n+1, and l)(m,n) = 
7 
Dirac's output in 1926 was phenomenal. To this list must be 
added "The physical interpretation of the quantum mechanics" 
[ 1926f] (on the transformation theory) and "On the 
elimination of I)odes in quantum mechanics" [1926g] (a minor, 
and purely technical, paper which was once again concerned 
primarily with action-angle variables) 0 There is also the 
small matter of completing and submitting his Ph.D thesis in 
the summer of the same year. 
8 
For a massive oscillator of mass m and frequency V the 
mechanical position and momentum variables are gi ven 
..;;;ij p, and the Hamiltonian by vH, 
above. We have rep I aced J and W as 
and 21lW, in line with his later 
notation. All commutators are unchanged. 
respectively by q/v'iiW and 
where q,P. and H are as 
used by Dirac by J/211 
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o except when m = n-1. As a consequence ~~(nn) = -iNh, where 
N is an integer; since classically 
~~ = -- iJ 
it follows that J = Nh, as expected. Using instead the 
(classically equivalent) expression 
(1/2)(~~ + ~~) = - iJ 
one obtains instead 
J = (N+1/2)h. 
The reason for Dirac's interest in action-angle variables 
was made clear in B, where their connection with the 
Heisenberg paper of [1925] was pointed out. We must now 
consider a system of many degrees of freedom, with 
action-angle variables J, w. We consider the Fourier 
r r 
expansion, for multiply periodic systems, of an arbitrary 
dynamical variable q: 
q = ~ C e ia. w = ~ La a La 
where w = (w, W , ••• ) 
1 2 
C"s are functions of 
e ia. w C' 
a 
and a = (a, a , ... ), a E 7L. The 
1 2 1 





q-numbers, and if the Hamiltonian is a function of the J's 
only it follows that their time derivatives are constants. 
Dirac showed that for any q-numbers p ,q obeying the CCR's: 
r r 
[q , p ] = ih ~ 
r s rs 
then it follows that 
[ ia. q ] . ia. q e ,p = 1a e 
r r 
and for any function f(q ,p ) of the q's and p's: 
• . r r 
f(q ,p )e1a. q = e 1a· qf(q ,p +a h). 
r r r r r 
(19) 
Therefore when the Hami Honian is a function only of the 
J's, H = H(J ), we have that 
eia.wH(J) =rH(J -a h)e ia. w 
r r r 
H(J )e ia. w = e ia. wH(J + a h) 
r r r 




= 1a.w e = ie ia . w a.;" 
. . 
we obtain the q-numbers a.w, a.w' from the commutator: 
~ ia. w = [ ia. w H] dt e e, 
and Eq.(19) as follows: 
h a.w = H(J ) - H(J - a h) 
r r r 
h a. w = H(J + a h) - H(J ). 




On the basis of Eq. (21) Dirac interpreted the B.W, B.~I as 
q-number versions of the Bohr transition frequencies (which 
-they would equal if Eq. (21) were a c-number equation). The 
w themselves he tentatively identified as q-number versions 
r 
of the Bohr orbital frequencies. There is a fascinating and, 
I suspect, profound, connection with the Heisenberg theory 
in its original form, now pointed out by Dirac. Let us 
suppose that, in a Fourier expansion of the form Eq. (18), 
the function C (J) is of the form C(J,J-ah). As Dirac noted, 
a 
the dependence of C on B and J is in some sense symmetric, 
for a real (i.e. self adjoint) magnitude x may be written: 
~ C (J)e ia . w = x* = ~ e-ia.wC (J)* 
x = ~ a a ~ a B 
* . but from Eq. (19) the RHS may be written E C (J + ah) e-1a. w 
a a 
so one has: 
C (J) = C (J + ah) 
-a a 
* 
In the new notation this equation takes the symmetric form: 
* C(J, J+ah) = C(J+ah, J) . 
Consider now the expansion of two variables x,y, and their 
product xy: 
x = ~ X(J J_ah)e ia. w ~ a ' 
y = E b Y(J,J-bh)e ib . w 
xy = E XY(J,J-ch)e ic . w 
c 
It follows that 
xv = ~ X(J J_ah)eia.wY(J J_bh)e ib . w ~ ~ a,b' , 
which by Eq. (19) may be written: 
xv = ~ X(J J-ah)Y(J-ah J_bh_ah)ei(a+b).w ~ ~ a, b' , 
so that we conclude: 
XY(J,J-ch) = E X(J,J-ah)Y(J-ah,J-ch) 
a 
which is precisely a q-number version of the Heisenberg 
multiplication rule, Eq. (5). 
This theory does not appear to have any straightforward 
interpretation; but I believe its remarkable elegance 
explains Dirac's interest in action-angle variables, and I 
suggest that if properly interpreted one wi 11 have a new 
insight into the meaning of the Heisenberg-Kramers 
dispersion theory and Heisenberg's point of entry into the 
matrix mechanics. It may also offer a new interpretation of 
the Thomas-Kuhn sum rule, the precursor of the CCR's; 
26 
however the difficulties of interpreting this formalism 





is tantamount to the definition of a time 
Classically w is of the form ~ - v t, and the 
r r r 
explicit solution for the position and momentum variables 
(cl. Eq.(17) and fn. 8) is: 
x(t) = 2A cos (~-vt) 
pet) = -2mvA sin (~-vt) 
where A = (2mv)-1I2J 1I2. The time derivative of the w's is 
precisely the frequency v. Dirac fully appreciated this 
fact, and his papers on the Compton effect (C and F) were 
attempts to exploit the action-angle theory to provide a 
relativist ic quantum mechanics in which the position and 
9 time coordinates were introduced as q-numbers . 
They were also attempts to exploit 
relationship, Eq. (19), most typically 
Eq. (20), to describe the process of 
absorption of radiation. The idea was 







the form of 
emission and 
consider the 
form H = 
I 
Acos(t-x/c).p, where x refers to the particle position along 
the x-axis (aligned in the direction of the incident 
radiation), with t-x/c the (q-number) angle variable. 
This interaction was then expressed in the form: 
iw iw HI = A. [ p(J)e + e p(J)] (22) 
with the idea that its matrix elements defined the possible 
transitions of the atomic system, associated (heuristically) 
with photon emission and absorption, and (mathematically) 
with the change in action variables via Eq. (19) 
(note the importance in the ordering of the action and angle 
variables in Eq. (22) in this respect). Retrospectively, we 
may say that Dirac exploited certain properties of creation 
and annihilation operators to describe radiative 
transitions, but acting on the atomic system only and not 
9 










sense of a time-operator are 
inconsistency of CCR's between 
of which has a dl screte 
Nieto [1968] for a readable 
review of time and angle operators in quantum theory. 
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the radiation field itself. 
Dirac's analysis made no reference to the distinction 
between q-numbers and states; as a result much of his 
reasoning appears circuitous and imprecise. For example, a 
dominant heuristic was that pre-factors and post-factors in 
certain expressions refer to the atomic system prior to, and 
consequent upon, a radiative emission, but it is difficult 
to attach any precise meaning to this idea. In this he 
shared the limitation of the GOttingen approach, and like 
this group he was initially hostile to the wave mechanics 
(Weiner [1977 p. 133]). One might think that in F these 
deficiencies would be removed, but in fact the wave 
mechanics is only used at one point in this paper (to remove 
an ambiguity in the ordering of the dynamical variables in 
the Hamiltonian), 
10 treatment closely . 
which otherwise follows the earlier 
This question, of the ambiguity of the ordering in the 
transcription of c-number expressions, is absolutely central 
to all subsequent developments of algebraic methods in 
quantum theory. In Jordan's later abstract theory of quantum 
magnitudes, the difficulty was confronted ab initio, with 
remarkable success (see Sections 2.1, 2.3). Dirac, on the 
other hand, used piecemeal methods, despite his promising 
10 




effect .. he virtually withdrew his former approach, 
it "rather artificial"" (Jammer [1974 p.l41] ) whilst 
records that "Dirac worked on the 




to a point where 
problem for 
his method, that 
variables which 
classical mechanics, seemed to 
he 
fail. 
came across Schrodinger's work which 
solution" (Salam and Wigner [1972 







key to gave him the 
p.37]). These comments 
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"A more natural 
the matrices is 







" •.. in (the present paper) ... the wave 
merely as a mathematical help for the 
understood way of 
Schrodinger's wave 
added in proof: 
equation is used 
calculation of the 
matrix elements, which are then interpreted in accordance 
wi th the matr i x mechani ce. " 
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attempt to devolop a general theory of q-number functions in 
011 • 
It is only with E that he begins to use analytic methods. 
This paper contained his first (and remarkably successful) 
foray into the wave mechanics: he showed that Bose (Fermi) 
statistics required that the wave function be symmetric 
(antisymmetric) under interchange of particle labels, 
developed the time-dependent perturbation theory, and also 
created the semi-classical treatment of radiation that is 
now standard in introductory texts (e. g. Schiff [1968]). 
Essentially this consisted of the application of this method 
to the Hamiltonian 
H = H + A. pic 
o 
in which A is the vector potential, a c-number function of 
the particle coordinates and the time, and H _is the free 
o 
Hamiltonian. To obtain an estimate on the total power 
radiated by an engemble of atoms, he used the simple 
heuristic of taking the energy of a photon of frequency 
v(n,m) associated with a transition from the state m to the 
state n, multiplied by the probability per unit time of its 
emission Iq(n, m1 2 , where q is the electric dipole moment, 
and then summing over all frequencies. This result differed 
by a factor of hv in comparison to Jordan's earlier 
treatment. This heuristic also led to some odd terminology, 
for example in expanding the wave funct ion for the system 
(explicitly a one-particle system), I/I(x, t) = L a (t)I/I (x), 
n n n 
with {I/I } an orthonormal basis in which the free Hamiltonian 
n 
is diagonal, Dirac interpreted a (t)a (t) as the number of 
n n 
atoms in the nth energy state at time t. This may have been 
no more than a fac;on de parler, a way of quickly passing 
over to an ensemble interpretation of quantum probability, 
but it may equally indicate that at this time Dirac was in 
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formulae, and made no further reference to thi s 
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with the number of particles per unit volume. If so this 
gives a clue to the second quantization technique developed 
in Dirac [1927a]; on the other hand he was not at this point 
considering a quantization of the radiation field itself 
(nor was this idea explicitly discussed in any of his 
wri ting up to this time). Whilst in E he succeeded in 
obtaining the Einstein coefficients for the induced emission 
and stimulated absorption of radiation, he failed to obtain 
the coefficient for spontaneous emission. On this point he 
remarked: 
One cannot take spontaneous emission into account without 
a more elaborate theory involving the' positions of the 
various atoms and the interference of their individual 
emissions, as the effects wi 11 depend upon whether the 
atoms are distributed at random, or arranged in a crystal 
lattice, or all confined in a volume small compared with a 
wave-length ... [E p.677] 
That is, he did not regard this failing as a consequence of 
having failed. to treat the dynamics of ·the radiation field 
itself12. Indeed in C , in connection with the formula for 
2 2 the intensity of the incident radiation I = cA V /81l, he 
argued: "since v and I can be measured physically they are 
c-numbers, and therefore so is A" [C p.415]. 
The remarkable paper of 1927 was a synthesis of the methods 
and results of E with those of his papers on the Compton 
effect; that is, the combination of the wave mechanics, with 
its attendant notion of state, the symmetrization condition, 
to express Bose statistics, and the perturbation theory 
(all these in E), with the method for describing radiative 
transitions through the action angle variables. In fact this 
last, combined with the perturbation theory, was sufficient 
12 










emission (but not 
afterwards, in 
in the way 
by Dirac as was particularly emphasised 
its generality. However, and despite the 
heuristic 
an induced 
that the spontaneous emission is actually 
emission (induced by the zero-point 
induced coefficient can be obtained by a 
of the semi-classical theory. See Schiff 
fluctuations), the 
simple elaboration 
[1968 p.408-14l; in retrospect Born and Jordan [ 1925] were a 
deriving the A and B coefficients in this way. short step to 
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in itself to generate a full QED including the react ion on 
the radiation field (what I shall call his method 1). 
Together with the notion of state and the symmetrization 
condi tion, enough to generate a free QFT (method 2); and 
together with the matter-wave heuristic of the 
wave-mechanics, combined with a straightforward canonical 
quantization, enough to generate the same free QFT (method 
3). This last method he considered purely formal, a shortcut 
to his method 2; the equivalence of method 2 and 3 but 
established this fact. The equi valence of method 2 wi th 
method 1 was, on the other hand, fundamental: the 
consistency of the light-quantum and field was thus 
established. It was left to Jordan to point out that his 
method 3 constituted a genuine and independent field 
quantization. The existence and equivalence of methods 2 and 
3 were then established by Jordan, Klein and Wigner for a 
wide class of interactions in the non-re lati vist ic theory, 
and th~ method generalized to deal with fermions also. 
These ideas are now elaborated in detai I; they constitute 
the subject matter of the following two sections. However 
before commencing their study there is one further rou~to a 
quantum field theory which cannot be omitted, although it 
had little or no direct influence on Dirac or the tradition 
within which he worked13 . That is the theory of quantum 
statistics applied to material particles. On the basis of 
this theory, one might have been led directly to Dirac's 
method 3, and anticipated its equivalence to method 2. 
13 
It is just for this reason that he did not consider his 
method 3 as anything more than a mnemonic. I know of only 
one commentary explicited devoted to Dirac's paper of 
[1927a] (Bromberg [1979]); she on the contrary considers the 
Einstein gas theory the primary influence leading to this 
paper, and makes no reference to hi s ear iIi er wor k on 
Compton scattering. Neither does she distinguish methods 2 
and 3. 
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1.1.4. Quantum statistics and massive particles. 
From the work of historians like Mart in Klein [1964] and 
Linda Wessels [1979] the complex web of relationships 
between the investigation of quantum statistical mechanics, 
by the likes of Debye, Einstein, Planck and Schrodinger, and 
the de Broglie theory of matter waves, has been carefully 
mapped out. In the development of quantum statistical 
mechanics one sees the slow and painful shift away from the 
Boltzmann statistics and towards a statistics of 
indistinguishable particles; the difficulties lay in the 
extensivity of entropy, and the apparent necessity of 
including a factor of lin! in the partition function (Sackur 
[1911], Tetrode [1912], in order to obtain additivity. This 
issue had been the subject of a heated controversy between 
14 Planck and Ehrenfest ; now too Schrodinger entered the 
debate. With the Einstein gas theory, both Planck and 
Schrodinger (suspicious of the new statistics) were led to 
consider other alternatives; in particular Schrodinger was 
led to the de Broglie theory of statistics in application to 
material particles, rather than photons (or "photon 
aggregates", as de Broglie considered them). This work led 
directly to the wave mechanics. 
Klein and Wessels consider the influences upon Schrodinger, 
and his route to the wave mechanics, not the development of 
QFT. Whilst Schrodinger was led to de Broglie's work in the 
context of statistical mechanics, his statistical ideas had 
tenuous connections with the l-particle wave mechanics. On 
the contrary, they have profound connections with quantum 
field theory. 
Early conceptions of QFT arose purely from statistics, and 
it was Einstein who had laid down the fundamental 










now enters its 
The 
third 
Bose paper of [1924], he realized that from a statistical 
point of view, the wave-like properties of radiation could 
be traced to the new statistics. He then considered the 
consequences of assuming the new statistics for a particle 
ensemble: 
The interest of the theory lies in the fact that it is 
based on the hypothesis of a far-reaching formal 
relationship between radiation and gas. According to this 
theory, ,the degenerate gas deviates from the gas of 
(ordinary) statistical mechanics in a way analogous to 
that in which the behaviour of radiation, according to 
Planck's law, deviates from its behaviour according to 
Wien's law. If Bose's derivation of the Planck radiation 
formula is to be taken seriously, then one may not also 
pass up this theory of the ideal gas; for if one is 
justified in considering radiation as a gas of quanta, 
then the analogy between the gas of quanta and the gas of 
molecules must be complete. (Einstein [1925 p.3]). 
In this same paper he considered the analysis of fluctuation 
in particle number, the analogue of his earlier analysis of 
fluctuations in energy for the radiation field, that was so 
inf'luential in defining the problem of the wave-particle 
dualism. He found precisely the same dualism present: a term 
that was typical of a particle ensemble, and a term typical 
of a field theory. The implication is that this latter can 
be explained 
... if one associates a radiation process with the gas in 
a sui table way, and calculates its interference 
fluctuation. I go into this interpretation in more detail 
because that I bel ieve that there is more than a mere 
analogy involved here. In a very noteworthy work, de 
Broglie has shown how one can associate a (scalar) wave 
field with a material particle or a system of material 
particles. (Einstein [1925 p.9]). 
This reference, bearing the extraordinary authority of 
Einstein, brought de Broglie's work to the attention of 
every theoretician working in quantum statistics, amongst 
them Planck and Schrodinger. Neither of them were happy with 
the new statistics; both took up one of de Broglie's central 
discoveries, that one can establish the Planck distribution 
on the basis of Maxwell-Boltzmann statistics if only one 
considers all photons of the same frequency as a "quantum 
aggregate" , a normal mode of the radiation field 
"containing" all of these photons. The Maxwell-Boltzmann 
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statistics applied to the quantum aggregates immediately led 
to the Planck distribution. De Broglie explained the failure 
of Maxwell-Boltzmann statistics appUed to the individual 
quanta (photons, despite his terminology) as follows: 
If two or more atoms have phase waves that exactly 
superpose, by which one may say therefore that they are 
transported by the same wave, their movements may no 
longer be treated as entirely independent and these atoms 
may no longer be treated as distinct entities in the 
calculation of probability. (de Broglie [1925 Ch.7. 
Sec. 3]) 
What, however, was to count as a "wave" for a material gas? 
First Planck, and then Schrodinger, tried to get away from 
the customary practise of applying the quantum conditions to 
the individual molecules of the gas, and instead to the gas 
as a whole; the partition function derived in this way could 
sti 11 be associated with 
an individual atom, though not in empty but in gas-filled 
space of volume V because the count of summed terms is 
not given through quantization of a single atom in volume 
V, but through the previously performed quantization of 
the states of the gas (Planck [1925a p.50]). 
Schrodinger was increasingly drawn to this idea: 
The energy levels ... of the gas molecules must now, of 
course, be derived from the energy level distribution of 
the body of gas as a whole, exactly the opposite of how 
it was previously done (Schrodinger [1925 p.439]) 
In the last of Schrodinger's papers on quantum statistics, 
"On Einstein's Gas Theory", completed in mid-December of 
1925 and immediately preceding the series of papers 
introducing the wave mechanics, he summarized his 
conclusions as follows: 
Einstein's theory of a gas is obtained by applying to the 
gas molecules that form of statistics that leads to the 
Planck radiation law when it is applied to "atoms of 
light". However, one can also obtain the Planck radiation 
law by using "natural statistics", if one applies them to 
so-called "aether oscillators", that is to the degrees of 
freedom of the radiation. The light atoms then appear 
only as the energy levels of the aether oscillators ... one 
must therefore simply form a picture of the gas like the 
picture of cavity radiation that does not correspond to 
the extreme light-quantum representation: the natural 
statistics ... will then lead to Einstein's gas theory 
(Schrodinger [1926a p.95]). 
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The circle of ideas has been completed: the radiation field, 
on empirical grounds, displays (Maxwell-Boltzmann) 
probabilistic behaviour typical of both waves and particles; 
the normal modes must be quantized, 
number gi ves the number of photons. 
wholly particulate only with the 
and the excitation 
It may be considered 
assumption of Bose 
statistics. The assumption of Bose statistics for material 
particles resolves long-standing difficulties in the 
definition of an extensive entropy; favouring 
Maxwell-Boltzmann statistics instead, and yet to obtain an 
additive entropy, we must consider the material gas as a 
field also, and once again the molecules must correspond to 
the excitations in the normal modes of this field. 
It is remarkable that one is led to this conception of a 
material QFT through the rejection of Bose statistics. 
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Section 1.2. Quantum Electrodynamics and the 
Field - Many-particle Equivalence. 
Yet the postulate that lies at the root of every 
scient ific enquiry, the act of faith which has 
always sustained scientists in their unwearying 
search for explanation, consists in the assertion 
that it must be possible - although perhaps at the 
heavy cost of ideas held for long and concepts of 
proved usefulness - to reach a synthetic view 
uniting all the partial theories suggested by the 
various groups of phenomena, and embracing them 
all despite their apparent contradictions. 
L. de Brogl ie 
1.2.1. The quantum theory of the emission and absorption of 
radiation: organization. 
We have elaborated the theoretical background to this paper; 
it must be emphasised that Dirac, along with Jordan, was 
also concerned to free the new mechanics from any dependence 
on the correspondence principle. In the introduction to his 
second paper on the new QED, in which (amongst other things) 
he derived the Heisenberg-Kramers dispersion theory, it was 
the principal result cited: 
The new quantum mechanics could at first be used to 
answer questions concerning radiation only through 
analogies with the classical theory. In Heisenberg's 
original matrix theory, for example, it is assumed that 
the matrix elements of the polarization of an atom 
determine the emission and absorption of radiation 
analogously to the Fourier components in the classical 
theory. In more recent theories (i.e. the wave mechanics) 
a certain expression for the electric density obtained 
from the quantum mechanics is used to determine the 
emitted radiation by the same formulae as in the 
classical theory. These methods give satisfactory results 
in many cases, but cannot even be appl ied to problems 
where the classical analogies are obscure or 
non-existent, such as resonance radiation and the 
breadths of spectral lines. 
A theory of radiation has been given by the author which 
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rests on a more definite basis. It appears that one can 
treat a field of radiation as a dynamical system, whose 
interaction with an ordinary atomic system may be 
described by a Hamiltonian function. - (Dirac [1927b 
p. 710]). 
That said, it is doubtful that this concern played much r6le 
in motivating the initial breakthroughs of the [1927a] 
paper; in any case, he made no mention of it there. I 
believe it is more accurate to say that this concern 
underlay his interest in the action-angle variables and 
radiative interactions, but that he pursued this theory also 
because he wished to understand the remarkable connections 
wi th the original Heisenberg paper and the Bohr frequency 
condi tions. 
Consider now the q-number theory of action-angle variables. 
Cleary the angle variable defines a q-number expression of 
the time co-ordinate. In this connection Dirac does three 
things: 
(i) takes over the action-angle formalism considered in 
(1.1.3). 
(ii) explicitly declares that the angle coordinate satisfies 
CCR's with the Hamiltonian, and yet 
(iii) explicitly denies that the time is treated as a 
q-number; in fact declares that: 
The theory is non-relativistic only on account of the 
time being considered as a c-number, instead of being 
treated symmetrically with the space-co-ordinates. 
We resolve the puzzle with the observation that although 
Dirac works primarily in the Heisenberg picture, when he 
actually calculates the Einstein A and B coefficients he 
switches to the interaction representation, with an explicit 
c-number time dependence of the states. Further for most of 
this paper one can assume that the Hamiltonian has no 
explicit time-dependence, so that a q-number time does not 
directly intrude except in the definition of the creation 
and annihilation operators. On the other hand, with respect 
to method 1 the interaction Hamiltonian has an explicit 
time-dependence; making the time here a q-number (or 
classically a canonical variable) removes the explicit 
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time-dependence and makes the total Ham~ltonian independent 
of time, and permits an ill-defined correspondence between 
this Hamiltonian and that constructed in methods 2 and 3. 
For the latter methods one can avoid the problem; since 
his method 1 is ill-defined (and probably 
meaningless) I shall not pursue this puzzle further. 
To convey Dirac's own interpretation of his results, we 
quote in full from §1, Introduction and summary: 
The underlying ideas of the theory are very simple. 
Consider an atom interacting with a field of radiat ion, 
which we may suppose for definiteness to be confined in 
an enclosure so as to have only a discrete set of degrees 
of freedom. Resol ving the radiat ion into its Fourier 
components, we can consider the energy and phase of each 
of the components to be dynamical variables describing 
the radiation field. Thus if Eris the energy of a 
component labelled r and Or is the corresponding phase 
(defined as the time since the wave was in a standard 
phase), we can suppose each Er and Or to form a pair of 
canonically conjugate variables. In the absence of any 
interaction between the field and the atom, the whole 
system of field plus atom will be describable by the 
Hamiltonian 
H=E E +H (1) 
r r 0 
equal to the total energy, Ho being the Hamiltonian for 
the atom alone, since the variables Er,Or obviously 
satisfy their canonical equations of motion 
. . 
E = - 8H180 = 0, 0 = 8H18E = 1. (2) 
r r r r 
When there is an interaction between the field and the 
atom, it could be taken into account on the classical 
theory by the addi t ion of an interact i on term to the 
Hamil tonian Eq. (1), which would be a funct ion of the 
variables of the atom and of the variables Er, Or that 
describe the field. This interaction term would give the 
effect of the radiation on the atom, and also the 
reaction of the atom on the radiation field. 
In order that an analogous method may be used on the 
quantum theory, it is necessary to assume that the 
variables Er, Or are q-numbers satisfying the standard 
quantum conditions 
o E ..:.. E 0 = in (3) 
r r r r 
like the other dynamical variables of the problem. This 
assumption immediately gives light-quantum properties to 
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component r, 2n9r is an angle variable, so that its 
canonical conjugate Er/2nvr can only assume a discrete 
set of values differing by mul tlples of h, which means 
that Er can change only by integral multiples of the 
quantum hvr. (Dirac [1927a p. 244-245]; henceforward all 
references to this paper will be of the form [244-245]). 
The organization of the paper is as follows: 
§2. The Perturbation of an Assembly of Independent Systems. 
The second quantization pr.ocess is formulated. The 
l-particle Schrodinger theory is replaced by a q-number 
formal ism; Dirac interpreted this formal ism ab intio as a 
formulation of the quantum mechanical description of an 
ensemble of systems which are independent and all subject to 
the same perturbation. 
§3. The Perturbation of an Assembly satisfying the 
Einstein-Bose Statistics. 
In this section he shows that the Hamiltonian constructed in 
§2 describes the effect of a perturbation on a system of an 
(undetermined number of) bosons. In a later terminology he 
invents the occupation number representation. 
§4. The Reaction of the Assembly on the Perturbing System. 
The Hamiltonian of §2 is written in a form which explicitly 
exhibi ts the variables of the atomic system, and those of 
the assembly of bosons. 
§5. Theory of transi tions in a system from one state to 
others of the same energy. 
The Born scattering theory (the "Golden Rule No.2") is 
developed, with minor modifications, and essentially no 
reference to the foregoing. 
§6. Application to light-quanta. 
The Hamiltonian defined in §4, for an arbitrary interaction 
term between the atomic system and the bosons (for the first 
time explicitly identified as photons), is interpreted so as 
to distinguish transitions between states of the photons 
which have non-zero energy, and transitions to and from 
radiation by a dipole into the quantum theory, and by Born 
et al ([ 1926]) Cor calculating the energy fluctuations in a 
field of black-body radiation". As we have seen, they did 
nothing of the kind. 
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a state in which the photon has zero energy. Photons which 
are described by this hypothetical state of zero energy are 
considered physically unobservable, so that the transitions 
in question are equivalent to single creation and 
annihilation events. Processes of the latter kind cannot be 
descri bed by the Hand 1 tonians so far constructed except by 
this artifice. 
§7. The probability coefficients for emission and 
absorption. 
This section is entirely self-contained and makes no 
reference to the previous results; it is a direct 
continuation of Dirac's earlier work on the Compton effect, 
and concludes with a derivation of the Einstein A and B 
coefficients by means of the scattering theory of §5. 
Concerning the earlier material, he observes that no 
transitions between states of the same particle (photon) 
number can be described, but that for transitions in which 
single photons are created and destroyed the Hamiltonian is 
of the same form as that part of the Hamiltonian defined in 
§6, which describes transitions to and from the zero-energy 
state. On this basis he concludes that the wave point of 
view (as developed in this section) is consistent with the 
light-quantum point of view (developed in § 2,3,4,6). 
In terms of the summary at the close of (1.1.3), method 1 is 
defined in §6, method 2 in §3, and method 3 in §2. I shall 
first discuss method 1. 
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1.2.2. Method 1: QED. 
Dirac began with the Hamiltonian: 
H=H +H +H 
o F I 
in which H is the free Hamiltonian for a 1-particle system, 
o 
an electric dipole, H 
F 
the free Hamiltonian for the 
radiation field confined to a finite volume V, and H the 
I 
interaction Hami ltonian in the Coulomb gauge classically 
given by: 
·1· A. x/e = - E A x . (4) 
err r 
Here x is "the component of the total polarization of the 
r 
atom in the direction of A, which is the direction of the 
r 
electric vector of the component rIO [262]. This requires 
some explanation; A is properly a vector quantity A, the 
r r 
th t . th F' . f A r erm In e ourler expansIon 0 : 
A = E A = E a cos 2nv (t/> - t) 
rr rr r r 
so we would do better to distinguish the three spatial 
coordinates and write Eq. (5) as: 
1 • 
H =-E A.x 
I err 
or as: 
H =! E (AX ~ + AY y + AZi) 
I err r r 
However to avoid complications we retain Dirac's original 
notation, but we emphasise that no Fourier expansion of the 
electric dipole moment is involved in Eq. (4). 
Dirac defined the angle variable 8 (= t/> - t) in the passage 
r r 
quoted above; he now defines the new angle variables 
e = hv 8 
r r r 
so that its canonical conjugate is just the number operator 
N with: 
r 
A = a cos e /h. 
r r r 
Dirac now considers the a q-numbers (functions of the 
r 
action variables) and determines their expression by the 
following argument: on the basis of the light-quantum 
heuristic it is clear (cf. the discussion at the close of 
(1.1.3» that the intensity of radiation per unit frequency 




= n hv /c 
r r 
(5) 
where n is the number of photons present of frequency v 
r r 
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(the eigenvalues of the N ). On the other hand, from the 
r 
classical theory the flow of energy per unit area per unit 
2 2 time for -the component I' is na v 12c, so that I is also 
r r r 
given by: 
I = na2 v 2u 12c 
r r r r 
where 0" is the number of stationary waves in the finite 
r 
volume V (of given polarization) 
2 
v +dv } . Equating the two yields: 
r r 
a = 2(hv lu c)112 n1/2 . 
r r r r 
in the interval {v, 
r 
This result suggests the quantum mechanical expression for 
the q-number a : 
r 
a = 2 (hv 10" c) 112 N 112 . 
r r r r 
In what follows we shall continue to indicate the 
eigenvalues of the number operator by n . 
r 
Dirac had now obtained a q-number expression for H; for H 
I F 
he assumed the expression: 
H =}.: hvN 
F r r r 
to obtain the total Hamiltonian: 
-1 1/2· 1/2 H = H +}.: hv N + 2c }.: (hv I cO" ) x N cos e Ih ( 6 ) 
o r rr r r r rr r 
The critical step now comes in the replacement of the term 
1/2 N cos e Ih by the expression: 
r r 
! (N112 ier/h -ier/fL_112) 
2 e + e -~ . r r 
Dirac could offer no justification for the particular choice 
of the order of q-numbers in this expression. Using Eq. (19) 
of (1.1.3) he was now able to write the Hamiltonian in the 
form: 
H=H +}.: hvN + 
orr r 
+ 2c- 1}.: r(hV/CO"r)1/2 ~r[N;l2eierih + (Nr+1)e-ierlh] (7) 
which he interpreted as follows: 
2 
The probability of a transition in which a light-quantum 
in the state I' is absorbed is proportional to the square 
of the modulus of that matrix element of the Hamiltonian 
which refers to this transition. This matrix element must 
come from the term NV2e ierlh in the 
must therefore be proportional to n , 
r 
Hamiltonian, and 








number of light-quanta in the state r before the process. 
In the same way the probability of a I ight quantum in 
state r being emitted is proportional to (n +1). [261]. 
r 
With this Einstein's laws follow immediately3 j for by Eq. (5) 
= (cl./hv3) I n 
r r r 
so that 
n + 1 = (c~/hv3)(I + hv3/c2 ) 
r r r r 
and the ratio, which by the foregoing is the ratio of the 
probability of absorption to induced emission, is just 
I /(1 +hv3 /c~) 
r r r 
in accordance with Einstein's laws (f\eglec.t'ng pola ..... sab·of"\ ~. 
Dirac was also able, by application of the scattering theory 
developed in § 5, to actually calculate the probabi li ties 
for absorption and emission process, and obtained agreement 
with the Einstein results. We shall not go into the details 
here. Note that the spontaneous emission process is subsumed 
under the induced emission, since the latter -is proportional 
to n +1. 
r 
Inspection of Eq. (7) together with the general heuristic, 
that the modulus square of its matrix elements are 
pro port ional to the probabi li ty of the transit ion between 
the associated states, shows that transitions are only 
possible between states which differ in total photon number 
by unity, and only when the operator x has non-vanishing 
r 
3 In fact Dirac was in error in' his identification; it is not 
the term _c i8 vNe which induces an absorption 
_r.=- -i8 term vN+1e ,as follows from the relationship 
-i8 -ie 
e N = (N+1)e 
i . e. Dirac the creation with 
operators. 
confused 
Nevertheless Dirac's conclusion 
processes are proportional to VJ still 
evi dent from the elementary computat i on 
to the stationary states of the atomic system): 





as is follows, 
(here j, j' refers 
I 
"-~ -i8 I I" -ie_c <n -l,j xv(N+1) e n ,j' > = <n -l,j xe vN In ,j' > 
= Vn <n -l,J l;e-i8In ,J'>. 
Dirac Is In error of confusing the 
eigenvalues with the action on the 
arise again in (1.2.3). 
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act I on of an operator on 
states; this problem will 
matrix elements with respect to the states of the atomic 
system. Since the time deri vati ve of x is defined with 
r 
respect to the full Hami I tonian, the total energy must be 
conserved. The theory is not of course an interacting field 
theory, but a theory of the interaction of a 1-particle 
system, described according to the quantum mechanics, with a 
OFT, such that the 1-particle system is subject to 
perturbations only when the quantum field emits or absorbs 
a single photon (this is to zero order in perturbation 
theory; multiple emission and absorption processes will 
occur at higher orders). This should be compared to the 
theory of the Compton effect, in which exactly the same 
technique (writing the perturbing field in action-angle 
variables) was used to describe transitions in the variables 
describing the atomic system. In a sense Dirac simply 
switched the action of the action-angle variables from the 
states of the atomic system to the states of the field, 
whilst correlating any such transitiqn with a perturbation 
act ing on the states of the atomic system through the 
. 
q-number x. 
1.2.3. Method 2: quantum mechanics of a boson ensemble 
In this sub-section we shall slightly sharpen Dirac's 
treatment, which can in fact be made rigorous. Dirac 
essent ially invents the occupat ion number represent at ion, 
and expresses the Hamiltonian which results in terms of the 
number and phase operators. We need not introduce the phase 
operators at all, however. 
Throughout we suppose that ~(i) is the 1-particle Hilbert 
space of (time-independent) states for particle i, (the 
same Hilbert space of each i), which is one of n 
distinguishable particles, and that 1f = ®~ ~(i). The 
1=1 
symmetrized subspace of 1f, denote 1f, will then be 
s 
appropriate to the description of an ensemble of n 
indistinguishable 4 The inner product 1f is particles. on 
4 One way of formulating this idea is that we have an 
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induced by the inner product <.,. > on l) and is denoted 
(. , . ). We shall systematically translate Dirac's formula 
into this framework. 
Dirac began with the 1-particle Schrodinger equation and the 
basis {u } of 1)(1) in which the free Hamiltonian is diagonal 
J 
(we may assume the Hamiltonian has a discrete spectrum for 
convenience). The (time-independent) 1-particle Hamiltonian 
H is considered the sum of a free and interaction part: 
H = F + V 
The Schrodinger equation: 
HtjJ(t) = ihBtjJlat 
may be written: 
. 
ih b =}: <u, Hu > b 
k I k I I 
(8) 
where 
Fu =Eu, tjJ(t) =}: b(t)u k k k k k k 
The u 's are of course independent of time. We may also 
k 
write Eq. (8) in the form: 
a ih at <uk,tjJ(t» = <uk,HtjJ(t». 
Dirac now5 considered the problem of n independent systems 
all subject to the above evolution; indicating by H(i) the 







the stationary states of the assembly of 
systems, he concluded that the Schrodinger equation becomes: 
ihb(r r ... ) = }: H (r r ... ; s s .. , )b(s s ... ) 
12 S,S, .. A 12 12 12 
1 2 
(9) 
where H = }: H(i), and H (r r ... ; s s ... ) is the matrix 
A 1 A 12 12 
element which vanishes when more than one s differs from 
1 
the corresponding r l; equals 




when s differs from r 
1 1 
and equal s }: H 














This we need not consider can be 
naming operation leads to a redundancy In the description 
which ls afterwards removed by restriction to the symmetrlc 
subspace. For detalls see French [1984], Redhead [1983]. 
5 
Dirac was not specific on this point, and on occasions 
referred to the number as "undeterml ned" . The reason will 
become c I ear short 1 y. 
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s equals r . 
1 1 
We can formulate this result in a more transparent way as 
follows; define Has: 
A 
H = H(l)®O® ... ®O® ... $ 0®H(2)®0® ... $ .•. $ O® ... ®H(n) (10) 
A 
From Eq. (10) it is clear that 
indeed: 
(u u ... u ... , H u u ... u ... ) 
r r r AS s s 
1 2 1 1 2 1 
{ a 1 C there exists I,J such that 1* J and r *s , r *s 1 1 J J = <U ,H(j)u > 1f r *s and Cor all k*J, r = s . (11 ) r s j J k k J J 
E <U ;H(i)u > 1f for all 1 r = s 1 r S 1 1 
1 1 
where u u '" = u ®u ®... E If (to save on notat ion, we 
r r r r 
1 2 1 2 
denote such states simply u ). The Hami 1 tonian H 
r r ... A 
1 2 
clearly has the interpretation, that it either leaves 
the state of the assembly unchanged or that it induces a 
. transi tion in the sta,te of one and only one particle. 
This is obvious by inspection of Eq. (10); we should not 
wonder at this restriction (for there are many other 
Hamiltonians a priori possible to describe the dynamics 
of a part icle ensemble); this is expl ici tly an evolution 
induced by a 1-particle evolution, in a way which is 
made precise by the foregoing, and which defines an 
evolution which is the canonical second quantization of a 
1-particle eVolution. 
Clearly an arbitrary state I/J(t) E If (for each value of t) 
can be expanded: 
I/J=E b (t)u 
rr ... rr ... rr ... 12 12 12 
so that Eq. (9) is obtained, and by means of Eq. (11): 
ihb 
r r ... r .. 121 
= EkE s .... r <ur ,H(k)us > b .. rr ... r sr k k k k 1 2 k-1 k k+l 
+ E<u ,R(j)u > b (t). (12) j r r r r j j 1 2 
Dirac now selects those states which are completely 
symmetric under interchange of particle labels, that is such 
that a state of the form 
I/J = E C u ®u ® ••• 
rr .. rr .. r r 1 2 1 2 1 2 
satisfies: 
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L c u ®u ® ... = L c u ®u ® ... r r .. r r . . r r r r .. r r . . r r 1 2 1 2 1 2 1 2 2 1 2 1 
which is ensured if the complex numbers C are 
r r 
1 2 
completely symmetric in the r r ... 
1 2 
For such a state, 
Dirac realized it is sufficient to specify how many 
particles are in which state - that 
of posi ti ve integers n, n , ... n ... 
is, to specify a string 
where the index set 
1 2 r 
{1,2, .. r, .. } labels the orthonormal basis {u}. Previously, 
r 
each r took on values in this index set; the index 1, 
1 
however, labelled the particles. 
If we suppose the states u E 1f form an orthonormal 
n n 5 
1 2 
basis in 1f then expanding an arbitrary state ~(t) E 1f in 
5 5 
terms of this basis will lead to new expansion coefficients 
b (t) ; in order to preserve the normal i zat ion of the 
n n ... 
1 2 
state it is necessary that: 
L Ib (t)1 
rr ... rr ... 
2 1 = L Ib (t)1 2 
nn ... nn ... 
(13) 
1 2 1 2 1 2 1 2 
(which follows on the assUmpt ion that {u 
nn 
1 2 
} is a 
normalized set of basis vectors). We cannot just identify a 
given completely symmetric b (regarded as a function of 
r r .. 
1 2 
the r' s) wi th that function of the n' s, which equal s 
1 r 
b when n of the r 's take the value 1, n of the r 's 
rr... 1 1 2 i 
1 2 
take the value 2, and so on, because there are many ways in 
which these occupation numbers may be specified by a set of 
integers r ,r .. r ... , and b (as a function over all such 
1 2 1 
sets) has been normalized to take account of this (by 
assumption it is normalized and completely symmetric). 
This solution to this problem was well-known; there are 
precisely n! In !n ! ... n ! 
1 2 r 
such sets of integers 
r ,r , .. r ... with the same occupation numbers n ,n , .. ,n , .. 
1 2 1 1 2 r 
summing to n (the total particle number) and therefore we 
must have: 
b 
n n ... n .. 
_ ( I I I I I) 1I2b 
- n. n .n .... n ... 
1 2 r r r .. r .. 
(14) 
1 2 r 121 
We now wr i te the Hamil toni an of Eq. (12) in this 
represent at ion using Eq. (14); we need only note that the 




Hamiltonian (identical for each particle) between the states 
defined by the numbers r ,s . Since it does not matter which 
1 1 
particle is involved in this transition, we may denote these 
states simply by r, s, noting that it is multiplied by the 
coefficient b 
rr ... r sr 
that is to say when the 
1 2 1-1 1 1+1 
ith particle in the state r is replaced by a particle in 
1 
the state s - so that it should now be mul t ipl ied by the 
1 
coefficient bn .. n -1, ... ,n +1, ... ' 
1 r s 
that is to say in 
which there is one less part icle in the state r, and one 
more in the state s6. 
The result (after removal 
(n!/n ! ... )1/2) is the equation: 
1 
of an overall factor 
. 
ih b (t) = 
n 1n2 (15) 
I: I: n1/2(n +1-~ )1/2<u ,'Hu> b (t) 
r s r s rs r s n n ... n -1, .. ,n +1 ... 
1 2 r s 
(when s=r the last factor is just b (t». 
n1n2· .nr ·· .ns 
So far we have simply the quantum mechanics of a system of n 
bosons. With two critical steps we have instead a quantum 
field theory. The first step is to express the occupation 
numbers in terms of (the action of) number operators; once 
this is done the resulting Hamiltonian is independent of the 
precise number of particles present. The second step is then 
to construct a Hilbert space which also is independent of 
the number of particles present, in the sense that the total 
particle number becomes one more piece of information, along 
6 
we warn the reader that this heuristic is misleading 
does not mean that thi s 
in the 
term in Important respect, 
the summation of 
that this 
Eq. (12) is associated with the transition 
of the ith particle from the state r i to the state si' but 
rather from the state s to the state r . It is the growth 
i i 
of the expansion coefficient b that fs controlled 
r r ... r " 12m by this equation, and we see that it increases proportional 
to the expansion coefficient b , that is 
rlr2··rm-1,rs,rm+1'·· 
to say according to the extent to which the system is found 
to have the sth particle in the state r The transi lion in 
s question is from the state r to the state r. 
s m 
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wi th the occupation numbers for the various states, to be 
specified by the state of the system. 
Only the first of these steps was taken by Dirac, who relied 
instead on the equivalence of the resulting Hamiltonian with 
that obtained in (1.2.2). That we shall consider in (1.2.3). 
We conclude with the expression of Eq.(15) in terms of the 
number operators. 
Dirac introduced the number and phase operators in the 
manner indicated in the introduction, quoted in (1.2.1), and 
through his method 3, the second quantization process. The 
essential properties, that in fact provide the best 
definition of these operators, are: 
-i9 /h -i9 /h 
(N + 1) 1/2 e r = e r 
r 
i9 /h 
= e r (N +1) 1/2 
r 
which follows from the (ill-defined) CCR's: 
9 N - N 9 = ih. 
r s s r 
for which Dirac gave the explicit representation: 
Nf(n,n, .. ,n, ... ) 
s 1 2 r 
= n fen ,n , ... ,n , ... ) 
s 1 2 r 
a 





for these operators, acting on an arbitrary function of the 
n's. These formulae led him into a systematic error that we 
have already discussed; for it is elementary to establish 
that: 
+i9/h i-a/an 
e - r f (n , n , ... , n , .. ) = e r f (n , n , ... , n , .. ) ( 19) 
1 2 r 1 2 r 
= f(n,n , ... ni- 1, ... ) 
1 2 r 
from which he concluded that the creation operator is given 
by e- i9/ hand the annihilation operator7 by e i9r /h. But a 
glance at Eq. (16) shows that it is the other way round. The 
error lies in the interpretation of Eq. (19); Dirac appeared 
to conclude that, for example, f(n,n, ... ,n +1, ... ) 
1 2 r 
describes a system with an additional particle in the state 
7 
strictly speaking neither of these operators are creation 
and annihilation operators, which are rather given by 
_C i9/h -i9/h_c VNe and e vN resepectlvely. 
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r. But this is not so. As formulated, f 1s not an 
eigenfunction, of the number operators with eigenvalues 
n ,n ,... etc., 
1 2 
but simply a function of these variables 
(see also footnotes 3 and 6). 
8 Eq. (19) is true for any funct10n of the n's and 
in particular it holds true when f is replaced by the 
expansion coefficients b ,regarded as functions of 
n1n2 ·· . 
the n's. We may therefore write: 
b = e t( e r -e s ) Ih b 
nn ... n-1, .. ,n+1... nn ... n ... n ... 
12 r s 12 r s 
and replace e. g. n b by N b and in 
rnn ... n.. rnn ... n ... 
12 r 12 r 
this way finally obtain: 
. 
ih b (t) 
n n ... = 
1 2 
L ~ <u,Hu> N1/2(N+1-c5 )1/2 
r t... s r s r~_ s rs 
1(e -e )/h b 
e r s 
The Hamiltonian is 
H = L L <u, Hu > N1/2(N +1-15 ) 1/2 e1(er -es)/h 






and makes no reference to the number of particles present. 
It has the elegant interpretation, that applied to an 
n-particle state, it annihilates a particle in the state s 
and creates a particle in the state r, with amplitude 
proportional to the 1-particle matrix element between these 
two states, in such a way as to make no distinction between 
which particle is in that state. 
This use of number and phase operators is objectionable from 
a mathematical point of view as we have already indicated. 
, Instead of appealing to the CCR's, Eq. (17), or the 
oW'\l!. C6W'\ 
concrete representation of Eq. (18),1 simply define the 
+. /h 
operators N and e-19r by Eq. (16), and represent the 
r 
action of both operators concretely on Fock space. In the 
present context it is perhaps more germane to define these 
8 Dirac's interpretation is incorrect, his formulae 
on mathematically inconsistent assumptions, but he 
right equations out. (This is quite typical, and 
a mystery); we shall shortly establish the 






operators concretely, and 
8 
then check that they satisfy 
Eq. (16) j to that end we 
~.n ------>. ~.n-l exp( -ie Ih): 1{ -----"7 1{ 
r 
define exp(-ie Ih) as the operator: 
r 
gi ven by the action on the basis vectors u ® u ® ... ®u 
r r 
(which are clearly dense in 1f1): r 1 2 n 
exp(-ie Ih):u ®u ® ... ®u ~ <u ,u >u ®u ® ... ®u (22) 
r r r r rr r r r 
12 n 123 n 
It is elementary to prove that exp(-ie Ih) maps a completely 
r 
symmetric state in 1f1 into a completely symmetric state in 
~.n-l, and 1{ further that its adjoint .restricted to the 
symmetric subspace of 1f1 is a map onto the symmetric 
~.n+l • subspace of 1{ • We denote exp(-ie) by exp(ie ) and note 
r r 
that their action in the occupation number representation 
is: 
exp(±ie Ih): u = u +1 
r nn .. n .. nn ... n_ ... 
12 r 12 r 
and that indeed Eq. (16) is satisfied. The (conventional) 
creation and annihilation operators are now defined as: 
. 112 
a (u ) = (N + 1) exp ( - i e /h), 
r r r 
• a (u ) = 
(23) 
r 
(on the LHS we have introduced standard notation; we shall 
not use it for the time being). If everywhere Dirac's use of 
the operator fie /h e r is replaced by exp(±ie Ih) a 
r 
mathematically well-defined formula results, precisely 
equi valent in meaning to that intended by Dirac, with the 
exception of his method 1 (i.e. the theory of (1.2.3)). This 
strategy is therefore of questionable value in the context 
of his equivalence proof, that we now consider. 
9 
The general question, of whether one 
representations or (abstractly) from 













proceeds from concrete 
an algebraic viewpoint 







space, or the Hamiltonian). This will become clear 
2. The claims made in the immediate sequel, and the 
in Part 
general 
[ 1953] . strategy used, Is due to Fock [1932], and 
Their contributions involve no fundamental 




the physics literature, and we do not consider these 
in this thesis. An expositary summary is given in (1.3.4). 
papers 
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1.2.4. The field- many-particle equivalence: methods 1 and 2 
So far we have considered the interaction Hamiltonian V 
(which enters into H in Eq. (20)) as an external interaction 
to which each particle in the assembly is subject. Dirac now 
considered explicitly introducing a new physical system with 
free Hamiltonian W which couples with the assembly of bosons 
through the interaction Hamiltonian V. He considered the new 
physical system (the perturbing system) described by the 
action-angle variables J, W , where W is a function of J 
only, and where V is a function of both J and W and all of 
the dynamical variables which describe the boson assembly. 
Clearly the total Hamiltonian H is just: 
T 
H = H + W = F + V + W. 
T 
Concernin-E V he made the natural assumption that it has 
vanishing matrix elements between states where more than one 
boson makes a transition. This perturbation cannot 
any longer be defined as the second quantization of a 
1-particle perturbation, for obvious reasons, but this 
assumption implies that the Hamiltonian nevertheless has the 
same form as Eq.(15). 
What follows requires a rather extensive reconstruction, if 
we are to maintain contact with Hilbert space theory. I 
shall first describe what Dirac did, and then reformulate 
his treatment in Hilbert space. 
Dirac wrote down Eq. (9), modified only by the inclusion of a 
summation over the eigenvalues of the action variable for 
the perturbing system, that is: 
ibb(j,r r ... ) 
1 2 = 




The matrix element H (j,r r ... ;j' ,s s ... ) is now always 
T 1 2 1 2 
a constant. As before, it vanishes when more than one s 
n differs from the corresponding r. When s differs from 
n m 
r and every other s equals r it reduces to HUr ;j's ), 
m n n m m 
which is the (jr ;j's) matrix element (with the time 
m m 
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factor removed ) of H = F + V, the proper energy plus the 
perturbation energy of a single system of the assembly; 
while when every s equals r, it has the value H (j)Ojj' 
n n P -
+ ~ H(Jr ;J'r). If, as before, we restrict the 
n n n 
eigenfunctions symmetrical in the variables r , .... we can 
again transform to the variables n , n , ... , 1 which wi 11 
1 2 lead, as before, to the result 
in b = W(j)b 
J,n1n2 · . . j,n1n2··· (25) 
+I: II: I: nl/2 (n+1- 0 )1/~(Jr;J's)b I j r s r s rs j , n n " n -1 ... n +1 ... 
1 2 r s 
This is the Schrodinger equation corresponding to the 
Hamiltonian function 
H = W(J) + I: H NI12 (N +1-0 )ll2e U 8 r -es )/b (26) 
T r, s rs r s rs 
in which H is now a function of the J's and w's, being 
rs 
such that when represented by a matrix in the (J) scheme 
its (jj') element is H(jr;j's). (It should be noticed that 
H still commutes with the N's and e's.) [255-6]. 
rs 
Lat me expand on Dirac's treatment. It is clearly necessary 
to construct the Hi 1 bert space: 1f = b ® 1f where b is the T P P 
Hilbert space of the free perturbing system with inner 
product <.,. > , spanned by the basis states w which are 
P j 
eigenstates of the Hamiltonian W (therefore eigenstates of 
the action operator). We denote these states wj ' wJ" etc. 
and use the notation u for the state w ® u ® j,nn... j r 
1 2 1 
U ® ••• 
r 
2 
and similarly for the occupation number states 
(and expansion coefficients). The natural inner product on 
1f is then: 
T 
( u j , U '1 " ) = <u. , u, ' > (u , U I I ). ,n1n2 ··· J ,n1n2 ··· T J J P n1n2 ··· n 1n2 
We formulate Dirac's assumptions concerning the dependence 
of W and V on the variables of the perturbing system and the 
system of bosons as follows; we write 
W = H ®D®D® ... ®D (27) 
P 
(n+1 factors in all), where H acts on b only, so that: 
P P 
(u. , Wu. I I I ) = <u., Wu . I> 0 1 0 I ... J,n n... J,n n ... T J J P n
1
n 1 n2n 2 1 2 12. 
and following the same arguments which led from Eq. (9) to 
Eq. (12) we may conclude: 
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~ <u ,H(k)u. > bj • - (t) '"'s *r j , r j ,s 1 ,r r ... r sr... 
k k k k 1 2 k-l k k+l 
b j • (t). ,r r .. , 
1 2 
where <.,. > 1s the inner product on ~ p p and <.,. > is the 1 
inner product on ~ 8~. By procedures p identical to the 
foregoing we may write this in the occupation number 
representation as: 
ih b = <w ,Ww > b + j,nn... j jPj,nn ... 
1 2 1 2 
1/2 1/2 L • L L n (n +1- (5 ) <uj ,Hu., > b., j r s r s rs , r J, s 1 J ,n n .. n -1 .. n +1 •. 
1 2 r s 
which is clearly what Dirac had in mind in Eq. (25). However 
passing from this equation to Eq. (26) is not 
straightforward, because Eq. (25) is expanded in terms of the 
basis states u. of 1t
T
, not the u which span J,n n ... n n ... 
1 2 1 2 
1t, yet we have factored off the j dependence into the 
"2-particle" (perturbing system plus 1-boson) inner product 
<"'>1' That is, <uj ,Huj , > is a c-number, but it must be ,r ,s 
summed over the basis states of ~ . It is, in other words, p 
an operator on ~ which is basis dependent, yet this is not p 
explicit in Eq. (26). To remove this anomaly we take the 
matrix elements of H only with respect to the basis u 
that is we define the operator on 1t 
T 
H = <u ,Hu> ®0® .... 80 
rs r s 
r 
(where <u ,Hu > is an operator on ~, in Dirac's words lOa 
r s P 
function of the J's and w' s"). With this and the operator W 
in the form of Eq.(27) we may now apply the transformation 
theory in an unrestricted way with respect to 1t . 
T 
We have that: 
b j , 1 + 1 ( t) = (u., 1 ' '" ( t ) ) n1 n2 • •. ~ - •• ~ . • J ,~~ ···f -1. 'sn + ... T 





. . . T 
_ ( i(e -e )/~h(t) 





(had Dirac written down this equation the error of his 
interpretation of the e±ie'lh 's would have been evident), 
so that we may write Eq. (24) as: 
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,E" (uJ •nn ...• [ jnn ••• 12 1 2 . 
W+ E H Nll2(N +1-~ ) 112] 
rs r s rs 
r.s 
( 1(e -e )/b ) . uJ ' " • e r s ~(t) .n n ... T 1 2 
By the assumed completeness of the 
follows. 
u. J.n n 1 2 
• sEq. (20) 
We can separate off the contribution from the free (l-boson) 
= F + V since' this has vanishing 
rs rs 
Hami ltonian F in H 
rs 
matrix elements between states of different quantum numbers; 
that is. we can write: 
H = <u .Hu >®O® ••• = <u .Fu >®D .•• + <u .Vu >®D® ... 
rs r s r s r s 
= E ~ D®D®... + V 
r rs rs 
or 
H =E~ +V 
rs r rs rs 
so that finally: 
H = W(J) + E E N + 
T r r r (28) 
E V Nll2(N +1-~ )ll2e i( Sr-Ss)/h 
r. s rs r s rs 
This Hamiltonian describes the quantum mechanics of an n+l 
body problem. in which the n-particles obey Bose-Einstein 
statistics. There is therefore no question of an equivalence 
with the QED of (1. 2. 2), which describes single photon 
emission and absorption processes. That H can only describe 
T 
transitions which conserve the total particle number. is 
formally a consequence of the fact that the Hami I tonian 
contains only bi linear combinations of the creation and 
annihilation operators. From the point of view of the 
quantum mechanics (i.e. the equivalent Hamiltonian in the 
usual formulation of Eq. (24» this is not a formal 
question. but a structural feature of the theory. It is in 
this sense that with the foregoing theory. we approach a 
QFT. because the particle number is no longer structurally 
entrenched in the dynamical framework. and we can easi ly 
envisage a Hamiltonian in which the creation and 
annihilation operators are not always paired together in 
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this waiO 
Nevertheless in application to photons. Dirac was able to 
effect a correspondence with the QED. He hit on the simple 
idea that a photon which does not exist can still be 
described as existing. but with zero frequency and energy. 
Obviously this is not possible for any particle of non-zero 
rest mass. (It is an unfortunate complication, that a 
non-relativistic theory must then be applied to such an 
intrinsically relativistic particle as the photon; on the 
other hand it could not be otherwise, since a classical 
field theory must - from an historical point of view - be 
long-range, hence massless). 
Dirac formulated the idea as follows: 
10 
Since there is no I imi t to the number of 1 ight-quanta 
that may be created in this way, we must suppose that 
there are an infinite number of light-quanta in the zero 
state, so that the N of the Hamiltonian is infinite. We 
o 
must now have e, the variable canonically conjugate to 
o 
N, a constant, since de /dt 
o 0 
= aH fat = E 
T 0 
+ terms 
. I' N-1 / 2 (N 1 )-1/2 Invo vlng or + • 
o 0 
and E is zero. In order 
o 
that the Hamiltonian to remain finite it is necessary for 
the coefficents V and V to be infinitely small. We 
ro or 
shall suppose that they are infinitely small in such a 
way as to make V N1/ 2 and V N1/ 2 finite, in order that 
ro 0 or 0 
the transition probabilities may be finite. Thus we put 
Thl sis to character I ze 
of particle creation and 
a OFT I n terms of the descr I pt i on 











wi th the 








way, but In 
Is the major 
Is still 
through the 
as the n+1 fold tensor 
product on 1-partlcle Hilbert spaces. A Hamiltonian of the 
more general kind considered, would not be an operator on 
this space. Obviously taking the direct sum of all such 
Hilbert spaces (that is for all n) eliminates this 
difficulty, which yields Fock space. The point here Is that 
the operator expression of dynamical law developed by Dirac 
Is indifferent to particle number, which enters as a 
var 1 abl e, and the Hamil toni an makes perfect sense as an 
operator on Fock space. That Is not the case with the 






The foregoing passage is, to borrow a phrase of Segal's, a 
kind of mathematical poetry. Dirac here presents a challenge 
to the mathematics community that has not, in more than half 
a century, come anywhere near to finding a viable solution. 
Nevertheless, through this magnificent argument, Dirac was 
11 
able to obtain his goal: we have only to set V = 0, for 
rs 
r>O, s>O, (or both zero), substitute Eq. (29) in Eq. (28) to 
obtain: 
H = W(J) + LEN 
T r r r 
and then set 
h1/2C-3/2(V /0" ) 112 . V = V = X 
r s r r r 
E = hv 
r r 
W(J) = H 
0 
to obtain precisely the QED Hamiltonian, Eq. (7). With this, 
Dirac declared: 
The wave point of 
I ight-quantum point 
unknown interaction 
view is thus consistent with the 
of view and gives values for the 
coefficient V in the light-quantum 
rs 
theory. These values are not such as would enable one to 
express the interaction energy as an algebraic function 
of canonical variables. [263]. 
Von Neumann, in his account of this equivalence proof12 , was 
11 Dirac remarked: "Since the wave theory gives V 
rs 
o f'or r, 
s * 0, it would seem to show that there are no direct 







wave theory ... [ 263] . 
establi shed that thi s 
Shortly 
is due 
to an incompleteness the neglect of' higher order terms in 
the expansion of' the relativistic' Hamiltonian equation, of 
2 2 2 
the f'orm (p eA ) -m c = 0, of' which only the leading term 
i i 
yields the non-relativistic Hamiltonian. 
12 
I shall not discuss von Neumann's account in any detail. 
Host of' the clarif'ications 
in the fCMgoing, although 
the time of writing. 
treatment of the creation 
followed that of Jordan 
become standard in the 
(essentially Dirac's method 3). 
which he introduced are contained 
I was not aware of' his study at 
The princip~ exception is his 
and annihilation operators, which 
and Klein [1927], and has since 
context of field quantization 
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less restrained: 
In this way one of the most difflcul t paradoxes of the 
earlier form of -the quantum theory, the dual nature of 
light (electromagnetic waves and discrete corpuscules or 
light quanta), is brilliantly resolved. To be sure, it is 
difficult to find a direct, clear-cut interpretation of 
the interaction energy V .... nevertheless, we can accept 
this with the interpretation that each model-description 
is only an approximation, while the exact content of the 
theory is furnished solely by the expression for the H 
operator (1. e. H of Eq. (7)). (Von Neumann [1932 
T p. 282-3]). 
In what sense does the Dirac equivalence resolve the problem 
of wave - particle dual tty? Von Neumann means something 
quite specific, as is clear from his subsequent comment: 
It has often been said that the quantum mechanics 
involves the same dual nature, since the discrete 
particles (electron~, protons) are also described by wave 
functions, and exhibit typical wave properties, i. e. , 
diffraction by a grat ing. . . In contrast with this, 
however, it is to be noted that quantum mechanics derives 
both "natures" from a single unified theory of the 
elementary phenomena. The paradox of the earlier quantum 
theory lay in the circumstance that one had to draw 
alternately on two contradictory theories 
(electromagnetic theory of Maxwell-Hertz, light quantum 
theory of Einstein) for the explanation of the 
experience. 
Von Neumann appears to suggest that the NRQM is al so a 
"single unified theory" of the elementary phenomena (protons 
and electrons, and their dual nature). Would then a 
relativistic quantum mechanics of the photon be just as good 
as the Dirac equivalence? If not why not? I suggest there 
are two lines of argument: first, the Dirac equivalence 
suggests that there are two classical limits to the theory, 
classical electromagnetic field theory, and a classical 
many-particle theory. The NRQM of the electron or proton 
presumably only has the one (particle) classical limit. 
Second, and closely related, the Dirac equivalence permits a 
mathematical interpretation at the quantum level of the 
theory, from either the particle or the field view-point. 
That is to say, whilst we may attempt to interpret the NRQM 
from a field view-point, the interpretation is ad hoc and 
free-hanging for from a mathemat ical point of view the 
theory is built on the particle concept alone. In particular 
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on this second line the quantum particle is an excitation of 
the field, which generates an altogether new heuristic in 
the interpretation of the theory. In an important respect, 
it is simple to understand how a field theory can acquire 
particulate characteristics (through the quantization of 
energy), and more difficult to understand how a particle 
theory can acquire field characteristics (through the 
superposition principle). 
This second strategy will be a theme throughout this 
13 thesis ; but on the surface it has nothing to do with the 
wave-particle duality associated with the (i-particle) wave 
mechanics. In particular the electromagnetic field 
equations from which Dirac developed the many-particle 
interpretation is inhomogeneous and has no direct connection 
with a Schrodinger equation for the photon. It is clear that 
for just this reason the equivalence proof is essentially 
figurative; in the interacting case, with a single and 
remarkable exception (Coulomb non-relativistic coupling) 
there is no rigorous equivalence of field and many-particle 
system. However from the point of view of the wave-particle 
duality it is already significant if a field many-particle 
equi valence exists, which can be directly related to the 
wave-particle duality in the i-particle theory. That is the 
case for the free non-relativistic theory, as we shall see; 
local densities in the quantum fields are formally identical 
to the local probability densities of the i-particle theory. 
In this situation we may interpret these densities as the 
expectation values of densities in the associated quantum 
field theory; I shall formulate this interpretation as a 
modificat ion of the Schrodinger "electromagnetic" 
interpretation, where in place of Schrodinger' s classical 
c-number fields we have quantum fields instead. 
All of this follows from Dirac's method 3. 
13 
I shall not 
sense h ~ 0) 
consider the 
of a OFT at 
classical limit 
all; in Section 






Sectlon 1.3 Non-Relativistic Quantum Field Theory and the 
Field - Many-particle Equivalence 
Whi Ie doing this work, I got one of those ideas 
out of the blue, namely to take the Schrodinger 
wave equation and apply a process of quantization 
to the wave function itself. The wave function was 
previously always considered as expressed by 
ordinary numbers, c-numbers. What would happen if 
you turned them into q-numbers, and assumed that 
they are noncommuting with their conjugates? That 
led to a theory which was equivalent to the theory 
of radiation which I had been setting up, and 
provided an alternat i ve way of introducing the 
subject. It gave rise to a procedure which has 
become known as second quantization. 
P. Dirac 
1.3.1. Method 3: second quantization (field quantization) 
Dirac did not present his method 3 as a quant izat ion of a 
classical field theory, and had he done so, the terminology 
"second quantization" would never have arisen. This is a 
shame, because the terminology is very misleading. As 
Rosenfeld was to remark with some exasperation, many years 
later: 
... as ought to be well known, . what is misleadingly called 
"second quantization" is nothing else than an equivalent 
formulation of (the) scheme (of quantum mechanics) with 
the help of convenient operators in (the occupation 
number representation). (Rosenfeld [1963 p.355].) 
In other words, Rosenfeld claims that "second quantization", 
in customary parlance (circa 1960; things have not changed 
so much since then), means Dirac's method 2. I think 
Rosenfeld is probably right on this score, but certainly in 
the early period that we here consider second quantization 
ment either method 2 or method 3 (the two were rarely 
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1 distinguished) . In this situation I shall systematically use 
the phrase "canonical second quantization" for the method 2; 
unless so' qualified, the meaning of the term "second 
quantization" will depend on the context. In the present 
context, it means a field quantization, although Dirac 
himself carefully abstained from placing any clear 
interpretation on the formalism which he invented. 
In the introductory section, he did however carefully 
distinguish "between a I ight-wave and the de Broglie or 
Schrodinger wave associated with the light-quanta" [p.247]. 
In this way we learn that he did not distinguish the 
Schrodinger wave from the de Broglie wave, which is 
essentially the point at issue, in the context of 
dist inguishing the Schrodinger wave mechanics from a 
classical field theor/. (I shall systematically use the 
terminology "de Broglie field" in this connection, that is, 
to demote the classical matter field with field equation 
formally identical, in the i-particle case, to the 
Schrodinger equation in 3+1 dimensional space-time). 
When he came to actually develop the method 3, he referred 
to the method of his semi-classical radiation theory (the 
interaction picture); in this paper he sometimes referred to 
1 
In the early 30's there was no such thlng as "a" quantum 







theory in second quantized form, the 
Heisenberg-Pauli theory 
that there may exist 
already been studled 
of radiation, 
classical matter 




on. The idea 
that had not 
did not really 






theory of the meson. In this context Dirac's 
,considered, I suggest, 
through his method 2. 
2 




times de BrogUe waves 
usually refer to the idea of classical matter fields, see, 
e.g. Tomonaga's book [1962] on the (non-relativistic) field 
- many-particle equivalence, formulated 
equivalence of a quantized de 
many-particle wave mechanics. The 
in terms of the 
Broglie field 









well as de Broglie championed 
On balance I consider that 
a matter wave 
the distinction 
reasonably current at the time of Dirac's 
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(what ought to have been) the 1-particle wave funct ion as 
describing a particle ensemble. Indeed, he went on to say 
that the previous theory 
... gave immediately the probable number of systems in 
that state at that time for an assembly of the systems 
that are independent of one another and are all perturbed 
in the same way. The object of the present section is to 
show that the equations for the rates of change of these 
probable numbers can be put in the Hamiltonian form in a 
simple manner, whch will enable further developments in 
the theory to be made. [p.248]. 
I shall briefly describe Dirac's procedure, indicating in 
square brackets the appropriate terminology, viewing the 
method as a field quantization. First, he gave two c-number 
action-angle formulations of the Schrodinger equation 
[de Broglie field equation], the latter of which he then took 
to define a q-number Hamiltonian [field Hamiltonian] (by 
simply considering the action-angle variables as q-numbers, 
the number and phase q-numbers). He then considered the 
Hamiltonian operating on a wave-function, [state of the de 
Broglie field], a function of all the number eigenvalues, 
and in the case in which all these are zero but one (which 
is unity) verified the equivalence with the usual 1-particle 
wave equation. He then went on to develop his method 2, and 
from the formal identity of the Schrodinger equation in this 
case (for an n-boson ensemble) with the previously obtained 
equation [Schrodinger equation for the quantized de Broglie 
field, with the total field energy as Hami ltonian], 
concluded that "the [field] Hamiltonian describes the effect 
of a perturbation on an assembly satisfying the 
Einstein-Bose statistics." [po 255]. 
We shall not bother with the first (classical) formulation 
of the theory in the interaction picture, which Dirac did 
not quantize, but go direct to the second formulation, which 
is that of (1.2.3) Eq. (8) et seq3 . We have the Hamiltonian 
3 For the sake of 
(1.2.3) and as 
form. Interpreting 





~ may be 
I use the same notation 
the theory into Hi I bert 
as a classical field 






H = F + V 
and the Schrodinger equation 
H !/I(t) = ih8!/118t 
which takes the form: 
ih b = L H b k j kj j 
where 
H = <u , Hu >, Fu = E U jk j k k k k 
!/I(t,x) = L k bk(t)uk(x) 
(1) 
as before. The u's are time-independent, and Eq.(l) is the 
k 
Schrodinger equation for the expansion coefficients of the 
time-dependent wave function with respect to the orthonormal 
basis provided by the u's· 
k ' 
viewed as a classical field 
theory, this procedure is standard, but we say rather that 
the expansion is a Fourier decomposition of the field (with 
"box" normalization or the use of improper energy 
eigenstates, the two are formally equivalent). 
According to Dirac". the b's are normalized to unity, but 
k 
[po 248]: 
the theory will apply directly to an assembly of N 
similar independent systems if we multiply each of these 
1/2 12 bk's by n so as to make l:k 1 bk = n. We shall now have 
that \bkl2 is the probable number of systems in the state 
k. 
Note that considered as a classical matter theory, this 
probability is interpreted as the total mass of the 
associated field configuration. 
Dirac now noted that if we consider b, ih~ as canonically 
k k 
conjugate variables, where ~ obeys the complex conjugate 
k 
equation to Eq. (1), i.e. 
• 
-ih bk = LjHkjbj = Lj b j Hjk = Lj bjHjk 
(H is assumed Hermitian), then both this and Eq. (1) can be 
put into Hamiltonian form with the Hamiltonian: 
H = L jk bj Hjk bk 
4 
Dirac made this comment in connection with the interaction 








= ih 8H/8t 
orientation, 
ih db Idt = - 8H/8t 
k 
the b's, b's become the usual 
Heisenberg-picture momentum-space annihilation and creation 
operators upon quantization. In the non-relativistic theory, 
these are identified (up to a factor in h) with the 
canonically conjugate momentum space (Heisenberg picture) 
fie Ids. The theory appears incomplete only because he has 
failed to write down the Lagrangian and from this obtain the 
Hamiltonian, canonically conjugate variables, and so on. 
However Dirac now introduces the canonical action-angle 
variables by the contact transformation: 
b 112 -ie Ih -b 1/2 ie Ih =n e 1 =n e 1 
1 1 1 1 
in terms of which the Hamiltonian H is written:-
H ~ H 112 1/2 1(0 -0 )/h =I..J nne 1 j 
Ij Ij 1 j 
He now quantizes this system. In fact he actually writes 
• down the CCR's for the b's and b 's: 
• b .ihb 
1 j 
[b ,b ] 
1 j 
• 





(which would effect the customary Lagrangian quantization) 
but proceeds directly to the relationships Eq.(16) of 
(1.2.3) noting that 
b (N 1 ) 112 - i 0 Ih - i 0 Ih = + e 1 =e 1 
1 1 
b• N1/2 ie Ih ie Ih (N 1)1/2 = e 1 =e 1 + . 
1 1 " 1 
The Hamiltonian H becomes: 
• Nll2eiel/~ -ie Ih H = r b H b = L (N +1)e j Ij 1 rs s Ij 1 1 j j 
r H Nl12 (Nl12+1 - 0 ) iCe -e )/h = e r s Ij rs r s rs 
Noting that the H are still c-numbers, 
rs 
he appl ies this 
Hami ltonian to a wave function t/J(n ,n , ... ) using Eq. (19) 
1 2 
of (1.2.3), to obtain Eq. (15); deriving the latter as 
described in (1. 2. 3), establishes the equivalence of the 
present method (method 3) with method 2. Since Dirac did not 
consider the present theory a field quantization (but 
rather, as seems most likely on the evidence, a mathematical 
mnemoni c) , h considered the equivalence as establishing 
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the correct interpretation for the foregoing theory. It was 
u left to Pas~al Jordan to draw the obvious inferences. 
1.3.2. Lagrangian field quantization. 
So obvious, indeed, that Jordan may be forgiven the comment: 
Dirac has recently shown how Einstein's conjecture, that 
the ideal material gas stands in analogy to the light 
quantum gas through the quantization of waves in ordinary 
3-dimensional space, follows from the exact quantum 
mechanics. .. (Jordan [1927b p. 473] ). 
Jordan had long been committed to the idea that one should 
apply the new mechanics to the radiation field itself; 
unlike the rest of the GOttingen group, he had contributed 
6 to the development of the Einstein gas theory and had 
systematically applied the old quantum theory to the 
radiation field itselfs . His work on the thermodynamic 
equilibrium of bosons in 1925 led to an interest in the 
Eddington theory of particle (pair) annihilation, as 
modified by Otto stern in 1926 to include pair creation 
processes7 . In particular he considered the conditions for 
thermodynamical equilibrium for a grand canonical ensemble 
of massive bosons (particle number variable) subject to pair 
creation and annihilation (Jordan [1927a]). His first 
important contribution to QFT appeared in 1927, "Zur 
Quant enmechani k der Gasentartung", written immediately 
following this paper; in its mere 8 pages can be found 
almost all of the ideas relevant to fermion field 
quantization. For Jordan (cf. the discussion of (1.1.4» the 
6 
He generalized the Einstein 
mass, and where the total 
(Jordan [1926]). 
6 
This was the subject 
in 
gas theory to the 
particle number is 
of his doctoral 














Born, and Born and Heisenberg, he was responsible for the 
sections devoted to OFT « 1.1. 2». 
7 
treated semi-classically and on the fWldamental heuristic 
of the equivalence 
with models of 
[1926], [1926]). 
of mass and energy. Both 
stellar evolutIon (Eddington 
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were concerned 
[1926] , Stern 
significance of the equivalence of Dirac's method 2 and 3 
must have lept out of the page: 
I have been extremely thankf'ul to Dirac ... my idea that 
the solution of the vexing problem of Einstein's light 
quanta might be given by applying quantum mechanics to 
the Maxwell field itself, aroused the doubt, scepticism 
and criticism of several good friends. But one day I 
visited Born, he was reading a new publication of Dirac, 
and he said: "Look here, what Mr. Dirac does now. He 
assumes the eigenfunctions of a particle to be 
non-commutative observables again." I said: "Naturally." 
And Born said: "How can you say "naturally"?" I said: 
"yes, that is, as I have asserted repeatedly, the method 
which leads from the 1-particle problem to the many-body 
problem in the case of Bose statistics." (Mehra [1973 
p. 296] ). 
I shall not discuss the "Gasentartung" paper in any detail; 
it is enough to say, that it contained a reworking of the 
analysis of the Einstein fluctuation formula using Dirac's 
number-phase operators, and a (flawed) proof of the methods 
3 = 2 equivalence for fermions, conducted via an elaborate 
application of his transformation theory to the number and 
phase operators. In the third and final section, entitled 
"final remarks", he declared: 
The results obtained here leave it scarcely to be doubted 
that - in spi te of the val idi ty of the Paul i over the 
Bose statistics for electrons - a quantum mechanical wave 
theory of matter can be formulated, in which electrons 
can be described as quantized waves in ordinary 
3-dimensional space. Furthermore, the empirically 
appropriate (naturgem~e) formulation of 
quantumelectrodynamics will be achieved through the 
conception of I ight and matter equally as interacting 
waves in 3-dimensional space. The fundamental basis of 
the electron theory, the existence of discrete charged 
particles, is thereby establ ished as a characteristic 
quantum effect, coextensive (gleichbedeutend) with the 
appearance of matter waves only in discrete quantum 
states. The Schrodinger eigenfunction for material 
particles constructed by Dirac and Heisenberg plays a 
role in the space of this picture which is in no sense an 
analogy to electromgnetic waves. On the contrary, they 
prove to be a special case of the general probability 
amplitude, which is employed as an auxilliary 
mathematical device to the description of the statistical 
behaviour of quantized light and matter waves. (Jordan 
[1927b p. 480]). 
This short and closely written passage constitutes a 
remarkable document: it is at once a historic challenge to 
the physics community, the declaration and broad definition 
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of a research programme that was to dominate foundat ional 
research into the structure of matter for three generations. 
And it was also a metaphysical statement, an assertion of 
the things that exist in the world: not the matter waves of 
Schrodinger, still fighting his lone and doomed battle for 
the classical world view, nor the particles of Heisenberg, 
their properties veiled by the disturbance theory of 
measurement, but a hybrid of the two, particles as the count 
of occupied states determined by the dynamics of an 
interacting quantum field theory. 
That Jordan essentially got it right was all the more 
remarkable in view of the fact that no-one, at the time, 
knew how to incorporate "interact ing waves" into the second 
quantization process (field quantization). The very term was 
ambiguous: Hertz's "Electric Waves" had run into its 3rd 
edition by 1914 and continued to be used up to the 1940's in 
the Gymnaseums; a German physicist would have been familiar 
with the continuum treatment of electric current. Yet 
Lorentz's writings were by far the most familiar by the 
1920's with their attendant dualist model - still the locus 
of contemporary research by such authorities as 
Schwarzchild, Abraham, Hie, Weyl, and Poincare - and amongst 
them there was no consensus as to the nature of the 
interaction of field and electron. To what classical model 
should one appeal? Certainly the Dirac QED (method 1), a 
quantized dualistic theory in the Lorentz tradition, was not 
what Jordan had in mind, with his emphasis on the 
interaction of 3-dimensional waves. The first priority, 
then, was to find a plausible application of the Maxwellian 
view of electromagnetic interactions in the presence of 
continuous charge distributions, to the radically altered 
situation of the 1920's. 
Schrodinger's electromagnetic interpretation of quantum 
mechanics has enjoyed wide documentation in the secondary 
literature; it is sufficient to recall that whereas it 
carries through perfectly adequately in the 1-particle case 
with an external interaction, the difficulties in the 
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n-partic Ie case appeared insuperable (because of the 3n 
dimensionality of the configuration space, on which the wave 
functions were defined). Schrodinger had himself pointed out 
some of these difficulties, and in the process indicated the 
equations of motion that one would expect from a classical 
conception of the self-interaction of continuous charged 
matter fields: it was to these equations that Jordan now 
turned. They were: 
(-h2 /2m) A ~ + ~ ~t ~ - eV~ = 0 
(-h2/2m) A ~ - ~ ~ ~ - eV~ = 0 i at (3) 
AV = 41t e~ ~ 
The Laplace equation, the third of Eq. (3) (in which e is the 
magnitude of the charge), follows from a theory of 
electrostatics for a continuous charge distribution with 
charge density -e~~(x, t); the first and second for e = 0 
follow from the wave mechanics for a single free particle, 
which was interpreted by Schrodinger as the classical field 
equations for a continuous matter field of mass density 
~~(x,t). The relativistic analogue of these equations had 
recently been investigated by Gordan in some detail (Gordan 
[1926]; see (1.4.1». Concerning this treatment, 
Schrodinger wrote: 
If we now ask ourselves whether this self-contained 
theory of the field - apart from the provisional neglect 
of the electronic spin - corresponds to real i ty in the 
way we had previously hoped for from such theories, the 
question must be answered in the negative. The examples 
worked out, particularly that of the H-atom, show in 
fact that we must not insert in the wave equation 
[(a/ax
l 
+ . e )2 1 - cp h 1 2 2 2] - m c /h ~ = 0 (4) 
those potentials which result from the potential 
equations 
D CPl = J 1 (5) 
with the 4-current 
j = -ie ~(a/ax - iecp )~ + C.C. (6) 
1 1 1 
On the contrary, we know that in the case of the H-atom 
we have to susbstitute the given potentials of the 
nucleus and of possible "external" electromagnetic fields 
for the cP and solve the equation for ~ (Schrodinger 
1 
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8 [1927 p. 135]) . 
We shall consider Schrodinger's critique of the matter-wave 
interpretation in (1.3.3) below. But the fundamental 
difference, between the system Eq. (3) and the wave mechanics 
for one particle, is precisely this: the Schrodinger 
equation is always linear. 
Jordan was fully aware of this fundamental difference; in 
his collaborat ion with Klein "Zum Mehrkorproblem der 
Quantentheorie", submitted in October of 1927, referring to 
the system of equations considered by Gordan and 
Schrodinger,he wrote: 
... we possess in the wave mechanics of the 1-particle 
problem a "classical model" which sat isfies the 
requirements of the principle of relativity, and it is 
therefore obvious to attempt to see whether one can use 
this asna basis for the many-body problem, by subjecting 
the qu~tities which arise - the electromagnetic potential 
and Schrodinger wave function - to a "quantization". As a 
preparation for such an at tempt we show in the present 
work that it is possible, from this point of view, in the 
special case where the finite propagation of the field 
distribution is neglected, to reach agreement with the 
wave equations in configuration space ... (Jordan and 
Klein [1927 p.752]). 
Short ly following he refers to the critique of Schrodinger 
above and claims that this problem is solved in the new 
theory, which was a canonical field quantization of the de 
Broglie field. The system Eq. (3) is obtained as the 
Euler-Lagrange equations from the Lagrangian density: 
f = -(h2/2m)~ ~ . ~ ~ + ih(~ a~/at - a~/at ~) 
+ eY ~ ~ + (1/8n)~(Y-W).~(Y-W) 
in which an external divergence-free potenial W is included. 
From this we deduce that (ih)~ and ~ are canonically 
conjugate coordinates9 ; since ay/at does not appear in the 
Lagrangian , the canonical momentum corresponding to Y is 
. 
zero. Consequently Y is not an independent canonical 
coordinate, and the variational equation generated by 
8 
Page numbers refer to the English translation. 
9 
Recall that the canonically conjugate coordinate n to a 
field tP is formally defined as 1l = af/a~ 
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variation in V is correspondingly a constraint (the third of 
Eq. (3}). Integrating this equation we obtain V as a function 
of the ~'s, that is: 
V(x,t) = W(X} - e J G(x,x'}~(x' ,t}~(x' ,t} d3x' 
The Green's function G is given by: 
1 G(x,x'} = Ix - x' I 
If one now introduces the expansion 
~(x,t) = Ej b/t}uj(x} (7) 
where as before 
(h2/2m}A u = - E u j j j 3 
one obtains the Lagrangian L = Sf d x given by: 
2 ~ H1 b b e ~ if b b b b ih ~ b b - b b 
- L.Jk Jk j k- 2" L.jklm jk; 1m j kim + 2 L..J J j J j 
where 
H1 = I U (-h2/2m}A + w)u d3x Jk J k 
H2 = JIG(x,x'}u (x}u (x'}u (x)u (x') d3 xd3x' jk; 1111 J k k m 
and in the standard way10 the Hamiltonian is obtained as: 
(8) 
(9) 
H = E H1 bb + (e2 /2) E if bbbb (10) jk j k j k jk; 1m J kim jklm 
from which the equations of motion for the fields may be 
recovered. When e is zero Eq. (10) yields the Hamiltonian 
obtained by Dirac; alternatively, assuming the existence of 
functions w (x) such that 
k 
(h2/2m}A - W)wk = E' w k k 
and expanding with respect to this set, 
expansion coefficients a ), one finds: 
k 
(obtaining new 
- 2 2 - -H = E E' a a + (e 12) E H a a a a . (11) j j j J jk; 1m j kim Jklm 
This is the expression which Jordan and Klein actually 
obtained. If one considers the solution manifold of the 
field equations, Eq. (3), as a Hilbert space ~ = L2 (1R3 ,d3 x} 
with inner product <f,g> 
1 
Eq. (9) take the form: 
H1 = <u ,H1u > jk j k 1 
H2 = <u ,ifu> jk; 1m jk 1m 2 
- 3 
= Sfgd x and <.,. > on ~®~, then 
2 
where u = u ®u span ~®H; as we shall see, when the b's jk j k 
10 3 That Is, H = J1f(X}d x, If 1: 1[ '" - f, where 1[ ,'" are 11'f'1 l'f'l 
canonically conjugate variables. 
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11 
are assumed to satisfy the CCR's : 
~. ~ A ~. ~. 
[b ,b ] = ~ , [b, b ] = [b ,b ] = 0 (12) j k jk j k j k 
Eq. (9) defines the sum of the canonical second quantizations 
of the l-partlcle and 2-parti,cle Hamiltonians H1 and H2. 
Jordan and Klein followed Dirac in introducing number and 
phase operators as canonically conjugate variables, in place 
of the b's (or rather the a's, since they used the basis w , 
k 
the stationary states of the field including the external 
potential W), and assumed the Hamiltonian H acted on 
square intergrable functions of the occupation numbers, i.e. 
of the form: 
~ = ~ (n ,n , .. ,n , .. ) 
1 2 i 
to obtain the Schrodinger equation: 
in a~/at = L E/N ~ + j s s 
2 
~ L H2 N1/2 (N -~ )1/2(N +1-~ -~ )l12(N +1+0 -0 -0 )112 
2 jk;lm m 1m k km kl j jk jm jl j kIm 
He +e -e -e )/h A. (13) 
.e Imjk ." 
By procedures exactly the same as those used by Dirac in 
proving the equivalence of method 2 wi th method 3, the 
authors proceeded to establish that Eq. (13) is equivalent to 
the Schrodinger equation for a system of n = n +n + ... +n + .. 
1 2 i 
bosons subject to Coulomb interactions12, i.e. a Hamiltonian 
of 13 the form : 
H = @n 
r=l 
where: 
11 In the sequel a function f 
denoted f; correspondingly 
considered 
the complex 
.... -replaced by the adjoint operator f. It 
that Jordan first introduced the notation 
of an operator. We shall always use the symbol -
12 
as an operator is 
conjugate f is 
was in this paper 
t for the adjoint 
I shall not discuss this equivalence proof. For a 
comprehensive review see Tomonaga [1966 p.315-326]. 
13 I have slightly reformulated Jordan and Klein's treatment. 
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~ r-l terms ~ 
D®O® ••• 
~ r-l terms ~ 
• ®O 
n-r terms ~ 
( s-l terms ) 
(14) 
• •• ®O 
where means that the correponding pair of operators is 




The authors also wrote down the commutation relat ionships 
satisfied by the quantum fields, defined by Eq. (2), and 
obtained by appeal to the CCR's Eq. (12) and the (assumed) 
completeness relationship: 
- 3 E u (x)u (x') = ~ (x-x') jk j k 
i. e. 
[~·(x, t), (h/i)~(x', tll = ih ~3(X_X') (16) 
this is the first time that commutation relationships for 
spacetime quantum fields were written down. 
1.3.3. The field - many-particle equivalence: methods 2 and 3 
In this short paper of Jordan and Klein the outlines of a 
general correspondence between any many-particle boson 
system with pair interactions, and a correponding non-linear 
quantum field theory, were spelt out. On a purely technical 
level (and particularly since the theory is in fact Galilean 
covariant) this achievement only two years after 
Heisenberg's breakthrough - should be compared with what 
should be exact ly the same theory, but wi th the Lorentz 
group in place of the Gal i lei group. No such equivalence 
exists; and after a half-century of intensive effort no 
comparable Hilbert space theory has been produced. 
The equivalence that exists for the non-relativistic theory 
is of interest in its own right. But I want to keep in mind 
also the sitution for the relativistic theory - that there 
it fails. I believe this fact sets up a philosophical 
puzzle; the basic structure of quantum theory does not 
appear to make any critical reference to the spacetime 
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group, and there is no obvious reason why one should not 
simply take over the field quantization above beginning from 
a Lagrangian which is Lorentz invariant rather than Galilean 
invariant. Of course physically one knows that in the 
relativistic theory pair production and annihilation is 
possible, so that the equivalence proof cannot go through in 
this form, since the total particle number is not in general 
conserved. But the idea (or necessity) of pair production 
and annihilation and the attendant concept of antiparticle 
follows from the field quantization, therefore once again 
from the mere change in symmetry group. One wants to know 
14 
why. 
One of the things which makes the non-relativistic 
equivalence possible is the fact that the Lagrangian, and 
therefore the Hamiltonian, is bilinear in the fields; the 
difficulties with the QED equivalence proof stemmed from the 
fact that the interaction Hamiltonian is linear in the 
electromagnetic potential, which therefore induces 
transitions differing in photon number. If, in the 
foregoing, the external c~number potential W is considered a 
function of the electromagnetic field variables (and the 
free-field Hamiltonian included) one wi 11 have exactly the 
same problem, in defining an equivalent particle theory for 
the radiation field. This problem appears so intractable 
that we shall consider it insoluble; there simply is no 
equi valence when individual creat ion and annihilation 
processes take place, that is when the Hamiltonian is linear 
in a quantum field. This is typical of a non-linear theory; 
throughout this thesis we shall be concerned with the 
equivalence only in the linear case, which excludes such 
processes. 
But for I inear theories the equivalence is by no means 
14 
The usual hew-istic argument, from the existence of 
kinematically permitted motions of negative energy to the 
existence of pair creation and annihilation processes, is 
clearly along the right lines. The difficulty is to make the 
argument precise. This w111 be a dominant theme in Part 3. 
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guaranteed; another factor, equally important, 1s that the 
particle interpretation of the fields is so simple; the 
fields are the creation and annihilation operators, not 
linear combinations of them, and the interaction Hamiltonian 
of the form15 
eI ~·(x)V(x)~(x)d3x + (1/sn)I V (V(x)-W(x)).V(V(x)-W(x)) d3x 
2 II A. A. A A 3 3 (17) 
= (e 12) G(x,x')~ (x)~ (x')~(x')~(x)d xd x' = HI 
clearly induces no change in total particle number. We have, 
in fact, normal-ordered this expression (placed all 
annihilation operators to the right of all creation 
operators), a point that Jordan and Klein discussed in some 
detai 1. Without this normal-ordering one obtains (we omit 
the factor (e2 /2), by which all terms should be multiplied): 
A Ii A. A A. A 3 3 H' = G(x,x')~ (x)~(x)~ (x')~(x') d xd x' (1S) 
I A ""* A 3 A ,.. 
= H + IG(x,x)~ (x)~(x)d x = H + H 
I I S 
where H, the self-interaction energy, is clearly singular. 
S 
Yet these formula precisely parallel the classical 
interaction energy for a system of point masses (indexed by 
i, J): 
L G(x,x) = L G(x,x) + L G(x,x) (19) 
i,j i j I:;/:J I J iii 
The similarity with Eq. (1S) is all the more evident when we A. 
write terms of the form ~ (x)~(x) simply as N(x), the number 
density operator: 
A I~ A A 3 3 A ~ A 3 H~ = JG(x,x')N(x)N(x') d xd x' = HI + JG(x,X)N(x) d x (20) 
That is, in field theory we simply take the continuum limit 16 
of Eq. (19), with N(x)d3x particles in the volume element 
3 d x, except for the first term on the RHS of Eq. (19) 
15 In the second term we perform a partial intergration and 
A , ~3, use the fact that uG(X,X ) = 4nu (X-X ). 
16 One can write Eq. (19) in continuum terms, in the classical 
theory, by USing delta function charge distributions: 
.1: G(X,X) 




3 3 G(x,x')N(x)N(x')d xd X' 
3 1: 0 (X-X). 
I I 
Distributions have 
applications in classical 
Teodorescu [1974]); contrary 
mechanics (see, ~.~. 
to Redhead [1983] I 
however, consider such a formulation 
a classical field theory, because 
expressed In local form, which I 













(Eq. (17» which cannot be expressed in this way: 
The result for the-interaction energy which we obtained 
above is therefore in fact the same as that which we must 
expect by analogy with the classical theory of point 
masses. Remarkably, the noncommutative multiplication of 
quantum mechanics makes it possible to express the 
difference between a double and a single volume integral 
in (the continuum limit of) Eq. (19) by a single double 
volume integral; thereby it is possible in the quantum 
mechanics, in a unified manner, to express the difference 
between the action of the wave field (Eigenfeld) of an 
electron on itself and the action of the external wave 
field a distinction that appears to be very 
satisfactory, and formulated exactly only with 
difficulty, in the classical theory. (Jordan and Klein 
[i927 p. 762]). 
Schodinger's electromagnetic interpretation 
This feature of the field - particle correspondence has been 
remarked upon elsewhere17, but not its connection with the 
Schr5dinger electromagnetic interpretation - in particular 
with his critique, the most complete account that we possess 
of this interpretation, contained in his paper "the 
energy-momentum theorem for material waves." The following 
extract is the continuation of the passage quoted above; ~ 
is the electron wave function,and q> the potential which 
satisfies the d'Alembertian equation, Eq. (3): 
On the contrary, we know that in the case of the H-atom 
we must substitute the given potentials of the nucleus 
and the possible "external" electromagnetic fields for 
the q> in Eq. (6), and solve the equation for ~. The 
distribution of current produced by this ~ is then 
calculated from Eq.(6) and from the distribution the 
potentials produced by it are found by Eq. (5). By adding 
the latter to the potentials given in advance, we obtain 
those potentials which define the external action of the 
atom as a whole. We thus obtain (with a suitable 
normalization of ~, ... ) the neutralisation of the nuclear 
charge at greater distances on the one hand, and on the 
other hand the radiation. With reference to the attempt, 
which it would now be natural to make, to substitute 
these newly found potentials in Eq. (6), and thus to 
calculate a "second approximation", it is to be remarked 
that we must not on any account proceed in this way with 
the neutralisation potential, as it would completely 
alter the value of the terms, and hence would make more 
17Schlff [1968 p.527], Schweber [1961 p.142]. 
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stages of approximation necessary. These, even if the 
process converges at all, certainly do not lead to the 
correct hydrogen terms, much less (in the case of nuclear 
charge 2) to- the helium atom terms. On the contrary, we 
should very probably obtain the required radiation 
correction by dealing with the radiation potentials in 
the way described, if we suppose that one proper 
vibration is strongly excited but all the others only 
very feebly. 
Hence there is something which intrudes into the 
self-contained system of field equations in a pecul iar 
way. This is not yet fully intell igible at present, but 
it must be considered in connection with the following 
two facts: 
(i) The exchange of energy and momentum between the 
electromagnetic field and "matter" does not in reality 
take place continuously as the expression in terms of the 
field would lead us to believe. 
(iU In Lorentz's theory we also have to substitute in 
the first instance only the fields of the other electrons 
in the equations of motion of the single electron, and 
not its own individual field. The reaction of the latter 
has already been almost entirely taken account of as 
electromagnetic mass, in setting up the equations of 
motion. The corresponding terms in Eq. (6) is the term 
(mc/h}2. The reaction of radiation results in a second 
approximation from the reaction of the electron's own 
field in Lorentz's theory also. 
The question whether the solution of the difficulty is 
really to be found only in the &urely statistical 
interpretation of the field theory which has been 
proposed in several quarters must for the present be left 
unsettled. Personally I no longer regard this 
interpretation as a finally satisfactory one, even if it 
proves useful in pract i se . To me it seems to mean a 
renunciation, much too fundamental in principle, of all 
attempt to understand the individual process. 
A brighter side of the difficulty in question deserves to 
be mentioned. By interrupting the completeness of the 
system of field equations in her actual behaviour, nature 
accomodates herself to our mathematical powers to an 
astonishing extent. Even the theory of the hydrogen atom 
would become immeasurably complicated from the 
mathematical point of view, if the rp did not stand for 
given potential values in Eq.(6), but if instead we had 
to add to them those which are to be calculated by means 
of Eqs. (5), (6) from 1/1, which is itself unknown. 
(Schrodinger [1927 p.135-61. 
I have quoted from this paper at length because I do not 
18 
Here he means the field theory understood as a I-particle 
wave mechanics, not as a quantum field theory. 
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18 believe sufficient justice has been done to the 5chrodinger 
electromagnetic interpretation, applied to the quantized de 
Broglie field. I shall systematize the discussion by 
reference to this 20 passage in particular the following 
points: 
A: the self-interaction of the field (5chrodinger's point 
(1» . 
B: the fact that one does not, in the wave mechanics, 
substitute the potential as a functional of the wave 
function 1/1. 
c: the "brighter side" of the difficulty: nature's 
accomodation to our mathematical powers. 
D: 5chrodinger's dissatisfaction with the statistical 
interpretation, because it forgoes "all attempt to 
understand the individual process". 
E: non-continuity in the exchange of energy between field 
and particle (5chrodinger's point (i)). 
A is the easiest to deal with. As we have just seen, 
quantizing the field indeed includes the self-interaction in 
question, which in the non-relativistic theory - has 
nothing to do with the mass. So this difficulty in the 
matter wave interpretation disappears (the analogue of B, 
but for the electron's own field). 
B has its source in the fact that wave mechanics has the 
19 . 
Schrodinger never 
in the general 
considered 
context of 
the quantized de Broglie 
the interpretation of 
field 
NRQM; 
neither have the numerous historians and philosophers of 
quantum physics who have discussed 
electrogmagnetic interpretation, e.g. Jammer [1966], 
Scott [1967], Mackinnon [1976]~ -Wessels [1979], 




20 (it) , With the possible exception of nothing in 
Schrodinger's critique hinges on the relativity group, and 
many problems attend its exegesis in the relativistic case 
(Part 3 is largely concerned with Just these problems) . The 
heuristic basis of the Schrodinger electromagnetic 
interpretation applies very simply to the ~-relatlvistic 
theory; as indeed do many of hi s formal arguments. 
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fundamental structure of Hamiltonian particle mechanics; the 
potential V is not fixed in advance, only its functional 
dependence on the canonical variables. Solving the 
Hamiltonian equations then determines the canonical 
variables as functions of the time, and if these solutions 
are substituted back into the potential function this 
function will obey the Laplace equation with the particle 
pos i ti ons (as funct ions of time) as sources. There is no 
question of an iterative procedure. 
Explicitly, suppose we have a NRQM description of an 
n-particle system, described by the density matrix p(t), 
with interaction Hamiltonian 
vex ,x2 ' ... ,x ) = (/2) I: qlqj 1 n X:;!:x Ix - x I 
1 j 1 j 
in which q ,q are the charges of particles 1 and j. Define 
1 j 
the function <V> (x,t) = Tr(V(x)p(t» where p 
Vex) = I: qj 
Jlx - xjl 
And consider this function when p is a pure state, defined 
by the vector ~ in 
.. .n 233 233 233 ~ = L (R ,d x )®L (R ,d x )® ... ®L (R ,d x 
1 2 n 
. . -iHt/b i.e. WIth ~(x ,x , .. ,x ;t) = e ~: 
1 2 n 
<V>(x,t) = J ~(x ... x ;t) I: qj ~(x ... x ;t) 
1 n jl I 1 n X - X 
3 3 d x ... d x 
1 n 
j 
It is then apparent that: 
~<V>(x,t) = J ~(x ... x) I:4nq o3(x-X ) ~(x ... x ;t)d3x ... d3x 
1 n J j j 1 n 1 n 
in particular when ~ is a product state ~ = ~ ® ... ®~ one has: 
1 n 
~<V>(x,o) = 4nq ~ (x ,o)~ (x ,0) + .. + 4nq ~ (x ,o)~ (x ,0) 
11111 nnn nn 
Of course the state will evolve into a state which is not a 
product state, which is why we consider ~<V> (x, t) at t=O; 
the general case is not difficult to establish, and the 
agreement with the third of Eq. (3) still follows. 
The function <V>(x,t) does not play any role in NRQM, for x 
is not a canonical variable. We can provide a (heuristic) 
canonical meaning for this function, however, by considering 
a system of n+l particles, the additional particle having 
sufficiently small charge such that its influence on the 
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n-particle system may be neglected; that is, if the n+l 
particle state is of the form ~I/J, with I/J as above, the 
time-dependent wave function IJI remains (approximately) of 
this form with projection I/J onto 1f. This approximation is 
valid when the term in square brackets in the n+l 
5chrodinger equation vanishes: 
ih(8c/>/8t )®IJI = 
qlqj IJI + ih81J1/8t]. 
Ixl - xjl 
(This is no different from the usual definition of a field, 
in the framework of classical mechanics21 , as the field at 
the position of a test charge q, q -----7 0, of vanishingly 
small influence on the field.) 
5chrodinger's critique B is concerned rather with 
mathematical method than with the "real" relationship 
between the potential function and its sources; as such it 
is eliminated in the quantized de Broglie theory, where, as 
a quest ion of mathemat ical method, one does indeed 
explicitly substitute the integral expression for the 
potential, in terms of the I/J 's, before solving the 
dynamical problem. That is consistent with the foregoing, 
however, because now the I/J 's are dyanical variables. This 
is true classically as well, which brings us on to C. 
Classically, as a matter of mathematical technique, one 
would indeed be led to an iteration scheme in the l/1's; as a 
QFT, however, not only is it possible to express the 
(renormalized) interaction energy "by a single double volume 
integral" (in Jordan's words), but also the non-linear 
system is formulated as a linear differential equation (the 
5chrodinger equation for the quantized de Broglie field). 
50 much is true for interacting RQFT as well; and this is a 
remarkable feature of quantization. In the non-relativistic 
case, however, a further simplification is possible, by 
21 Or lndeed on the general phllosophy, that theoretlcal terms 
be deflned operatlonally. 
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exploiting the field - many-particle equivalence, and this 
single linear equation may be written as a system of 3n 
linear differential equations. 
In D Schrodinger expresses one of the central grounds for 
dissatisfaction with NRQM, that it does not, on the face of 
the \a.t.l:er 
it, describe the individual system. I believe.~ is a 
fallacy, but I wish to point out that for those who are so 
dissatisfied, the situation appears somewhat different with 
regard to the de Broglie field. One no longer begins with a 
I-particle system, and then interprets predictions of 
the theory in terms of the statistical properties of an 
ensemble of particles. On the contrary, interference 
phenomenology (fringes etc.) always involve an ensemble of 
large but indeterminate particle number and the observed 
local phenomenology is directly given by the expectation 
values of local bilinear products in the quantum fields (see 
below) . 
E is one form of the measurement problem; in brief, as I 
elaborate in (2.3.5) and in detail in Section 3.5, there ",0:, 01'1 
which 
dpl':<1f"ef\t "collapse of the wave function"! only occurs in a certain 
class of specific interactions (essentially when a 
microscopic system is coupled to a system of large number of 
degrees of freedom), to be descri bed as any other kind of 
interaction, with the consequence following from the 
canonical structure of quantum theory alone - that quantum 
probabilities become subject to an ignorance interpretation 
of probability. There is no collapse of the wave-function; 
for such interactions and for such systems it evolves into a 
state arbi trari ly close to an incoherent mixture over the 
possible macroscopic outcomes. 
I wish to conclude that all the heuristic content of the 
Schrodinger electromagnetic interpretation is taken over 
directly by considering the wave mechanics as a fragmentary 
expression of the behaviour of the quantized de Brogl ie 
field. The fundamental residual difficulty is purely the 
problem: in what sense can operator-valued functions on 
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spacetime be considered (the mathematical description of) 
physical entities? I consider this problem is no more and no 
less than the problem: how can we formulate intuitions about 
putative physical entities so-described? I do not pretend 
that this is easy - but it is surely not insurmountable. 
Further, I believe one can advance good reasons why one 
should be led to this sort of description of physical 
systems. That is the business of Part 2, in particular 
(2.3.5) and (2.5.3), 
The Schrodinger construction 
To substantiate the claim that the heuristics of the 
electromagnetic interpretation are immediately applicable to 
the quantized de Brogl ie field, I wi 11 consider one last 
aspect of the field - many-particle correspondence __ The most 
frequent objection to the electromagnetic interpretation 
focused on the dime.nsional i ty of the domain of the 
wave-function for many-particle systems; Schrodinger had 
frequently described the general interpretation, in which 
the modulus square of the wave-function is taken to define 
the charge density in 3-dimensional space, in contexts in 
which the function was in fact defined on a 3n-dimensional 
Euclidean space. On the one occasion in which he explicitly 
addressed the problem, he wrote: 
According to the heuristic hypothesis on the 
electrodynamical significance of the field scalar ~, the 
present quantity ... (of the form ~(x)~(x» ... represents 
the electrical density as a function of the space 
co-ordinates, and the time, if x stands for only 3 space 
coordinates, i. e if we are deal ing wi th problem of one 
electron. By a natural generalization of this hypothesis, 
we regard the following as representing in the general 
case the density of the electricity, which is 
"associated" with one of the particles of classical 
mechanics, or which "originates in it", or which 
"corresponds to it in wave mechanics": the integral of ~ 
taken over all those coordinates of the system, which in 
classical mechanics fix the position of the rest of the 
particles. . .. the resulting density of charge at any 
point in space is then represented by the sum of such 
integrals taken over all the particles. (Schrodinger 
[1927 p. 109]) . 
We shall refer to this proposal, for the interpretation of 
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the (configuration space) state of an ensemble as the 
Schrodlnger construction. Evidently this is Just what we 
obtain in Eq. (20); however it is clear the construction 
emphasises in an essential way the particle interpretation 
of the state, that in some sense one is driven to a 
dualistic interpretation which refers both to the wave 
function qua field, and the wave function qua state of a 
many-particle ensemble. The construction also appears 
(c9f\tY'ived from a mathematical point of view, although it (or 
something very similar) may be derived from a systematic 
application of the Born interpretation to projection 
operators associated with a particle ensemble. 
We can formalize this interpretation by considering the 
Hi I bert space ~ (the tensor product of L 2 spaces on 1R3 as 
in the foregoing), and defining the multiplicative bilinear 
22 form on this space given by: 
~ : f(x,x , .... x ) ~ q r: ~3(x-x )f(x ,x , ... ,x ) (21) 
x 1 2 n j=l j 1 2 n 
The Schrodinger construction can be defined through the 
simple prescription: the charge density at the point x for a 
system of n particles all of the same charge23 is given by 
the expectation value of ~ . For a product state this result 
x 
is trivial. For a state of the form 
I/J = r. C I/J J,j, .. j jj .. j jj •. j 
12 n 12 n 12 n 
in which I/J is a normal ized 
j1 j2' •• 
product state of the form 
q, ®q, ® ... ®q, 
j1 j2 jn 
where particle 1 is in state j , ... , 
1 





obv1ously <5 does not make sense as an operator on It . 
X 
23 
It 1s easy to accomodate a system of d1fferent charges; we 
shall not need th1 s, however. 
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IX) 
<~,~ ~> = q L ¢ (x)¢ (x) 
x r s 
r,s=l 
n 
in which r runs over the l-particle orthonormal basis and jk 
means that this term is dele-,ted in the summation. Our 
experience with expressions of this form suggests that when 
C is a symmetric function of the J's we can find a simple 
expression in the occupation number representation. But 
we know well enough what we must end up with; it is the 
expectation value of the number density operator. It is a 
simple matter to calculate that for ~ of the above form in 
~, which we may write: 
C ¢ 
n .•. n ••. n n ... n ... 
1 r n, .. ,n, .. 12 r 
1 r 
in which the n 's are constrained to sum to n, and r still 
r 
runs over the orthonormal l-particle basis ¢, then: 
r 
A* A 
<~,~ (x)~(x)~> = L 
n ••• n 
1 r 
C C ~¢ (x) + c. c. 
n .. n -1 .. n +1.. n n .. s r 
1 r s 1 2 
(22) 
Both of these problems are therefore eliminated in NRQFT; 
the Schrodinger construction appears naturally, as the 
expectat ion val ue of the number dens i ty operator, and one 
need not refer to the particle interpretation of the state 
explicitly. 
Canonical second quantization: heuristics 
As Jordan was to point out in a paper immediately following 
his collaboration with Klein (Jordan [1927c]), entitled 
"Uber Wellen und Korpuskeln in der Quantenmechanik" - a 
paper concerned almost entirely with the application of his 
transformation theory to the occupation number formalism -
in a formal sense anyone particle operator A may be second 
24 quantized as the operator : 
24 
There is no general 
each individual case 




proof of the 
separately 
it is true 
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Here we have used standard notation on the LHS; A(x) on the 
RHS is the configuration space representation of A, a 
c-number polynomial in x and deri vati ves in x. Formally, 
then, for ~ the 1-particle version of the bll inear form 
x 
introduced in Eq.(21), we have that: 
"'. " dr(~ ) = ~ (x)~(x). (24) 
x 
Any 2-particle operator A is second quantized as: 
dr(A) = J ~·(x)~·(y)A(x,y)~(x)~(y) d3xd3 y 
'" 
and so on. More generally, if a(u) is the annihilation 
k 
operator for a particle in the state u (i. e. what we 
k 
denoted above by a
k
) , so that figurat i vely and 
condsidering ~ as the 1-particle improper position 
x x 
eigenstate with generalized eigenvalue x, then ~(x) = a(~ ), 
x 
and can write Eq. (23) as: 
dr(A) = J ;.(~ )<~ ,A~ >;(~ )-d3x. 
x X X x 
J "'. 3 3 '" = a (~ )~ (x-z)A(z)~ (y-z)a(~ ) x y 
One can see what must happen in the general case; choosing 
instead a (genuine) orthonormal basis u we have: 
k 
dr(A) "'. " = L a (u )<u ,Au >a(u ) j,k k k j j (25) 
which has a simple interpretation in terms of its action on 
~: first it multiplies a separable state by <u ,Au> 
k j 
correponding to the transition of a particle in the state u j 
to a state u under the influence of the 1-particle operator 
k 
A, and this is multiplied by the amp I i tude with which a 
gi ven part icle is in the state u. The state itself is j 
replaced by the same state, but in which the particle is no 
longer in the state u but in the state u instead - and j k 
this process is then repeated for all the particles present, 
in such a way as to preserve symmetry and normalization. 
The process is even more intuitively obvious for the second 
quantization of a 2-particle operator, given by: 
'" " dr(A) = L a(u )a(u )<u ,Au > a(u )a(u ) j, k, I, m j k jk 1m 21m (26) 
point fields ~(x) must be considered bilinear forms, and not 
operators. 
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Acting on the state, particles in the states u and u are 
1 • 
replaced by particles In the states uJ'u,,; the new state ls 
multiplied by normalization factors and by the transltlon 
ampli tude <u ,Au > for the operator A to induce Jk 1. 2 
transltlons from the one 2-particle system to the other 
(here <.t.> ls the natural 2-partlcle lnner product 
2 




so as to preserve symmetry and 







Fig. 1. 3 
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The local correspondence 
We conclude by emphasising that the electromagnetic 
interpretation applies specifically to the configuration 
space representation; in this representation one has what I 
shall call the local correspondence of the field and 
1-particle theory, in the sense that any formal 
(configuration space) expression in the l-particle theory 
may be directly written in second quantized form, simply by 
everywhere replacing the l-particle wave function by the 
corresponding quantum field (as an operator-valued function 













total number operator 
number density operator 
J ~·(x)(-ihV)~(x) d3x 
total momentum operator 
". " 1/1 (x)(-ihV)I/I(x) 
momentum density flux operator 
A A* 2 A 
U(X) = 1/1 (x)(-h A/2m)I/I(x) 
Hamiltonian densIty operator 
The essential point is that under the local correspondence 
the electromagnetic interpretation of Schrodinger applies 
for arbitrary particle number to the associated quantum 
field expressions (associated, that is, by the local 
correspondence). The expectation values of the associated 
field expressions yield the statistical distributions of 
spacetime events. Whenever "wave-like" phenomenology is 
empirically produced - typically interference fringes - one 
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must actually generate a particle ensemble in the 
laboratory; the expectation values of the appropriate local 
field quantities describe Just this phenomenology. 
One might also express the situation as follows: the field -
many-particle equivalence says essentially no more than that 
there exists a particle interpretation for the QFT. But if 
there exists a local correspondence as well, then the 
"wave-like" properties of the 1-particle theory may be 
directly interpreted in terms of (expectation values of) 
field densities; in this situation the field - many-particle 
equivalence bears directly on the wave-particle duality. 
From the point of view of RQFT it must be emphasised that 
the local correspondence depends critically on the 
configuration space representation, and the identity of the 
space integrals over the fields with the configuration space 
inner product, as well as the particle interpretation of the 
fields as creation and annihilation operators (rather than 
linear combinations of these). There is no straightforward 
local correspondence in RQFT. In Part 3 we shall see why 
that is so, and eventually construct a local correspondence 
for the relativistic theory as well. 
We conclude this section with a short summary of the 
canonical second quantization, as developed by Fock [1932] 
and Cook [1953]. The generalization to fermion systems was 
made by Jordan [1927b] and Jordan and Wigner [1928]; the 
detailed history of these developments is of limited 
interest, and we do not pursue it. 
87 
25 1.3.4. Canonical second quantization. 
We denote the 1-particle Hilbert space by U, and define ~ = 
U®U® . .• ®U (n factors in all). We define the symmetric 
subspace of ~ explicitly as follows: to every permutation n 
in the permutation group n of degree n there corresponds a 
n 
unitary operator U on ~ uniquely defined as the bounded 
n 
linear extension of the operator 
U : u ®u ® ... ®u = u ®u ) ® ... ®u 
n 1 2 n n(t) n(2 n(n) 
where {u} is any orthonormal basis for R The ring 
I 
generated by {U} is n! dimensional. We define the 
n 
n-particle symmetrizer: 
S = (n! )-1 E U 
n nen n 
n 
and the n-particle antisymmetrizer: 
-1 A = (n!) E slgn(1r) U 
_n nen n 
n 
where slgn(n) = ± 1 depending on whether n is even or odd. 
The invariant subspaces of ~ under S, respective ly A, 
n n 
define the symmetric subspace, respectively antisymmetric 
subspace, of U. These are spanned by the totally symmeteric, 
respectively antisymmetric states in 1-f. We denote these 
subspaces by ~, ~ respectively. 
The distinctive new construction that at once frees the 
theory from reference to any particular particle number, and 
also leaves open the possibility that the evolution will 
result in a change in particle number, is that we take the 
direct sum (for all n) of the Un,s. That is, we define: 
~(U) = $00 1-f (27) 
n=O 
where Uo= t. ~(U) is called Fock space. Its symmetric 
subspace: 
~s(U) = 6:=0 sn1-f 
25 This subsection Is a summary; for all proofs we refer to 
Cook [ 1953] , Reed and SI IlIOn [ 1975] . Host of the resul ts are 
already familiar from the forgoing, except for Eq.(48), the 
precise formal deflnl tlon of the point creatlon and 
annihilation operators (Eq.(48», and the definition of the 
Segal field and Weyl algebra (Eqs. (40)-(44», to which we 
particularly draw attention. The equivalent theory of 
fermlonlc second quantl_zatlon Is also summarized. 
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26 is called the symmetric rock space. We note the theorem : 
~S(Hl$ U2 ) = ~S(Ul)®~S(U2) (28) 
for an arbitrary pair of Hilbert 






~s(H) = e , a useful 
012 n n .. .o A vector I/J = 1) $1) $1) $ ... $1) $. .. where each 1) e It , such 
5 
that 1)n=O for all but finitely many n is called a finite 
particle vector. We denote the set of all such FO ~ ~ (H). 
5 S 
The canonical second quantized l-particle operators are 
defined as previously, except that we now must allow for 
arbi trary n. Let A be any densely 
transformation on H with domain D, and let 
®n D for each n}. We define dnA) on D " un 
1=1 A S 
A®D® ... ®D @ D®A®D® ... ®O @ .... @D® ... ®O®A 
defined linear 




This operator is closable and we take its closure, also 
denoted dr(A). dr satisfies the following properties: 
(i) linearity: dr(ocA + ~B) = adr(A) + ~dr(B) , a,~e t 
(ii) If A in normal then dr(A) is normal. 
(iii) If A is essentially self-adjoint then dr(A) is e.s.a. 
(iv) If A is positive then dr(A) is positive. 
dr does not preserve boundedness. When A is the identity on 
H, dr(I) is the total number operator. The vector I/J = 
o 
(1,0,0,0 ... ) (that is, all 1)n = 0 except for 1)0 = 1 e HO) 
clearly satisfies dr(I)1/J = 0; it defines the vacuum. 
° 
We define the canonical second quantization of a unitary 
operator U on ~ as that operator on ~ (H) which equals ®n U 
S 1=1 
when restricted to ~ , n>O, and which equals the identity 
on ~o. It is denoted r(U) and is unitary. This notation is 
convenient, for if U is a cont inuous l-parameter uni tary 
t 
group on ~ then by Stone's theorem there exists an e.s.a. 
operator A on ~ such that: 
U = e-iA~ (30) 
t 
On the other hand, r(U) is also a continuous l-paramter 
t 
26 
Segal and Goodman [196S]. 
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) = e -idr(A)t 
All of the foregoing applies without modif1cat ion in the 
anUsymmetric case, except that S is replaced everywhere by 
n 
A and t5 on by t5 on. The following suffers minor 
n 5 A 
modifications in the fermion case, and from now on we treat 
the two separately. 
Symmetric case 
We define the creation and annihilation operators as 
n follows; for vectors 1) in H of the form 1/1 ®I/I ® ... ®I/I we 
5 1 2 n 
define the map b-(f): ~ ~ ~-1 for any fe ~ 
b-(f)1) = (f,I/I )1/1 ® •• • ®I/I . (31) 
1 2 n 
For f = u this map is precisely exp(-ie In), as defined in 
k k 
(1.2.3) Eq. (22). b-(f) extends to a unique bounded linear 
map of norm If I of 'If into ~-1, where we assume ~o is 
mapped onto zero, and in fact preserves symmetry; 
therefore, b-(f) is a linear operator on ~ (~). Its adjoint 
5 
b+(f) = b-(f)· has the action b+(f): 1f~ 1f+l given by 
+ b (f)(1/1 ®I/I ® .... ®I/I ) = f®I/I ®I/I ® ... ®I/I (32) 
1 2 n 1 2 n 
and it does not preserve symmetry. The annihilation operator 
a(f) is defined on t5 (H) with domain F as: 
5 0 
a(f) = b-(f)Nl12 = (N+1)l12b-(f) (33) 
The creation operator may be defined as its adjoint 
restricted to F; one finds for I/I,~ e F that: 
o 0 
«N+l)1/2b-(f)I/I,~) = (I/I,Sb+(f)(N+l)1/2~) 
so that 
a*(f) = Sb+(f)(N+1)1/2 = SNl12b+(f). (34) 
+ Unlike the operators b-(f) , the creation and annihilation 
operators are unbounded. They are closeable and we denote 
their closure by the same symbols. From their definition 
they satisfy the commutation relationships: 
* [a(f),a (g)] ~ (f,g) (35) 
Further, for any unitary operator U on ~ it follows that: 
r(U)a(f)r(U)-l = a(Uf) , r(U)a· (f)r(U)-l = a * (Uf). (36) 
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The (unbounded) operator given by 
-
N(f) = a (f)a(f) (37) 
is e.s.a., preserves symmetry, and vanishes on elements of 
the form I/J ®I/J ® ... ®I/J ® .... ®I/J e nn when (f ,I/J) = 0 for all 
1 2 1 n 1 
.. .n+k I, and has eigenvalue k on SI/J ® .. ®I/J ® .. ®I/J ®f ® ... ®f e It . 
lin 1 k 5 
It is called the number operator for the state f. It follows 
from Eq. (36) that: 
r(U)N(f)r(U)-l = N(Uf). (38) 
There is a fundamental property of the creation and 
annihilation operators which will be of great importance in 
the sequel, particularly Sections 3.3 and 3.4. The creation 
operator is complex linear in its argument; the annihilation 
operator is complex anti linear. That is: 
- - -a(Af) = Aa(f); a (Af) = Aa (f) (39) 
for A e 0::. These properties follow trivially from their 
definition; as a consequence the number operator for the 
state f satisfies: 
N(Af) = IAI 2 N(f) 
We define the Segal field as the operator: 
A(f) = (W2)112(a(f) + a-(f» 
It enjoys the following fundamental properties: 
(i) It is real (but not complex) linear in its argument. 
(ii) It obeys the commutation relationship: 
[A(f),A(g)] = ih 1m (f,g) 
(Im(.,.) is the imaginary part). 
-(i i i) It is e. s. a; A(f) = A(f). 
(40) 
(41) 
(iv) The vacuum I/J is in the domain of all finite polynomials 
o 
in the Segal field, and the vectors A(f )A(f ) ... A(f)1/J are 
1 2 n 0 
dense in i) (m. 
5 
All of these properties flow directly from the definitions 
of the creation and annihilation operators, as does: 
. a(f) = (2h)-112(A(f) + iA(if)) 
a-(f) = (2h)-112(A(f) - iA(if» 
(42) 
One can, however, reverse this methodology; the field A will 
be of fundamental importance in the abstract approach to 
QFT, and from it the creation and annihilation operators 
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will be defined by Eq. (42). For the moment we only note that 
if we define the quantities 
W(f) = eiA(f)/h (43) 
then: 
W(f)W(g) = e i Im(f.g)/2h W(f+g) (44) 
Eq. (44) defines the Veyl algebra over ~. 
We give the example of the foregoing. with which we shall be 
2 
concerned throughout. Let ~ = L (M.dlLl with inner product 
(f.g) = J f(m)g(m)d~ and define ~ • ~ (~) as above. For ~ E 
5 
tl (~). ~n is the projection of ~ on ~; ~n is of the form 
5 5 
~n(m.m •...• m) and is symmetric in all its arguments. The 
1 2 n. 
operators a(f). a (f) for fE~ then have the action: 
(a(f)~)n(m.m •..• m) = rn+r J f(m) ~n+1(m .m •....• m) 1 2 n V •• -~ 1 n 
• n 1 n n-1 A (a (f)~) (m • m •..• m ) = - I: f(m ) ~ (m •.. m ....• m ) 12 n ~ 1 11 n V n 1=1 
d~ 
(45) 
in which we have wri tten d~ for the product measure on ~ 
also. and m means that m is omitted. As our second 
1 1 
example. we consider the same space but in the occupation 
number representation. For this we need a basis {u } for ~, 
k 
where the index k runs over the positive integers. We then 
define the orthonormal basis for ~ (~) as the vectors: 
5 
4J where r n < (XI by: 




U ® ... ®u ®u ® ... ®u ® .... ®u ® .... ®u ® .... 112 2 k k 
f- n --'7 f-- n --'7 f-- n --'7 12k 
An arbitrary vector ~ in ~ (~) can then be expanded: 
5 
~=I: c 4J n ... n ... n ... n •.• n ... n '" 
1 k 1 k 1 k 
and the action of the annihilation and creation operators on 
~ given as: 
a(u )~ = I: C n1/24J 
1 n1···nk n 1·· .n k ·•• 1 n1···nk ··n1- 1... (47) 
a·(u )~ = I: C (n + 1)1/24J 1 n ... n '" n ... n ... 1 n ... n .. n + 1. .. 1 k 1 k 1 k 1 
We cannot make sense of creation and annihilation operators 
of the form a(k). a(x). etc. because eigenstates of position 
and momentum do not exist. Nevertheless given distributions 
~ such that J~)f(ml)d~ = f(m) for f E ~ Eq. (45) yields. 
m m 1 
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(46) 
• • where we use the notatation a(<3 ) = a(m), a (<3 ) = a (m): 
m m 
(a ( m) t/J) (m ,m , .. ,m ) = n+ 1 t/J ( m n jn+f n+1 
1 2 n 
,m , .... ,m ) 
1 n 
n " (48) 
• n 1 (a (m)t/J) (m ,m , .. ,m) = - I: <3 
1 2 n ~n m 
n-1 (m ) t/J (m, .. m .... ,m ) 
i 1 i n 
v" i =1 
(where m is a "generalized eigenvalue" 
position or momentum). The transformations 
nevertheless make sense as quadractic forms on 
and one has formally: 
• [a em ), a( m )] 
1 2 
We shall use 
= <3 (m). 
m 2 
1 
these expressions in Section 
typically of 
• a(k), a (k) 
tls(:H)® tlsOn, 
(49) 
3.3 in the 
relativistic case, when M is the positive mass hyperboloid 
3 (2 2 2)112 W and df.1 is the measure d pip, where p = + p + m c . e 
o 0 
• note that the creation and annihilation operators a (f), 
a(f) may be formally recovered from the a(k)'s by the 
integral expressions: 
a(f) = S a(m) f(m) df.1 
K 




The foregoing appl ies to the antisymmetric case with the 
+ following modifications. The operators b-(f) acting on tl (n) 
A 
are defined as in Eqs. (31) and (32). The fermion 
annihilation and creation operators are similarily defined 
as in Eq. (33), (34), with the antisymmatrizer A in place of 
S, on the domain (on the domain F ~ tl (n» but in place of 
o A 
the commutation relationships Eq. (35) it is a consequence27 
of these definitions that: 
• •• [a(f),a (g)]+ = a(f)a (g) + a (g)a(f) = (f,g) (51) 
• • [a(f), a(g)]+ = [a (f), a (g)] = a 
These operators also obey Eq. (36) and satisfy the same 
27 
Thi s can be seen from 
representation (Eq. (S2». 
operators defined on the 
anti commutator relationships 
their 
That 
action in the occupation number 
the creation and annihilation 
anti symmetric Fock space must obey 
is a not so obvious result that 
cost 
from 
Jordan much effort; the converse, 
such operators obeying the AeR's 
that states built up 
must be anti symmetric , 
is trivial. 
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linearity properties as in the boson case. The number 
operator for the state f is defined as in Eqs. (37) and obeys 
Eq. (38). The Segal field has now a different rOle in the 
abstract formulation of the theory and is defined with the 
omission of the factor in h: 
A(f) = (2)112(a(f) + a·(f» 
In place of Eq. (41) we find that: 
[A(f),A(g)]+ = Re (f,g) 
(52) 
(53) 
Unlike the boson case, the fermion creation and annihilation 
operators are bounded. As a consequence the number operator 
for the state f, as also the Segal field, are bounded 
self-adjoint operators. The Segal field 28 generates the 
Cl ifford algebra over the space X, which is the natural 
abstract object for fermionic fields, in place of the Weyl 
algebra for bosonic fields. 
We consider the same example as before, with the obvious 
modifications. In plac~ of Eq. (45) we obtain: 
(a(f)~)n(m ,m , .. ,m) = rn+f J f(m) ~n+1(m ,m , .... ,m) d~ 
1 2 n V •• - - 1 n 0 (54 ) 
• n 1 n i -1 n-l A (a (f)~) (m ,m , .. ,m ) = - E (-1) f(m) ~ (m, .. m .... ,m ) 
12 n ~n i 1 i n v" i =1 
We may also define the bilinear forms as in Eq. (48). Eq. (50) 
also follows for the anticommutator in place of the 
commutator. 
The occupation number representation is defined as before, 
except that the antisymmetrizer is used and the factors in 
n ! are redundant, since for any given state the occupation 
i 
number may be 1 at most. For the same reason the square 
roots in Eq. (47) are redundant, and n in the second of 
i 
these equations must be zero if the corresponding term is 
non-vanishing. With these modifications, and taking into 
account the phase change due to ant isymmetrizat ion, we 
28 Generate, that is, in the sense that the 
operations applied to the A(f) 's, for all f e X, 
the algebra; not in the sense of stone's theorem. We shall 
-be dealing with algebras of bounded operators; in the 
fermion case the fields themselves are in the algebra, in 





C (_l)s(l)n ~ 
n •.. n •.. 1 n ... n .. n - 1 ... 
1 k 1 k 1 (55) 
C ( -1 ) s ( 1 ) (l-n) ~ 
n •.• n " • 1 n ..• n .. n + n ... n 
1 k 1 k 1 k 1 
k=l-l 
Where s( 1) = I: n 1s the number of occupied states up to i. 
k 
k=l 
We conclude with some brief comments on the transformation 
theory. First observe that for an orthonormal basis {u } the 
1 
bounded operator P 
Ij 
quantization dr(P ) 
Ij 
:f ----? (u, flu has canonical second 
• 1 j 
= a (u )a(u). Since for an arbitrary j 1 
linear operator A on 1f we may write Af = I: (u ,Au)P f 
Ij j 1 Ij 
for all f e 1f, it follows by complex linearity of dr that: 
dr(A) = I: (u, Au )r(p ) 
Ij j 1 Ij (56) 
which is Eq. (25). Formulae of the type Eq. (23) are not so 
easily dealt with; I refer to Cook [1953] lor details. They 
can in fact be placed on a rigorous basis. In this thesis we 
shall wherever -possible avoid use of the point fields; we 
only mention here, that the vanishing of the equal-time 
CCR's for the point fields at distinct points in physical 
space depends critically on the existence of a local 
configuration space inner product (e.g. of the form 
Jf(m)g(m)d~), which vanishes when the supports of f,g have 
zero intersection. This will be discussed in detail in Part 
3, particularly Sections 3.2, 3.3, and 3.4. 
95 
1 ... 
Section 1.4. Relativistic Quantum Theory 
I think that this discovery of ant imat ter was 
perhaps the biggest Jump of all the big jumps in 
physics in our century. 
W. Heisenberg, 1972 
1.4.1. Introduction. 
The object of this section is to state some clearly defined 
goals, in the context of the interpretation of RQFT circa 
1934. This period (1933-1935) marks a watershed in the 
development of relativistic quantum theory. On the one hand, 
the fundamental structure of the free field theory, for spin 
1/2 and spin a systems, had been laid down, and is 
presented in intoductory texts today much as it was then. 
The early controversies over the interpretation of NRQM had 
disappeared, and such difficulties of interpretation of the 
relativistic theory that had been raised lay quiescent. As 
far as physicists were concerned, there existed an exciting 
new realm of phenomenology - opened up by the discovery of 
cosmic rays, and the development of particle accelerators -
and a ready (largely figurative) formalism to hand which 
appeared to describe the qualitative features of pair 
creation and annihilation, and even single creation and 
annihilation processes, based on perturbation theory about 
the free field theory. For the next two decades the focus of 
research centered on the perfection of these methods and the 
development of the renormalization theory. 
On the other hand the systematic investigation of the 
conceptual and mathematical foundations of quantum theory 
was just beginning. Important and influential treatises by 
Weyl and von Neumann were beginning to exert a slow but 
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inexorable effect on the way that the mathemat ical 
formalisms of physics should be interpreted. Throughout the 
thirties and forties the number of people involved in this 
endeavour, in applications to physics, (what I shall call 
the abstract method) remained small no more than a 
handful. But wi th the 1 ikes of Jordan, von Neumarm, and 
Wigner, soon to be Joined by Segal and Mackey, much progress 
was made, so that by the 1950's a durable and solid 
conceptual framework was laid down. 
It would be too much to say that there followed an explosion 
of interest in their ideas. But by the 1960' s a clear 
research programme became 
disciplines: mathematics, 
discernable 
phys i cs, and 
sparming three 
phi losophy of 
science. At the sharp end of each were the fields: 
• C -algebras, constructive quantum field theory, and quantum 
logic, and all three have intensified as thriving fields 
into the 1970's. In the 1980's the situation is dramatically 
changed: in the phi losophy of physics, the quantum logic 
approach - qua logical realism - has produced little of 
interest for more than a decade, whilst the proof that A~4 
theory is trivial in 3+1 dimensions has left the 
constructive quantum field theorists in disarray. Meanwhile 
the grand unification programme in physics and string theory 
have opened up radically new branches of mathematics, 
particularly in algebraic topology, with an attendent 
phenomenology which has little to do with scattering 
phenomena, but concerns rather cosmology on the one hand, 
and general features of the world - like chirality, the 
dimensional i ty of spacetime, the mass spectra - on the 
other. 
This marks a new rapprochement between the physics and 
mathematics communities, for with few exceptions physicists 
had remained almost totally ignorant of the enormous 
progress made in the general theory of operator algebras and 
the representat ion theory of non-compact Lie groups, 
theories which had their origins in the first development of 
abstract methods in physics. The watershed, the growing 
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divide between physics and mathematics, may be traced to the 
mid 1930's. 
In the complex and chaotic period from 1927-1935, I shall 
distinguish the following elements (roughly in chronological 
order) : 
(i) the invention of relativistic quantum mechanics, and the 
realization of its disimilarities with the NRQM and its 
ultimate incoherence except in special (weak external field) 
interactions. 
(t i) early discussions of the Born interpretation for the 
relativistic theories. 
(iii) the covariant quantization of the radiation field. 
(iv) the invention of the hole theory. 
(v) new phenomenology; the positron, cosmic rays, meson 
physics. 
(vi) the devlopment of massive RQFT, and its assimilation 
of the hole theory. 
(vii) the emergence of renormalization theory. 
(viii) the emergence of the abstract approach. 
Of these I shall only be concerned wi th (i), ( i i) , ( i v) , 
(vi) and (viii). Of these (t), (tv) and (vi) have a close 
logical connect ion and I shall discuss these first. The 
historical background will be kept to a minimum. I shall 
then consider Cii) and (viit) in rather more detail, and 
conclude with a statement of objectives. 
A note on relativistic notation. In this section only, we 
use greek symbols ~,v,u to range over~1,2,3 with Einstein 
summation convention; the metric g has I'\~g'&~i"e signature. 
x~ is a contravariant vector with components (ct, x ,x ,x ) = 




a/ax~ = a is a covariant vector with components 
~ 
a/ax ,a/ax ,a/ax); the covariant 4-momentum is p = 
1 2 3 ~ 
(E/c,-p) and the covariant 4-potential A = (A ,A ). p.x will 
~ 0 
mean x~p~, and ~.V will mean ~~=l~lal' 
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1.4.2. Relativistic quantum mechanics. 
RQM was invented even prior to the non-relativistic wave 
mechanics; when Schrodinger sought a massive wave equation, 
newly emerged from his study of quantum statistics (1.1.4), 
he naturally looked for a.: wave equation famil iar from 
classical physics, that is second order in the time 
derivative. It was his inspiration to consider the 
Hamilton-Jacobi equation and replace the momentum and energy 
by derivatives in position and time respectively: 
( as/ax 
Il 




m c = 0 
l Il ) C pll - e All) ( Pll - ~ All) 2 2 - m c = c 
I iM/axll Pll ~ s ~ -ih In l/J 
1 [c iM Il_ eAIl) C iM - eA Il) .. m2 c 2 ] l/J Il 
Where I have attempted, somewhat figuratively, to indicate 
the principal I ines of reasoning involved. Schrodinger in 
fact had considerable difficulty in reconcil ing himself to 
the non-relativistic equation, first order in time, and 
1 intrinsically complex (that is, admitting no real 
solutions), quite apart from the violation it does to the de 
Broglie theory, in which the phase is considered a geometric 
quanti ty, and which was an an intrinsically relativistic 
2 theory. 
1 
We shall eventually (Section 3.4) 
is so. There is ample evidence 
to interpret the non-relativistic 
relativistic one, or at least 
equation even to the point 
der i vi ng a second order equat i on 
the spatial derivatives. 
get an idea of why this 
that Schrodinger tried hard 
equation in terms of the 
in terms of a second-order 
of considering its square, 





an extraordinary paper by 
the phase waves of the 
Kackinnon [19761, it is argued 
non-relativistic theory, but not 




The Klein-Gordo.n equation (KG equation), as 1t was soon to 
be called, was so natural an object that it was 
independently discovered many times in 1926, and in the four 
month period from April 1926 appeared in independent 
publications by Schrodinger, Klein, Fock, de Donder and van 
Dungen, Gordon, de Broglie, and Kudar; alternati ve 
derivations continued to trickle in for several months (e.g. 
Iwanenko and Landau [1926], Guth [1927]). 
The most ambitious interpretation of the new equation is due 
to Klein [1926a] in the context of the 5-dimensional 
unification of Maxwell theory and General Relati vi ty due to 
Kaluza [1921]. Having derived the Hamilton-Jacobi equation 
for geodesic motion on the 4+1 dimensional manifold (the 
fifth coordinate being distinguished), he employed the 
substitutions p ~ ih 8/8xk (k = 0, 1,2,3,4) and assumed ~ 
k 
separable in the fifth coordinate. With solutions of the 
+ip x form ~ = q,(x, t )e- 4 the (constant) canonically conjugate 
momentum p appeared in the equation of motion along with 
4 
the 4-potentials, and was identified as proportional to the 
charge. Corresponding to the two signs of the solution, 
Klein considered the system described both the proton (p ~ 
4 
e) and the electron (p ~ -e): 
4 
The fact that with a single parameter one can obtain two 
distinct classes of waves, which behave so to speak as 
the positive and negative electrical particles, can be 
understood with hindsight: it is actually possible, to 
formulate the wave equation, so that the dynamical 
behaviour of both kinds of particles are described as a 
single system. (Klein [1926a p.902-3]). 
In his second note (Klein [1926b]) in which he proposed to 
quantize the charge through the hypothesis that the fifth 
dimension is compact, he was more specific: 
requirements of the de Broglie theory. The 
completely falacious and ignore the fundamental 
the phase of a solution to the relativistic 
not the non-relativistic equation, can be 
a geometric invariant. This has its origin in 
the non-relativistic equation defines a 






the fact that 
projective 
If the five-dimensional space is assumed to be closed in 
4 the direction of x with a period 1, and if we apply the 
formalism of quantum mechanics to our geodesics, we shall 
expect p to be governed by the following rule: 
4 
p = N h/l 
4 
N being now a quantum number, which may be positive or 
negative according to the sense of motion in the 
direction of the fifth coordinate. (Klein [1926b p.516]). 
We see that at the very inception of the wave mechanics the 
fundamental idea that a single wave equation describe 
particles of both signs of the charge. The theory was, 
moreover, enormously influential; de Broglie, Paul i, 
Ehrenfest, Wiener, and Einstein, amongst others, were soon 
to make detailed contributions. And this idea arose not in 
the context of the Dirac theory, nor did it have anything to 
do with negative energy states. 
In more conventional treatments, it was scarcely even 
acknowledged that the wave equation possessed negative 
frequency solutions. In the detailed development of a 
semi-classical theory of QED in the hands of Gordcm, (Gordon 
[1926]) the problem was not once mentioned. It seems that 
only Dirac showed more than a perfunctory interest in the 
basic structure of quantum mechanics3 . 
The difficulties of interpretation arise not only because 
the KG equation possesses negative frequency solutions, 
which would seem to correspond to negative energy states, 
4 but also because the natural sesquilinear form: 
~ 
<4J ,4J > = ibJ 4J (x)a 4J (x) d3x (1) 
1 2 1 t 2 
is not positive definite. Yet the integrand is the only 









Bohr: "What are you working on?" 
get a relativistic theory of the 
electron." Bohr: "But Klein has already solved that 
problem." (Wiener [1977 p.109]. Bohr's aversion to purely 
formal considerations Is well-known; it is not so often 
considered, that he was also inattentive to the logical 
structure of the quantum theory. 
4 ti i ti I f~a g -- fag - (af)g. Our nota on s conven ona; 
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(2) 
which sat isfies a pfl = 0 by virtue of the KG equation for 
fl 5 
vanishing external field. Further, whilst Schrodinger's 
initial prejudice agOins.\: complex-valued wave functions 
would naturally motivate the assumption of real-valued 4>, 
this condition is not possible when an external field is 
applied; the Cauchy data for a complex 4> then requires the 
specification of the (complex) values of 4>, together with 
the (complex) values of its first derivative. In NRQM the 
specification of the (complex) values of ~ alone is 
sufficient. 
These difficulties were summarized by Dirac in his third 
major contribution to physics, together with the 
objection that it did not seem PQssible to develop a 
transformation theory on the basis of the KG equation. One 
has, in effect, only a conserved 4-current (which Gordon 
actually interpreted as a charge-current vector): this, 
Dirac ceded, may be satisfactory so far as the emission and 
absorption of radiation are concerned, but 
., .is not so general as the interpretation of NRQM, which 
has been developed sufficiently to enable one to answer 
the question: what is the probabi li ty of any dynamical 
variable at any specified time having a value between any 
specified limits, when the system is represented by a 
given wave function ~? The Gordon - Klein interpretation 
can answer such questions if they refer to the position 
of the electron (by the use of the p. ) but not if they 
refer to its momentum, or angular mo~entum or any other 
dynamical variable. We should expect the interpretation 
of the relativity theory to be just as general as the 
non-relativity theory. 
The general interpretation of NRQM is based on the 
transformation theory, and is made possible by the wave 
5 
The fact that one must make this restriction already 
indicates a profound difference between the relativistic and 
non-relativistic case. In NRQK the probability flux p = (Ijilp) 
(W2im) CIjj'V~ ('V"Ijj)~)) is divergence-free even in the I grel;lence o~ l:i~. <1.) 
of an external potential. The sesquilinear form l is not 
invariant under the time evolution in the presence 
of an external potential. One can define a conserved 
probability flux in 
external potenti al s; 
way leads to a 
interaction. 
the general 
deft ni ng the 
time-dependent 
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equation being of the form 
(H-W)I/J = 0 
i.e. being linear in W or alat, so that the wave function 
at any time determines the wave function at any later 
time. The wave equation of the relativity theory must 
also be linear in W if the general interpretat ion is 
possible. (Dirac [1928a p.611-2])6. 
Gordan-Klein interpretation provides an 
the 
adequate 
probabilistic account of momentum particle distributions, 
not positions. No-one at this time had considered the 
self-adjointness of the operators x1~(x) (1=1,2,3) with 
respect to the sesquilinear form Eq. (1), nor had they 
considered defining momentum-space positive 
solutions through the integral representation7 : 
frequency 
~(x) = (2)1/2(2nh)-3/2I f(p)e-iP.X/ho(p2_m2c2)a(Po)d4p 
= (2nh)-3/2I 3 f(p)e-iP.X/~d3p/Y2Po 
IP 
(3) 
where f(p) is a suitably well-behaved function on IP\ and 
f(p) is the function on 1P3 defined by f(p) = 
2 2 2 112 f( (p +m c) ,p); in expressions of this form U. e. the 
second of Eq. (3)) Po is always understood as the function 
(p2+m2c2)112 on 1P3. a(y), for y e IR, is the function a(y) = 
1 for y > 0, and 0 otherwise. The sesquilinear form for ~(x) 
defined in this way becomes: 
<~ ,~ > = I f (pH (p)d3p/p (4) 1 2 1P3 1 2 0 
that is, when Eq. (1) is restricted to positive frequency 
solutions. We now have a positive definite sesquilinear 
form, and we can make the space of positive frequency 
solutions into a Hilbert space in the usual way. The 
operators given by: 
(k1f)(p) = P1f(P), 1 = 1,2,3 
are clearly e.s.a. with respect to <., .>. They define the 
6 Dirac continued with a discussion of the negative 
Later 
frequency 
he was to solutions; we 
remark: "The 
shall come on to this shortly. 
transformation theory had become my darling. I 
was not interested in considering any theory which would not 










the covariant Fourier 
not terr1bly perspicuous) 
one-particle momentum operators. 
The momentum space representation for the scalar ROM was not 
developed in any explicit sense at this time, and almost all 
the attempts to develop a ROM were soon to be centered on 
the Dirac equation instead. What is remarkable is that a 
full 20 years were to pass before physicists again 
considered the 1-particle scalar theory. I shall consider 
the subsequent development of the theory in Section 3.2, but 
here I wish to stress two things; first, quite obviously, 
the foregoing does not provide a RQM in the same sense as 
NRQM. There is no transformation theory, no position 
operators, no canonical commutation relationships - and this 
remained true throughout the 30's and 40's. But second, what 
I call the abstract method, was already at this time 
providing a deeper and JIIore general idea of what the NRQM 
is8 , and considered in this sense, a clearly defined RQM was 
developed in 1939 by Wigner. Prior to this time, and even 
after, as far as the physics community was concerned9 , it is 
difficult to attach a precise meaning to the notion of a 
particle interpretation of RQFT, or to compare the logical 
structure of NRQM and RQFT. 
To return to Dirac's great contribution of 192810 , it is 
8 
I refer lo Hermann Weyl's profotmd 
(2.4.5). 
study of 1927 
"Quanlenmechanik tmd Gruppenlheorie"; see 
9 








scarcely read or comprehended 
summary view, lhal lhis 
relativislic wave equal ions , 
basic lo lhis sludy, as lo 
paper 















wave equali on 
physicisls who 
see Section 
I have nol considered lhe Pauli lheory of spin and lhe 
inlroduction of spinors inlo NRQM. I refer lo Serwer [1977] 
very lhrorough accotmt of lhese developments, and lo Kragh 
[1979] for some wider backgrotmd on lhe attempls lo find a 
relalivislic version of lhe spinor theory. I do not myself 
consider lhal lhese played any role in lhe genesis of lhe 
lheory, however. Dirac laler remarked: " ... il was fotmd lhal 
(lhe Dirac equation) gave lhe parlicle a spin of half a 
quanlum ... lhal was really an tmexpecled bonus for me, 
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clear why he sought a first order relativistically covariant 
wave equation. Considering the free KG equation: 
2 2 2 2 (-p + p + m c )1/1 = 0 
o 
(the p's were understood as the operators iha , not as the 
,.... 
k's defined above), he demanded an equation of the same 
order in the p , s and p, first order in p. He wrote down 
100
the expression: 
123 (p +a p +a p +a p + mc(3)1/1 = 0 
o 123 
wi th the a's , (3 and p's all operators, the a's and (3' s 
independent of each other and of the p' s, o("ld. Obey" (g 
al~eb("at<:..· \"'el~b-iO'Mhip.s 
the.. KG eqva rio". 
A remarkably simple, but effective heuristic. One requires: 
(p +a1p +a2p +a3p + mc(3)(-p. -I- ae.'r t c(.~\':> + c:o(~D T ('!\C~) =- - po~r'c'l.+('II~2.. 
o 1 2 3 '" ~ I~ 
It is elementary ~o show that this equation is satisfied if: 
a1aJ + aJa1 = 201j , a 1(3 + (30:1 = 0, i,j = 1,2,3. 
(32 = 1 (5) 
o 1 i 
or defining ~ = (3, ~ = (30: simply if: 
[~""',~V]+ = 2g""'v (6) 
Quantities ~ satisfying Eq. (6) define a Clif'f'ord algebra. 
Their properties were soon to become an essential part of 
the repertoire of quantum physics. The Dirac equation now 
takes the form: 
(-ih~""'a + mc)I/I(x) = 0 (7) 
,.... 
and for an external potential A, introduced as usual via 
I! 
the substitution p ~ ih a - ~ A : 
,.... ,.... c Jl 
[~,.... (i h a,.... - ~ A,.... (x)) - mc] 1/1 (x) = 0 (8) 
Assuming that the a's and (3 are finite dimensional matrices, 
one can further deduce that the a's and (3 must be Hermitian, 
hence ~o Hermitian and ~i anti-Hermitian (i.e. ~i.=_~l). The 
ai,s therefore have exactly the same properties as the Pauli 
spin matrices i CJ'. There is, however, no independent 
matrix to represent (3: not in 2-dimensions, nor indeed in 3, 
but in a minimum of 4-dimensions. Considering the p's as 
scalars on this 4-dimensional representation space of the 
completely unexpected. II (Quoted 1n Pais [1986 p. 286]). 
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1'S, the wave function t/I must be a 4-component object. In 
this way the Dirac bi-spinor was invented. 
The remarkable properties of the Clifford algebra only begin 
to surface with Dirac's proof of the relativistic covariance 
of the 11 new wave equation . The standard proof runs as 
follows: under a Lorentz transformation A: x ----t x' (x) it 
follows that alax~ transforms as: 
alax~ ----t a/ax' ~ = (axv lax' ~)alaxv = ~ 'a )J. v 




(ax,Vlax~)alax'v = A Ya' 
')A- v 
the same transformation suppose that the '1's 
unaltered but that the wave-function t/I(x) transform as: 
are 
t/I(x) ----t ~'(x') = S(A)~(x) (9) 
where SeA) is a matrix representation of the Lorentz 
group. The_Dirac equation in the new coordinate system is: 
(-ih'1~alax'~ + mc)~'(x') = a 
which can be written 
(-ih1~Av alaxv + mc)S(A)t/I(x) 
~ -1 ~ 0' ~ 
so that if S (A)1 SeA) = '1 A , then on multiplying on the 
0' 
left by the matrix S-l we obtain 
(-ih'1O'A ~Av alaxv + mc)~(x) = (-ih'1valaxv + mc)~(x). 
0' ~ 
The Dirac equation therefore transforms covariantly. For 
later reference, we note the transformation properties of 
the covariant 1 matrices: 
S-l(Ah SeA) = 1 AO'. (10) 
~ 0' ~ 
It is easy to see that the matrix representation SeA) 
satisfies the property: 
S(A)· '1°S(A) = 1°. 
It is, therefore, non-unitary12. 
11 
Di rac' s proof was i(\cc/l\~\e I:.e. He 
relativistic covariance in his 
theory, in [1928b], where he 





Some idea of Just how remarkable the 
(11 ) 
the question of 
on the electron 
existence of a 
Clifford algebra 
actually is can be seen as follows. Consider a real n-
dimensional vector space v equipped with a 
bi linear from B. The Clifford algebra over V may 
(heuristically) as the associative algebra generated 
symmetric 
be defined 





such that [u](v} + [vJ[u}= 2B(u,v). When n is even this 
algebra is simple and for each n there exists a unique 
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The divergence-free 4-vector is13: 
p~(x) = c ~(X)t101~~(X) -(12) 
so that the space integral of its time-component is 
-t ° conserved. The term ~ 1 appears frequently in the Dirac 
'" theory and we shall denote it ~ it is called the 
covariant adjoint. This notation will be used presently. 
From Eq. (12) it follows that the sesquilinear form: 
<~,~/> = J ~(x)~/(x)d3x (13) 
(a summation over spinor components is implict), will be 
invariant under the time evolution. It is, moreover, 
positive definite, in contrast to the scalar case, and may 
be considered an inner product on the solution space at some 
fixed time. The fact that the equation is first order in 
time means that the wave function, at some specified time, 
is sufficient to determine the subsequent evolution 
uniquely, again unlike the scalar case. For the same reason 
one can also write the Dirac equation in Hamiltonian form: 
H~ = iha~/at 
where H is the Hamiltonian (for an external field A ): 
~ 
H = -ihc101lalaxl + e101~ A + 10mc2 (14) 
~ 
For all these reasons, it appears, but for the fact that the 
wave-function has 4 and not 2 components, that the canonical 
structure of NRQM has been preserved. 
But the considerat ion of the invariance propert ies of the 
matrix 
n/2 
representation p of this algebra irreducible complex 
(of dimensionality 
may therefore be 
2 ); for n=4 the representation space 
Identified with the complexlfication of V. 
i The 1 matrices 
I 
where e Is a 
are 
basis 
precisely P( [e 1> when B Is Hinkowski and 
I j i j for V such that B(e ,e ) g) . If one 
defines G as the group of Invertible 
B(u,v) then 
transformations L of V 
such that B(Lu,Lv) there 
invertible linear transforlllation seLl on 
-1 S(L)P([u})S(L) = p([Lu}). For proofs and a 
beautiful summary of the finite dimensional 


















even In the presence 




Is the same 
whatever the potential. 
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inner product under Loretnz transformations reveals that 
something quite new has been introduced. From Eq. (9) we see 
that the complex conjugate solutions transform as: 
~(x) ~ ~/(x/) = ~(x)S·(A) 
so one might think that: 
<~,~> ~ J ~(X)S·(A)S(A)~(x)d3x. 
If S were unitary one would obtain invariance, exactly as in 
NRQM. However we have not allowed for the change in the 
3 
volume element d x, and S 1s not un1 tary; the two cancel 
14 
each other out . The measure is concentrated on a spacelike 
hypersurface, which can be specified by a unit timelike 
vector; under Lorentz transformations, therefore, it 
transforms as a contravariant vector daP(x). The covariant 
form of Eq. (13) is: 
<~,~/> = J ~(x)~ ~ ~/(x)d~(x) 
o Il 
And the correct transformation law is: 
<~,~/> ~ J ~(X)S·(A)~O~IlS(A)~/(X)~lldUA(X) 
= J ~(X)S·(A)~oS(A)S-l(A)~IlS(A)~/(x),\llduA(X) (15) 
= J ~(x)~ ~ AU ~/(x)~llduA(x) = <~,~/> 
o u Il --;\. 
by appeal to Eqs. (10),(11). The inner product itself 
transforms in such a way as to compensate for the 
non-unitarity of the representation S15. 
Such mathematical niceties appeared of little concern at the 
time; the overwhelming priority was to extract empirical 
confirmation for the theory. In this the theory was at first 
remarkably successful. Not only did Dirac establish that in 
a central potential the total angular momentum is a constant 
of the motion and includes an intrinsic spin s = 1/2 
(thereby showing that the theory described the electron), 





the ~ . 
Il 
15 








scalar sesqui I inear 
plays the role of 
I shall elaborate on the general structure of this kind of 
representation in Section 3.3. 
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Sommerfeld fine-structure formula, the Thomson scattering 
formula as leading term in scattering theory, and in a 
suitable approximation obtained the non-relativistic Paul i 
16 theory . Both of these latter results were improved upon by 
Darwin ([ 1928]), who in particular was able to obtain the 
exact Sommerfeld formula from the Dirac theory. Shortly 
after Klein and Nishina [1929] obtained second-order 
corrections to the scattering theory (Compton scattering), 
in semi-classical radiation theory. 
Only one cloud loomed on the horizon. What of the negative 
energy states? These too appeared in the Dirac theory, and 
the cloud loomed more and more darkly. 
1.4.3. Negative energy states and the Dirac hole theory. 
In one respect Dirac followed Klein in his interpretation of 
the negative frequency states. In his first paper on the 
electron theory, he stated two objections, the first 
discussed above. He continued: 
16 
The second difficulty in Gordan's interpretation arises 
from the fact that if one takes the conjugate imaginary 
of (the KG equation) one gets: 
[ (-ih8 - ~ A )2 + (ihV + ~ A)2 + m2c 2] Iii = 0 o c 0 c 
which is the same as one would get if one put -e for e. 
The wave equation thus refers equally to an electron with 
charge e as to one with charge -e. If one considers for 
definiteness the limiting case of large quantum numbers 
one would find that some of the solutions of the wave 
equation are wave packets moving in the way a particle of 
charge -e would move on the classical theory, whi Ie 
others are wave packets moving in the way a particle of 
charge e would move classically. For this second class of 
solutions p has a negative value. One gets over this 
difficulty Don the classical theory by arbitrarily 
excluding those solutions that have a negative [1 . One 
cannot do this on the quantum theory, since in general 
a perturbat ion wi 11 cause transit ions from states with Po 
The ambiguities in defining the non-relativistic limit are 
of some relevance 
of the relativistic 
particular. Because 
to the general question of interpretation 
theory and to the Born i nterpretat i on in 
a considerable digression would be 
the reasoning is largely formal I shall i nvo 1 ved and because 
not pursue it here. 
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positive to states with 2 negative. Such a transition 
o 
would appear experimentally as the electron suddenly 
changing its charge from -e to e, a phenomenon which has 
not been observed. The true re lati vity wave equat ion 
should thus be such that its solutions split up into two 
non-combining sets, referring respectively to the charge 
-e and the charge e. (Dirac [1928a p.612]. 
What was a virtue in 5-dimensions becomes a liability in 4; 
Klein considered the positive and negative frequency 
solutions defined with respect to evolution in the fifth 
coordinate as associated with the electron and proton. Since 
the motion was geodesic (and in this sense consituted a 
geometrization of electrodynamics exactly as did GR of the 
gravitational force) no perturbations need be considered. 
Further, because the energy is the generator with respect to 
the time, not the fifth coordinate, the two signs have 
nothing to do with the energy. Dirac takes over this 
17 interpretation in the 4-dimensional theory but now because, 
on the basis of NRQM, one should be able to apply arbitrary 
",,;rh 
perturbations, and further because the generator is/respect 
to time, one obtains the unphysical consequences as above 18 . 
Incidentally, one sees here that Dirac anticipates the 
theory of 1-particle charge conjugation; Kramers's paper of 
[1937] no more than elaborated the same observation, but 
for the Dirac theory. 
17 
There is a confusion in the way that Dirac applies this 
interpretation, which I 









positive charge solutions with the proton at this stage, but 
(correctly) with a positive charge electron. 
18 











referred to above, 
interpretation of 
taken here) mistaken 







deepen the canonical theory to embrace a correspondence 
between the action of multiplication by complex numbers and 
a real symplectic transformation on the classical phase 
space; the negative energy difficulty disappears. At the 
same time it is no longer possible to introduce arbitrary 
perturbations, and the quantization is inextricably bound up 
with the dynamics. This is the one-particle version of the 
theory developed in Section 3.5. 
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Dirac ackowledged that the difficulty with negaU ve energy 
solutions persisted in the new theory. In fact Just this 
difficulty was supposed to explain the appearance of 
4-component bi-spinors: the Dirac equation 
... has four times as many solutions as the non-relativity 
wave equation, and twice as many as the previous 
relativity wave equation (the KG equation). Since half 
the solutions must be rejected as referring to the charge 
+e on the electron, the correct number will be left to 
account for duplexity (i.e. spin) phenomena. (Dirac 
[1928a p. 618]). 
This heuristic has survived to the present day. It is, 
h . t 19 1.1 1 th t t t th t h If th owever, Incorrec . we see a so e s a emen a a e 
solutions "must be rejected". In quantum theory, alas, 
hand-waving is not nearly so effective as in classical 
theory. 
It should be emphasised that the complex conjugate wave 
equation does not appear in any natural way in the RQM, no 
more than does the complex conjugate Schrodinger equation in 
NRQM (which would also define negative frequency states). 
The difference is that the KG or Dirac equations admit both 
classes of solutions. Taking the negative frequency 
solutions, they may be interpreted as negative energy states 
of charge -e, or as the complex conjugates of positive 
energy states of charge +e. Dirac adopts a curious line in 
pointing out that the complex conjugate of positive 
frequency states for charge -e are negative frequency states 
of charge +e - for this is no problem, and the same is true 
in NRQM. On one reading it is just false that "in the 
limiting case of large quantum numbers" one will obtain 
states of charge +e and negat i ve energy - on the contrary 
one will obtain states of -e and negative energy. On another 
reading such states will indeed behave as states of +e, but 
with (apparent) positive energy (this is only true as 
regards their behaviour in an external field). We have this 
argument from Dirac himself the following year: 
Let us examine the wave functions representing states of 
19 
As I argue towards the end of (3.3.6). 
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negative energy a little more closely. If we superpose a 
number of these wave functions in such a way as to get a 
wave packet, the mot ion of this packet wi 11 be along a 
classical trajectory ... such a trajectory, it is easily 
seen, is a possible trajectory for an ordinary electron 
(with positive energy) moving in the original 
electromagnetic field. Thus an electron with negative 
energy moves in an external field as though it carries a 
positive charge. (Dirac [1929 p.361]; emphasis Dirac). 
What had driven Dirac to consider again the negative 
frequency solutions may have been Klein's proof, that even in 
a time-independent external potential one cannot satisfy the 
boundary conditions that are naturally imposed at the 
boundary of a potential barier of sufficient height, using 
only positive frequency solutions of the Dirac equation 
(Klein [1929], the so-called "Klein paradox"). More likely 
the difficulties in the time-dependent case were already 
sufficient motivation. Further, in the Klein-Nishina theory 
of Compton scattering based on the new theory, the formula 
reduce to the Thomson limit only if one sums over 
intermediate states of both signs in the frequency, as 
20 
observed by Waller . The conclusion is unavoidable: if the 
initial state is initially a positive-frequency solution, it 
will develop a negative-frequency part under a 
time-dependent perturbation. But how to interpret the 
negative-frequency states in a physically satisfactory way? 
We get some idea of how serious this difficulty appeared 
from a remark of Heisenberg: "the saddest chapter of modern 
physics is and remains the Dirac theory" (Heisenberg 
[1928]), adding "it has made Jordan melancholic". This 
followed a visit of Dirac to Leipzig, where he had discussed 
the difficulty with Heisenberg. But a solution was to hand, 
and it stemmed from further reflections on the 
classical relationships between the charge and the sign of 
the energy: 
20 
Waller reworked the Kleln-Mlshlna theory on the basis of 
Dirac's QED, using 
this fact explicitly 
work, as noted by 
the relativistic 
(Waller [1930]). 
Pais [1986 p.350] 
history of these developments. 
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Hami 1 toni an, and noted 
Di rac knew of thi s 
in his comprehensive 
~ I 
(The result above) has led people to suspect a connection 
between the negative energy electron and the proton or 
hydrogen nucleus. One cannot, however, simply assert that 
a negative-energy electron 1s a proton, as that would 
lead to paradoxes: 
(i) A transition of an electron from a state of positive 
to one of negat i ve energy would be interpreted as a 
transition of an electron into a proton, which would 
violate the law of conservation of electric charge. 
(i 1) Al though a negative-energy electron moves in an 
external field as though it has a positive charge, 
yet ... the field it produces must correspond to its having 
a negative charge, e.g. the negative-energy electron will 
repel an ordinary positive-energy electron although it is 
itself attracted by the positive-energy electron. 
(i it) A negative-energy electron wi 11 have less energy 
the faster it moves and wi 11 have to absorb energy in 
order to be brought to rest. No particles of this nature 
have ever been observed. (Dirac [1929 p.362]).21 
Dirac's solution was remarkably daring and simple, yet 
hardly elegant: the negative energy solutions were to be 
retained, but all - or almost all - the avai lable states 
were to be considered already occupied. Except in the rare 
event in which a state is unoccupied, the exclusion 
principle will prohibit transitions to a negative energy 
state. Where such a state is unoccupied, these transitions 
are to be permitted. The vacuum is to replaced by a "sea" of 
negati ve energy electrons, of infinite charge, mass, and 
energy density, which by virtue of isotropy and homogeneity 
was to be considered empirically unobservable. This is not 
the first modification to the vacuum that Dirac had 
introduced, from purely mathematical considerations22; but 
unlike his earlier vacuum, this one led to qualitatively new 
h . 23 P YSICS • 
21 
This critique should be 
of Section 3.5. , where 
carefully considered 
we establish that 
In the 
conventional 
considered as the canonical 
1-particle theory, Indeed Just 
the negative frequency solutions. 
find any purchase, however. 
second quantization of 







The first being the "zero-frequency 
(1.2.4) 
23 
New, but not revolutionary. The Idea of 
and annihilation had been considered by 
amongst them Jordan [ 1927a] , as noted 
Bromberg [1976] for a review of Dirac's precursors. 
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Dirac's objections 
sea II of photons, 
particle creation 
many physicists, 
In (1.3.1); see 
As Dirac remarked, this idea - in the context of the atom -
is not - unfamiliar: it is used in the theory of internal 
conversion, where an inner electron is expelled from an atom 
on absorption of «-particles, and subsequent electron 
transitions to this unoccupied state lead to X-ray emission. 
It was remarkable to extend this idea to the physical 
vacuum; and immediately one is led to a new and rich 
phenomenology. A transition to an unoccupied negative energy 
state (hole) will lead to the disappearance of both 
(positive frequency) electron and hole. The hole itself will 
behave as the absence of negative charge and negative energy 
- that is as a positive charge of positive energy. This 
process will therefore correspond to pair annihilation. 
Conversely the transition of a negative-frequency electron 
to a positive frequency state will correspond to the 
appearance of both the latter and a hole - that is, to pair 
creation. These positive charged positive frequency 
particles - the holes - he identified with the proton, the 
only known positive charge particle. The mass difference was 
supposed to arise as an effect of many-particle 
interactions. 
The subsequent reinterpretation of the holes - as it became 
increasingly clear that the mass difference could not be 
explained in this way - to describe the behaviour of a new 
kind of particle (the positron) was made by Dirac in 
[19311 24 . Antimatter was thus predicted on the basis of the 
hole theory, and its empirical confirmation soon followed25 . 
24 
The reI evant backgro und is well-documented; see, e. g. 
Bromberg [1976], Pals [1986]. Hanson [1963] is so contused 
on the basic facts that its integrity is 
compromised. 
25 
Anderson [1932 ]. It is not quite a 
experiment guided 
remarked: "Yes, I 
by theory, however. 
knew about the Dirac 
not familiar in detail 
operating this piece of 
with Dirac's work. 
equipment to have 
textbook 
Anderson 









his papers .... (their) hIghly esoteric character was 
apparently not in tune with most of the scientific thinking 
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26 I shall only list the subsequent developments : 
March 1930: + cross-section e +e ---) 2,( calculated (Dirac, 
Oppenheimer, Tamm). The Klein-Nishina formula rederived 
(Dirac). 
+ May 1931: positron predicted (Dirac). Process '(+'( ---) e +e 
suggested to detect positrons. 
September 1932. The positron discovered (Anderson). 
June 1933: greater efficiency of "internal conversion" 
suggested. (Oppenheimer, Plesset). 
October 1933: first-order calculation of vacuum polarization 
with attendant charge renormalization (Dirac); non-linear 
electromagnetism: 
(Halpern) . 
+ process '(+'( ---) e +e '(+'( noted 
October 1934: pair creation cross-section calculated (Breit 
and Wheeler). 
October 1935: electron-positron scatte~ing cross-section 
evaluated, including the process + e +e ---) + e +e 
(Bhabba) . 
The fundamental fact is that by redefining the ground state 
of the electron theory, the standard ideas of one-particle 
quantum theory immediately lead to a phenomenology typical 
of a many-particle theory. In the hole theory pair creation 
and annihilation became one-particle processes; it is not 
only that they have this interpretation, but that the 
one-particle quantum theory could be applied to them. 
Immediately one could calculate their cross-sections, and 
quite generally apply the perturbation theory to deduce the 
existence of more complex processes that proceed by virtual 
states, + - + such as Bhabba scattering e +e ---) '( ~ e +e and 
Halpern scattering (non-linear electromagnetic effect) '(+'( 
of the day ... the discovery of the positron was wholly 
acidental" (quoted in Pais [1986 p.352]). 
26 
The earlier results were easily taken over to the electron 
-positron theory, rather than the electron proton theory, 
and I have descr i bed them in thi sway. 
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+ -~ e +e ~ r+'1. 
theory transforms 
It is often said that the Dirac hole 
the one-particle theory into a 
many-particle theory: it must be born in mind that it also 
works the other way, that is, by thinking of the positron as 
a hole prima facia many-particle processes such as pair 
creation and annihilation can be treated using the formalism 
of a one-particle theory, that is, as a single particle 
making transitions from positive to negative energy states 
(pair annihilation) or from negative to positive energy 
states (pair creation). In these processes, the negative 
energy sea plays a purely passive role, in restricting the 
number of negati ve energy states avai lable for such 
transitions. 
In other processes, however, the sea plays a more active 
role; in particular, the response of the sea to an external 
field should be just like a dialectric; the negative-energy 
electrons will be polarized and .an induced polarization 
field will be set up. This is the vacuum polarization, first 
investigated by Dirac in 1934, and it was here for the first 
time that the full intricacies of the hole theory were 
encountered. To deal with them he used a variant of the 
Hartree self-consistent field method, together with the 
density matrix formalism. This step leads naturally to the 
calculat ion of the effect i ve charge that wi 11 produce the 
"net t" field, that is the external field together with the 
polarization field of the vacuum; in other words, one is led 
to the idea of charge renormalization (Dirac [1934]). 
But even as Dirac was developing new tools, wi thin the 
framework of quantum statistical mechanics, to handle the 
intrinsic many-particle character of the new vacuum, others 
were looking to the techniques of QFT. I have said nothing 
about the development of RQFT in the intervening period: its 
evolution, through the years 1928-1934, was an intricate and 
complex affair, largely because it was developed almost 
entirely in the context of electromagnetic field theory, 
with all the attendant problems of gauge invariance. However 
important, from a purely historical point of view, and also 
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in the general context of gauge theory, I omit these 
developments in their entirety. It is sufficient for our 
purposes to summarize the free Heisenberg-Pauli theory for 
the Dirac field, and then consider its relationship to the 
hole theory. 
27 1.4.4. Relativistic Quantum Field Theory . 
Discussion 
In 1929, following Jordan and Pauli's analysis28 of the free 
radiation field, it was apparent that a thorough-going 
relativistic generalization of the Lagrangian field theory 
of (1.3.3), (1.3.4) could at least formally be defined. 
Heisenberg and Pauli undertook the task. Most of this paper 
was concerned with spelling out the details of classical 
27 
Most of this subsection is _ a straightfoward exegesis of the 
standard formalism of RQFT, scalar and spin half fields. For 
detailed proofs we refer to Schweber [1961] . For the reader 
faml.li ar wi th the theory, it is onl y necessary to read the 
sections marked "discussion". 
28 
There 
( [ 1928] ) . 
are three strands 









free electromagnetic field theory, the second a 
generalization of the CCR's to 
a preliminary investigation of 









Of these the first is not directly relevant to our 
discussion, which is restricted to the massive fields. The 
second was pursued purely on the basis, 







commutator of fields which satisfy the wave equations, and 
which reduces to a delta function at equal times. This 
analysis was purely formal and may be found in, e.g. Heitler 
[1954 II .3]. In retrospect one sees the first indication 
that the free fields are in fact causal 
microcausalitYi however 
neither at this time 
no such interpretation 
nor for many years. The 












adequate methods were 
















to the task. 
this so-called 
scope of this 
Lagrangian field 29 theory ; the quantization was then 
implemented by imposing the equal-time CCR's on the 
canonically conjugate fields. In application to the Dirac 
field this amounted to defining the classical Lagrangian: 
L = c J 1: I/I~(x) ( -ih ~J.l a + mc )1/1 (x) d3x Ij 1 IjJ.l j 
(where I have explicitly indicated the bi-spinor indices) 
from which variation with respect to 1/1 gives the adjoint 
equation: 
I/I~{-ih~J.la + mc) = 0 
J.l 
We also identify the Lagrangian density f 
f (x) = c I/I~(x)( -ih~J.la + mc) 1/1 (x) (16) 
J.l 
from which the canonically conjugate momentum n is obtained: 
. 
n = aflal/l = -ih ~ ( 17) 
variation with respect to ~ just gives us the Dirac 
equation. The Hamiltonian density is (spinor summation 
suppressed) : 
~ = n ~ - f = cl/l~(-ih~.V + mc)I/I = ~ (-ihc~o~.V +~~c2)1/1 (18) 
We begin to discern the outlines of a precise local 
correspondence (in the sense of (1.3.3)) betweeen field and 
1-particle theory. Eq. (18) can be written ~ = ~H 1/1 , where 
o 
H is given by Eq. (14) for vanishing external field. Indeed, 
o 
the correspondence holds true in the interacting case also. 
The field Hamiltonian H = J.H(x)d3x is formally identical to 
F 
the (configurations space) expectation value of the 
1-particle Hamiltonian. 
The field is quantized by imposing the equal-time ACR's30: 
'" '" 3 [n (X), 1/1 (x')] = -ih ~ (x-x')~ (19) 
1 J + 1 j 
or in terms of the fields: 
"'. '" 3 [1/1 (X), 1/1 (x')] = ~ (x-x')~ (20) 
1 J. + IJ 
where I have made the bi-spinor indeces explicit. Eq. (20) 
"'. shows that the I/I's, I/I's have the algebra of annihilation 
29 
I assume famIliarity with Lagrangian field theory 
thesis; for an introduction see e.g. Goldstein [1974 




For brevity I shall usually wrIte 1/1< X) in equal tIme ACRts; 
we work throughout In the Heisenberg picture. 
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and creation operators, respectively. 
The quantum field theory therefore locally corresponds to 
the i-particle theory; we have for example that H and <H > 
F 0 
are formally identical, except that the configuration space 
wave-functions that occur in <H > are to be replaced by 
o 
creation and annihilation operators. This is to be expected, 
because the i-particle theory is in the canonical form of 
NRQM. We also note that under the formal prescription: 
..... .... 3 
dr(A) = S~ (x)A~(x)d x 
when A is a i-particle operator in configuration space, that 
the number operator should be given by 
"'. '" 3 N = dr(O) = S ~ (x)~(x)d x (21) 
Momentum space expansions 
Heisenberg and Pauli reformulated the theory by means of the 
expansion: 
~ (x) = 1: a US 
1 S S 1 
where i is the bi-spinor index and {us} is a 4-component 
1 
orthonormal basis with the usual properties: 
S US(x)ur (x) = ors 
1 1 
1: US(X)us(x') = o3(x-x')o 
S 1 j 1 j 
Where by virtue of the AeR's Eq. (20) one has: 
• [a ,a] = 0 . 
S r + rs 
When the basis vectors US are later interpreted as energy 
eigenstates (box normal izat ion), they expl ici t ly indicate 
that only positive energy states are to be considered in the 
expansion. 
We shall use the momentum space expansion: 
A _f. -3/2J A -ip. x/b 2 2 2 4 ~(x) = v2(2nh) 1:
r
u(p,r)a(p,r)e o(p -m c )d p (22) 
where u(p,r) is (for each p) a set of independent 
bi-spinors. Since ~ satisfies the Dirac equation it follows 
that: 
(~~p - mc)u(p,r) = 0 
~ 
(23) 
for each r. Because of the (anti)hermitian properties of the 
~ 's, Eq. (23), for each p, is a set of 4 real constraints on 
the 8 real components of each U; therefore only 2 complex 
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components of each u are independent, and we conclude that r 
takes values in the index set {l,2}. We may distinguish the 
positive and negative energy solutions by writing for a 
positive frequency solution: 
2 2 2 1/2 
W (p) = u ( (p +m c) , p, r) 
r 
and for a negative frequency solution: 
w (p) = u(_(p2+m2c2)1/2,p,r) 
r+2 
with similar notation for the expansion coefficients b(p,r). 
In this notation, we perform the p integration in Eq. (22) 
o 
to obtain: 
~(x) = (2nh)-3/2I 3 L [wr(P) a(p,r)e-ip.x/h + 
IP r=1,2 
W (_p)a(_p,r+2)eiP.X/h] ~23p 
r+2 p 
in which (here and in what follows) p = + (p2+m2c2) 112. 
o 
The bi-spinors are conveniently normalized to: 
u(p,r)u(p,s) = 2p Ic 0 = w (p)w (p) 




(in which a summation over spinor indeces is implied)31. The 
configuration space integral <. ,.> takes the form: 
J -- 3 <~,~'> = ~(a(p,r)a'(p,r)+a(-p,r+2)a'(-p,r+2»d p/cPo (26) 
We may write the total Hamiltonian as: 
J L [p a(p,r)a(p,r) - p a(-p,r+2)a(-p,r+2)]d3p/p rOO 0 (27) 
The definiteness, respectively indefiniteness, of <. ,.> and 
the total energy is apparent. The quantized field may now be 
written in the form of Eq. (24), where we replace the a's by 
annihilation operators. In order that the ACR's Eq. (20) 
hold, it is necessary for the a's to obey the ACR's: 
"." 3 [a (p, r) , a (p' , s) ] + = p 0 (p-p') 0 r. s = 1, 2, 3, 4. (28 ) 
o rs 
If we define: 
". N (p) = a (p,r)a(p,r) (29) 
r 
The total number and energy operators take the physically 
transparent form: 
31 Our normalization is 
follows: if U' (p,r) 
then U(p,r) & 
where b(p,r) is 
Schweber. 
related to that 
are the bi-spl.nors 
U' (p,d. Likewise 
the anni hi I at!. on 
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in Schweber [1961 ] as 
defined by Schweber, 
a(p,r) .;p b(p,r), 
0 
operator defined by 
(30) 
(31) 
The total number of electrons is the sum of the 
positive-frequency electrons and the negative-frequency 
electrons; the operator is positive definite. The total 
energy is the energy of all the positive frequency 
electrons, minus the energy of all the negative frequency 
electrons. The number operator is, of course, directly 
proportional to the charge: 
Q = -eN (32) 
To summarize: we have a precise local equivalence between 
quantum field and i-particle theory, and the QFT may be 
looked upon as the canonical second quantization of the 
i-particle theory. All of the foregoing was implicit in the 
Heisenberg-Pauli theory of 1929. 
'The hole theory in second quantized form 
We now consider the hole theory. The first attempts to cast 
this theory into second quantized form were due to Furry and 
Oppenheimer [1934]32, completed in December of 1933, and Fock 
[1933] , using an earl ier idea of Heisenberg in an 
application of the Jordan-Wigner formal ism to atomic 
systems, in which vacancies in the closed shells were 
treated as positively charged particles. The definitive 
treatment was given by Heisenberg in [1934]. 
The basic idea is very simple., According to the hole theory, 
the annihilation of a negative-frequency electron is 
32 
These authors did not proceed from the field theory, but 
(canonically) second quantized the 1-particle theory 
instead, 
Because 
then reinterpreted according 





1-particle theory and the quantum field 
finds a logical distinction drawn between 
quantum field theory of spin 1/2 system 










for example, Bjorken 
according 
and Drell 
to the hole 
[ 1965] , Schweber 
[ 1961] . 
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interpreted as the creation of a hole in the negative energy 
sea. All that is needed is to replace the negative-frequency 
electron annihilation operator by a positive-frequency 
positron creation operator. In carrying out this 
substitution, we shall consider the removal of a negative 
energy electron with momentum p as equivalent to the 
creation of a positive frequency positron with momentum -po 
We shall wri te33 : 
A 
a(p,r) = b(p,r) 
A • 
a(-p,r+2) = d (p,r) 
A. . 
a (p,r) = b (p,r) 
r=1,2 (33) 
". a (-p,r+2) = d(p,r) 
The AeR's can be preserved under this substitution, because 
A-they are symmetric between the a's and a's. However the 
number operator for the negative frequency electrons is not 
P 
equal to the number operator N for the positive frequency 
positrons, because: 
- • P N (-p) = a (-p,r+2)a(-p,r+2) -:j:. d (p,r)d(p,r) = Nr(p) 
r+2 
We have rather: 
a·(-p,r+2)a(-p,r+2) = d(p,r)d-(p,r) = K(p)- NP(p) 
r 
where K(p) is an infinite constant. Writing Ne(p) for the 
r 
positive frequency electron number operator we now obtain in 
place of Eq. (30) and Eq. (31): 
N = (~1'2[ N~(p) + { K(p) - t(P)} ] d3p/2po 
+ In symbolic form, writing N- for the total numbers of 
+ e positive and negative frequency electrons (note that N =N ): 
N = N+ + N- ---7 Ne - NP + K 
1 




H = H - H 
Ae ~.P 
---7 H + H - K F F F F F 2 
A+ + 
in which H- = ~ p N-(p). The first of these equations reads: 
F p 0 
the total number of negative frequency electrons equals the 
total number of negat i ve frequency states minus the total 
33 
There is no need to distinguish the b's and d's as 
operators from their c-number analogues. Consequently I 
ommi t the hats. 
122 
number of unfi lIed states (holes or positrons). The second 
reads: the total negative energy of all the 
negative-frequency electrons equals the negative energy 
associated with all the negative frequency states minus the 
negative energy of all the unfilled states. 
Normal ordering 
Since the physical number and energy operators are, 
according to the hole theory, referred to the negative 
energy sea, (that is as differences in number and energy 
from their values for this "vacuum"), the infinite constants 
are to be discarded; in this way the spectra of the number 
and energy operators are actually changed, whereas before we 
had merely a new notation. For the Hamiltonian and number 
operator become simply: 
N = Ne - NP 
"e :'.P H = H + H . F F F 
The Hamiltonian now has a straightforward physical 
interpretation. The total number operator, however, is now 
indefinite; we multiply by -e and consider this operator the 
total charge of the field. The prescription, whereby these 
infinite constants are discarded, may be expressed as 
follows: all physically significant operators are to be 
normal ordered, that is, all creation operators are to 
placed to the left of allc}l\t\ihilaHon operators, with due 
account of the ACR's except that the RHS of all ACR's are to 
be put equal to zero. Thus: 
• • b (p)b (p) -- normal-ordering --7 -b (p)b (p) = 
r s s r 
• :b (p)b (p): 
r s 
in particular: 
:N : = -NP , :-H-: = ~ 
F F 
+ e + e 
:N : = N , :HF: = HF 
where we have introduced the notation : It is crucial 
that the normal ordering is performed with respect to the 
new creation and annihilation operators, the b's, d's and 
their adjoints, because of course all expressions are 
already normally ordered with respect to the a's. The fields 
written in terms of the b's and d's, introducing the 
conventional notation 
123 
wr(p) = u(p,r) = uCCp2+m2c 2 )1/2,p,r) } r=1,2 (34) 
w (-p) = v(p,r) = u(_(p2+m2c2)1/2,_p,r) 
r+2 
become: 
" t/J(x) = 
(2nh)- 3/2i 3 E [U(p,r)b(p,r)e-iP.X/h 
If' r=l 
• i P.X/h]d3p +v(p,r)d (p,r)e ~ 
Po 
". t/J (x) = 
We now have: 
"". ,.. 3 Q = -e: J t/J (x)t/J(x)d x 
A. A. A 3 
HF = :J "" (x)Hot/J(x)d x 
(36) 
Which can therefore both be considered integrals over 
corresponding local quantities, the charge density operator 
". " Q(x) ~-e:"" (x)t/J(x): (37) 
and the Hamiltonian density operator 
A A*,... 
~(x) =:~ (x)H ~(x):. 
o 
(38) 
However the new total number operator cannot be simply 
written as any normal ordered second quantized 1-particle 
" ". expression (i.e. in the fields t/J,t/J ). 
We may however write t/Je(x) , ""p(x) for the parts of the 
field"" which refer to the electrons and positrons, 
t/J(x) = t/Je(x) + ""p(x) 
where: 
t/Je(x) = (2nh)-3/2J 3 L u(p,r) b(p,r)e-ip.x/h ~:~ 
IF' r=l,2 0 (39) 
.hP(X) -3/2J • ip.x/h d3 p 
'I' = ( 2nh) 3 L v ( p, r ) d ( p, r ) e \!2p . 
IF' r=l,2 0 
e Note that t/J (x) is the spacetime electron annihilation 
field; ""p(x) is the spacetime positron creation field. The 
total number operator may now be written: 
N = N + N = t/J (x)t/J (x)d x + t/J (x)t/J (x)d x e PIe. e 3 J P p. 3 (40) 
so that in this sense it may be regarded as the integral of 
the local density: 
e· e P p. N(x) = t/J (x)t/J (x) + t/J (x)"" (x) (41) 
However the decomposition of the field t/J into positron and 
electron fields is a non-local operation on the fields, in 
the sense that as c-number expressions, one must know the 
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(35) 
values of the field ~ over all space in order to determine 
the values of the electron and positron parts at any point 
in space. 
Anti-commuation relations; causality 
The spacetime commutation rules are: 
A. A 3 
[~ (x,t),~(x' ,t)]+ = a (x-x') 
,..,.. "'. ""'. [~(x,t),~(x' ,t)]+ = [~(x,t),~ (x',t)]+ = 0 
(42) 
A e • "e. "p. "p. [~ (x,t),~ (x',t)]+ = [~ (x,t),~ (x',t)]+ = 0 
...... e """'e ,.. ""e [~ (x,t),~ (x',t)]+ = [~e(x,t),~ (x',t)]+ = 0 
To work out the remaining ACR's needs a little more work. We 
first note that 34: 
u(p, r )Q~u~(p, r) = 
r=l,2 (43) 
- E v(p,r)®v~(p,r) = 
r=l,2 _ 0 
where u~ = ur etc. With these we find: 
Ae "e [,I. (x) ,h ~(x')] = 
"'i ,,,, j + 
3JJ " " (2nh)- E [b(p,r),b(p' ,s)]+ u (p,r)u~(p',s) 
i j 
r, s=l, 2 
-i(p.x-p' .x')/hd3 d3 '/2 ' 
. e p p PoPo 
= (2nh)-3J (rllp +mc) e -ip(x-x' )/h d3p/2p 
Il i j 0 
= (2nh)-3(ihrlla +mc) J e-ip(x-x')/h d3p/2p 
Il 1 j 0 
= i (ihrlla + mc) ~+(x-x') 
Il 1 j 
where we have written: 
~+(x-x') = -i(2nh)-3 J e-ip(x-x')/h d3p/2Po (44) 
This expression does not reduce to a a function at equal 
times. A similar calculation for the ACR between the 
positron fields leads to: 
Ap "p Il [~ (x),~ ~(x')] = i(ihr a + mc) ~ (x-x') Il 1 j 
where 
~-(X_X/) = i(2nh)-3 J eip(x-x')/h d3p/2Po (45) 
Note that ~-(x) = ~+(x) and that, whilst neither vanish for 
34 
See Schweber [ 1961 4e] 
accordance wl th our normalization. 
Eq. (150), (1540) modlfied in 
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spacelike x, nevertheless their sum: 
A(x) = A+{x) + A-ex) (46) 
is the unique (up to a constant multiple) Lorentz covariant 
solution of the KG equation which vanishes for spacelike x. 
It is called the causal commutator. Fields which have ACR's 
(or CCR's) vanishing for spacellke separation are called 
causal. We also note that A has the property that: 
all(X)Ix = ° = - ~3(x) 
° Therefore 
"e "e "p "p Il [I/Ji(x),!/Ij"'(x' )]+ + [I/J (x)'I/J "'(x')] = i{ih'r a + mc) A(x-x') 
- Il i J 
vanishes for space like (x-x'); by reference to the ACR's 
'" Eq.(39) we see that the LHS is just [I/J (x),I/J"'(x'») so that 
i J + [~(x),~"'(x')] = i(ihrll a +mc) A(x-x'). (47) i J + Il iJ 
Reworking the above for t = t' one sees that the equal-time 
ACR reduces to i (ihroa) so that: 
° iJ 
'" '" ° 3 [t/J (x), t/J'" ( x' ) ] + I ' = r ° ( x-x' ) i J t=t 
or 
"'. 3 [I/Ji(x),I/JJ(x'»)+ = 0 (x-x')oiJ 
consistent with the first of Eqs. (42) (and a posteori 
justifying the anticommutation relationships Eq. (28». 
Discussion 
What is of central importance in the foregoing is that from 
a field-theoretic point of view, the extravagant assumptions 
of the Dirac hole theory are only necessary to obtain the 
correct plane wave expansion of the field, Eq. (35) - that is 
to represent the field as the sum of a creation field for 
the positron and an annihilation field for the electron -
and to normal order the resulting field-theoretic 
expressions. Normal ordering amounts to the subtraction of 
c-number infinities; this practise is necessary even in the 
interacting NRQFT, and was familiar in heuristic discusions 
35 
of the free NRQFT in connection with the zero-point energy . 
By the mid 1930' s no special physical interpretat ion was 
35 
Hote that there is no zero-point energy in the canonical 
second quantized theory or in the free KRQFT. 
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36 
considered necessary for such subtractions . 
Therefore the Dirac vacuum has this, and only this rOle: to 
Justify the plane wave expansion. Over the next three 
decades reference to this structural input from the hole 
theory became less and less common; the plane wave expansion 
progressively came to be a postulate of the theory, which 
was to stand as logically independent of the hole theory. In 
this sense the hole theory, and in particular the negative 
energy sea, was no longer considered a literal description 
of the world, and at most played the rOle of a convenient 
heuristic (but see fn. 32). 
Now consider the new features of the Lagrangian theory, 
supplemented by the correct plane wave expansion and 
normally ordered correspondingly, in comparison to the 
pre-hole theory expressions. The resulting theory I shall 
call the (spin 1/2) standard formalism; the assumption of 
the plane wave expansion provides a particle interpretation 
for the Lagrangian theory. 
The total number operator N + +N - , a pos i t i ve operator, has 
become the indefinite operator Ne -NP , and is now (up to a 
constant) considered the total charge operator. Under the 
local correspondence of the NRQFT, the one-particle inner 
product locally corresponds to the charge operator - and the 
"naIve" probability density to the charge density operator. 
At the same time the 1-particle indefinite energy has become 
a positive operator. It is still possible to write the 
number and energy operators so as to preserve a local 
correspondence of sorts - by decomposing the fields into 
electron and positron creation and annihilation fields, and 
constructing the relavant operators as bilinear combinations 
36 
There were exceptions. Pauli, for example, spoke 
contemptuouslY of "subtraction physics" and 
the hole theory on this score. He was 






the scalar field theory that he deve loped in 
with Weiskopf, such 
For this reason he 
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subtractions played a 
dubbed it the "anti-Dirac" 
of these (cf. Eqs. (40), (41)) - but what is the Fock - space 
of positron states? The standard formalism appears to 
sat isfy a local correspondence- with the direct sum of two 
1-particle theories, each with positive energy. Further the 
positron and electron creation and annihilation operators do 
not anticommute at spacelike separation and are defined in a 
non-local way by the standard (physical) fields. Do they 
obey the canonical relationships Eq. (35) (1.3. 4)? If so is 
the inner product non- local? Fi nall y, it is not hard to 
convince oneself that the number density operators defined 
by Eq. (41) are non-locally determined by the physical fields 
and do not anticommute at spacelike separation. In 
consideration of Eq. (56), (57) of (1.3.4) these features all 
seem to derive from a non-local inner product on the Fock 
space of states, if the creation and annihilation operators 
for electrons and positrons are canonically defined as in 
(1.3.4). We also note that the particle interpretation 
imposed preserves the ACR's for the physical fields, what 
would have been the ACR's for the creation and annihilation 
operators of the canonical theory with a local inner 
product. It is clear that to properly understand the 
relationship with the canonical second quantization we must 
define the Fock space explicitly, and if possible avoid the 
use of the point fields. 
Pursuing these ideas will take us directly to Section 3.3 
and 3.4. For the present I only wish to emphasize that the 
local correspondence that exists in the NRQFT is modified in 
drastic and ill-defined ways, and that in the absence of the 
hole theory one has essentially lost contact with the 
canonical second quantization of a 1-particle theory. With 
it Hilbert space theory has also largely dropped out of the 
picture; perturbation theory is conducted entirely in terms 
of momentum space integrals over the bi -spinors and the 
electron and positron annihilation and creation operators, 
the action of which on an underlying Hilbert space is never 
specified37. At the same time the negative frequency 
37 
In standard text book accounts there 1 s, I suggest, a tac it 
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solutions nowhere appear in the field-theoretic formalism. 
The Hamiltonian is positive definite, for both electron and 
positron; in some sense- the positive-energy positron states 
are related to the negative-frequency electron states. A 
precise sense is defined by the hole theory, but if this is 
not a literal description of the world, one does not know 
what their literal relationship is. Indeed, one does not 
even know how to evaluate the claim that anti-particles are 
a logical consequence of RQFT, once the theory is cut off 
from the hole theory. Clearly the plane wave expansion 
implies anti-particles. But that is only to say that the 
part icle interpretation impl ies the existence of 
antiparticles, a trivial claim. What is the basis of the 
particle interpretation, other than that it preserves the 
CCR's for the physical fields and makes physical sense? 
The same considerations apply to the scalar field theory 
developed by Pauli and Weisskopf [1934]. The situation here 
is modified; there is no Hamiltonian form for the i-particle 
theory, and there is no hole theory for the bosonic field; 
obviously the changes in sign for the energy and number 
operators come anyway from the anticommutators and would not 
arise from commutators. However, there is no apparent need 
for a hole-theoretic interpretation anyway. Let us see what 
happens in this case. 
The charged scalar field 
The Lagrangian density is now: 
!£ = a t/J(x)a Jlt/J(x) - It/J(x)t/J(x) (48) 
Jl 
in which t/J and ~ are to be treated as independent 
coordinates. The canonically conjugate variable to t/J 
respectively ~ , is: 
that the assumption 
electron and positron 








are both to 
l-particle positive frequency solution 
There is indeed space of the Dirac equation. 
Hilbert space in Sight; from the 
3.3 this is right in spirit if not 
no other 
of view of Section 3.4, it is well 
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point of view of Section 
in letter. From the point 
off the mark. 
8f18~ = n(x) = ¢(x)·; 8fI8¢· = n(x) = ~(x). 
The Hamiltonian then takes the form: 
H = J ( n(x)n(x) -+ 'i7¢(x). 'i7¢(x) + J.l2¢(x)¢(x)) d3x (49) 
Note that in contrast to the Dirac field, the Hamiltonian is 
positive definite. One obtains the conserved density 
p(x) = ih(¢(x)~(x) - ¢(x) ¢(x)) (50) 
either from the field equations or by ~:ther' s theorem. 
What should be the inner product of the associated 
1-particle theory: 
<¢,¢'> = ihJ (¢(x)¢·(x) - ¢(x)·¢(x))d3x (51) 
is indefinite, as we have already seen. The si tuat ion is 
therefore the precise converse of the spin half field 
theory, where the energy is indefinite and the conserved 
density is positive definite. It is for these reasons that 
the modifications introduced by the hole theory are not 
required. 
This system is quantized in the usual way: 
" " [n(x,t),¢(x' ,t)] = -ih ~3(x-x') 
""'. ""'. 3 [n (x,t),¢ (x' ,t)] = -ih ~ (x-x') 
which implies the CCR's: 
""'. A 3 [8 ¢ (x,t),¢(x',t)] = -ih~ (x-x') 
t 
[8 ~(x,t),~*(x' ,t)] = -ih~3(x-x') 
t 
(52) 
What is not provided by the Lagrangian theory is the 
particle interpretation of the fields. This Pauli and 
Weisskopf put in by hand. They chose the plane wave 
expansion: 
~(x) = (2nh)-3/2J[a(p)e- iP ' xIh + b*(p)eiP.X/h]d3p/V2Po 
~*(x) = (2nh)-3/2J[a*(p)e iP . X/h + b(p)e-iP.x/h]d3p/V2P 
* 0 
where the a's and a's are respectively annihilation 
(53) 
and 
creation operators for particles of charge e, and the b's 
* and b' s are respectively annihilat ion and creation 
operators for antiparticles of charge -e. That this choice 
makes physical sense is established essentially by a number 
of consistency checks; that the CCR's of Eq. (52) are 
consistent with this choice, and that the total energy and 
charge (Eq.(50) multiplied bye) take on the expected form 
in terms of the number operators. Indeed these requirements 
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are met, as long as all the appropriate quantities are 
normal ordered. The normal ordering does not introduce any 
change of sign, however, in a theory using commutation 
reI tionships, as remarked above. 
Discussion 
The 1-particle version of the foregoing is not in 
Hamiltonian form; in part icular the negat i ve energy 
difficulty is usually considered a consequence of the fact 
that the differential operator ihat applied to the negative 
frequency solutions has negative generalized eigenvalue. 
However the expectation value of iha with respect to the 
t 
sesquilinear form <.,.>, for such states, is nevertheless 
positive, since <. ,.> is negative for these states. In this 
way we see that there is no contradiction between the 
positivity of the Hamiltonian H
F
, where H is given by 
F 
Eq. (49) above, and the 1-particle theory. On the other hand 
there is no 1-particle operator H other than iha 
t 
s.uch that 
<4>,H4» is positive definite. The superficial local 
correspondence with the 1-particle theory appears 
meaningless because the i-particle theory does not make 
sense as a RQM, but only as a classical field theory. 
Because the plane wave expansion for the causal fields38 
involves creation and annihilation operators, it is anyway 
clear that the fundamental properties of the local 
correspondence cannot obtain, because operators of the form 
A. 
4> (x)A(x)4>(x) (even when normal ordered) then include pair 
creation and annihilation terms. 
The importance of the fact, that in both the spin 1/2 and 
scalar fields, the natural local bilinear forms in the 
fields lead to pair creation and annihilation effects, does 
not need stressing: 
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re lati vistic quantum theory differs profoundly, both 
phenomenologically and mathematically, from the NRQM. For 
both theories we have now traced this circumstance to the 
specific property of the particle interpretation of the free 
fields, namely that the plane wave expansion includes both 
creation and annihilation operators. These particle 
interpretations do not follow from the canonical Lagrangian 
theory, nor - in the absence of a precise equivalence with 
any canonical second quantized theory - from the 1-particle 
theory. They are imposed purely in order to obtain a 
coherent physical interpretation for the free fields, in 
which negative energy states nowhere figure, and which makes 
sense in perturbation theory. We also note that the hole 
theory, in providing a bridge between the standard formalism 
and the canonical second quantization, introduces a new 
puzzle; why, when both the Dirac and KG equations admit 
negative energy states, does this bridge exist in the spin 
1/2 case only? 
It should also be noted that in all of this the charge 
conjugation operators play no interesting conceptual role. 
Kramers [1937] introduced this operator as follows. If one 
takes the adjoint of the Dirac equation in the presence of 
an external field 
['1Jl (i hB - ~A ( x) ) - mc] '" ( x) = 0 Jl c Jl (54) 
one obtains the equation 
",*(x)['1Jl*(-ina - ~A (x))- mc] = 0 
Jl c Jl 
We recall that the '1 1 ,s are anti-hermitian and '10 hermitian. 
From their defining relationship Eq. (5) it follows that 
(55) 
° ° * Jl So inserting a factor '1 '1 between'" and '1 , and operating 
from the right by '10, one obtains: 
"'~(X)['1Jl (-ina - ~A (x))- mc] = 0 Jl c Jl 
Taking the matrix transpose (denote t) we obtain: 
['1Jlt(-ina - ~A (x))- mc]",~t = 0 (56) 
. Jl cJl 
The equation is not yet in the form of Eq.(54), because of 
the transpose of the '1 matrices. Suppose, however, that 
there exists a matrix ~ such that: 
lit -1 II ~'1'" ~ = - '1'" (57) 
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We may then insert a factor ~-1~ between the r 's and the ~, 
and operate from the left by ~ to obtain 
[r~(iha + ~A (x))- mc)~~~t = o. 
~ c ~ 
We denote 
c t Ol-[: I/J -4 I/J = "I/J~ = "r ~ 
(58) 
(59) 
the (l-particle) charge conjugation operator. It is clearly 
anti-linear. The matrix" exists39 and can be chosen unitary; 
in the representation 
rO = [~ 6)' ri = [~i (60) 
where the u's are the Pauli spin matrices: 
u l = [~ 6) , U2 = [~ -~) (61) 
we choose: 
t; = = [g _g), C = [_ ~ 6) (62) 
and Eq. (57) can be verified directly. t; is unitary so that 
[ is anti-unitary. 
Eq. (58) is the Dirac equation for a particle of positive 
charge. If I/J is a positive frequency state then I/Jc is a 
negative frequency state, so that to obtain positive 
frequency solutions of the positive charge Dirac equation we 
must take the charge conjugate of negative frequency 
negative charge solutions. 
All of this is already familiar from Dirac's discussion of 
charge conjugation in the scalar case. Clearly we can pass 
from the negative-frequency electron states to positive 
frequency positron states, interpreting I/Jc as a positron 
state. We may conjecture that the Fock space of the 
positrons is in fact the charge conjugate of the Fock space 
over the negative frequency solution space of the Dirac 
equation. But in fact this is a mistake; the charge 
conjugation in the field theory is given by precisely the 
same formal (anti-linear) map: 
(63) 
39 
For a general existence proof see e.g. Schweber [1961 4h). 
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now applied to the quantum field. But by reference to the 
plane wave expansion and the action of the matrix; on the 
momentum space bi-spinors, one finds that this operation is 
precisely equivalent to: 
b(p,r) ---7 d(p,r) 
d(p,r) ---7 b(p,r) 
• • b (p,r) ---7 d (p,r) 
• • d (p,r) ---7 b (p,r). 
(64) 
In other words the Fock space of positive energy electrons 
is simply interchanged with the Fock space of the positive 
energy positrons. The two are in fact considered unitarily 
equivalent, and the charge conjugation operator in the field 
40 theory is a unitary operator . This situation does not 
clarify the relationship between the field theory and the 
1-particle theory, it has only given us another puzzle. In 
the scalar case the situation is exactly the same. 
1.4.5. The Born interpretation. 
These puzzles seemed to have been of interest to few 
physicists then or for that matter subsequently. They are no 
doubt puzzles which arise only when one tries to display the 
logical structure of RQIT in comparison to NRQFT41. The 
difficulties of implementing the Born interpretation in the 
relativistic theory are, however, another matter: here it is 
a question of extracting an empirical correspondence for the 
theory. 
As we have seen the Dirac theory was discovered precisely by 
the attempt to find a relativistic theory, which yet 
40Further, the l-particle probability flux ~rJlI/J (which in the 
field theory is interpreted as the charge-current densi ty) 
does not change Sign under ~ as is obvious when one 
considers the time component. See (3.3.8) for a complete 
statement of the problem, and (3.4.9) for its solution. 
41 
One might think that mathematicians and constructive field 
theorists would have been 
the 
concerned with these 
their 
problems. 
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preserved the fundamental properties of the NRQM; this 
seemed necessary to preserve its probabilistic 
interpretation. The Born interpretation seemed the one 
secure property of the new theory, with the inner product 
<~,~'> defined precisely as in the NRQM and first-order wave 
equation. 
The first signs of trouble appeared in the peculiar 
properties of the "naive" velocity operators, which one 
might think should be given by the (Heisenberg picture) 
operators precisely as in NRQM: 
;. = (ilh)[H ,x ] 
i 0 i 
where H is the (free) Dirac Hamiltonian, Eq. (14): 
o 
o i i 0 2 H = - ih cr r alax + r mc . 
This velocity operator is just o i cr r , and clearly has a 
number of unphysical properties; first, its three components 
do not commute, and second, its spectrum is discrete, 
consisting of the points ±c. Its derivation as above first 
appeared in Fock [1929], but it was first arrived at almost 
a year previously by Breit [1928], who became possessed of 
the idea that it should be possible to derive the Dirac 
equation from the classical relativistic Hamiltonian 
equation in much the same way as the KG equation is so 
derived under the replacements p ~ iha . He considered 
f.l f.l 
the Hamiltonian equation in the form: 
2 2 1/2 E/c + eV/c = mc(l-v Ic) + vic (p + eAlc) 
(in which v is the particle velocity) and noticed that if 
one makes the SUbstitutions: 
( 1 21 2) 1/2 0 i 0 i -vc ~r v~rr 
p ~ -ih 'iJ; H ~ ih a 
t 
then the Dirac equation is obtained. He therefore tried to 
argue a priori that the eigenvalues of v Ic and O_v2/c2 )112 
i 
constructive field theory) but 
l-particle theory, to the KROFT, 
its 
and 
re I at i onshi p to the 
to KROK, does not 
appear to have been systematically studied. The view that 
there simply is no precise relationship between these 
theories, that the relativistic theory differs in some 
fundamental but not clearly defined sense from the KROFT, is 
false, because Segal (albeit implicitly) proved otherwise 
long ago, in the mid 1960's. 
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must be ±l, and that one should not expect that the 
components of the velocity be simultaneously measurable. In 
part icular he appealed to a disturbance theory of 
measurement 42 to deduce that unlimited certainty in velocity 
requires that the electron have an "effective" infinite 
mass, which formally follows if its velocity is of magnitude 
c. 
The arguments of Brei t set, as it were, the tone of the 
debate; the argumentation was highly formal, made much use 
of the time-energy uncertainty relationships (the most 
subtle and difficult to formulate in a consistent way), and 
invariably appealed to a disturbance theory of measurement. 
As another example, Fock in his [1929] paper proposed the 
quantity p/mv, where v = d't/dt and 't is the proper time; 
this quantity is classically equal to the velocity and goes 
over to a triple of commuting operators, with continuous 
spectra in the interval (c,-c). There were, however, 
difficulties in the applications of this operator in the 
Dirac theory. Fock proposed a distinction between 
"mechanical velocity" (given as above, and referring to the 
particle picture) and "field velocity" (referring to the 
wave picture). The latter were to be given by the ././ 
operators. 
Wi th Schrodinger's work the following year [1930] a new 
physical picture was elaborated that remains a popular 
heuristic to this day. Considering the velocity operators as 
gi ven by ././ he argued that they could be represented as 
the sum of two terms, one of which (simi lar to Fock's 
"mechanical velocity") could be interpreted as a "mean" 
velocity, and the other of which has an oscillatory 
time-dependence with magnitude c. From this stemmed the 
concept of "2i tterbewegung", a rapid velocity fluctuation 
about a mean velocity, soon to be interpreted as an 
42 
Then much In vogue; 
Interpretation advanced 
and I n the recent 
relationships [1927]. 
this stood at 











inteference effect arising from virtual pair creation and 
annihilation processes. 
Schrodinger did not at the time accept that such transitions 
were physically meaningful, and there followed a series of 
papers in which he tried to modify the Dirac theory so as to 
prohibit them (see Schrodinger [1932] for a summary). In the 
course of his work he made an important contribution: he 
introduced the distinction between odd and even operators, 
i.e. between operators which did, and did not, induce 
transitions between positive and negative frequency 
solutions of the Dirac equation. In particular the momentum 
operator is even, whilst the naIve position operator 
(ql~)(x) = xl~(x) is odd. Thereby his previous decomposition 
of the naIve velocity operator into two parts could be 
understoo'd as its representation as the sum of an even and 
an odd part. 
In the context of the hole theory, transitions from positive 
to negative frequency states are to be interpreted as pair 
creation and annihilation events; therefore the occurrence 
of odd operators in the theory necessitates the switch from 
a 1-particle theory to a many-particle theory. Moreover an 
interpretation as to why the naive position operator is odd 
follows immediately from the application of the time-energy 
uncertainty relationships to the disturbance theory of 
measurement. An observation of the position of an electron 
to within the Compton wavelength hlmc implies uncertainty in 
the energy of the order of the rest mass energy, and hence 
sufficient to produce pair creation. One wi 11 not thereby 
obtain a localized one-particle state. 
This conclusion follows from the usual thought experiment, 
the ~-ray microscope. The Abbe theory of resolution leads to 
the conclusion that, in the ideal case that all the 
forward-scattered light is collected by the objective, a 
point particle will be resolved along a given coordinate 
axis x in the focal plane to an accuracy ~x ~ ~, where ~ is 
1 1 
the wavelength of the scattered radiation. ~ cannot be made 
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arbitrarily small; in the limit of arbitrarily high incident 
frequencies the forward-scattering, proceeding via the 
Compton effect, are of order E/h, where E is the particle 
t3 
energy prior to the scattering . Consequent ly Ax I':l hc/E, 
i 
which reduces to the Compton wavelength when the particle is 
stat ionary, E = 2 mc . In the limit c the pos i t ion 
coordinates can be determined with arbitrarily high accuracy 
according to this argument. This fact was taken by Pauli in 
his influential handbuch article (Pauli [1933a]) as the 
fundamental just ification for the configuration space Born 
interpretation in NRQM. By implication, only if particle 
energies are arbitrarily 44 large may the position of a 
particle be determined to arbitrarily high accuaracy; but if 
an upper value is set to exclude the possibility of pair 
production, an absolute restriction on the possibility of 
position measurement by this experiment results. 
But elsewhere in the same article he took a different line45 : 
Whether the limit (Ax > hlmc) .. , has a significance or 
whether it can be rached by indi irect methods cannot be 
decided beforehand by elementary considerations. It is 
completely dependent on the foundation on which a 
relativistic quantum mechanics can be successfully built 
up. (Pauli [1933a]). 
It was evident to everyone who touched on relativistic 
measurement theory that the Bohr-Heisenberg measurement 
theory of NRQM was wholey inadequate to the epistemological 
problems of RQT. The most ambitious and far-ranging analysis 
was undertaken by Landau and Peierls [1931]; they too 
concluded that particle localization is impossible to 
regions smaller than the Compton wavelength, but from a more 
general basis. In contrast to Pauli's later distinction 
(Pauli [1933a]) between measurements of the first and second 
43 
this theory is semi-classical, in the manner of all such 
thought exper i ments. 
44 
This was the basis of Breit's argument; only in the lI.mlt 
E ~ 00 can each x have a precise value. But in this lI.mit 
i 
the ve loci ty must be c. 
45 
This is the point of view taken here. 
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kind, they considered the essential requirement of a 
measurement process be that the result is meaningfully 
retrodicted of the observed system. They concluded that a 
position measurement must be made over a time interval hiE 
if the result is to refer to the position of the particle 
prior to the measurement, and that the position is then 
determined only with respect to this time interval. Since 
the change in the velocity over a time interval At is 
limited in general only by c, one can retrodict only to an 
accuracy of cAt = chiE. The authors pointedly expressed 
their pessimism concerning the appl icabil ity of the wave 
mechanics to the relativistic domain. 
As is well known, their analysis of the measurabi li ty of the 
electromagnetic field quantities motivated Bohr and 
Rosenfeld's labyrinthaL treatise on this question (Bohr and 
Rosenfeld [1933]). Bohr was concerned to prove that all 
commuting operators could be simultaneously measured 
according to the semi-classical models. When Landau and 
Peierls concluded from models of this type using point 
charges, that not all the components of the electric and 
magnetic fields could be simultaneously measured, Bohr 
promptly introduced extended test bodies, arguing that the 
atomicity or otherwise of charged matter lay outside the 
scope of the QEM field theory. The unsatisfactory features 
of this strategy evidently troubled him; in his subsequent 
attempt, more than 20 years later, to consider the same 
problem in the context of a fully interacting QED (Bohr and 
Rosenfeld [1950]), the ambiguities of both theory and 
philosophical strategy are I believe painfully obvious. 
In this period only Furry and Oppenheimer perceived the 
central thrust of Schrodinger's analysis; that one should 
look for operators which in some sense are associated with 
the particle position, but which are even. At least one must 
be able to define an "approximate" particle localization. 
Schrodinger had constructed just such an triple, the set: 




ihc/2 ('1 H-1 + cp H-2 ) 
I 0 I 0 




this operator in the context of the hole 
46 
some limited success . They found positive 
f q generalized eigenfunctions (with zero frequency 
dispersion) but were puzzled by the apparent ambiguity, that 
whereas the probability of finding a positive frequency 
electron in the range dq is I<f ,~>12dq = Pdq, this 
q 2 
probability is not equal to the probabi li ty 1 <0 , ~> I dq = q 
Wdq (where 0 is defined on L2(M,d~) as in (1.3.4))47. They q 
continued: 
Pdq depends on the value of ~ in a region of the order 
hlmc about q. When nothing is known about the state of 
the electron, ~, before the measurement, theovalue of the 
coordinate x· is fixed by the determinatipl of q only 
within the I imit of the Compton wavelength. When it is 
known that the kinetic energy of the electron before the 
observation is certainly as great as E, then the 
probability of observing a given value for q depends on 
the magnitude of the wave function ~ only throughout the 
region q ± hc/E; and the position of the electron before 
the experiment can be inferred from the results of the 
experiment with a correspondingly greater precision. One 
may say therefore that, whereas it is possible by 
experiment to localize an electron, in the sense that the 
posi tion of the electron after the experiment may be 
determined as precisely as one wishes, it is nevertheless 
not possible to determine the position of an electron in 
an arbitrary state with a position greater than hlmc. It 
will be seen that this corresponds exactly to the 
poss i bi li ties offered by the gamma-ray mi croscope where 
the intial determination of position is necessarily 
unprecise by about hc/E, but where a second determination 
of position, after the electron is known to have 
scattered a hard gamma-ray, may in principle be made 
precise. (Furry and Oppenheimer [1934 p.248]). 
This passage is a convoluted attempt to integrate their own 
results, which seemed to show that it was indeed possible to 
define dispersion-free general ized eigenstates in the q's, 
with the analysis of Landau and Peierls, and the Abbe theory 
of resolution: a messy combination. The situation appeared 
46 They di d not comment on the fact that the q's are not a 
commuting triple. 
47 Apart from the difficulty that the operator triple q is i 
non-commuting, there was no reason for Furry and Oppenheimer 
to be confused at this point. They were essentially on the 
right track (see (3.2.7); there is no reason for P dq to 
equal W dq, and the latter is just the naive probability 
distribution. 
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so confused that interest soon shifted to other things; one 
did not seem to be led terribly astray thinking of the nalve 
position operators, and the configuration space wave 
functions, as having at least something to do with particle 
locality; and that was good enough to do perturbation theory 
with. And for the experimentalists, of course the curvature 
of particle trajectories was enough to calculate the 
associated momentum - as though the ionization trails were 
produced by classical particles. 
The empirical support of QED (scattering theory) was thus 
based on the correspondence principle for the first three 
decades of its existence. It must be emphasised, that from a 
logical point of view, failing a satisfactory and precise 
definition of the position operators one does not have an 
approxim4te definition of particle localization either. 
There is no theoret ical justification for the pract ise of 
the experimentalists, except through the correspondence 
principle. 
This claim is somewhat controversial; undoubtedly the 
momentum space Born interpretat ion is val id in the 
relativistic theory. But I claim that what is measured in 
the laboratory is always the spacetime correlations of 
ionization phenomena. In the view taken here, measurement 
theory is (or should be) concerned with the behaviour of 
microphy~ical systems in metastable macroscopic environments 
- be they photons in interaction with photographic emulsion, 
or electrons in a superheated fluid. The Born interpretation 
correlates properties of the microphysical system to phase 
transi t ions in a small domain of this macroscopic 
environment - and it is fortuitous that a simple correlation 
of this kind is successful. It is, however, another matter 
al together to hypostesize correlations between relatively 
high level theoretical properties of a a microphysical 
system (momentum, for example), with high order theoretical 
properties of a measurement apparatus (the computer 
print-out with the "measured" values of momentum written on 
it). What is immediately observed, and from which the 
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"measured" momentum is deduced, are, I repeat, spacetime 
correlations of ionization phenomena. 
There is one last line of defence; and that is that momentum 
may be measured using the Doppler effect. This is no defence 
at all, because the problem is transferred to the 
relationship of the scattered radiation to observable 
events. One then has to deal with the correlation of 
spacetime properties of the radiation field to a macroscopic 
environment, viz the photographic emulsion or, for that 
matter, the human retina. I raise this issue more in 
deference to Dirac, one of the small handful of physicists 
of the 30's still capable of independent thought concerning 
the general interpretation of the quantum theory. It wi 11 
have been noticed that he played no role in the translation 
of_ the hole theory into field theoretic terms, nor did he 
contribute significantly to RQFT per se. More and more, his 
efforts were subversive, and I suggest this reflected a deep 
disatisfaction with the logical and epsitemological 
structure of the theory. I defend this viewpoint on the 
basis of his paper "Relativistic quantum mechanics", written 
in early 1932, where he opposed the Pauli-Heisenberg theory 
of interacting electromagnetic and electron fields, and 
developed some ideas which he later incorporated into a 
systematic theory of QED in which the electromagnetic field 
did not appear to be treated as a dynamic system. This later 
theory was published in collaboration with Podolsky and Fock 
(Dirac et al [1933]), but the equivalence there established 
with the Heisenberg-Pauli theory at once undermined the new 
theory: it proved no more than a way of developing the 
interaction picture, without explicitly introducing the free 
field theory. This theory has become subsequently known as 
the Dirac "multiple" time formalism, and it is supposed to 
have something to do with proving manifest Lorentz 
covariance; its motivation was nothing of the kind, but 
stemmed from the earlier paper. The key passage is from the 
introduct ion: 
An attempt at a comprehensive theory on these lines has 
been made by Heisenberg and Pauli. These authors regard 
the field itself as a dynamical system amenable to 
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Hamiltonian treatment and its interaction with the 
particles as describable by an interaction energy, so 
that the usual methods of Hamiltonian quantum mechanics 
may be applied. There are serious objections to these 
views, apart from the purely mathematical difficulties to 
which they lead. If we wish to make an observation on a 
system of interacting particles, the only effective 
method of procedure is to subject them to a field of 
electromagnetic radiation and see how they react. The 
very nature of an observaton requires an interplay 
between the field and the particles. We cannot therefore 
suppose the field to be a dynamical system on the same 
footing as the particles and thus something to be 
observed in the same way as the particles. The field 
should appear in the theory as something more elementary 
and fundamental (Dirac [1932 p.454])48. 
New ideas were needed, not only in the measuement problem, 
but in the general context of interpretation. The RQFT was, 
I suggest, an ad hoc formal ism, with no straightforward 
connection with the canonical structure of NRQFT, whilst RQM 
scarcely existed as a coherent mathematical or physical 
theory, even in the free case. 
1.4.6. The abstract method. 
In this situation, from a philosophical if not from a 
physical point of view, the central advances in the early 
1930's came from a small handful of mathematicians and 
physicists - from Hermann Weyl, Pascal Jordan, Paul Dirac, 
Eugene Wigner, and above all John von Neumann. I shall 
discuss all these contributions at great length in Part 2, 
and the pioneering work of Wigner (at the initiation of 
Dirac) in Section 3.1. For the moment I wish only to comment 
on three results 
b . . 49 f eglnnlngs 0 
48 
which, I believe, 
an altogether new 
mark the conscious 
relationship between 
Of course, this view is a remarkable about-turn; it was 
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more than does the 
to Ramsey sentences 
science in the sense 
mathematics and physical theory, which I call the abstract 
expression of physical law or, more briefly, the abstract 
method. These resul ts are theorems, namely: "Hgner's 
[1931] theorem on the unitary or antiunitary nature of a 
linear transformation on Hilbert space which leaves the 
transition amplitudes invariant, the Stone-von Neumann 
theorem on the uniqueness (up to unitary equivalence) of the 
CCR's in Weyl form (von Neumann [1931]), and von Neumann's 
[1932] proof of the impossibility of hidden variable 
theories for quantum mechanics. 
The uniqueness theorem was based on recent results of Stone 
conerning the relationship between unitary representations 
of the additive group on the reals, and projection-valued 
measures on Hi I bert space. We shall explore these 
relationships at length in Section 2.4, and for the moment I 
only wish to point out that one essentially replaces what 
Born called "the strange equation" [p,q] = -ib with 
something much more transparent: the requirement that the 
mathematical structure which models a quantum system be 
invariant under the group of rigid motions (Euclidean 
group) . 
Wigner real ized that if a symmetry transformat ion leaves 
invariant the transition amplitudes of the form I<f, g> 12 
(for all f,g in a Hilbert space H) then this transformation 
must be given by a unitary or anti-unitary operator on H. It 
was implicit in this result that it is the rays of Hilbert 
space that are physically significant, rather than vectors, 
wave-functions, 
the latter 
or "waves" - however intuitively appealing 
(essentially classical) interpretation. 
Developing this insight, one is led to consider a symmetry 
transformation as a map on Hilbert space which preserves the 
developed by von Neumann et al. The former are 
interpretations of conceptual and mathematical theories of 
the world. The latter are intended to constitute the 
conceptual and mathematical description of the world. 
The very first beginnings of the abstract method 





structure of closed sub-spaces of Hi lbert space, 
equivalently the projective geometry of Hilbert space. 
unitary transformations become abstractly characterized: 
so they are automorphisms on a proJective geometry . 
With the von Neumann "no-go" theorem one had something much 
more ambitious. I do not wish to consider the context of von 
Neumann's interest in hidden variable theories; it is 
sufficient for our purposes that he wished to prove a 
general property of quantum mechanical probability. namely 
that the expectation value of an observable R. represented 
as as operator on a Hi I bert space. must be gi ven by <R>= 
Tr(pR). where p is a density matrix. It was then a simple 
step to show that there is no p such that < > is disperSion 
free for all R. He proceeded by making the following 
postulates concerning the expectation value and the nature 
of the correspondence between operators on Hilbert space and 
"quantities" that pertain to physical systems: 
I. If a quant i ty is represented by the operator R. then a 
function f of this quantity is represented by the operator 
feR). 
II. If quantities are represented by the operators R,S •... , 
then the sum of these quantities is represented by the 
operator R+S+ ...• regardless of whether the operators 
commute or not. 
III. If the quantity R is by nature nonnegative. then its 
expectation value <R> is nonnegative. 
IV. If R. 5.. .. are arbitrary quantities and a, b •... , real 
numbers. then <aR + bS + ... > = a<R> + b<S> + 
Von Neumann's assumptions proceeded from the basis that 
"quantities" were to be represented as operators on a 
Hilbert space. Jordan generalized this strategy still 
further; he gave up this concrete representation. By 1932 
when he published his first paper on the series. "Uber eine 
so 
I do not wish 
on the basis of 
von Neumann was 
route. 
to suggest that 
Wigner's theorem; 
led to this 
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this inSight was formulated 
as we shall see in (2.1. 2) 
perspective by a different 
Klasse nich assoziatl ver-hyperkomplexen Algebren", he had 
long since concluded that the self-energy problems of QED 
require "radically new, -sweeping ideas ... which cannot be 
evolved from the correspondingly calculated Maxwell theory: 
quantum mechanics will have to find some way of developing 
itself" (Jordan [1929]). In [1932] he also drew attention to 
the paper of Landau and Peierls [1931]. 
In giving up the concrete representation of operators on a 
Hilbert space, Jordan was essentially returning to the 
situation of 1925; to the Heisenberg "collections of 
quantities" and to Dirac's "q-numbers" - abstract objects, 
algebraically defined. We shall take this up at the 
beginning of Part 2. 
1.4.7. Some questions of Ehrenfest. 
In the same year Paul Ehrenfest publ i shed a short note, 
entitled "Einige die Quant enmechani k betreffende 
Erkundigungsfragen", which he began with the words: 
Let it be permitted in the following, to pose a set of 
questions, which must have arisen in similar fashion with 
almost every professor who has ever had the misfortune to 
to present an introduction to quantum mechanics to an 
audience which is trained to think critically. Of course, 
these questions can, especially in the way they have been 
formulated here, be put aside as "futile" if one wants to 
make life easy for oneself. Appearances and propriety 
even demand this. Now, therefore, somebody will have to 
take the odium51 upon himself, to pose them nevertheless, 
in trust that there still exist a few scientists who 
possess the art to give sensible answers to senseless 
questions, and what is more, in a clear and simple 
manner. (Ehrenfest [1932 p.555]). 
Ehrenfest was in a despairing mood, and shortly to take his 
own life52 . He posed three groups of questions: the first 
51 Odium, a rare word, even more so in German than in English: 
disapproval, possibly ridicule from those in authority. 
52 
Pauli was gracious enough to attempt to answer Ehrenfest in 
print (Pauli [ 1933b]) ; I do not consider that any of Pauli's 
comments get to the heart of the issues raised by Ehrenfest, 
who all his life was the most honest and penetrating of 
critics. If the resolution offered here Is correct, nor 
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concerned the rOle of complex numbers in quantum mechanics, 
the second the local relat ionship between the classical 
fields and the configuration space wave functions, and the 
third the rOle of spinors in quantum mechanics, and the 
Dirac bi-spinor in relativistic quantum theory. Concerning 
the first he noted that whi 1st in classical physics one 
invariably deals with real-valued quantities, nevertheless 
one may introduce complex numbers for the purpose of economy 
- for example to form the vector 
M = H + iE 
where H and E and the magnetic and electric fields, and in 
this way express the Maxwell equations in the form: 
-i/c a M = V X M, V.M = ip 
t 
But the same physics may always be expressed by the use of 
purely real equations. Not so with the quantum theory. Why 
is this? 
This question may be considered a central objective of the 
abstract approach: it is not fully clarified in this thesis, 
however. A partial answer is provided in the theory of 
Section 2.2, 2.3, and 3.4. At the same time the general 
tenor of the abstract approach as I shall formulate it, is 
that it permits a realist interpretation of a structure 
which may be represented by concrete mathematical objects, 
fragments of which do not themselves "correspond" to the 
real world in the manner of classical physics. It is only 
their structure which corresponds to the structure of the 
world; complex numbers in Hilbert space theory will be 
introduced in terms of a real linear transformation on the 
classical phase space (Section 2.5, 3.4). 
could Pauli 
shoulders of 
have made any real headway; we stand on the 
Neumann, giants, on the 11. fetime work of von 
and Mackey, and many others. However Wigner, Segal there is 
that was already available to Pauli, one insight and which 
he did not exploit: I.n consideration of Ehrenfest's query as 
to the role of complex numbers in quantum 
implicit I.n Wigner's [1931] theorem that if 
not wave-functlons, that are fundamental, then 
I. t I. s a gauge group and not compl ex numbers 
lndlspenslble. See below and Section 3.4. 
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physlcs, It was 
It I.s rays, and 
I.n some sense 
per se whl.ch I.s 
Ehrenfest's second quest ion 
relationship between the 
is broadly addressed to the 
classical fields and their 
relationship, on the one hand to the 1-particle theories, 
and on the other to the associated quantum field theories. 
His queries were qua 11 tati ve, but there was one specific 
issue: he expressed bewilderment at the Hamiltonian form of 
the scalar theory proposed by Landau and Peierls [1931]; 
namely 
ih8l1/1 = (-h2 A + m2c 4 )112 1/1. 
This equation, Ehrenfest complained, is clearly non-local in 
some sense. Why is this so? And why is there no Born 
interpretation applicable to configuration space states? 
I have already elaborated these issues at length in (1.4.4). 
In the spirit of Ehrenfest, let me now summarize the 
unsatisfactory features of this relationship as of the mid 
1930's; they are, of course, inter-related. 
1. What is the 1-particle theory? What is the 1-antiparticle 
theory? Are the re lat i vistic wave equat ions to have a dual 
role, on the one hand as classical field equations, and on 
the other hand as the Schrodinger equations of a 1-particle 
(or antiparticle) theory? 
2.lf so surely both particle and antiparticle states should 
have positive energy; how is this possible? And how can the 
KG equation be interpreted as a Schrodinger equation? 
3. What is the Fock space of the quantum field theory? Why 
must the fields be linear combinations of creation and 
annihilation operators? In free field theory no creation or 
annihilation processes are involved; can free-field theory 
be formulated as a canonically second quantized 
particle-antiparticle theory? Can a local correspondence be 
defined in this case? 
4. Is a Born interpretation possible in RQT in configuration 
space? Is this difficulty related to other peculiar features 
of RQT? 
5. Why is a reinterpretation of negative energy states as 
positive energy antiparticle states possible for fermion 
fields (hole theory), but not for boson fields? Is such a 
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reinterpretation even necessary for boson fields? Yet does 
not the KG equation also admit negative energy solutions? 
All of these problems are completely resolved in Part 3, 
most particularly in Section 3.4. 
Concerning Ehrenfest's last set of questions (on the spinor 
formalism), these are properly formulated in the context of 
the relationship between group theory and quantum theory; 
their resolution is to be sought in the fact that Wigner's 
theorem permits projective rather than true group 
representations, and hence ultimately in the fact that the 
intrinsic structure of physical systems is modeled by a 
lattice or abstract algebra. For the explicit treatment of 
projective representations (spinors) see (3.1.5); for the 
interpretation of the Dirac bi-spinors in terms of 
spin-bundle representations, see (3.3.6)~ 
The interpretation of quantum theory developed in Part 2 is 
a realist interpretation; as such we must develop an account 
of the measurement process. There is one, fundamentally new 
feature of QFT53 which has been exploited to this end; namely 
the existence of inequivalent representations. The general 
interpretat ion of non-Fock representat ions is explored in 
Section 3.5 and in (3.5.5), (3.5.6) we review the so-called 
Hepp theory of measurement. 
53 
RQFT offers new dynamical perspectl ves, but these ideas 
(particle creation and annihilation) mesh easily enough with 
classical intuitions, if not with classical theory. Cushing 
[1988] has recently argued that all of the really 
paradoxical features of quantum theory, including RQFT, are 
already present in NRQK. I will argue that this is false, 
and the most dramatic evidence that it is false is provided 
by exploiting just those fundamentally novel features of QFT 
in application to the measurement problem. 
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PART TWO: MATHEMATICAL AND PHILOSOPHICAL FOUNDATIONS 
Introduction: on abstract methods 
The role of abstract methods in physics is not easily 
defined; equivalent terms include axiomatic, constructive, 
or even operational methods, and it is obvious that - if 
only on the grounds of terminology - a variety of distinct 
philosophical motivations are involved. 
summarize the most popular positions1 . 
Let me then 
1.Constructive methods. This is the most neutral term. 
Generally, it means no more than that the mathematical 
theory is developed in a rigorous way. Of course standards 
of rigor vary enormously; the gap between even the most 
schematic constructive treatment and the largely figurative 
mathematics used by physicists is, however, wider still. 
2. Axiomatic methods. This term is more widely used most 
particularly in the context of quantum field theory and the 
program, begun in the mid 1950's by the likes of Friedrichs, 
and 
Wightman, Segal, Haag, Borchers,; Ruelle, to 
develop a mathematically consistent non-trivial relativistic 
quantum field theory. Since everyone knew (from the success 
of QED) what such a theory should look like, these people 
began with a I ist of propert ies ("axioms" ) which such a 
theory should possess and then sought to either prove them 
inconsistent or else construct a consistent model (or class 
of models) which has these properties. As a result 
attention is focused on abstracting from QED and NRQT the 
most fundamental and general properties. 
1 
It would be misleading to suggest that a publication which 
elaborates, for example, an axiomatization of 
mechanics, is thereby committed to a philosophical 




3. Operational methods. In contrast to the above posi tions 
there is a very extensive literature on the philosophy 
underlying the use of this term, or rather the philosophies, 
because different authors mean very diferent things by it. 
In his essay "The Mathematical Meaning of Operationalism in 
Quantum Mechanics", Irving Segal said that "An operational 
treatment may be described as one that deals exclusively 
2 
with observables" (Segal [1959b]). But a more common view 
is that the operational approach is characterized by its 
focus, at the level of postulates or axioms, on what can be 
done in the laboratory. In this spirit Jauch is concerned to 
provide an operational meaning (in the traditional 
positivist sense) of conjunction and disjunction in the 
propositional lattice approach, and Haag and Kastler 
believed that in Fell's notion of weak equivalence one had a 
characterization of equivalence which fitted better with the 
limitations of laboratory measurements than that of unitary 
equivalence, and which should therefore playa central r6le 
in the logical structure of quantum theory (see below). 
This approach might also be called phenomenological, in that 
one is almost always concerned to interpret the fundamental 
postUlates of the theory in terms of strictly observable 
laboratory phenomena. 
The operational approach obviously differs from the others 
in that it is not explicitly motivated by a concern for 
rigor and mathematical insight; nevertheless one is driven 
to similar mathematical techniques . A better way of putting 
it is that operationalism is very useful in all kinds of 
mathematical physics (the formal and probably inconsistent 
excesses of S-Matrix theory as well as the rigorous 
conservatism of foundational studies in NRQM) and that one 
is driven to a rigorous and general mathematical approach in 
foundational studies in physics whatever one's phi losophy. 
There are a few exceptions in particular the Bell 
inequality has provided a really very profound insight into 
2 
It is clear from the context that Segal had the technical 
notion of "observable" in mind. 
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the nature of quantum theory using elementary methods - but 
I think they are exceptions which prove the rule: there has 
been very little progress in advancing our understanding of 
physics particularly quantum physics, within natural 
language and elementary mathematics. 
I am not quite sure why this should be so; perhaps it is a 
reflection of the ongoing mathematization of physics, which 
is to say it has the same source as whatever it is that 
makes mathematics so successful in physics. But this, I 
suspect, is to make of it too mysterious a problem, when one 
might say instead that mathematics is the precise study of 
structure and that the foundational study of physical theory 
is precisely concerned with logical structure. 
That is roughly the point of view take~ here. I do not want 
to make too much of it because the fact that dynamics has 
such a beautiful and complex structure is presumably 
connected to the fact that formal mathematical equations are 
so unreasonably effective in the physical sciences (to 
paraphrase the title of Wigner's paper on this topic). For 
example: Wigner in this paper drew attention to the popular 
example of an inverse square law. Whilst this law was 
initially published on the basis of an empirical accuracy of 
around 16% it has been found to be accurate to something 
like one part in 107 for suitable systems. A paradigm case? 
Yet with the emphasis on structure, rather than formalism, 
and in particular from the viewpoint of Gauss's law one sees 
that the exponent must be integral if the dimensionality of 
space is integral and it must be two if space is 
3-dimensional. This early structural relationship between 
force laws and geometry would not have been possible with an 
exponent of 1.999999. 
It is plausible already that the analysis of structure 
should be a more abstract business than the formal theories 
of physics, but there are two further features that I would 
I ike to point out. 
dynamical theory 
First, failing a single comprehensive 
one has a fairly large variety of 
elementary particles and their associated fields; one also 
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has a variety of topological groups which enter into physics 
in a similar way (and not only the two space-time groups), 
and one has the general methodology that 1 t is helpful to 
study physically unrealistic models as a first step. All of 
this leads one to look for the very general propert ies 
shared by whole classes of theories and it seems inevitable 
that these properties will be rather abstract. So one ends 
• up using rather abstract ideas like that of a C -algebra or 
a lattice or a system of imprimit1vity and these can look 
purely mathematical to the uninitiated. Second - and this is 
a rather vague idea - we are all accustomed to accepting 
without question that NRQM consists of a small collection of 
laws expressed in terms of formal equations like the 
Schrodinger equat ion and explici tly given operators on a 
concrete Hilbert space and it is not so common to specify 
the theory in terms of an abstract Weyl algebra and the 
action of the inhomogeneous Galilean group on this algebra. 
There is perhaps the feeling that the former is physics and 
the latter is mathematics; it is certainly true that the 
latter requires a different and perhaps broader mathematical 
background but once one has understood Wigner's theorem on 
the representations of this sort of group and the Stone-von 
Neumann-Mackey theorem on the representations of Weyl 
algebras for systems of finite degrees of freedom one sees 
that one gains nothing by all this concrete formalism that 
is not already contained in the abstract description , which 
is much easier to make rigorous and in which one has such a 
very clear separation of spacetime structure and quantum 
system. It is true that it is very nice to point to some 
string of symbols and say that is a law of nature but these 
symbols have no existence, whereas the mathematical 
structure which underpins them may in a sense exist, both in 
the world (in the sense that geometry may be manifested by 
phenomena) and in the mind (in the sense that one can grasp 
the meaning of the infinitesimal action of a group better 
than one can grasp the meaning of a differential equation, 
when one abstains 
appl icat ions). 
from specific phenomenological 
Working physicists wi 11 of course do nothing of the kind. 
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They wi 11 know each term in a differential equation in a 
direct phenomenological way, that is in terms of how 
modifying this term the phenomenology predicted wi 11 be 
different. This is a kind of insight that is on the whole 
denied to both the mathematician and the philosopher; 
unfortunately the more fundamental the equation and the more 
drastic the modifications to it, the less likely is this 
insight to be poSSible, because it depends so much on having 
a wide range of phenomenology associated with this equation 
and its variants. Fail ing this experimental back-up, the 
instincts of the physiCist become less secure, and even 
where it exists (for example the non-relativistic limit of 
quantum theory) one might have to introduce meaningless and 
discontinuous limits to effect the transition, and one may 
no longer understand what is happening at the mathematical 
level, or how the interpretation of the formal ism must 
change as a result. For example the invariant A function of 
the relativistic theory is the commutator of the fields and 
that it vanishes for spacelike arguements is an expression 
of causality. It is singular on the light cone and that is 
perfectly acceptable. But in the non-relativistic limit we 
do not know what is supposed to happen because in this limit 
the two light cones collapse to a single surface and that is 
a space I ike surface. One might think that the 
non-relativistic fields should not commute at spacelike 
separation and that non-relativistic theory is intrinsically 
non-local but that is not quite what happens; the fields do 
commute at distinct points at equal times. 
All of this is to argue that the vague feeling that 
mathematical physics should be formal and concrete and that 
the program of making it rigorous and exploring the 
mathematical structures which underpin it is basically a 
mathematical one of interest only to mathematicians, has no 
clear philosophical foundation; it has a foundation in 
tradi t ion, tradit ions of both research and dissemination, 
and undoubtedly "playing around with equations" in the style 
of Dirac will remain a powerful heuristic engine in 
research. Vague and figurative mathemat ical theories are 
surely less likely to be false, because less precise, and 
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more likely to appeal to the practising physicist, because 
more flexible; but however justifiable in the context of 
discovery, if we are interested in the truth or clarity of a 
physical theory, one must also be interested in consistency 
and rigour. And as indicated above, I would like to suggest 
that there is even a question of objectivity, that even if 
classical logic is actually an anthropocentric thing and 
that mathematics is subjective in this sense, figurative 
mathematics is still more contingent on historical and 
psychological accidents. 
If these arguments appear weak and inconclusive there 
remains a more straightforward mot i vat ion to pursue the 
abstract method, which is that the formal ism of quantum 
mechanics is ad hoc and unmotivated. One just has to accept 
its various elements, a complete normed complex vector 
space, a ray correspondence with states, observables which 
are self-adjoint operators, the CCR's and Schrodinger 
equation, one just becomes familiar with the mathematical 
technology and eventually it seems natural and even 
inviolate. In fact if one looks at the history of the 
abstract approach one sees that it was in reaction to this 
that such methods were developed and gradually there 
developed the insight that one could actually derive these 
things from more intuitive although also more abstract 
assumptions about the world. Historically these assumptions 
were grounded in operationalism but it is an open question 
as to whether this is the best phi losophical platform for 
them; I shall try to argue that one can do as well on a 
weakly realist basis (that is realism with conventionalist 
undertones) if one is prepared to tolerate a high level of 
abstraction in one's metaphysics, and it is for that reason 
that I shall use the term abstract to describe this 
approach. Clifford Hooker has instead made a distinct ion 
between those abstract approaches which do or do not make 
use of operational interpretations in his editing (Hooker 
[1975], [1979a, b]) of the source papers in (mainly) 
non-relativistic applications (Iogico-operationalist and 
logico-algebraic respectively). But there are few 
publications in the field, and even fewer in relativistic 
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physics, which do not make some reference to operational 
ideas (this is particularly true of the algebraic approach 
3 to quantum theory) . Because of this and the limitation of 
Hooker's selection to the non-relativistic case I do not 
adopt this terminology, although 1 am in sympathy with the 
distinction that he draws. 
3 
It appears to me that Hooker's claim, that "though by no 
means uni versal , phi I osophi cal thi nki ng in the mai nstream 
logico-algebraic tradition is dominated by 
non-operationalist thought, much of it explicitly 
(Hooker [ 1979b] ) • is untrue. He ci tes Putman on 
realism and Bub on conditional probabilities (in the 








And we extend our concept ... as if spinning a 
thread we twist fibre upon fibre. And the strength 
of the thread does not reside in the fact that 
some fibre runs through its whole length, but in 
the overlapping of many fibres. 
L. Wi tgenstein 
2.1.1 Origins of the algebraic theory 
We recall (1. 1. 1) that Heisenberg's initial breakthrough 
of 1925 was heuristically and mathematically based on 
algebraic considerations; so too was most of Dirac's work in 
1925-6, a period of astonishing creative output. There is no 
question that physicists were able to conceive of the 
external world as described by abstractly defined algebraic 
systems. 
With the advent of wave mechanics the mathematics was 
predominately analytic and the physical intuitions 
classical. The development of the theory was henceforth 
fue lled by two things: first, to effect a correspondence 
wi th the algebraic methods of the matrix mechanics, and 
second, to bring together analysis and differential 
geometry. The one leads to functional analysis, and the 
other to the theory of covariant differential equations (and 
ultimately group representations on fibre bundles, as we 
shall see). Physically these mathematical developments were 
associated with the probabilistic interpretation of the 
theory on the one hand (the transformation theory), and the 
search for a relativistic theory on the other. 
The two stimuli were diametrically opposed, and of the two 
the latter prevailed. Thereafter the probabilistic 
interpretation of the relativistic theory was only salvaged 
by the passage to fielo theory. 
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Jordan was the only physicist to retain interest in the 
abstract methods which had proved so useful to the 
developement of the matrix mechanics. In (1.4.6) we briefly 
described the background to his return to the idea of an 
abstract algebraic system. The attempt was remarkably 
successful; he created sui generis an entirely new branch of 
algebra, and lay the foundations for a powerful new approach 
to quantum theory. The dominant physical input in this 
creation was a consideration of the limitations of 
measurement. It is a truimph of the operat ional i st 
philosophy that this input should have played such a pivotal 
heuristic rOle. 
Just how fundamental and powerful a framework he had 
developed was not to be apparent for another thirty years; 
impressive results in the finite-dimensional case were soon 
to follow, however. 
In his first paper on the new algebra Jordan proceded from 
assumptions on the possibilities of the organization and 
processing of laboratory data, to conclude that whilst the 
operations of addition and power-raising are operationally 
well-defined1 (and should correspondingly be defined for the 
"observables" that occur in the formalism of the theory), 












mul ti pli cat ion that can be defined: one thus obtains a 
commutative non-associative algebra of observables. 
The rest of this paper (Jordan [1932]), and the two that 
followed ([1933a,1933b], explored some mathematical aspects 
of such algebras and points of contact with the matrix 
1 
Are they? Can one really measure the sum of two 
non-commuting observables? Can one even measure an arbitrary 
observable? These problems 
decades of controversy. 
tests of such propositions 













mechanics (for example with the algebra of Pauli spin 
matrices). The conceptual weakness of these innovations 
resided in Jordan's exclusive reliance on- the notion of an 
observable; one measures c-numbers in the laboratory, and to 
make transparent a relationship between the functional 
calculus (and hence algebraic structure) appropriate to 
measured c-numbers (which respects the limitations of 
simultaneous measurement of non-commuting observables) with 
the algebra of observables one needs to be able to pass from 
q-numbers to c-numbers - one needs in short the not ion of 
state. At times Jordan indicated that the relationship was 
defined via the expectation values of observables, but this 
interpretation was not systematically developed. His most 
specific comments concerned the significance of the 
so-called associator {A, B, C} = (AoB)oC - Ao(BoC) and the 
proof that {A,B,A2 } = 0 ; this relationship is 
that part of an associative algebra valid, and which has 
an unambiguous physical meaning, as a relationship 
between the various expectation values of the given 
quantum mechanical system. (Jordan [l933b p.288]). 
Immediately following he also claimed: 
That the statistics of all measured magnitudes of a 
quantum mechanical system is determined only by 
quasimultipllcation (i.e. the product defined above) -
without complete knowledge (Kenntnis) of the 
multiplication can also be understood as: the 
interaction of a system with a macroscopic system only 
depends on the quasimultiplication. 
The implication is that somehow the usual non-commutative 
mul tiplication "discovered" by Heisenberg operates on the 
quantum level but only the quasimultiplication influences 
the results of measurements. 
Jordan was not ready to jettison the non-commutative 
Heisenberg matrix algebra at this stage. It would have 
seemed perverse to do so, given the central importance of 
Heisenberg's contribution to the development of the matrix 
mechanics (and it is uncomfortable to recall that his 
"discovery" of the (associative, non-commutative) matrix 
algebra was also supposed to be guided by operational 
considerations) . 
159 
As we have seen ((1.4.6» von Neumann had himself produced a 
rudimentary axiomatization of quantum mechanics along these 
lines in order to formulate his -"impossibility proof" of 
hidden variables; in his collaboration with Jordan and his 
friend and associate Eugene Wigner these interpretational 
questions were postponed and the mathematical structure of 
r-number algebras (as they then called them) explored for 
its own sake. In this spirit they began from an abstract 
algebra with quasimultiplication only, and then considered 
the circumstances in which it may be imbedded in an algebra 
of Heisenberg type (in which case let us call the algebra 
special). So we have an abstract algebra U and the 
assumptions (Jordan et al [1934]): 
1.U is a real linear vector space. 
2. for each AeU and positive integer n we can form An so 
that the usual rules for polynomials are val id. In 
particular U then has a commutative distributive product o. 
It was also assumed that U is "formally real", that is: 
3. If A2+ B2 + ... = ~ then A = B = .... = ~. 
From this simple axiomatization, which, (apart from the 
assumption of distributivity), was claimed to necessarily 
arise from the physical conditions of laboratory procedures, 
they were able to prove the remarkable result that for such 
algebras with finite dimensional basis the;. \It\be_dd,~ is al~s 
poss:.b\e... wi th a single exception: the algebra l8 of- all 
3 
hermitian matrices of order 3 over the quasi-quaternions 
(Cayley numbers.) They were also able to show that every 
special real Jordan algebra of finite dimension is 
isomorphic to the real numbers, or hermitian matrices with 
one of the reals, the complex numbers, or the quaternions 
as entries. Subject to this ambiguity one has obtained 
essentially one of the classical or Heisenberg algebras as 
the unique representations of the r-number algebra. 
Following a heuristic discussion of Jordan [1932] they were 
also able to obtain a spectral theory. The fundamental 
theorem is as follows. 
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Theorem 2.1.1 
Let ~ be an r-number algebra. Then there exists in ~ a unit 
element such that loA = A for all AE~. Furthermore each 
element A in ~ can be written in the form A = ~a P, where 
I I 
p2 = P P oP =0 for I "" J ~ P = and a are the 
I I' I J I I I 
"proper values" of A, defined as the Jl distinct simple real 
roots of the characteristic equation f(a) = 0 where f(A) = 
Jl Jl-l U-2 A +A A +A A + ... + A A + A is the polynomial of Jl-l Jl-2 1 0 
the lowest degree in A which vanishes. 
This theorem points to a close connection between the 
algebra of observables and the set of idempotents 
(projections) in the algebra. The question must have arisen: 
what is the structure of this set? We shall take up this 
question in a moment. 
Von Neumann returned to the abstract algebraic approach two 
years later in his paper "On an algebraic general ization of 
the quantum mechanical formalism Part 1" [1936]2. This work 
was also related to the mathematical results obtained in his 
collaboration with Murray on rings of operators and 
publ ished in the same year. The most obvious I imi tation of 
the r-number theory was that the results and much worse the 
methods of the r-number theory were limited to algebras with 
a finite basis, so they obviously couldn't apply directly to 
quantum mechanics. He considered that it was essential to 
introduce some topological structure in order to handle the 
infinite dimensional case, and in this paper introduced a 
weak operator topology (defined purely algebraically) for 
that purpose. However he was not able to make comparable 
progress towards a represent at ion theory, and it was 
thirty years later that a classification for what are now 
called JW-algebras was developed (Stormer [1966]). The 
direct ion that von Neumann was pursuing at thi s time seems 
to have turned resolutely away from the concept of state. 
Since our elaboration of the algebraic approach will employ 
this concept (and our review is of necessity selective) we 
2 
Part 2 was never published; nor was It found In his flIes. 
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shall not discuss this 3 line of approach further. 
2. 1.2.0rigins of the lattice theory. 
The algebraic approach thus begun in so promising a manner 
lay fallow for more than a decade. It awaited in particular 
the further development of the representation theory of 
Banach a\fo~r"BS, a rapidly developing field following von 
Neumann's collaboration with Murray. Prominent in this area 
were George Mackey at Harvard and Irving Segal at Chicago. 
Segal made important contri but ions to the representat ion 
• theory of C -algebras and pioneered its applications in QFT; 
he also created an axiom scheme that (almost) leads 
• naturally to a C -algebra. Mackey's achievement was in some 
ways even more impressive. From the mathematical point of 
view he not only made important contributions to the 
algebraic representation theory but he also extended the 
representation theory of abstract groups to the non-compact 
non-Abelian case (thereby completing the representation 
theory for abstract groups begun by Frobenius to include all 
the classical groups)4. His direct contributions to physics 
were made in an axiomatization of quantum theoryS; this 
played a pivitol role in the subsequent development of the 
so-called quantum logic approach. 
Al though the Mackey and the Segal theory are very simi lar 
from a realist point of view (compare (3.2.2) with (3.3.5), 
Mackey's emphasis on the probabilistic theory of the 
idempotents of the algebra 'Ii lent the development of the 
3 
For a fascinating review of thi s mater i al and particular 
von Neumann's ideas concerni ng the 
geometries" see Holdsworth and Holland [1983]. 
so-called "cont i nuous 
4 
From the point of view of foundations in physics the 
importance of the Mackey imprimitivity theory as applied to 
the spacetime groups cannot be over-emphasised; it is 
reviewed in Section 2.4. 
5 
According to Jammer [1974 p. 384] , he was moti vated to do so 
by hi s contact wi th Segal. 
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theory a fundamentally different B character. We have 
returned to the question of the structure of the set of 
idempotents in the algebra; like so much else, it was von 
Neumann who first took up this question, and as in the case 
of the r-number theory, gave a complete solution in the 
finite -dimensional case. If one considers the r-number 
algebra it is obvious that the idempotents are not a 
sub-algebra; of course it is the linear space structure 
which is not preserved (the sum of two idempotents is not an 
idempotent in general). The important step was to see that 
what remained was (in the finite dimensional case) 
essentially a geometry. This step was made by von Neumann in 
1936 in collaboration with the American algebraist and 
lattice-theorist Garrett Birkhoff. They were to find that 
geometric methods could define the structure of the 
projection operators on a Hilbert space (completely, in the 
finite-dimensional case) and themselves provided a new 
abstract approach to quantum theory. The crucial point is 
that projection operators are in one-one correspondence with 
the closed sub-spaces of a Hi lbert space, so that their 
structure is given by the structure of these subspaces -
which is to say the projective geometry of Hilbert space7 . 
From our point of view as important was that they considered 
the corresponding geometric structure in the classical case, 
which is to say, on classical phase space. It must have been 
apparent from the r-number represent at ion theory that if 
quantum mechanics (or a generalization thereof) was to arise 
B 
There are two 
priority of the 
of an observable 










distinguishes the algebraic 
leads to the postUlate 
(3.2.2) with (3.3.4). 
7 
Wigner's [1931] theorem 
to this; the one concerns 
property or proposition over 
setting operationalism to one 















from the lattic theory, 
of countable additivity. 
for it 
Compare 
on the (anti) uni tar i ty of linear 





already indicates the of the 
projective geometry of Hilbert space. Nevertheless this does 
not appear to have mot i vated von Neumann's interest in 
lattice theory, which developed as indicated above. 
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from the hermitian matrix representat ions then the real 
8 
number representation should describe classical mechanics. 
In the-paper of Birkhoff and von Neumann [1936] we see the 
first attempt to explore the parallel abstract foundations 
of quantum and classical mechanics. 
From these two steps came a radical new idea; that quantum 
theory is the natural expression of a new, and non 
Aristotelian logic. 
Strangely enough, this idea must have naturally presented 
itse If. The abstract theory of project i ve geometry was by 
then well-developed as a branch of lattice theory; but this 
theory was constructed from its incept ion as a theory of 
logic. In particular it had long been known that the 
propositional calculus has the algebraic structure of a 
distributive lattice. Von Neumann and most partiuclarily 
Garret Birkhoff must have been familiar with this fact. They 
also knew, from the same mathematical background, that this 
structure is that of a field of sets (that is why Venn 
diagrams work). And the same intuition applies to the 
interpretation of a classical phase space (see in this 
connection (2.2.1)). The idea that in some sense a different 
logic is associated with quantum theory was no great leap of 
the imagination. 
Nevertheless this idea does not fit very happily with von 
Neumann's general phi losophy; in fact it was only in the 
concluding section (and a short one at that) entitiled 
"Relation to Pure Logic" that we see any hint of the logical 
realism that has subsequently been associated with the 
lattice approach. The predominant emphasis of the paper is 
operationalist, in the sense that lattice elements were 
interpreted as yes-no experiments or experimental 
propositions; but one also has reference to the partial 
ordering induced by set-theoretic inclusion as logical 
8 8 
There remalns the exceptlonal algebra I 
3 





implication and the comparison of the lattice to a 
propositional logic. At a crucial point the authors appeal 
-also to a realist interpretation; that in the usual notation 
(defini tions are given in the next section) although the 
meet and Join of two physical qualities yields a physical 
quality a partial ordering between two such lattice elements 
is not a physical quality (but a relationship between 
physical qualities). This does flagrant violation to the 
propositional logic interpretation9 ; as a fact of lattice 
theory it has ever since been a thorn in the side of 
logical realists (and more generally of those who seek a 
logicist interpretation of quantum theory). 
So these are the basic ideas of the 1936 paper: a subset E 
of phase space corresponds to the proposition that the 
system is 
of the 
located in,E, and the classical Boolean algebra 
power set of a set corresponds to the 
Lindenbaum-Tarski algebra of the propositional calculus. The 
natural set-inclusion and set complement give this algebra 
the structure of a distributive complemented lattice. If 
then the analogous concept to phase space is Hilbert space 
and to subsets of phase space is subspaces of Hilbert 
space, this structure must be read off from the lattice 
structure of Hilbert space (i.e. its projective geometry). 
Wi th part ial ordering and the meet operat ions gi ven 
set-theoretically, the join operation by set-union and 
completion (with respect to the linear space structure) to 
obtain a closed linear subspace, and with "negation" given 
by the orthogonal complement (as follows from de Moivre's 
laws), one obtains a non-distributive complemented lattice. 
It is in this fundamental difference (bearing in mind the 
representation theory of Boolean algebras as a field of sets 
(Stone [1936] - a recent result known to the authors» that 
one can seek to understand the intuitively peculiar 
features of quantum mechanics. 
9 
That is, in predicate calculus, the sentances include all 
well-formed-formulas constructed from atomic predicates and 
the logical connectives, including material implication. 
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The simple example proposed by Birkhoff and von Neumann was 
as follows: using standard notation (definitions are given 
below and more formally in the next section), if a is the 
proposition that the state of an electron is on one side of 
a screen, a~ that it is on the other, and b that this state 
is symmetric about the screen, then since ava~ = it 
follows that bA(ava~) = bAD = b whereas (bAa)v(bAa~) = bAa = 
bAa~ = O. 
I shall not discuss the cogency of this example10 nor of 
those which have followed it. But I would I ike to remark 
that the early expectation that apparent quantum paradox 
would simply disol ve in the face of a careful abstention 
from the use of distributi vi ty in natural language 
quantum phenomena has proved too interpretations of 
optimistic. Indeed, in the discussions of the idea that in 
quantum theory one needs a non-classical logic prior to the 
Birkhoff-von Neumann paper, it was always the law of 
bivalence (that one of two contradictory propositions is 
always true) that was rejectedll ; one feels that there has 
remained this tension within the quantum logic approach, 
that whereas it is bivalence that one most naturally wants 
to give up when confronted with quantum paradox it is 
distributivity which must actually fail. 
2.1.3. Lattice representation theory. 
From our point of view of greater importance to the 
abstract approach is that 12 we now have a second 
representation theory of an abstract system which once again 
yields a vector space as its unique finite-dimensional 
model. The sketch of the proof used the fundamental theorem 
10 
Popper [1968] was later to make a number of critIcisms. 
11 
See the references of (1. 4.6), ,f". it- '{ • 
12 
The proof was actually incomplete; von Heumann and Birkhoff 
deferred the details to a later paper, which never appeared. 
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of projective geometry: that if f is 
dimension n~3 then there exists a division 
13 
a geometry of 
ring D such that 
f is isomorphic to L(V, D), where V is a vector space of 
dimension n over D and L(V,D) is the lattice of subspaces of 
V. The important step was then to show that an inner product 
can al ways be constructed such that orthogonali ty (wi th 
respect to this inner product) is equivalent to the 
complement on the abstract lattice. This they were able to 
do: there must exist an adjunction on V (an involutary 
ant i-automorphism) and a map on VxV which is sesquil inear 
relative to this adjunction such that the complement on the 
lattice is given by orthogonality with respect to this 
inner-product. This shows that such a lattice is isomorphic 
to the lattice of subspaces of a (finite dimensional) 
Hilbert space over the division ring D. 
Concerning this division ring, there is once again the same 
ambiguity as in the r-number theory; D is one of the reals, 
the complex numbers, or the quaternions. We now have a 
partial explanation of this result: it is a theorem due to 
Kolmogorov that any projective geometry whose k-dimensional 
elements have a locally compact topology relative to which 
the lattice elements are continuous, must be over the reals, 
the complex numbers, or the quaternion field. 
The idea that mechanics describes the logical structure of 
its appropriate phenomenology, and the idea that the content 
of quantum mechanics may be abstractly defined in such a 
simple and elegant language as that of lattice theory, have 
exerted a powerful fascinat ion over the intervening 
half-century; the literature is now enormous. I shall not 
discuss the develop ments related to the first of these 
ideas; as goes the second, the principal develop-ments are 
twofold: first, in exploring the relationships between 
lattice theory and probability theory (Mackey, Gleason, 








an irreducible complemented 
see VaradaraJan [1968] 
projective geometry and 
with quantum mechanics. 
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modular lattice 
for a beautiful 
its relationships 
theory valid in the infinite dimensional case which gives 
Hilbert space as the unique model for a certain type of 
lattice, and the attempt to motivate the assumption of this 
lattice structure on operational grounds (Jauch, Piron, 
Gudder) . 
The significant contributors came from a rather tight 
community: Varadarajan attended Mackey's lectures on these 
themes at the university of Washington in Seattle shortly 
prior to his first writings in the field, and Jauch 
expressly acknowledged the influence of his discussions and 
correspondence with Mackey. Jauch's influence in turn is 
enormous; amongst his students we find G. Emch, M. Guenin, 
J. Marchand, B. Misra, and C. Piron. But Mackey himself was 
influenced primarily by Segal. Although he was based at 
Harvard, he had extensive contact with Segal as_a visiting 
professor at Chicago in 1955 from which dates his own 
investigations into tpe conceptual foundations of mechanics, 
to eventually find expression in his book "The mathematical 
foundations of quantum mechanics" published in 1963. Segal 
himself was directly influenced by von Neumann; his 
fundamental paper on the irreducible representations of 
operator algebras (Segal [1947al) was submitted the year 
after he became assistant to Veblan at Princeton (where he 
had personal contact with von Neumann); this paper was 
closely related to the theory of operator algebras developed 
by von Neumann and was immediately followed by his 
definitive axiomatization of quantum theory (Segal 
[1947b]) . 
2.1.4.The Segal algebra. 
Definitive, that is, within the algebraic approach, to which 
we now return. We recall that von Neumann's unfinished 
generalization of r-number algebras to the infinite 
dimensional case proceeded by the explicit introduction (at 
the axiomatic level) of a topological structure a 
topology which was defined in algebraic terms alone. Segal's 
paper of 1947, ent itled "PostUlates for General Quantum 
Mechanics", used the same strategy but with a nor-In< 
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topology instead of the weak topology introduced by von 
Neumann. The difference was crucial, not only from the point 
of view of obtaining a representation theory but also in the 
simplicity of his assumptions. 
There are two kinds of postulates; the first are purely 
algebraic (in fact 1 and 2 above, with the additional 
assumption that U contains a unit 0). The second are 
topological: they make of the linear space introduced by 
the algebraic postulates a 't'\O(~d space and demand natural 
continuity properties of the algebraic operations with 
respect to this norm topology. The result is a real Banach 
space; if one then assumes an adjunction on this space one 
• has a C -al ge bra and the GNS construct ion (after Ge I' fand, 
\ 
Naimark and Segal) is then applicable to yield a 
representation theory for this algebra as a sub-algebra of 
B(n), the set of all bounded operators on a Hilbert space n 
(for each representation the Hilbert space n is defined in a 
canonical way). 
Here are Segal's postulates; we suppose that a dynamical 
physical system has an abstract structure U defined as 
follows: 
The Segal Model 
A.Algebraic Postulates. 
1.U is a real linear space. 
2.There exists in U an identity element 0 and for every A E 
U and positive integer n an element An of U, these being 
such that the usual rules for operating with polynomials in 
a single variable are valid. 
B.Metrical Postulates. 
There is defined for each observable A a non-negative real 
number IIAII such that: 
1. If IX is an arbi trary real number and A and B arbitrary 
elements of U, then llaAll = IX II All , IIA+BII ::s IIAII + IIBII. The 
vanishing of II All implies A=Q); U is topologically complete 
when regarded as a metric space with the distance between A 
and B defined as IIA-BII. 
2.IIA2 - B211 ::s Max{IIA2I1, IIB211}. 
3.IIA211 = IIAII2. 
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I 
\' 2 \' 2 4.II L Ae'R All :S ilL Ae!f All if '/{c!f, '/{ and!f being finite 
subsets of 'U (this axiom has since been proved from the 
others). 
5.A2 is a continuous function of 'U. 
An abstract set 'U satisfying A1-2, B1-5 above is called a 
Segal algebra. 
So much was explicit; but if one looks at the elaboration of 
the theory one finds that at every stage crucial use is made 
of the notion of state. States do not appear 
explicitly in his postulates (and we find, as in his later 
wri t ings, the statement that "our theory is strictly 
operational in the sense that only the observables of the 
physical system are involved in the postulates." (Segal 
[1947b p.930])). States are actually introduced as a 
mathematically convenient tool for exploring the properties 
of the_model, specifically as positive linear functionals on 
'U (this way of introducing states was first proposed in von 
Neumann's book "The Foundations of Quantum Mechanics" 
[1932]). Remarkably Segal was able to prove that there must 
exist pure states on 'U, and in fact there must be "enough" 
pure states to fully describe the algebraic properties of 'U 
in terms of the expectation values of observables in 'U (this 
is a gloss on the mathematically precise property that these 
states are full for 'U. We shall see what this means in 
detail in Section 2.3). 
The representation theorem is as follows: with 'U as above 
suppose an adjunction operation is defined (an involutary 
• anti-automorphism) A ~ A . Suppose further that for all 
• non-zero A e 'U , A A is positive definite; then 'U is 
isomorphic, algebraically and metrically, with a uniformly 
closed self-adjoint algebra of bounded operators on a real 
Hilbert space. If instead 'U is defined as above but with A1. 
replaced by: 'U is a complex linear space, then this is an 
isomorphism with an algebra of bounded operators on a 
complex Hilbert space. The Hilbert space ~ and the 
subalgebra of B(~) are constructed from 'U itself when one is 
gi ven any state on 'U ; therefore each represent at ion is 
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associated with a particular state or class of states. This 
dependence of the GNS construction on states is something 
al together new in the abstract approach; its proper 
interpretation was to await another two decades of research 
into the foundations of RQFT, and in certain applications 
(in particular to a theory of measurement) is still 
controversial. It is discussed in Sections 2.3, 3.5. 
Segal himself thought the additional assumption of an 
adjunction "physically rather artificial", but still "less 
artificial " than the assumption that an observable just is 
a self-adjoint operator on.a Hilbert space. From our point 
of view the difference is absolutely fundamental. 
Segal did not articulate an operational motivation for these 
axioms; he referred to yon Neumann [1932] in order to 
justify the algebraic axioms, whilst B1 was justified on the 
. grounds of mathematical convenience: "If the system 
satisfied all the postUlates except that of completeness, it 
could be completed in the usual way, and the resulting 
structure would then satisfy all the postUlates, including 
that of completeness ... " His other comments on the 
post ulates were perfunctory, apart from the expl i cit 
defini tion of the norm in terms of certain 
(non-constructive) properties of ~. Explicitly, for any Ae~ 
let ~(A) be the G.L.B. of the numbers ~ such that both ~O-A 
and ~O+A are squares. Then ~(A) = IIAII. In this sense he 
completes his "operational" interpretation: all the 
postUlates express algebraic properties of an abstract set. 
This operationalism I would like to call algebraism; the 
relationship between operationalism and the view that 
physical law should express relationships between 
observables only (in the technical sense of the term) is so 
weak that it cannot support this philosophy (for example: 
states are in one-one correspondence wi th idempotent 
observables in the usual axiomatization). What is actually 
at issue is whether one should permit the expl icit 
introduction of the notion of state at the axiomatic level. 
Expressed in any other way the arguments become hopelessly 
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semantic: the fundamental operationalist assumption is that 
the primitive terms in the abstract theory (observables) are 
associated with laboratory operations. But how associated? 
Are they not associated with the statistics of experimental 
outcomes? It is not credible to argue from the basis of what 
is actually observed in the laboratory to a general 
philosophy which denies any fundamental rOle to the notion 
of probability (let alone the more general concept of 
state). On the most charitable view this can only be 
defended on the basis of parsimony; at worst, it is an 
altogether more mystical focus on the 
algebraic structure. 
notion of pure 
To return to the Segal theory, the notion of state defined 
as a positive functional on U differs from that of the usual 
von Neumann axiomatization: for example there are 
dispersion-free states (or "general ized eigenstates") for 
observables with continuous spectrum. Segal claimed this was 
an advantage of his formulation of quantum theory, but it 
may have been viewed differently by his contemporaries. In 
any case, the theory was not widely appreciated outside of 
its applications in QFT. These ideas did, however, have a 
considerable influence on the Harvard mathematician George 
Mackey. Like Segal, the latter was led to an axiomatization 
of quantum theory having already developed powerful and 
original methods in pure mathematics, but in the 
representation theory of topological groups rather than 
normed algebras. Unlike Segal, Mackey did not exploit these 
representation theorems, although his axiomatization is 
essentially a generalization of classical probability theory 
(in the sense of Kolmogorov - that is as a measure theory), 
and uses similar techniques to the imprimiti vi ty theorefl\. 
2. 1.5.The Mackey theory. 
From our point of view Mackey's work is of interest because 
of its conceptual similarities to the algebraic theory that 
we develop in Section 2.3, whilst at the same time it 
highl ights the principal mathematical differences between 
algebraic and lattice approaches. The latter is tied to 
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convent ional Hilbert space quantum mechanics; we therefore 
have an abstract characterization of the differences between 
• conventional theory and the C - algebra theory. For these 
reasons the following section is devoted to the Mackey 
theory and its connection with lattice theory. This will 
also provide an opportunity to develop the real ist 
interpretation that we advocate in the possibly more 
familiar context of lattice theory. 
Here we take a first look at the Mackey theory. In the 
original formulation (Mackey [1963c1) the axioms were as 
follows: let ~ be the set of all Borel subsets of the real 
line ~. Suppose we are given two abstract sets 0 and 6 and a 
function p which assigns a real number p(A,f,E) in a~x~l to 
each triple A,f,E where A e 0, f e 6, E ~ ~. Physically 0 is 
to be thought of as the set of all observables and 6 as the 
set of all states. p(A,f,E) is the probability that a 
measurement in the state f of A will yield a value in E. 
The Mackey model 
1. p(A,f,0) = a, p(A,f,~) = 1, 
00 
= ~p(A,f,E) whenever the E are pairwise disjoint. 
j =1 j j 
2.If p(A,f,E) = p(B,f,E) for all f and E then A=B; if 
p(A,f,E) = p(A,g,E) for all A and E then f=g. 
3.For any A and any real-valued Borel function u on ~ there 
-1 
exists BeO such that p(B,a,E) = p(A,f,u (E)) for all f and 
E. 
4. Iff ,f , ... are in 6 and t +t +. .. = I where a ~ t ~ 1 
1 2 1 2 1 
00 
then there exists f such that peA, f, E) = ~t p(A,f ,E) 
j=1 j j 
for 
all E and A. 
The next two axioms focus on the idempotent observables in 
O. Let P ~ ~ be the set {a,l}; then A is such if p(A,f,P) = 
1 for all f. Now by 3 we might as well write B as u(A); let 
X be the characteristic function of E; then X (A) is the 
E E 
idempotent (or question in Mackey's terminology) which has 
eigenvalue 1 whenever a measurement of A yields a value in E 
and a otherwise (this is reminiscent of the operational 
interpretation of projections used in the theory of von 
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Neumann and Birkhoff; Mackey also suggested the terminology 
yes-no experiment). Questions have a natural partial 
ordering Q < Q whenever p(Q ,f, P) ~ P(Q2' f, P) for all f; 
1 2 1 
it is now a fami liar step to define the "negation" of a 
question Q by O-Qand to say that Qland Q2 are disjoint (Ql~ 
Q) if and only if Q < O-Q (meaning they cannot have 
2 1 2 
simultaneous yes values). 
Let q:E -7 q e 0 be any function from ~ to 0 such that if E 
E 
n F = ~ then q ~ q, and such that if E n F = ~ for i * j 
E F i j 
then q v q v ... = q + q + ... , and q~ = 0, qlR = 0; then q 
El E2 E1 E2 
is a projection-valued measure on ~ . We can now state the 
remaining axioms: 
5. Let Q, Q , ... be any sequence of 
1 2 
quest tons; then Q +Q + ... exists. 
1 2 
pairwise disjoint 
6. For each projection-valued measure q there is an A such 
that q = X (A). 
E E 
7. The partially ordered set of all questions in quantum 
mechanics is isomorphic to the partially ordered set of all 
closed sub-spaces of a separable, infinite dimensional 
complex Hilbert space. 
8. For any non-zero quest ion Q there exi sts a state f such 
that p(Q,f,P) = 1. 
Some comments: (1) says that for each A and f p(A,a,.) is a 
countably additive probability measure on~; (2) says there 
is no redundancy - that for every pair of observables there 
is a state which distinguishes them and for every pair of 
states there is an observable,to which they assign distinct 
values. (3) defines a functional calculus for the 
observables (in parallel to the algebraic postulate A2 of 
Segal) and (4) demands that 6 contains impure states (convex 
combinations of pure states). (5) demands that for disjoint 
questions the sum is defined (this gives us a fragment of 
Al) but it also imposes a certain topological property on 
the space 0 (or viewed diferently a continuity requirement 
on the action of the states on 0); this postulate marks the 
parting of the ways between the algebraic and lattice 
approaches. (6) says that the questions are in one-one 
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correspondence to the set of all projection-valued measures 
(this axiom was subsequently shown to be redundant); the 
remaining two are obvious. 
As Mackey remarks, the seventh axiom has a rather different 
character from the others (that it is in particular ad hoc); 
he conjectures that one might be able to derive it from the 
others or that at least one will obtain a number of 
possibilities which do not differ very much from it. 
It was in this context - in particular in consideration of 
real and quaternionic Hilbert space formulations of quantum 
mechanics (that is, exploring the threefold ambiguity in the 
choice of division ring that we have already encountered) -
that these ideas reached a slightly larger community, with 
an extensive series of papers in Helvetica Physical Activa 
and in the Journal of Mathermatical Physics14 . It was also in 
this context that Piron first encountered the lattice 
approach; if the catalyst was the Mackey theory, Piron drew 
more on his background in projective geometry. His 
axiomatization essentially proceded from a somewhat deeper 
study of the geometry of the lattice of subspaces in Hilbert 
space (the recognition that this lattice is a weakly 
modular, or orthomodular, orthocomplemented irreducible 
atomic lattice; these terms are explained in the next 
section). He was also able to show that if in addition this 
lattice satisfies the so-called covering law then it is 
isomorphic to a Hilbert space (with the usual ambiguity over 
the division ring)lS. This is simple to prove in the finite 
dimensional case (that is, for lattices of finite rank) but 
it is a remarkable achievement in the infinite case; no 
explicit toplogical assumptions are introduced at the level 
of the lattice (it is not clear how one would do this 
anyway) and yet one has this coordinatization with a Hilbert 
space, which in the infinite dimensional case can only be 
defined using topological assumptions. 
14 
FinkelsteIn et a I [1962, 1963], Stueckelberg et al 
[ 1960,1961a,b,1962r-
lS 
A resul t I ndependentl y dl scovered by Maclaren [1864]. 
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Another way of describing Piron's achievement is therefore 
that he gave an axiomatization of Hilbert space with no 
explicit topological assumptions. Of course the assumption 
that the lattice is complete (that the meet and join of 
arbitrary lattice elements exists) has a superficial 
resemblence to topological completion (on substituting the 
linear space structure of a pre-Hilbert space for the 
lattice structure; for a Hilbert space algebraic completion 
is the same as topological completion). 
The subsequent decade saw repeated at tempts to provide an 
operational justification for the defining properties of the 
sort of lattice which Piron had shown was isomorphic to a 
Hilbert space (and for the lattice operations and partial 
ordering). Of these the most influential writings are 
undoubtedly those of Jauch [1968], [1971], Jauch and Piron 
[1969], in which the (by this time) standard operational 
interpretation of lattice elements as yes-no experiments was 
elaborated to apply only to type one ideal measurements (in 
Pauli's terminology). On this assumption some motivation was 
provided for the assumption of the covering law. 
2.1.6. On the relationship between the lattice and 
algebraic approach. 
I shall not elaborate on the various arguments proposed to 
motivate the Piron axioms; in the view taken here the idea 
that one should be able to construct a unique Hilbert space 
realization from laboratory procedures and their logical 
inter-relationships is too confining (these things are 
necessary perhaps but not sufficient for the 
development of physical theory). 
But if now we clear our minds of the philosophical polemic 
over the role of measurements, and also of the metaphysical 
debate between properties and observables, we see that the 
question of the relationship between the lattice and 
algebraic approach has significant physical implications, 
and that there are no compelling philosophical grounds on 
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which the one is distinguished over the other. There is no 
contradiction between them, so one can easily adopt a 
symthesis of the two, but since basically the algebraic 
theory is a generalization of the lattice theory that 
amounts to a restriction of the former (so that it is a 
• • :E -algebra, or a von Neumann algebra of type 1, or a W 
• algebra, or possibly some other C -algebra with special 
properties16) And in this sort of restriction resides a great 
deal of physics (all of it in quantum field theory). From a 
realist point of view, that is how it should be; we do not 
seek an account of the world from necessary truths or 
postulates based on metaphysical convictions, we only seek 
to understand what those postulates might be, from which 
flow the mathematical formalisms that successfully describe 
the world. The belief that there might exist such a set of 
postulates is, however, a metaphysical conviction which 
stands at the heart of the absract approach. It is a further 
demand that these postulates make sense as statements about 
the world17 (realism) or as statements about laboratory 
procedures (operationalism). 
2.1.7. On group representations. 
I have left until last the theory of group representations. 
The development of this theory has played a much more 
dominant role in mainstream physics and is, at least on the 
face of it, quite disassociated from any part icular 
philosophical position, or indeed from the attempt to 
reconstruct the foundations of quantum mechanics. 
Nevertheless this theory stands at the heart of the abstract 
approach and perhaps explains or ill uminates more hard 
physics than any other area of study. It is also from a 
16 
For example Plymen [1968 a,b], Deliyannis [1972]; see also 
(2.3.6), (2.3.10). 
17 
In (2.3.5) I shall formulate postUlates which are in part 
statements about how the world can be described. To some 
extent these are contingent upon the nature of the world, 
but they also reflect choices that we make in how the 
contingent reality is to be described. To this extent the 
philosophy is weakl y real i st. 
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mathematical point of view closely tied to algebraic methods 
and the classification theory of Hi Ibert space 
representations of infinite locally compact non-compact 
groups (e. g. the spacetime groups) grew hand in hand with 
the comparable representation and classification theory of 
operator rings (cl. the appl ications of the Murray - von 
Neumann theory of factors and the "global" theory of group 
representations (Dixmier [1951], Kaplansky [1951], but most 
espec iall y Mackey [1953]). Ge I' fand and Rai kov' s study of 
the space of all irreducible representations of certain 
kinds of non-compact groups was essentially an appl ication 
of the GNS method via an appl ication of the Krein-Milman 
theorem to the convex set of all positive definite functions 
on the group (the space of states, in algebraic 
terminology). Most of the mathematicians involved worked in 
both fields, of course. 
At this level, philosophical questions have little 
importance (i.e. with respect to the post-war development of 
the theory). In relationship to physics, the basic point is 
that from qroup theory alone we cannot conclude anything 
very definite about the type of representation, all we can 
do is classify the type of representation18; one has to 
stipulate the type. In quantum theory this is of course a 
(true or projective) representation of the group on a 
complex Hilbert space. Obviously the essential connection 
here is due to Wigner; but form a more general point of 
view, that is considering the origins of abstract methods, 
these geometric methods have in common the view that group 
theory is the study of representations, of groups which are 
abstractly given, a view that arose very slowly and more or 
less coincidently with the realization of the immense 
fertility of the idea of an abstract 19 group Wigner's 
18 
In the Galilean case that is really quite illuminating, one 
can see that there are no true representations o£ the group 
at all £or positive mass, there are only projective 
representations; that Is why there is no classical Galilean 
covariant scalar £ield theory with non-zero mass (c£. £n. 2 
Section 1.4). 
19 
The history o£ this 




therefore begins early in 
this reason, and partly 
insight of [1931] was essentially to connect the abstract 
group with structural properties of Hilbert space, that is 
its lattice of subspaces. In this way, the abstract method 
subsumes the entire theory of group representations, for one 
can simply demand that the group has an act ion on the 
abstract algebra (or lattice) and the representation theory 
for the algebra (lattice) will fix the type of 
representation of the group. 
How is the group to act on the abstract model? The most 
natural (and almost universal) assumption is that the group 
action is an automorphism of the model. This is equivalent 
to the assumption that the (algebraic or lattice theoretic) 
structure of the system is invariant under the group action 
and in particular for the spacetime groups this means that 
the structure of the system is invariant under dynamical 
evolution2o • The implications of particle creation and 
annihilation phenomena are obvious: "the system" cannot be a 
single particle (and this reflects an aspect of the 
1 imitation of the lattice theory approach). On the other 
hand one might argue that the kinematic (free) theory enjoys 
a conceptually privileged status within dynamics and that it 
is appropriate that a foundational study of dynamics should 
be limited to the free theory (for example on operationalist 
grounds that our observations are limited to systems which 
are stable and in fact effectively free in an asymptotic 
sense). This view has an obvious relationship to the 
philosophy of the S-matrix approach21 • 
because there exists an 
shall 
enormous historical 
the group concept, 
outline 
I not attempt to trace 
rudimentary Is given 
later history, in particular 
representation theory, Is 
Interest, I shall not peruse 
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As discussed in (2.1.2), this Insight Is due to Wigner 
"[ 1931 ] . For a systematic and detailed exposition of the 
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2.2 The Mackey Approach 
Our scientific information is summed up in 
measures. Science has at last revolted against 
at taching the exact knowledge contained in these 
measurements to a traditional picture-gallery of 
conceptions which convey no authentic information 
on the background and obtrude irrelevancies into 
the scheme of knowledge. 
A. Eddington 
In regard to Kant's philosophy, I beleive that 
every phi losopher has his own Kant.... Arbi trary 
concepts are necessary in order to construct 
science, as to whether these concepts are given a 
priori or are arbitrary conventions, I can say 
nothing. 
A. Einstein 
2.2.1 Motivation; realism and operationalism. 
Before embarking on this realist reconstruction of the 
Mackey and Segal axiomatizations we should be absolutely 
clear about the motivation. It is this: we maintain it is a 
necessary consequence of the premiss that physical theory 
apply to all phenomena that one can apply dynamical theory 
to the measurement process itself. Even if we accept that 
what is to count as a "phenomenon" is that which can be 
empirically determined, there is no a priori constraint on 
the detail (or level of resolution) with which we can 
empirically monitor such paradigmatic measurement processes 
as the action of an ionization chamber, except that which 
follows from the theory itself. 
Of course on the basis of what we know about quantum theory 
we can expect that no amount of .ingenuity and sophistication 
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in the design of such monitoring facilities will ever permit 
us to assign precise numerical values to all observables. 
That is so because with such numerical assignments assuming 
they can be regarded as a parameterization of the physical 
system in the standard way (that is as Cauchy data for its 
subsequent evolution) one would have a hidden variable 
theory for quantum physics. The example of Kochen and 
Specker, and the Bell inequality, then give a more or less 
precise account of the sense in which this parameterization 
must be non-standard if one is to secure agreement with the 
1 quant um theory . 
But, given this constraint on the simultaneous empirical 
determination of quantum observables, there can be no limit 
to the detail with which we can observe the complexities of 
measurement processes. The trans i t ion from th~ quantum to 
the classical levels of description may appear 
discontinuous, but surely the distinction is not recognized 
by the physical systems themselves; it is most particularly 
at the level of borderline phenomena which display both 
quantum and classical features that a wealth of 
phenomenology awaits discovery. In this exploration one must 
use physical theory at every stage; it is therefore 
essential that the interpretation of the theory facilitates 
this application. 
This is just what the operational interpretation fails to 
do; it is philosophically incoherent to first define quantum 
observables as laboratory procedures and then to use the 
theory so-constructed to analyze these self-same procedures. 
It is even more incongruent that what appears from the 
outset as the most elementary and primitive mathematical 
objects (prOjection operators, for example) should then turn 
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measurement process, analyzed in detail); that is what must 
happen if one both defines these primitive terms as 
measurement procedures and then permi ts the detai led 
analysis of physically realistic measurement processes. 
To object at this point that there are two different things 
here the ~~ as used to define the 
abstract primitives and the measuring process as it actually 
appears in the laboratory - is I maintain phi losophically 
unsound. One might try to explicate the notion of 
~ p.ttaceM. in terms of an idealized measurement 
process, but I suggest that the evidence that only systems 
of large numbers of degrees of freedom can function as 
measurement apparati is conclusive. 
the metaphysical nature of this 
measurement process becomes obvious. 
If this is recognized, 
idea of an idealized 
In any case .this idea of an abstract measurement process is 
foreign to the positivist basis of operationalism. Once this 
is admitted, an operationalist philosophy can only appeal to 
measurement processes and it becomes pointless if not 
inconsistent to apply the theory to a detailed investigation 
of them. The alternative that we pursue is therefore to 
accord to the primitive entities of the abstract theory a 
microphy$ical ontological status. In now motivating the 
postulates of the abstract approach different criteria come 
into play. For example, it is in no sense our goal to 
establish that the postulates are necessarily true. On the 
other hand, if it is the ultimate empirical success of the 
whole theory that justifies the postulates of the theory, 
in a realist construal it is essential that the postulates 
can be understood as hypotheses about the way the world is. 
But why has the operational approach proved so successful in 
furthering the abstract approach? I suggest that the reason 
is as follows: if we should be so lucky as to have a simple 
correspondence between primi t i ve terms which refer to the 
microscopic level (observables) and certain properties of 
very carefully constructed macroscopic systems (measurement 
instruments) then this correspondence wi 11 impose a 
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functional calculus on the observables (as the image of the 
a priori calculus definable on the classical properties). It 
then seems reasonable to demand that this structure so 
determined should hold (on the microscopic level) whether or 
not the system is in interaction with a measuring apparatus; 
that is, I hold it is reasonable (and perhaps even essential 
from a realist point of view) to believe that in terms of 
dynamical law a measuring system is a physical system like 
any other. So if there is an operational constraint then it 
will also be a constraint on a realist interpretation 
(obviously the converse need not be true). One is left with 
a mystery: why should we be so lucky as to have a simple 
correspondence, even in special circumstances, between 
microphysical properties and macroscopic phenomena? I 
believe this must remain a mystery; it is equivalent to the 
question as to why science is po~sible at all. 
One last point; if this is what realism amounts to (rather 
than something more specific, like subsumption under one of 
the two paradigm examples of classical physics, point 
particles or c-number fields on spacetime), then why has 
there ever been any confl ict between quantum theory and 
realism? The answer is surely that one is uncomfortable at 
having to posit such a sophisticated and concrete an object 
as a Hilbert space. It will not do, and we know that it will 
not do (from the point of view of the probability 
interpretation of NRQM), to interpret this space as just a 
function space (with elements interpreted as c-number fields 
on spacetime). In the classical case the situation is 
different. Why is this so? 
Hilbert space seems at first glance a sophisticated 
mathematical structure: an infinite dimensional normed 
vector space over a division ring which is complete in the 
norm topology, and where the norm arises from an inner 
product. 
However, classical phase space is also a sophisticated 
mathematical structure. It is a CIXl-manifold in a metric 
topology, endowed with a Borel o--algebra of sets generated 
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by this topology. 
systems, it is 
In any application, even for the simplest 
further assumed that there exists a 
symplectic structure on this manifold. Why, then, is the 
notion of a classical phase space considered natural and 
philosophically non-problematic whereas a Hilbert space is 
not? 
The answer to this question is surely that the notion of a 
point in a 3-dimensional Euclidean metric space is a simple 
abstraction from macroscopic experience in accordance with 
our intuitions. One can simplify this intuition even 
further: to that of an element of a set, and step by step 
build up the structure of a classical phase space. The Borel 
algebra appears as a consequence of the intuition of the 
structure of the subsets of a set, and we may suppose the 
topology arises from spac~time intuitions (that spacetime is 
continuous), and thereby that it is a smoothly 
differentiable manifold. 
It might be objected that this adds nothing to the 
fundamental intuition of a point in space. But how might one 
convey this intiution otherwise? You have a blackboard and a 
piece of chalk. A child of six asks you to explain the idea 
of a point in space. You may wave your hands, or you might 
draw a little picture of a box and mark a point in it. If 
the latter, you might move the point to different places, 
this movement would be continuous, and you might indicate 
that the point is contained (or can be contained) in 
different parts of the box. A point in space. As adults, the 
idea is simple; we should not underestimate the wealth of 
experience we have at our disposal. As so many concepts of 
natural language, its detailed explication may appear a 
torturous process. 
If this is accepted, then one must also accept the 
conclusion that if it is possible to give a similar 
decomposition of the idea of a Hilbert space, such that its 
conceptual parts are statements about what the world is 
like, then the fact that we have no other way of expressing 
these intuitions should not count against their realist 
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contstrual; we have no subjective microscopic experience to 
which we can appeal. For this reason, we expect that "what 
the world is like" may be contrary to our macroscopic 
intuitions, and we will only be driven to believe that the 
world is indeed as described if the empirical evidence 
becomes overwhelming. 
I believe that in this way one removes the central intuitive 
res i stance to a real i st construal of quantum theory (that 
is, given a "conceptual decomposition" of the concrete 
mathematical objects fundamental to quantum theory). It is 
in carrying out this task that as yet we can claim only 
partial success: there remain difficulties in measurement 
theory and in the interpretation of EPR-type correlations2 . 
One can, however, address the problem of measurement in a 
coherent way and make some Significant progress (we refer to 
• the C -algebra techniques, as first exploited by Hepp 
[1972]; see (3.5.6)). The basic structure of quantum theory 
in the absence of measurements is, moreover, quite simply 
and intuitively defined. Further, one has as a result a new 
way of formulating the relationship between RQFT and NRQFT, 
and a general framework for the analysis of locality (the 
imprimitivity theory). These are studied in Section 3. 
Having developed the broad philosophy let us now explore the 
most simple abstract approach to Hilbert space, on the basis 
of its geometric structure. The basic premis of the 
reconstruction proposed here (a variant of Mackey's [1963c] 
approach) is that in the microphysical domain one cannot 
insist a priori that the notion of a point in a set has any 
direct physical meaning, but that assuming there exists some 
kind of "event space" sufficiently structured to admit a 
notion of state, one can thereby define natural 
generalizations of all the classical intuitions connected 
with a classical phase space. 
In the Mackey approach the basic idea is to develop the 
2 
Nothing in this thesis will address the interpretation of 
EPR correlations. 
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theory as a generalized probability theory; that is, we 
assume that the states are probabi 1i ty measures (countably 
addi ti ve functionals normalized to unity). It is a 
generalized probability theory because we do not assume that 
this probabilism is epistemic in origin. For that reason it 
might be better to think of quantum probabilities as 
measures of "partial truth", "potentiality", or "latency"; 
we shall use the term amplitude. A priori it is not at all 
obvious how one might go about doing this. The trick is to 
take two characteristics of classical (Kolmogorov) 
probability theory and interpret them more abstractly. One 
is the fact that probability measures have a natural convex 
space structure which permits the distinction between pure 
states and mixtures (or impure states); in particular the 
pure states are extremals of the convex hull of all 
probability_ measures U. e. cannot be written as the convex 
sum of any set of states). We interpret the pure states as 
those which carry maximal information; in particular 
classically they correspond to a "complete" specification 
(that is, in accordance with what we consider to be an 
exhaustive description of the world). In this way (by 
insisting that the states have a convex structure) we shall 
consider that the descript ion of any system is "complete" 
just in so far as the state which fixes this description is 
pure. 
The other key input is that the states are countab1y 
addi tive on the "event space" of the system, as in the 
classical case. This assumption is much harder to motivate. 
Additivity alone is, however, very natural; it expresses 
qui te a fundamental intuition, which is that the 
"probability" of a set of mutually exclusive alternatives is 
the sum of the probabil i ty of each. Note that this means 
that we can apply the notion of probabil ity to this set. It 
must make sense to talk about a "set of alternatives" (or as 
we shall say properties) as itself an alternative property. 
It is for this reason that countable addtitivity says 
something about "limit properties" (defined in terms of 
arbitrarily large sets of properties), but at the same time 
we have very little control.over these limits, we do not 
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have a topology. 
Nevertheless, if these assumptions are made (and we orily 
postulate Just enough to implement them) it turns out that 
wi th only a few supplementary assumptions or regularity 
conditions (and similar conditions are needed in the 
classical case), the resulting structure is isomorphic to 
either a Hilbert space or a classical phase space. 
We do not have a categorical interpretation of this notion 
of generalized probability; of course it provides a way of 
parameterizing a physical system, Just as the assignment of 
a collection of real numbers is a way of parameterizing a 
system. But beyond that, we suggest, it is only through 
experience wi th the theory (and particularly its 
phenQmenology) that one can hope to develop an 
interpretation. This seems to be consistent with realism, 
and perhaps even a virtue to recommend the approach 
(consider the slow evolution of the concept of the 
electromagnetic field, from its initial grounding in 
Newtonian mechanics to an entity in its own right). 
In particular, only at a later stage of the analysis should 
one try to tackle the question as to how this probabi 1 i ty 
theory can ever come to approximate, in certain 
circumstances, the classical probability calculus, or more 
generally be interpreted in terms of limiting frequencies of 
observable phenomena. 
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2.2.2 The Mackey postulates. 
Our primitive terms are state, observable, and amplitude. 
The physical theory of a system n consists of the 
parameterization of n with respect to the values of its 
observables. A state is a specification of the amplitudes 
wi th which the observables of n take values in the Borel 
sets of the reals. Let 6 be the set of states of n, and U be 
the set of observables. We introduce the notation f(A,E) for 
the amplitude that A E U has value in E E ~(R) when n 
has the description f E 6. The first fundamental assumption 
is that for any A in 
the Borel structure 
U, f(A,.) as a map on ~(R) respects 
on R (so it is in particular a 
probability measure on R). This automatically gives us an 
algebraic structure on U since for any real Borel map u(x) 
we can define u(A) as that observable which has ampl i tude 
f(A, u-1 (E)) for each f E 6 and E E ~(R) (so u(A) has the 
same amplitude - whatever the state - for having values in E 
-1 
as does A in u ( E) ) . 
This is the distinctive feature of the Mackey approach, that 
one "lifts" the algebraic structure of the real number line 
to the set U in this way. If one now proceeded to make U 
into a vector space (by defining a sum composition law for 
U) we would be following the Segal algebraic approach. But 
we cannot do this and have a linear action of the states on 
U for fixed E, for obvious reasons (the amplitudes would no 
longer take values in the interval [0,1]). To get a linear 
space structure, we need a different way of describing n, 
and one loses the algebraic input from the algebraic 
structure of R. 
One does get a composition law for certain types of 
observables, however. To see this, we next introduce the 
idea of a property of n. If 6 3 f is the description: IOU 3 A 
has value in E S;; 7HR) with amplitude 0 :s A :s 1" then we say 
that n has the property "A has value in E" with amplitude A. 
By virtue of the action of states on U x ~(R) we can define 
for each observable A a large class of properties, in 
one-one correspondence with the Borel sets E of R, namely 
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the observables XE(A) (which we shall wri te more simply as 
~ , meaning the property "A has value in E"); we can also 
pick out the properties in U by the requirement that A is a 
property whenever f(A,{O,l}) = 1 for every f (that is, A has 
value in the set {O,l} in every state; one is immediately 
led to paradox if one thinks it then follows that A has 
value 1 or value 0 in every state). 
The properties associated with each observable again inherit 
the Borel algebra of the reals in the following way: if 
E and E are disjoint then f(A, E) + f(A, E ) = f(A, E u E ); 
1 2 1 2 1 2 
but then f(~) + f(AE ) = f(~ UE) and this is true for 
1 2 1 2 
every f so that we can just define ~ uE as that element of 
1 2 
U which has these amplitudes. We denote i t ~ + ~. It 
1 2 
follows of course by construction that it is a property. 
This is the first step towards fixing the algebraic 
structure of the set of all properties, which we denote 2. 
We tackle the problem of the objectivity of these 
descriptions in the following way: we suppose that it is 
possible, from any set of states, to form their linear 
convex sum (for the pair f ,f that is states of the form 
1 2 
A f + A f where A + A = 1), and that in this way we obtain 
1 1 2 2 1 2 
statistical states on U. Ve suppose that a description is 
subjective or may admit an ignorance interpretation only if 
it is given as a statistical state (note that this condition 
is not sufficient). Therefore states which cannot be so 
written as a convex sum are pure or maximal (denote 6P ). 
Obviously to define a real generalization of classical 
probabi 1 i ty theory we have to gi ve up some part of the 
classical theory. The "law of bivalence" expresses the 
intuition that the set of all properties of n may be grouped 
into pairs and that a maximal description will specify that 
n has exactly one of each pair; one can trace almost all of 
the conceptual difficulties of quantum theory to the 
apparent violation of this intuition. 
consciously abandon it. 
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We therefore 
In its place we assume something weaker: if a property P has 
amplitude 1 (respectively 0) in some state f we shall 
sometimes say "P is true (false)"; consider now the property 
1-P. It follows by construction that for any state the 
amplitude for P and the amplitude for 1-P sum to unity; 1-P 
has the natural interpretation as the contradictory property 
to P (negative, opposite or complement); we shall denote it 
P~ (~ is in fact an orthocomplement). 
We need two further postulates to complete our 
axiomatization; the first is a natural requirement of 
parsimony, that there is no redundancy in our descriptions 
(that for any two states at least one observable has 
distinct amplitudes) and that we have enough of them (that 
for any two observables at least one state assigns them 
distinct amplitudes). If this were not so, one could simply 
define equivalence classes of such states and observables in 
this way and then form the quotient spaces. In the same 
spirit we also require that C can have every property; that 
is, there are no properties in f which are never true in any 
state of C (the parallel assumption for states is obviously 
not necessary). 
The second is much harder to justify; it concerns the 
algebraic structure of f, and extends the sum composition 
law to certain sets of properties (where the elements of 
each set is not defined by a single observable). These sets 
are defined as follows: as we have seen, there are 
properties P and 1-P whose amplitudes sum to unity in every 
description. We say that P and P are disjoint (denote P ~ 
121
P ) when their amplitudes sum to a value less than unity in 
2 
every description. If we assume that amplitude-assignment on 
properties is a linear map on the properties in U with 
respect to this composition law, it is obvious that this 
composition law can only be defined on pairwise disjoint 
properties. Making this assumption, P + P can be defined as 
1 2 
that property whose ampl i tude is the sum of the ampl i tudes 
for P and P for every state in 6. But it is not obvious, 
1 2 
for any finite set of pairwise disjoint properties, that for 
every state the amplitude of each sums to a real number 
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which is less than unity; nevertheless we assume this also, 
and even demand that it is true for countable collections of 
pairwise disjoint properties. -If we have bivalence then this 
assumption must be true (this is obvious if one considers 
only the pure states GP; each maximal description specifies 
every property as true or false and hence for any pairwise 
disjoint set if one property is true then all the others 
must be false). Therefore this postulate is a weaker version 
of this idea. It is also apparent that the properties of the 
form PE for pairwise dijoint El constitute such a class (and 
1 
in this case the existence of PE + PE +. .. does not have to 
1 2 
be postulated). In the quantum logic interpretation, this 
composition law is interpreted as disjunction. We also have 
the interpretation that n has the property P = P + .. +P + .. 
1 j 
if and only if n has exactly one of the properties P . j 
Wi th this postulate we have the central feature of the 
Mackey approach, which is that with this algebraic structure 
on pairwise disjoint properties we have just enough to make 
the states in G ~-additive normalized measures on f; we have 
a generalized probability theory on f. We have also obtained 
this theory in a way such that for certain subsets of !!. 
(properties all of which are associated with a single 
observable and pairwise disjoint properties) this algebraic 
structure is just lifted from the Borel algebras of the 
reals, that is, the natural Boolean algebra of subsets of a 
set. These are just the sorts of project ions which have a 
"classical" structure amongst themselves (there is no 
problem in thinking about quantum systems so long as one 
thinks only of properties which are all functions of a 
single observable or all disjoint from one another). 
Although we based the construction of this algebra on the 
notion of disjointness we could have based it on the idea 
that !!. forms a partially ordered set (or poset), with 
partial ordering < where for a, be!!. a<b holds if f(a):Sf(b) 
for all feG. It is clear that a<b if and only if a and bL 
are disjoint (in which case b and a are also diSjoint). 
Since this ordering (like the algebra on pairwise disjoint 
sets) is intrinsic to!!. in the sense that it is 
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independent of state, one might try and interpret it in 
terms of f alone. 
This is the viewpoint of quantum logic: the partial order 
expresses logical implication. Certinly for properties of 
the form XE (A), XE (A) with El~E2 the partial order has the 
1 2 
character of a logical truth. We prefer to regard it as part 
of the physics of the system 0 (and we shall speak of this 
order relation as physical implication) The picture is like 
this; if we are given an observable of a system then we 
obtain a whole set of properties automatically, and there 
are logical relationships among them (of the form if A has 
value in E then it has value in E if E ~ E ). But if we 
1 212 
are given a second observable we have no way of knowing what 
ordering exists between properties associated with A and 
those of B; that depends on the way A and B are defined, and 
that depends on a host of other factors (typically as 
generators of a group of transformations on U). Once we are 
given the two observables in some way (for example, 
explicitly, in some representation) then of course we can 
work out this ordering and this will be done in a logical 
way; but there may be nothing intuitively very obvious about 
the ordering that we end up with. It is a question perhaps 
of how developed one's physical intuition is; that is, of 
how well one understands the physics of the system, 
mathematically and phenomenologically. 
In summary the partial ordering can express necessary 
relationships between properties (in particular those 
associated with a single observable) or contingent ones (but 
independent of the state of the system). In both cases the 
order relationship certainly has the interpretation: if a<b 
then whenever a is true of 0 then b is true of 0, 
independent of initial conditions. The importance of the 
partial ordering derives from the fact that (for suitable f) 
we can use it to extend the composition law + to all the 
properties in f. If this is possible then f becomes a 
lattice. But even if we do not take this step, f is already 
a very interesting object from a lattice theory point of 
view; it is in particular a u-orthocomplete, orthomodular, 
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orthocomplemented poset. 
First, to make -sure that we have not cheated, let us look 
again at the Mackey axioms (having dropped Axiom 6 and 7): 
1.f(A,.) is a probability measure on ~(~); that is, f(A,~) = 
a, f(A,~) = 1, f(A,U E) = ~ f(A,E) for E pairwise 
iii i i 
disjoint. 
2. Parsimony: if f(A,E) = f(B,E) for all E,f then A=B. If 
f(A,E) = g(A,E) for all A,E then f=g. 
3.Functional calculus on U: for any real Borel function u on 
~ there exists an element (denote u(A» in U for each A E U 
such that f(u(A),E) = f(A,u- 1 (E». 
4. To define statistical states (and hence pure states as 




= 1 then there exists f E 6 such that f(A, E) = 
~ f (A,E) for all A,E. 
i i 
5. Algebra of pairwise disjoint propert ies: if 'D !:;!£ is 
pairwise disjoint then there exists c E !£ such that fCc) = 
~ 'J)f(a) for every f E 6. 
aE 
6. Q can have any property; that is, for any aE!£ there is 
at least one state f in 6 such that f(a) = 1. 
2. 2. 3. Connection with lattice theory. 
To begin with, recall some basic definitions: given an 
arbitrary poset !£ define the join avb (disjunction) of two 
elements a, b as the least upper bound of a and b; that is, 
for any c> b , c>a , then c>avb Define the meet aAb 
(conjuction) as the greatest lower bound of a and b; that 
is, for any c<a, c<b then c<aAb. If the meet and join of any 
two elements is an element of !£ then f is a lattice. If the 
meet and join of aribi trary subsets of f exists in f then 
the lattice is complete. If this is true for countable 
subsets of f the lattice is u-complete. If this is true for 
any finite (countable) pairwise disjoint sequence in f then 
f is orthocomplete (u-orthocomplete). We say that f is 
generated by a set S if the lattice operations applied to 
the set S yield f. 
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An orthocomplement ~ on f is an involutive ((a~)~ = a), dual 
(a < b ~ b~ < a~) automorphism on f which satisfies aAa~ = 
(I, ava~ -= O. If for any a, b e f with a<b there exists cef, 
c~a , such that b=avc then f is orthomodular. If for any aef 
there exists b in f satisfying: for any nonzero c such that 
c<a then b<c • then f is called atomic (and b is then an 
atom). We say that a covers b if a >b and for any c with 
a>c>b then either c=a or c=b. f has the covering property if 
for every a and every atom p such that aAp = (I • the element 
avp covers a. 
f must have all of these properties, together with one more 
which we shall come on to shortly (irreducibility), if we 
are to establish an isomorphism with a Hilbert space. Can 
they be understood wi thin the Mackey approach? To begin 
with, let us establish the result claimed above; it is 
obvious that f is a poset. and that it is orthocomplemented. 
The sum operation for pairwise disjoint properties is in 
fact a join; the property c postulated by axiom 5 is the 
least upper bound of all the properties in X 3. This means 
that f is orthocomplete. 
To see that f is orthomodular, we note that if a<b then a is 
disjoint from ~ so there exists c such that c = a+~; but 
then O-c~ = a+~ ~ O-b~ = a+c~ ~ b = a+c~. Clearly c~ is 
disjoint from a. 
Despite its technical appearance, the orthomodular property 
has a central role in lattice theory (and all lattice theory 
approaches to quantum theory). As we shall see, it expresses 
the idea that a pair of disjoint properties can be described 
classically. 
This insight became possible following the 
3 
. Proof: if for disjoint a,b, avb exists then 




by (6) there exists c 
a<a+b and b<a+b and 
avb is a least upper bound, avb < a+b so that 
(avb)~. Since ~ is an orthocomplement d=O, 








> avb + 
hence a+b 
representation theorems for a distributive lattice (that is, 
a lattice for which the join and meet operations are 
distributive over each other). As we have seen, it was an 
early insight of Birkhoff and von Neumann that the failure 
of distributivity is the key to understanding the difference 
between quantum and classical mechanics (to which their 
example did not do justice). It had been proved only two 
years previously that every Boolean algebra is isomorphic to 
a field of sets and conversely (Stone [1934]) (any 
distributive lattice is a Boolean algebra). But the concept 
has a more complex history than that. As a fact about the 
geometry of an infinite dimensional Hilbert space (and 
specifically as a result in functional analysis) it was 
known in the early 30's (Stone [1932a]); but its purely 
geometric expression has been much delayed4 • On the other 
hand it is closely related to the modular identity familiar 
from projective geometry (and modular lattices are certainly 
the best understood, after Boolean algebras). This states 
that for a<c, that av(bAc) = (avb)Ac for all b e !£. In a 
three dimensional geometry if a is a line contained in a 
plane c then for any line b the linear span of a with the 
intersection of b with the plane c equals the intersection 
of the linear span of a and b with the plane. 
Note that if a<c then a=aAc so av(bAc)=(aAc)v(bAC); 
similarily (avb)Ac=(avb)A(avc), so that if !£ is modular then 
av(bAc)=(avb)A(avc) and cA(avb)=(cAa)v(cAb) the 
distributive laws. Von Neumann and Birkhoff called attention 
to this identity for the meet and join of finite 
dimensional sub-spaces of Hilbert space; they interpreted it 
as a weakened form of distributivity. Orthomodularity is a 
further weakening of distributivity; we say that b,c are a 
modular pair if for any a<c the modular identity holds (!£ is 
therefore modular if every pair is a modular pair). For an 
orthocomplemented lattice orthomodularity is equivalent to: 
if a<b then a,b is a modular pair. 
4 
It was first formulated abstractly in connection with the 
Hurray von Neumann classification of von Neumann algebras, 
which proceeded essentially from the analysis of the various 
projection lattices defined by their idempotents, 
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A modular pair generates a distri but! ve lat t!ce (apply the 
modular identity to the elements a,b,a~,b~,O, 0); as we shall 
see, a distributive sub-lattice can be classically 
described. Actually orthomodularity implies that any ordered 
(or disjoint) pair generates a distributive lattice; it does 
not imply that this is so for a pairwise disjoint set of 
properties, unless f is complete (Varadarajan [1962]). Note 
also that these conclusions also follow from the assumption 
that f is modular; the importance of the concept of 
orthomodulari ty is that it has this fundamental physical 
content, but extends to the infinite case. 
Essential to the lattice approach is the assumption that f 
is at least u-complete; there are reasonable intuitive 
grounds for this assumptions. With it one can abstractly 
describe a great deal of the conceptual structure of quantum 
theory - but one cannot obtain the Piron represent at ion 
theorem without the additional properties of atomicity, 
sep~rability, and the covering law. Since we shall not use 
the Piron theorem I shall not pvrsve their realist 
interpretation here. 
To continue we must make one regularity condition: that for 
all f,a,b, if f(a)=f(b)=1 then f(avb) = 1 (a Mackey model 
for which this is true we call regular). 
S 
I hve in mind the approach 




that (what I 
8. Cassinelli 
have called) 
physical implication is sufficent to provide maximal 
descriptions of n. That is, for every f E 6 there exists a 
E f such that all the properties which f ascribes to Q are 
those physically \mrll ed. by the property a. This ensures 
atomicity and U-completeness. Separability and the covering 
law appear the most difficult assumptions to interpret 
realistically. 
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2.2.4. The classical case. 
First consider the intuition that a pure state will describe 
any property of n as true or false. For a ~-complete regular 
Mackey model, it then follows that ~ is distributive. It is 
then a Boolean u-algebra. It is a strengthening of the Stone 
representation theorem for complete Boolean algebras that 
the ~-complete case can always be represented as an algebra 
of point sets (Loomis [1947]). More precisely, we have an 
isomorphism of f with a ~-complete Boolean algebra of the 
subsets of a set X modulo a ~-ideal in the algebra f. (The 
connection with measure theory is obvious - the ~-ideals are 
the sets of measure zero; we shall shortly use this theorem 
for Segal models). 
The set X is given abstractly; its points are actually 
subsets of f. Further assumpt ions are needed to arrive at 
the different iable structure of X. We suppose that these 
arise from spacetime intuitions. Within a pure lattice 
approach, it is perhaps not clear just how one should do 
this. From the Mackey theory , however, one already has the 
concept of a Borel measure; the natural Borel structure of 
the reals is canonicailly associated with the usual topology 
on the reals (as the smallest Borel structure which contains 
all the open sets of ~) which also underlies the notion of 
spacetime continui ty6. 
This point deserves brief comment. Given a topological group 
G and a left Haar measure Jl then it is classical that for 
-1 
any Borel set E S;; G with Jl(E) '* 0, the set EE contains a 
neighbourhood of G. The obvious impl icat ion is that the 
topology of G is completely determined by the Borel 
structure. It was Weil [1938] who first proved that this was 
so. But it was Mackey himself who proved the following 
sharpening of this theorem. Let G be a standard Borel group. 
If G admits a left (or right) invariant measure class, then 
6 
ThIs topology Is, of course, locally compact and second 
countable. From now on by topology we mean a locally compact 
second countable topology. 
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G admits a left or right invariant u-finite measure. 
Moreover, there exists exactly one topology for G which 
converts G into a topological group and whose natural Borel 
structure is the original one on G (Mackey [1957]). 
We therefore see that topological assumptions which follow 
from spacetime intuitions are naturally introduced into the 
Mackey theory via the Borel structure that the algebra U 
inherits as we indicated earlier. This connection is 
particularly clear if we have a position operator which 
transforms in the intuitively obvious way under the 
Euclidean group. We shall study this theory 
imprimitivity theory) in Section 2.4. 
Schematically we thus have: 
observables assume Boolean 
---- ---7 pure states bivalence lattice 
Loomis Stone 
representation 
classical spacetime Borel field of subsets 
phasespace~ topology ~ structure--- of a set X 
(the 
] 
It should be obvious that this entire circle of ideas goes 
through for a distributive sub-lattice of fl (that is, a 
subset of fl closed under the lattice operations). If such a 
sub-lattice is the smallest one which contains a countable 
set of properties ~ we say that it is generated by~. If ~ 
generates a distributive sub-lattice then we say the 
elements of ~ are compatible. This is a symmetric, reflexive 
but not transitive relation on fl. 
We now see in what sense orthomodulari ty is equivalent to 
the requirement that a pair of disjoint properties is 
essentially classical; it says that such a pair is 
compatible, and via the above representation theory we 
deduce their (simultaneous) classical description. The 
relationship to observables is as follows; the range of any 
observable A (as a map xE(A) of E into fl) is a Boolean 
u-complete sub-lattice of fl, and compatible observables are 
those whose associated sub-lattices together generate a 
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7 Boolean lattice. In this way Jauch, for example, in an 
axiomatization proceeding from the lattice alone, defines 
observables 
[ 1968] )8. 
as "proposition-valued measures" (Jauch 
As for the states on !£, if !£ is a Boolean O'-algebra of 
subsets of a set X , and if !£ is separable (that is it is 
generated by a countable number of elements) and contains 
the points of X, one has a very natural result (VaradaraJan 
[1968 Th.6.6]): For any point p e X let ~ be the state in 6 
p 
{ 
1 if pea 
defined by ~ (a) = for every a E !£. Then the set 
p 0 if P ~ a 
of pure states 6P = {~ : p eX}. 
p 
2.2.5. Connection with measurement theory 
We end with a remark on the reduction theory of lattices. 
Define the centre of a lattice as the set C S;;; !£ such that 
aeC implies a is compatible with every property in !£. The 
centre of a lattice is therefore the largest sub-lattice in 
!£ compatible with every subet of !£ (and if !£ is Boolean 
C=!£). At the other extreme C may be trivial (containing only 
o and 0); in that case !£ is irreducible. 
If C is countable, one can effect a decomposition of the 
lattice !£ as follows; for each property a in C, consider all 
the properties in !£ which physically entail c (denote !£ ); 
1 
likewise consider all the properties which physically entail 
c1- !£ (for any aeC also a1-eC). !£ can now be written as the 
, 2 
direct sum of !£ 
1 
and!£ (that is any ae!£ can be written 
2 
a=a va with a e!£ ). 
1 2 i I 
Proceeding in this way, one exhausts 
all the elements in C. 
7 
The converse to this was Mackey's axiom 6 of (2.1.5); It 
was proved on the basis of the remaining axioms (excluding 
the Hil bert space axiom) by Varadarajan [1962]. 
8 
There Is an even stronger result due to Varadarajan that 
compatible observables are essentially functions of one 
another (Varadarajan [1968 Th.6.6]). 
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In a heuristic way, one can see what happens if f is Boolean 
and atomic. In this case C=f and we can regard C as the set 
of all atoms in f. The reduction sketched above wi 11 then 
give us a countable set of lattices (denote f(O,a» each one 
of which contains precisely 4 properties: O,a,af,O (where a 
is an atom). Parametrize these atoms by the index A e X; the 
map "r; 23(X) ~ f defined by T(E) =A~E aA is then an 
isomorphism of f with 23(X). The space X is the classical 
phase space of 0; the points in X are in 1:1 correspondence 
with the elementary lattices f(O.a). 
Let us make this notation more precise; for any a, be f we 
write f(a, b) as that lattice generated by the set {ce f 
a<c<b}. If now C is a proper subset of f we wi 11 obtain a 
collection of irreducible lattices f(O,aA) , AeX as before 
but with aA no longer an atom (but note that each a A is an 
atom with respect to the centre C of f: that is C, as a 
lattice itself, is atomic). These ideas are suggestive of 
the viewpoint that each point in classical phase space is 
degenerate with respect to a set of associated properties 
which determine the microscopic structure consistent wi th 
this classical phase space point. That is, the properties in 
C are the macroscopic classical propert ies associated with 
Q, each one of which is associated with a class of "quantum" 
properties (with the relationships between them described by 
the lattice structure of this set). If this point of view is 
accepted (it will be elaborated later) one begins to see why 
the measurement problem has proved so difficult; if the 
time evolution is an automorphism on f this automorphism 
will also respect the sub-lattice structure, so that it 
will also be automorphic on each sub-lattice f(O,aA); 
therefore the evolution will necessarily 
associated classical property ~ invariant 9 • 
9 
leave the 
The reduction of lattices can be very 
finds 
learns 
simply related to the 
superposition principle, which a natural expression 
within lattice theory. One that an irreducible 
the superposition principle has lattice is one in which 










directly related to 
study this transition 





2.3 The Algebraic Approach 
If I know an object I also know all its possible 
occurrences in states of affairs. 
(Everyone of these possibilities must be part of 
the nature of the object. ) 
A new possibility cannot be discovered later. 
Each thing is, as it were, in a space of possible 
states of affairs. This space I can imagine empty, 
but I cannot imagine the thing without the space. 
L. Wi tgenstein 
2.3.1 Connections between ring and lattice. 
As remarked above the crucial step in extending the 
algebraic approach was made in the development of a 
representation theory for Banach a\~bras (that is normed 
linear C)Ife.braswhich are complete in the norm topology). But 
even at this early stage it was recognized that knowledge of 
the lattice structure of a Banach space can provide a 
classification of such representations (one recalls that 
this idea was also central to the Murray-von Neumann 
classification of von Neumann algebras). It was soon 
appreciated that the ring of all continuous linear 
transformations on a vector space defines the 
representations of this space: if two normed linear spaces 
X and X are complete then they are isomorphic if and only 
1 2 
if their associated rings";R and ';R are isomorphic 
1 2 
CEidelhei t [1940]). The following year Mackey showed that 
one could drop the completeness condition in a similar 
result for the group of automorphisms on the space, and for 
the lattice of closed linear subspaces of the space (Mackey 
[1942]). As necessary conditions these theorems are trivial; 
to go the other way, the idea in both cases is to establish 
a correspondence between the abstract algebras (lattice or 
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ring) and the one dimensional sub-spaces of the linear 
spaces X, X, and then use the assumed isomorphism of the 
1 2 
algebraic system to induce an isomorphism of X and X . 
1 2 
A further fundamental result was obtained by Kakatuni and 
Mackey soon after: it is that X is isomorphic to a real (not 
necessarily separable or infinite dimensional) Hilbert space 
if one only knows that either the ring or the lattice admits 
an involutary anti-automorphism (or adjunction) which in the 
lattice (ring) corresponds to taking the orthogonal 
complement (adjoint operator) in the resulting Hilbert space 
(Kakatuni and Mackey 
completeness; in the 
[1944]) . 
lattice 
This theorem requires 
case it extends the 
Birkhoff-von Neumann theorem for the finite dimensional case 
that we discussed earlier, with the obvious modification 
that the Hilbert space nQrm is equivalent to the original 
norm on the space X. 
This theorem suggests a deep relationship between the 
adjoint operation and Hilbert space orthogonality, as also 
between the ring and lattice structures on X. First consider 
what is meant by an involutary anti-automorphism; on a 
lattice the fundamental structure is the partial ordering; 
an anti-automorphism reverses the partial ordering. 
Similarily in the case of a ring an anti-automorphism 
reverses the product operation. The additional assumption is 
• that aLA a = 0 (for the lattice) and that a a=O ~ a=O (for 
the ring). A. ring is a ring R (i.e. a set endowed with two 
composition laws a+b and ab distributive over each other) 
• • •• together with the map .: a ~ a satisfying (a+b) = a +b , 
• •• •• • (ab) =b a, a = a, with the condition a a=O ~ a=O. An 
othocomplement on a poset is a map satisfying a<b ~ bL <aL 
with the condition aAaL = O. Therefore the existence of 
either a • operation on a ring or of an orthocomplement on a 
lattice is enough to force a (real) Hilbert space 
isomorphism. 
In fact the ring of (continuous, linear) maps on a normed 
linear space X naturally defines a lattice which is 
isomorphic to the lattice of closed linearsubspaces of X. 
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For any subset R of ~ let RC be the set of right 
annihilators of R, RC= {ae~; ba=ID for beR}. If for a given R 
there is a set A S; ~ such that R=Ac then we say that R is 
closed. It is a simple matter to show that the set of all 
closed subsets of ~ is a complete lattice when partially 
ordered by set inclusion. The • operation automatically 
defines an orthocomplement on this lattice R 
(Kakatuni and Mackey [1944 Th.3]; the equality is meant in a 
set-theoretic sense. In fact it also follows that this 
lattice is orthomodular). It is then obvious that the 
• condition aa =10 '* a=1D means that there can be no element a 
·C in both R and R , so that their set-theoretic intersection 
must be zero, which is what the lattice condition amounts 
to. 
If ~ is the set of all continuous maps on X it is 
straightforward to show that any closed set in ~ can be 
C C .C defined by a single element of ~ (as a ) and that (a) = a 
• when a =a (i.e. when a is self-adjoint). If further a is 
idempotent (aa=a) then aC is given by D-a (if ~ has a unit 
0). Finally if aC~ be then b=ba so we can define the partial 
order independently of the underlying set theory for 
self-adjoint idempotents as a<b if ab=a (note that the 
relation ab=a is reflexive, antisymmetric, and transitive). 
In this way we can proceed more abstractly, if we forget 
about the defini t ion of the • ring as the set of all 
continuous linear maps on X. For an arbitrary • ring define 
f as the set of self-adjoint idempotents and define an 
order relation as a<b if and only if ab=a; with a~ as D-a 
one can deduce f is an orthocomplemented orthomodular poset. 
(""hic.h ""ay, "q..Ievel'~ -be iri"ia\) 
Any • ring gives such an ~ we have an immediate and very 
simple correspondance between special Segal models (i. e. 
those which can be imbedded in an associative algebra) with 
adjunction, and any lattice approach which postUlates that 
f is orthocomplemented and orthomodular. 
To deduce that f is complete, Kakatuni and Mackey used the 
fact that ~ was given as the ring of all (continuous, 
203 
linear) transformations on X (and it is only here that the 
fact that 'R is a ring is used). More recent ly it has been 
shown that one can dispense with this additional information 
about 'R and actually make do wi th an abstract semi group 
(that is with a single associative composition law); more 
precisely we need to pass from the set of right 
annihilators of some subset ~'R to an element in 'R. This can 
be done by the simple abstract postulate to this effect: for 
each ae'R there exists a self-adjoint idempotent e such that 
{be'R: ab=O } = e'R (i. e. the right annihilator of a equals 
the right ideal generated bye). If this is so 'R is called a 
Baire • semigroup. If further for every ~'R there exists an 
e such that RC= e'R we have precisely what we need to carry 
through the previous construction of a complete lattice; a 
Baire • semigroup with this property is called complete. 
The upshot of this discussion is that the ring of continuous 
linear transformations on a complete normed linear space, if 
a * ring, forces a Hilbert space isomorphism; also that if 
the lattice of subspaces admits an orthocomplement, the same 
conclusion follows. And that if one forgets about the 
underlying space X a * ring naturally defines an 
orthocomplemented orthomodular lattice (which may not be 
complete); and finally that one can even do this starting 
only from a * semigroup if only it is Baire (in the last 
two cases the lattice is complete ~ the semigroup or ring is 
complete in the sense defined above)l. 
1 
There is an extensive literature on the use of Baire * 
semi groups in the axiomatization of quantum theory. The 
fundamental theorem here is due to Foulis [1960]: every 
orthocomplemented orthomodular lattice generates a Baer * 
semi group which by the construction above defines a lattice 
isomorphic to the one we started from. But he also proved 
that we do not define a Baire * semi group uniquely in this 
way, because starting from the semi group, constructing the 
lattice, and then constructing the semi group, we do not have 
this isomorphism. The lattice does not determine the 
semi group completely. We also mention the 
expression of the postUlates of Baire * semi groups 




von Neumann projection postulate on the 





projects the state onto the subspace spanned by the 
properties that have been measured and renormalized to 
unity) exists and has many of the features of a Baire * 
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2.3.2.Digression: on infinite dimensional systems. 
Mackey and Kakatuni had developed a representation theorem 
for a real Banach space X given the existence of an 
involutary antiautomorphism on either the ring or lattice 
structure of X. Some four years later they considered the 
analogous situation in the complex case. Unlike the reals 
(which has only the identity), the complex field possesses a 
great many discontinuous automorphisms, either linear or 
anti 1 inear; but it has only two continuous ones, namely the 
identity or complex conjugation. Their result (Kakatuni and 
Mackey [1946]), that a transformation on X which carries 
closed subspaces of X into closed subspaces must be 
continuous as an automorphism on the complex number field, 
meant that the involutary anti-automorphism must be complex 
conjugation on the number field. 
This result depends critically on X being infinite 
dimensional, unlike every result which we have discussed so 
far. Moreover Kakatuni and Mackey presented counter-examples 
in the finite case. The dimensionality of X - in particular 
that in physics it is infinite-dimensional - derives from 
the assumption that dynamical variables can assume a 
continuum of values (this seems intuitively more obvious 
than that variables can assume arbitrarily large numbers of 
values, which has the same consequence). From a kinematic 
point of view, one could equally say that it derives from 
the assumption that spacetime is continuous or 
infinite. From the abstract point of view, it is a 
significant success that one can uniquely define the 
operation of complex conjugation - concretely defined on c~ 
to a simple, abstractly characterized map on the fundamental 
algebraic structure of a physical system. 
semi group. In particular the multiplication of the semi group 
is defined in terms of repeated condi tioning, or more 
specifically, compositions of maps on the set of states 6 
which have the action of the projection postUlate. 
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2.3.3. Origins of the GNS construction. 
We make the connection with the Segal theory if we observe 
that the ring of operators considered by Kakatuni and Mackey 
was actually a complete ring of operators in a certain 
topology on ~ itself (of course lifted from the topology on 
X, as the weakest topology such that the elements of ~ are 
continuous on X the weak dual topology or weak * 
topology). The fundamental idea of the Gel'fand, Naimark and 
Segal theory is to suppose that ~ is given as a normed 
topological space from the outset. Gel' fand and Segal had 
actually been investigating the relationships between 
locally compact groups and certain self-adjoint operator 
algebras; in particular Gel'fand and Rykov [1943] had shown 
that such a group has a complete set of strongly continuous 
irreducible unitary representation (a set of representations 
is called complete if there is no element except zero which 
is mapped into zero by every representation). The 
self-adjoint algebra in question possessed a natural linear 
space structure in addition to being a ring, which was 
inherited from its definition in terms of functionals on the 
group (rather than linear transformations; that is , linear 
maps to the reals or complex numbers). The I inear space 
structure of these number fields induces a linear space 
structure on the algebra. 
This is exactly what happens in the Mackey theory, where the 
states are functionals on the observables of the system. 
It applies equally to the Kakatuni-Mackey theory, that of 
course ~ can be considered a vector space as well as a ring 
by defining Aa(f) = a(Af), ae~, feX, with A in the division 
ring of X. (The fundamental difference between the GNS 
construction and the Kakatuni-Mackey theory is that one 
supposes the algebra to come equipped with a norm topology 
and not a weak topology; see also (2.3.6), (2.3.10»). 
We shall shortly develop this representation theory. For the 
moment we should mention the fundamental feature of this 
theory, that the representations obtained are in 
correspondence with the states on the algebra. Each state 
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canonically defines a Hilbert space and a representation of 
the algebra as a set of operators on that space. This fact 
is the central insight of the algebraic approach to quantum 
theory. It plays a fundamental rOle in our understanding of 
quantum field theory. 
2.3.4. The Segal theory. 
From the foregoing we find (Segal [1947a]) that an abstract 
algebraic system 'U, which is a • ring and a 1 inear vector 
space, complete in a norm topology, actually comes equipped 
wi th a complete representation theory if we are given a 
"large enough" set of states on U. We might even guess that 
the use of a norm topology rather than a weak topology will 
lead to a different, less straightforward relationship 
between the completion of the algebraic system and the 
completeness of the orthomodular lattice that we know will 
be defined by a • ring. Such an algebraic system is called a 
• • C -algebra (complex case) or R -algebra (real case). 
We have already discussed the Segal axiomatization. This 
work (Segal [1947b]) was written only partly to exhibit the 
• general Hilbert space isomorphism theory for a C -algebra. 
He was in fact able to make significant progress with the 
elaboration and interpretation of the more primitive 
algebraic structure of a Jordan algebra (with only the 
commutat i ve non-associative product), under the assumpt ion 
that it is complete in a norm topology. For such a system 
• is, in the associative case, an R -algebra. ", This is not, 
incidentally, as restrictive as it seems, for a 
non-associative algebra will always contain associative 
sub-algebras. To obtain the representation' theory in the 
general case one has to assume the Jordan algebra can be 
embedded in an associative algebra (i.e. that it is special) 
and that an adjunction exists on this algebra; Segal himself 
considered this step physically unmotivated. 
We also recall that Segal made no use of state at the axiom 
level despite its crucial r6le in his theory (and not only 
in the representation theory). That a proper exploitation of 
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the not ion of state along the lines of the Mackey theory 
• leads to a natural development of a C -algebra was first 
shown by Gerard Emch, in his booK "Algebraic Methods in 
Quantum Field Theory" [ 1972]. The following is a 
reformulated version of the Emch axiom scheme; our 
interptetation, however, is entirely different . 
• 2.3.5. Realist construction of a C -algebra. 
The basic philosophy of our approach is described in 
(2.2.1); we now effect a reconstruction of quantum theory 
from an algebraic standpoint, rather than on a 
geometric/probabilistic basis. 
The fundamental objects are once again a set of observables 
U, and a set of states 6; but instead of the action of the 
states that we had previously we shall speak of the measure, 
value, or possessed value of an observable in a given state: 
for any aeU, fe6 there is a real number f(a). For certain 
states U. e. in certain configurations of Q) we shall be 
able to think of these real numbers as the expectation 
values of certain observables, but only when we can prove 
that they may be interpreted in terms of the statistics of 
experimental outcomes. At the axiomatic stage we shall use 
the idea that they are possessed values to mot i vate the 
algebraic structure; when this interpretation is not 
possible we suppose the idea of a measure primitive, that 
is, as a parametrization of the algebra which describes the 
objective structure of the physical system Q. We suppose 
that further physical interpretation of the measure of an 
observable (when it is not a possessed value) should follow 
the develop~ment of a measurement theory. 
To fix ou,,", intuitions let me anticipate the ideas that 
follow from Section 3.5. If we consider a measurement 
process, n must include the measurement apparatus, a system 
of "sufficient ly many" degrees of freedom, for which a 
cetain class of observables (classical observables) have 
measures which always admits a probabil istic (ignorance or 
epistemic) interpretaton, and which are just the mean values 
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of the classical observable. The measures of microphysical 
systems ("observed" systems, or in our approach microscopic 
sUb-systems of n> are correlated to the measures of the 
classical observables. In this way they themselves become 
susceptible to a probabilistic interpretation. 
At this stage we only make the following assumption; we 
suppose that 'lL has a unit such that for all f in 6, 
f(O)=l. We can look on this as a normalization condition on 
the states or as a definition of a unit; if the former, we 
justify this assumption on the grounds that we can always 
construct non-normal ized states at a later stage if the 
physical interpretation requires them. 
The fundamental difference between the Mackey theory and the 
Segal-Emch axiomatization is that we lose the input that a 
state and an observable together determine a measure over 
the Borel algebra of the reals. With it we also lose the 
technique for generating functions of the observables 
(determined as observables with values in the inverse 
functions of Borel sets of ~). The algebraic postulates are 
not an abstract general ization of classical measure theory 
(although they do yield a measure theory in the classical 
• case, when the algebra is associative or the C -algebra in 
which it is embedded is commutative). 
For all that, the real numbers play a crucial rOle in the 
construction; in particular, when we can think of them as 
possessed values of the observables. This idea is so useful 
that we build it into our postulates as follows: for every 
observable ae'lL there exists a set of states 6 (called the 
a 
disperSion-free states of a) such that for each fe6, f(a) 
a 
is the possessed value of a in the state f. This warrants a 
functional calculus: an is that observable with possessed 
th 
val ues equal to the n power of the possessed values of a. 
To do this (as also to introduce the linear space structure) 
we need as in the Mackey theory a postulate of parsimony, 
such that knowing the measures of all observables is enough 
to define a state, and knowing the measures provided by all 
the states is enough to define an observable. Because of our 
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interest in the dispersion free states of an observable aeti 
or a set of observables '!} S; 'U. (denote 6'!}) we want to know 
when we can define an observable by proper subsets of 6; 
accordingly we say that a subset J ~ 6 is full with respect 
to a set of observables when the algebraic relationships 
between measure-assignments of states in J on this set then 
determine the algebraic structure of this set. 
Equivalently, that these algebraic relationships then hold 
for all states in 6 (which is of course a full set of states 
by assumption). 
We can express these ideas concisely if we assume that the 
algebraic structure is completely determined by the natural 
partial ordering a>b ~ f(a)~ f(b) for all f e6. By parsimony 
we demand f(a) = f(b) for all fe6 ~ a = b; a set of states 
J~6 is full with respect to a set of observables '!}~ti if 
f(a)~ f(b) for all feJ ~ a<b , a,be'!}. 
We are most particularly interested in the possibility that 
a dispersion-free set of states (for some set '!}~ti) is full 
for some (possibly distinct) set 13~'U. We naturally assume 
that this is so when 13~,!} for a sufficiently large set of 
dispersion-free states. We obviously need something like a 
"maximal" set of dispersion-free states. We formulate this 
idea as follows: a set of states J ~6 is called complete if 
it is full for every observable for which all the states in 
J are dispersion-free. In other words, to be complete, a set 
of states must determine the algebraic structure of all the 
observables which have possessed values when described by 
any state in this set. We then say that J is definite (or 
value-definite) for this set of observables (or any proper 
subset; note that if J is definite it is certainly 
complete). Is the set of all dispersion free states of any 
observable complete? We make this a postUlate. If further 
gi ven two observables a, be'll the set of dispersion free 
states which they have in common is complete, we say that a 
and b are compatible. 
It is obvious from this definition that a compatible set of 
observables has an algebraic structure identical to that of 
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the real numbers. The algebraic combinations of the 
possessed values define algebraic combinations of the 
observables. ~e can immediately obtain in this way a 
commutative distributive algebra. For each observable we 
have a functional calculus, that is for each integer nand 
observable a there must exist an observable an such that 
f(an) = (f(a»n for every f in 6, and this is enough to 
a 
define an uniquely. Incidentally, it is now obvious that the 
states in 6 must be positive maps on U, because if they are 
maps to the reals, f(a2)~O for every feEi and hence for 
a 
every f in Ei. 
To define the vector space structure for observables which 
are not compat i ble we proceed as in in the Mackey theory: 
for any a, beU there must exist a+beU such that 






, equality only obtaining when a and b are 
compatible). We are not looking for an algebra on the set_of 
idempotents; there is no constraint on the sum operation as 
appl ied in the Mackey theory at this stage. For the same 
reason we can immediately define scalar multiplication in 
the obvious way: Aa is that observable such that f(Aa)=Af(a) 
for every f in 6 . 
a 
We also note that the states are now automatically linear on 
U, so that in full from the idea that they are maps to the 
reals and from the idea that they define the algebraic 
structure of observables by the algebra of possessed values 
we conclude that they must be positive linear maps on U2 . 
2 
Primas has declared that the principle weakness of the 
algebraic approach is that states are assumed sui generis 
linear functlonals, that this approach makes tacit 
assumption of a statistical ensemble interpretation (Primas 





only if one 







linear on pairwise disjoint properties 
general case. 
an algebraic structure 
This is what happens in 
a genuine achievement of 
guarentees that states 
must be linear in the 
In the present approach, the objection of Primas finds no 
purchase. 
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The foregoing g1 ves us a commutat i ve Jordan product aob = 
!((a+b)2_a2_b2); the question arises as to whether this 
2 
product 1s distributive over + and scalar mul tiplication. 
According to our general methodology since it is 
distributive over a compatible set of observables (and no 
undue restriction is involved) we assume this is generally 
the case. 
There remains the topological structure of '11. There is a 
natural candidate for a norm of an observable. namely the 
supremum of its possessed values (we could equally assume it 
is the supremum of its measures; the two are the same). In 
this way one has a natural norm topology. hence '11 is a 
metric space. 
At this point the question: are we to consider only finite 
observables (i.e. bounded in norm). or are we to admit the 
possibility that an observable has infinite possessed 
values? This is a question to which an operational 
philosophy supplies the clear specification that we exclude 
the latter; if observables correspond to laboratory 
operations. and "obviously" no laboratory operation can ever 
measure an infinite quantity. every observable must have 
fini te norm. 
Despi te its apparent plaus i bil ity. this argument does not 
stand scrutiny. Is the question of whether or not spacetime 
is infinite an empirical one? The answer is surely 
affirmative. subject to the usual equivocation on the 
inductive under-support of theoretical statements. Certainly 
physicists regard the question as empirically meaningful. at 
least in the context of General Relativity. And of course it 
will be laboratory experiments that will decide the issue. 
Neither can one say that a physical system n is not the sort 
of thing which includes spacetime (the predominance of 
kinematics. particularly in the relativistic case. is such 
that most of quantum theory is about systems defined 
entirely in terms of their spacetime properties). 
On a realist basis one must admit the possibil ity that 
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observables have lnflni te norm; but one can, as a 
convention, attempt to construct a fundamental theory which 
deals only with bounded observables, because one can always 
construct an unbounded observables from bounded ones, once 
one has a representation theory, by appropriate restriction 
of the domain of definit ion. With this conventional 
phi losophy we henceforward suppose that the elements of 'U 
are bounded. We also assume that 'U is complete in norm. 
This postulate is partly conventional; as Segal remarked 
([1947b p.932]) it is largely a matter of convenience, and 
were it not complete, we could complete the algebra at a 
later stage. The situation is similar to that for the real 
numbers: completion allows us to treat infinite sequences 
which converge and are Cauchy as elements in the algebra. 
For all that, there is an important difference, namely that 
there are other natural topologies that we can define on 'U 
(al though they are not in general metric topologies). The 
choice of topology also has physical significance (the 
question is: what sorts of limit points are we to define in 
'U, and with what utility in physical applications?) Of 
course, a metric topology is in intuitive terms very natural 
(and one can think of convergence in terms of the Cauchy 
property); it is not so clear that the limit points 
introduced by the postulate of orthocompleteness or 
IT-completeness are "approximated by" elements in the algebra 
(see also (3.3.6)). 
We therefore proceed pragmatically; the "correct" choice of 
topology (with respect to which we complete 'U) is to be 
decided by applications and phenomenology. The norm topology 
is, however, very nat ural in the present context; it has 
also an immediate pay-off: the states on 'U are precisely the 
normalized DOsitive linear continuous functionals on 'U. That ~',bV~ 
is, anY/linear functional on 'U is automatically continuous 
in this topology. 
We list our assumptions: 
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The Segal model 
51. For every physical system Q there exists ~ set of states 
COi\\:"~,(\\~g the \Jt\i~ a",," "'2e.t"O, 
6 and a set of observables 'I1fsuCh that 6 ~ f: '11 ~ IR, a"c( f(I): \ .. 
52.6 is full for '11. 
53. For each observable a e'U and 
real number ;\ there exists the observable ;\a e'l1 such that 
f(;\a)=;\f(a) for all f e6. For any pair a,be'U there exists 
a+be'U such that f(a+b) = f(a)+f(b) for all f e6. 
54. For every ae'U 6 is complete. 
a 
55. For every ae'U and integer n there exists ane'U such that 
f(an)=(f(a))n for all fe6. 
57.'11 is distributive. 
58.'11 is complete in the norm lIall = sup {f(a)}. 
re6 
It is a straightforward matter to verify that 
the structure of '11 defined above satisfies the postulates 
1,2,3,4,5,6 (weakened) ,7, of Emch [1972]. Accordingly we may 
use his Th.7 [1972 p.54] to prove the metric postulates 
2,3,4,5 of Segal [1947b] (this theorem uses the weakened 
form of Emch's postulate 6). Consequently '11,6 satisfying 
51-57 above also satisfies all of Segal's postulates; '11 is 
therefore a Segal algebra. It is also a (distributive) 
r-number algebra (in fact '11 as defined by postulates 51-56 
already satisfies the postulates of the Jordan, von Neumann 
and Wigner theory). 
We call '11, 6, satisfying 51-58 a Segal model. We do not yet 
• have a C -algebra. A Segal model is, we maintain, the 
natural framework for the description of a set of physical 
qualities, which correspond to the elements of '11, in terms 
of their measures (defined by the states on '11), so that the 
algebraic relationships between these measures are, in the 
dispersion-free case, mirrored in the algebraic 
relationships between the elements of '11. In this way we may 
consider the Segal model a natural weakening of the 
classical realist intuition, that physical qualities may be 
associated with real numbers and the algebraic relationships 
between these real numbers is mirrored in the algebraic 
relationships between these physical qualities. On this 
philosophy, it is plausible that if physical qualities may 
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be associated with complex numbers then a corresponding 
weakening of the classical realist scheme will lead directly 
3 to a complex version of the Segal model . 
I shall not proceed in this way, however, but simply make 
the natural assumptions that follow if the Segal model is 
to be considered a real algebra imbedded in a complex 
algebra A. We suppose that A is a complex algebra, in the 
sense that it is an abstract set which is a complex linear 
vector space with product distributive, associative, but not 
necessarily commutative, equipped with an adjunction •. We 
suppose U is embedded in A, in precisely the same way that 
the reals are imbedded in the complex numbers. This 
motivates the assumptions that U is the set of elements in A 
• • such that a = a, aeA and that if a a = 0 then a = O. We 
also require that the Jordan product aob in U is given by 
1/2 (ab+ba) (where ab is the product in A) when a, b are 
considered elements of A (i.e. that U is special). A Segal 
model sat isfying these additional requirements we call a 
fundamental model. In full it must satisfy the postulates: 
The fundamental model 
Fl. u,e is a Segal model. 
F2. U is special; it is embedded in a complex • algebra A 
such that aob = ~(ab+ba). 
2 • 
F3. U = {a; aeA, a = a} . 
• F4. If a a = 0 then a = O. 
We note that a model u,e satisfying the axioms 51-58 with 
the exception of 57 and alsoF2-F4 is automatically 
distributive (that is, 57 can be dropped). For a e A we may 
3 
Is this a radical step? Undoubtedly from a mathematical 
point of 
I nnovat Ions 
view; this programme would 
(which Is why I do 
require considerable 
not attempt It). 
Philosophically, one must face up to the question 
reality of complex numbers. In OFT one deals with 
fields which are Intrinsically complex, where this 
structure relates directly to empirical phenomena 






good reason for excluding complex structures from our 
ontology. 
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+ +. + + 
write a = a + ia with a- = a- (i.e. a-E U) and define for 
+ -
arbitrary f E 6 , f(a) = f(a ) + if(a ). In this way one has 
a straightforward transport of structure from U to A. 6 is 
full on A and A is complete in the norm lIall 2 = SU~ {f(a-a)}. 
_ fECI 
It follows that A is an (abstract) C -algebra, and the 
self-adjoint elements of A are the elements of U. Since a 
fundamental model automatically implies the existence of 
the model A,6, we shall on occasion refer to this too as a 
fundamental model. 
There are a variety of ways in which one might hope to 
introduce A in a more natural way; by introducing an 
orthocomplement in U and exploiting the Kakatuni-Mackey 
theory, by finding some natural condition on U,6 so that it 
is automatically special (i.e. an infinite-dimensional 
analogue of the result of von Neumann et aL), or by 
proceeding directly from a complex version of our 
construction of the Segal model. On an intuitive basis, 
however, the construction above appears entirely 
satisfactory. 
2.3.6. Connection with lattice theory. 
At this stage we also establish points of contact between 
the foregoing and the Mackey theory. It is obvious that for 
a compat i ble set of observables the algebra of possessed 
val ues is associative; also it follows from our definition 
of compatibility that a compatible set of observables can 
always be enlarged to a (compatible) sub-algebra of U, that 
is, the algebra that it generates is also compatible. We 
conclude that a compatible sub-algebra of U is associative. 
We shall short ly see that a represent at ion theory for the 
associative case (which does not require any additional 
postUlates to those above) gives every such algebra a 
concrete realization as a classical theory. We therefore 
expect that associativity is the algebraic analogue of 
distributivity in the Mackey theory. If we temporarily make 
this assumption, namely that a sufficient condition for a 
set of observables to be compat i ble is that the algebra 
which they generate is associative, and defining properties 
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in ~ as idempotents in ~, we have that for any two 
4 properties a,b in ~ the following are equivalent: 
(i) a and b are compatible. 
(ii) the subalgebra generated by a,b is associative. 
(iii)the lattice generated by a,b is distributive. 
(iv) The associator {a,c,b} = 0 for all ce~. 
It is also a simple result (Emch [1972 Th.12 p.67]) that for 
two properties a,be~ a<b implies that a and b are 
compatible. The poset defined by the idempotents in ~ is 
therefore orthomodular. It is not however in general 
orthocomplete; that is, although one can prove that a 
sequence of pairwise disjoint properties is compatible, and 
that the completion in norm of the algebra generated by such 
a set is compatible, this completion does not require that 
countable sums of the form ~ a exist in ~(unless one shows 
1 1 
that the limit ~ f(a ) exists and that the 
1 1 
sequence f(a.) is 
1 
Cauchy). This point is intimately related to the failure of 
Gleason's theorem for a Segal model, in parallel to the fact 
that one does not require the states to be countably 
addi ti ve on (pairwise disjoint) sequences of properties in 
~. 
This point cannot be emphasised too strongly: the 
fundamental difference between lattice and algebraic methods 
resides in the difference between the way these spaces are 
completed. In the lattice theory, without any appeal to the 
notion of state, completion can only be defined 
algebraically and all the burden is thrown on the 
interpretation of the lattice operat ions; if one uses the 
notion of state, one can define various completions (in 
terms of a variety of topologies that one can then define on 
~), in one of two ways: first, by continuity requirements of 
the action of the states on ~,' or more directly, from the 
intuitive notion of "approximation" (i. e. convergence; this 
is what we have done, it is particularly easy with a metric 
4 
Emch made the assumptions 
structure axioms 6 and B 
impl1es ~ 1s distribut1ve, 
make ~ a Segal algebra .. 
(1) '* (iv) 
respectively. 





(11) '* (1) his 
first of these 
1 s requi red to 
topology). One can define a topology on 'U wi th respect to 
which the Segal model becomes a Mackey model (Plymen 
[1968a]) or a Piron model (Plymen [1968b]; for this one 
needs a weak (operator) topology on 'U (which can be defined 
in an abstract, but not very perspicuous, way). If 'U is 
first countable (this is not always trues) one just 
completes in this topology. More generally, one must choose 
a slightly smaller space (essentially complete only for 
sequences; see (3.3.10)). It should be noted that we did not 
make use of the purely algebraic correspondence between a • 
ring and a lattice discussed in (2.3.1); having the concept 
of state we can define the partial ordering on the 
idempotents in 'U in the usual way rather than first 
imbedding 'U in an associative • algebra (to get a • ring) 
and then using the relation ab=a. The two methods agree, of 
course (but for the reasons just discussed we do not get a 
complete lattice). 
2.3.7. On the notion of state. 
Although the set of states 6 started life as the set of all 
maps from 'U to the reals, normalized to unity, because we 
defined the algebraic structure of 'U in terms of these 
measures as also the norm we automat ically find that 6 is 
the set of all normalized continuous positive linear maps 
from 'U to ~. We now define pure states in 6, denote 6P • 
We do this as in the Mackey theory, except that we do not 
need to pos it that 6 is a convex space because gi ven a 
sequence A of positive real numbers whose sum is unity the 
1 
map ~ A f is automatically a state if each f is a state. 
1 1 1 1 
fe6 is then pure if it cannot be written as a convex sum. 
The sort of question that then presents itself is how big 
does a set of observables have to be before a state which is 
dispersion-free on this set must be pure; unfortunately we 






metrIc space 1s always f1rst cotmtable; 
system 1t 1s f1rst cotmtable. 
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so 1f 'U 
follow that for any observable and for any of its possessed 
values there is a pure state which is dispersion-free for 
that observable and which assigns it that possessed value 
(Emch [1972 Th 11 p.64]). 
It is also a fundamental result that 6P is full for U (Segal 
[1947a Th 2 p.938]). Therefore the pure states in 6 already 
determine the entire structure of U. This situation is 
satisfactory; if we think of states as a way of 
parametrizing a physical model n, then it is natural that 
it should be possible to characterize n in terms of weighted 
averages over possessed values and measures, but one would 
hope that this technique plays no essential role in the 
postulates of the theory. 
Incidentally, Segal's postulates made no reference to 
states. But he was able to prove an existence theorem to the 
effect that there must exist a full set of pure positive 
linear functionals on U (hence a full set of pure states), 
that is, he showed that given any two observables a,b E~ one 
can construct such a map f with f(a)~f(b). 
The fundamental fact of the Segal theory and the GNS 
represent at ion theory is that not all states of 6 can be 
represented as density matrices on a single irreducible 
Hilbert space, even in the most favorable case (when Q is an 
elementary system, in the group-theoretic sense). Physically 
there are for example pure states which assign a real number 
to (bounded functions of) the position and momentum 
operators. If one thinks of pure states as the "wave 
functions" of Q in the present approach there exist 
"eigenfunctions" of the position and momentum operators. 
From a realist point of view this is very satisfactory. 
The failure of Gleason's theorem ramifies through the GNS 
construction to a really very profound and radically new 
idea; it is that one must deal with a number of different 
representations of one and the same physical system. Very 
often it is possible to single out an essentially unique 
representation on the basis of further physical assumptions 
(a mi 19 cont inui ty requirement is enough for systems of 
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fini te number of degrees of freedom), but in the infin:. 
case this choice is a much more difficult question. It i 
particularly problematic when a quantum field is described 
in a thermodynamic limit or defined on a non-trivial 
spacetime manifold. Of course one cannot evade the problem 
by renouncing the algebraic approach; on the contrary it is 
only the algebraic approach which gives any real leverage on 
these problems, which present themselves anyway. Since the 
thermodynamic limit defines a classical limit and is 
intimately related to the measurement problem, and since it 
is of interest to establish the generality of the particle 
interpretation of a quantum field, these ideas are explored 
at length in the following. 
2.3.8. Representation theory and the GNS construction. 
It is essential to at least heuristically understand the 
basic ideas of the GNS construction. 
First, a Segal model already comes equipped with a 
representation theorem when the algebra is associative (it 
is then an R*-algebra6 with adjunction given by the 
identity; since a Segal algebra is anyway commutative every 
automorphism is an anti-automorphism also). Since any 
observable generates a one-dimensional associative Segal 
algebra we at once have a spectral theory. This is now the 
standard way to prove the spectral theorem for self-adjoint 
operators on a Hilbert space. 
Theorem 2.3.1. 
Every associative Segal algebra U is isomorphic 
(algebraically and metrically) with the algebra [(X) of all 
real-val ued, cont inuous funct ions g on a compact Haussdorf 
space X (with the obvious algebra of addition, scalar 
multiplication and powers of a function). The norm is then 
II gil = sUxP g(x) , and every state X in 6 has the form X(g)= 
XE 
6 
* That is, satisfying all the propert i es of a C -algebra 
except that it is vector space over the reals rather than 
the complex numbers. 
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Jg(x)d/l (x) where /l 1s a regular Borel measure on X suct. 
X X X 
that /l (X)=!. Conversely, every such measure generates in 
X 
this way a state in 6. When xe6 is pure /l (x)=8(p-x), where 
X 
p is a point in X and 8 is the step function (alternatively 
X(g) = g(p) or d/l(x) = ~(x-p)dx). (Proof; Segal [1947a]). 
We see that in the associative case we indeed find that 
states are measures, in the technical sense, despite the 
fact that our postUlates do not require u-additivity 
(essentially by application of the Riesz-Markov theorem 
which asserts that every posit i ve linear functional X on 
[ (X) (continuous functions on X with compact support) there 
o 
corresponds a unique regular Borel measure /l such that X(g) 
is given as above). It is, incidentally, clear that every 
pure state is dispersion-free for every observable in ~. 
When ~ is the one-dimensional subspace generated by a single 
observable a we see that X is the set of possessed values; 
it is usually denoted u and is called the spectrum of a. We 
a 
also recall that the spectrum of a bounded operator is 
al ways compact. 
This representation theorem is an application of the GNS 
theory to the associative case. In the non-associative case, 
we must assume that ~ is a fundamental mode1 7 . Suppose then 
• that ~ is embedded in a C -algebra A. The GNS construction 
then leads to the following representation theorem; for each 
7 
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a real Hilbert 
we may exploit the results obtained in 
consideration of the three-fold ambiguity of the Piron 
representation theorem (2.1.5). In this context Stueckelberg 
et al [l960],[1961a,b],[1962] have shown that one may always 
introduce a complex structure on such a real linear space to 
obtain the conventional quantum mechanics. We shall do 
something essentially equivalent in Section 3.4 but I do not 
attempt a detailed comparison with this work. Mention should 
also be made of a result of Emch [1972], that no uncertainty 
relationships are possible for operators on a real Hilbert 
space. 
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state f in 6 there exists a canonical representation n of 
f 
A as a sub-algebra of the set B(~) of all bounded operators 
on a complex Hilbert space ~. U is isomorphic to the 
self-adjoint operators in this sub-algebra. 
First, recall some definitions; a map n: A ~ BOf) is a 
representation if n(Aa+~b)=An(a)+~n(b), n(ab)=n(a)n(b), and 
• • n(a )=(n(a» (that is, it preserves the algebraic structure 
of A, hence U). It is faithful if its kernal is ([). A 
representation n is cyclic if there exists a vector ~ elf 
such that the linear manifold n(A)~ is dense in ~ in the 
norm topology on If. It is irreducible if the only subspace 
of If stable (i. e. invariant) under n( A) is 0 and 1t We can 
now state the central theorem of the representation theory 
in more detai 1: 
GNS Construction 
• Let A be a C algebra, and let f be a state on A. Then 
there exists a complex Hilbert space 1f with inner product 
f 
<. , . >, and a representation n of A in B(lf ) with cyclic 
f f 
vector ~ such that f(a)= <~, n (a)~> for all ae A. Every 
f 
representation of A can be obtained in this way. Further, 
if f is pure then n is irreducible. 
f 
What is involved in the GNS construction is that the 
Hilbert space If is constructed as the completion of a 
f 
certain quotient space of A itself, by means of a state f 
on A (which state we say generates the representation). The 
quotient space is defined as the space of equivalence 
• classes a !;,",A, where a, b are in a if fCc (a-b) )=0 for all 
f f 
ceA (that is, if a and b differ by an element in the left 
ideal of f , which is easily seen to be a linear subspace of 
A). 
The essential point is that the set of all these equivalence 
classes is itself a linear vector space with the 
• non-degenerate inner product <af' b? = f(afbf ) (which is 
obviously sesquilinear since • is an anti-isomorphism on ~). 
This space, denote If , is therefore pre-Hilbert. Completing 
f 
in norm, we then define the action of beA as ba = (ba) 
f f 
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(this deflnl tion is independent of the particular a in a 
f 
that we use). It is now obvious that the vector D in H is 
f f 
cyclic, because aD =(aD) =a so 
f f f 
D yields every vector in the 
f 




that A applied to the-vector 
pre-Hilbert space; obviously 
so that this set is dense in 
2.3.9.The equivalence of representations. 
From the GNS construction we obtain a large class of 
representations; too large, it might seem, since there is a 
representation n for each state f in 6. The first task is 
f 
to establish the pass i ble equivalences amongst these 
representations. 
To begin with note that every vector ~ in a representation n 
determines a state f ~ on A as the map A ~ [; given by 
<~, n(a)~>. It is easy to show that this representation is 
then unitarily equivalent to the representation nf when ~ is ~ 
cycl ic; that is there exists an isomorphism U: H ~ Hf ' ~ 
means that given two representations • -1 Wl th nf = Unu . This ~ 
n,n', if there is a cyclic vector in each which define the 
same state on sA. then these representat ions are unitarily 
equivalent. In an irreducible representation every vector is 
cycl ic; in this case if any vector in H coincides with a 
vector in H' (in the sense that they define the same state 
on sA.) then these represent at ions are uni tari ly equi valent. 
Therefore the states associated with inequivalent 
irreducible representations belong to disjoint subsets of 6. 
(From now on we shall think of a vector state ~ defined by a 
representation also as a state in 6; that is, we shall not 
distinguish f~ from ~, and use the same symbol ~ for both. ) 
We formalize these ideas as follows. We denote by b the set 
n 
of all vector states of a representation n (note that this 
includes states given as density matrices on H ; if we need 
n 
the distinction between pure states and impure states we 




); from the foregoing b
n 
can be looked on as a 
f 
223 
subset of 6. Given two cyclic representations n,n' and any 
two cyclic vectors ~,~' in H,H' respectively then the 
following three conditions are equivalent: 
( i) ~ e ~ , ; ~'e ~ 
n n 
(ii) n and n' are ~~~~~-equivalent. 
(1 11) ~n = ~n' • 
Despite this theorem there can still be a very large number 
of inequivalent irreducible representations. When A is given 
• as the concrete C -algebra B(H) on some fixed Hilbert space 
H, although every vector state is cyclic so that the 
representations generated by the vectors of H are all 
uni tari ly equivalent, there are st ill many states on B( H) 
which are not contained in any ~~, wi th ~H. There are 
c 
actually 2 of them, where c is the cardinal i ty of the 
continuum, and those are just the irreducible ones. 
None of them are faithful, however (the set of all compact 
operators in B(H) lies in the kernal of all of them 
(Kadison [1967 p.Sl]); equivalently any state on B(H) which 
is not a vector state assigns zero measure to every compact 
operator). A fundamental feature of the algebraic approach 
is that in more physical examples one actually deals with an 
algebra A which is smaller than B(H) (not every self-adjoint 
bounded operator is an observable). In that case there are 
inequivalent irreducible faithful representations. 
One of the chief mot i vat ions for the applicat ion of these 
methods in quantum field theory was the hope that one might 
find some other characterisation of equivalence by which 
(at least in physically important cases) all these different 
representations can be subsumed. (As we have already 
remarked the existence of inequivalent representations 
automatically presents itself in QFT on independent 
grounds. ) 
This hope arose as a result of a theorem due to Fell [1960] 
• who showed that for a C -algebra A which is a sub-algebra 
of B(H) one can nevertheless approximate any state on A by a 
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8 
sequence (more properly a net) of vector states in 1t Of 
course this approximation is not convergence in norm (for 
then the state approximated would lie in ~); it is 
convergence in the weak • topology. We earlier made passing 
reference to this topology; let us consider it in more 
detai 1. 
Consider a topological linear space R and consider its dual, 
* R , the set of all continuous linear maps to the reals. Then 
* • the elements of R are also linear maps on R (R has the 
obvious linear space structure (f+Ag) (a)=f(a)+Ag(a». The 
weak * topology is the weakest topology with respect to 
* which all these maps are continuous. And equally, R is 
closed with respect to this topology if it contains all 
continuous linear functionals on R (and it is the weakest 
• topology with this property). When R is a C -algebra there 
* is an obvious connection between the set of states 6 and R 
(namely that 6 is the set of all normalized positive 
* elements in R); 6 is therefore closed in the weak * 
topology (this fact is used in the proof that the set of 
pure states is full on U). The set of states Q defined by a 
1[ 
representation 1[ is, on the other hand, closed in the norm 
topology (a stronger topology.) It is now obvious why 6 is 
larger than Q in general; limit points in the weaker 
1[ 
topology will not be limit points in the stronger topology. 
The theorem of Fell above amounts to the fact that when A is 
a sub-algebra of B(~) the states given by ~ is large enough 
such that its weak * closure is 6. We would 1 ike to free 
this result from its dependence on ~; this can be done and 
one finds that if 1[ is a faithful representation of a 
• C -algebra then the weak • closure of Q equals 6 (Emch 
1[ 
[1972 Th 7 p. 107]). If one bears in mind that there are 
physically significant algebras (for example the algebra of 
the canonical anticommutator relationships) which are simple 
(no two-sided closed proper ideals) and that the ker~l of a 
8 
The distinction is related to the question of whether or 
not the algebra is first countable. We shall not go into 
the details (see, e.g. Choquet [1969 Sec 4] ) . 
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representation is always such an ideal one sees that in 
these cases every state can be approximated by a sequence of 
states in any non-zero representat ion. More generally one 
might argue that non-faithful representations have no 
fundamental significance. In this way one obtains a kind of 
uniqueness theorem. 
Representat ions in which the weak * closure of the vector 
states coincide are called weakly equivalent. Because of the 
operationalist 
below) they are 
soon to become 
interpretation of weak * convergence (see 
also called physically equivalent. It was 
clear that "physically equivalent" but 
unitarily inequivalent representations do have physical 
applications, so this terminology is not very fortunate. The 
initial hope that it is sufficient, in physics, to deal with 
weakly equivalent represent at ions has therefore been 
frustrated. 
Nevertheless, it is possible to give an operational 
interpretation of weak * convergence: this follows from the 
observation that the weak * topology has a basis of 
neighbourhoods obtained by considering all sets of the form 
N(f,~,£} = {ge6; f(a}-g(a} < £ for all ae~} where ~ is a 
fini te subset of A (or of 'U). This means that weak * 
convergence of a sequence {f } of states on a state f takes 
1 
the form: given any f ini te set of observables ~, and any 
£>0, there exists an integer n(~,£} such that f (a}-f(a) ~ 
1 
£ for every i~ n(~, £} and for every ae~. In operational 
terms one can motivate the use of this approximation in 
terms of the limitations of laboratory experiments; since 
one can only measure a finite number of observables it is 
always sufficient, from a phenomenological point of view, to 
limit oneself to a finite set of observables in the use of 
approximations. 
We shall return to these ideas in Section 3.5; they play an 
important rOle in the measurement theory that is there 
developed. For the moment we anticipate that material and 
state that the key issue is that of perspicuity or 
convenience. Whilst it may be true that in any (faithful) 
226 
representation there will be a vector state which, from the 
point of view of any conceivable experiment or set of 
experiments conducted rn finite times, wi 11 accurately 
deescribe [} to any required accuracy, it does not at' all 
follow that such a state will present itself in a 
straightforward way or that we can determine the measures or 
possessed values of the observables that we are interested 
in. Depending on the phenomenology that we wish to describe 
it may be that a different represent at ion wi 11 be better 
fitted to this end. 
2.3.10. Von Neumann algebras. 
The foregoing has an intimate relationship to the theory 
of von Neumann algebras; in the weak * topology we have 
something very like the weak operator topology that von 
Neumann introduced in 1936 and in his subsequent 
collaboration with Murray. 
• Let R be a representation of a C -algebra; we denote by 
R(A)' the commutant of R(A), that is the subset of BUO 
which commutes with all elements in R(A) (so that elements 
in the commutant need not necessari ly be in R(A)). The 
bicolllDUtant R(A)" is the commutant of R(A)' (so that the 
same caution applies). A von Neumann algebra A is a 
sub-algebra of B(1{) such that A =A". As one might expect, 
• there is a way of associating every C -algebra with a von 
Neumann algebra (thus freeing it from any particular choice 
of Hilbert space). We shall come on to this in a moment. 
Note that if a representation R is irreducible then R(A)' is 
trivial (0 and 0 alone) so its bicommutant is always B(1{ ). 
R 
One of the most important properties of a von Neumann 
algebra is that it is generated by its projections, in the 
sense that A=f". For this reason the classification of von 
Neumann algebras proceeds from their associated projection 
lattices. This is related to the topology of a von Neumann 
algebra; whilst it is indeed closed in the norm topology (so 
• in particular it is a C -algebra) it is also closed in a 
number of weaker topologies (the von Neumann density 
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theorem). To see what is involved, we need to define two of 
them. The ultraweak topology is the weakest topology for 
which the maps 
2 
- B ~ 1: <4> ,BI/I > are continuous (with 
1 1 J 
1:114>11 finite.) The ul trastrong topology is the weakest 
topology for which the maps B ~ 1: BI/I e U are 
1 1 
continuous (relative to the norm topology on U). Both are 
weaker than the norm topology, and a von Neumann algebra is 
closed with respect to both of these topologies. Closure 
with respect to the ultraweak topology is equivalent to the 
"sequential weak closure" used by Plymen and Davies in their 
• construction of 1: -algebras; the following includes a 
Hilbert space version of the basic fact used by Plymen that 
we referred to in (2.3.6). 
Let A be a von Neumann algebra which is a sub-algebra of 
B(U); for any state f in 6 the following conditions are 
equivalent: 
(i)f is continuous on A, the latter being equipped with the 
ultraweak topology. 
(ii)f is continuous on A, the latter being equipped with the 
ultrastrong topology. 
(iiUThere exist {4> },{I/I} with 1: 114> 112 , 1: 111/1112, finite, 
1 J 1 1 J 1 
4> ,1/1 eU, such that f(a) = 1: <4> ,al/l > for every aeA. 
1 J Iii 
(iv) f(1: p) = 1: f(p) for every family {p} of mutually 
1 1 Ii
disjoint projections in A. 
(For proof see Emch [1972 p.118]; a state on a von Neumann 
algebra which sat isfies anyone of these cont i nui ty 
conditions is called normal). 
Condition (iv) is a mild strengthening of the familiar 
requirement that the states be countably addi tive on the 
projection lattice (when U is separable every family of 
mutually orthogonal projections is countable). In the 
separable case, when A = B(U), the relationship (iii) # (iv) 
is Gleason's theorem. It is now obvious why Gleason's 
• theorem does not hold for a general C -algebra; the stronger 
the topology on the domain of the states, the less 
constrained the maps become through the requirement of 
continuity, because there are fewer sequences of observables 
on which they have to converge. The norm topology on a 
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• C -algebra is so strong that the states are relatively wild. 
The universal enveloping von Neumann algebra A" of a 
• general C -algebra A is defined in a completely intrinsic 
way, in contrast to the foregoing. Essentially we take the 
GNS representation of every state and paste them all 
together; that is we form ~ @ X and define n:A --7B(X) by 
f feG 
the requirement that for each aeA n(a) is that element of 
B(X) which induces n (a) on X. If we now form the algebra 
f f 
n(A)" we know that it is von Neumann; by construction it is 
fai thful. It is also clear by construction that to every 
state feG there is a vector state in X; conversely every 
vector state in X is a state in G (since n is faithful). We 
conclude that G=n ; in other words, the normal states of the 
n • 
uni versal enveloping von Neumann algebra of a C -algebra 
exhaust all the states in G. 
This result is important. It tells us that there - always 
• exists a representation of a C -algebra in which every state 
is given as a vector state. In this way the standard 
assumptions of quantum theory are secure, viz, that for 
every physical system Q there is a set of self-adjoint 
operators acting on a Hilbert space, and every state is 
normal. The trouble is, the space is so very large, and so 
highly reducible. There is no question of making this 
representation concrete. 
We shall describe the classification theory of von Neumann 
algebras in (2.4.8); as we shall see, it plays an essential 
role in the Wigner classification of representations of the 
inhomogeneous Lorentz group (Section 3.1) and in the general 
representation theory of quantum fields (cf. (3.4.9) and 
Section 3.5). 
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2.3.11. Koopman Systems. 
We conclude this section with one more look at the classical 
case, that is, the representation theory for associative ~ 
(equi valently commutative ,4). The representation that we 
wrote down earlier is a faithful one, but several typical 
features of the GNS construction are not apparent. It is 
helpful to examine the so-called Koopman systems, named 
after their discoverer (Koopman [1931]). We recall from the 
previous theorem that to every state feG there exists a 
2 
regular Borel measure ~ on a space X. Now let L (X,~) be the 
complex Hilbert space of square integrable functions X ~ ~ 
(with respect to the measure ~). For every ae~ we define the 
bounded self-adjoint operator 'I( (a) on this L 2 space by 
f 
('I( (a)l/J)(x) = A(x)l/J(x), where A(x) = ('I( (a) )(x) is the 
f f 
function on X determined from Theorem 2.3.1. It is easy to 
see that this is a representation of ~ as a (commutative) 
2 
sub-algebra of B(L (X,~». We also note that the vector <I> 
defined by <I>(x)=1 for all xeX satisfies <<1>,'1( (a)<I» = JA(x)d~ 
f 
= f(a); it is also cyclic. The Koopman system is the 
canonical classical parallel of the GNS construction. 
We consider once more the question of unitary equivalence of 
representations. We recall the result stated above: two 
representations '1(,'1(' are unitarily equivalent if and only if 
~ ~ have some cyclic state in common. A sufficient 'JTC , 1JTC' 
condition for this to be so is that there exists a unitary 
• • element V in ,4 (so that UU =V V=D) such that for some pair 
of cyclic vectors 
• f'{VaV) holds for 
automorphism of 
construction that 
f,f' in I)TC,I)TC' 
every aeA. Such 
the algebra; 
if ~(a) is the 
the condition f(a) = 
a VeA defines an (inner) 
recall from the GNS 
equivalence class of a 
corresponding to a vector in ~ then b~(a)=~(ba), ~(D)=¢ is 
f 
the generating vector of the representation, and <¢, TC(a)¢> 
• 
=f( D aD )=f(a). Any other vector in ~ can be approximated 
f 
(in norm) as closely as we like; that is, for any I/Je~ and 
f 
£>0 there is some unitary VeA such that <I/J,TC(a)l/J> 
• <¢,TC(V aV)¢> ~ £ for all aeA. Clearly if £ can be chosen as 
zero we have the condition above, so that this condition is 
sufficient but not necessary for the unitary equivalence of 
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two representations. In fact necessity follows when the 
cyclic vectors are pure. That is, if two representations 
n ,n , are unitarily equivalent and f,f' are pure then there 
f f • 
exists unitary UeA such that f(a)=f' (U aU) for all aeA 
(Kadison [1967 p.75]). 
With this in mind we see that when A is cornrnutati ve then 
• for any unitary UeA and for any aeA, U aU = a; that is there 
cannot exist any f,f' (pure or otherwise) such that 
• f(a)=f'(U aU) unless f and f' are identical. If now f,f' are 
pure (and distinct) their associated representations are 
never unitarily equivalent. In particular all irreducible 
representations of a classical system are unitarily 
inequi valent. Consider again the Koopman system. A pure 
state has measure concentrated on a single point of X; it 
assigns possessed values to every observable in CU. 
Therefore two classical systems for which a single 
observable has distinct possessed values (and for which 
every observable has a possessed value) are unitarily 
inequi valent. 
This means that one cannot unitarily implement the dynamics 
of a classical system (with unitary operators in the algebra 
A); but there may be unitary operators in B(~) which 
implement the dynamics, and there may be automorphisms of 
the algebra which are not uni tari ly implemented. For the 
Koopman system we have the former al ternat i ve. Later we 
shall see that in the really crucial case when Q has both 
classical and quantum observables the exact classical 
observables cannot change under any automorphic evolution 
(cf. the concluding remarks of the previous section). 
Before we conclude let us check that we have no 
inconsistency between these conclusions and the fact, for 
example, that each cyclic vector in a cyclic representation 
gives rise to a state in Ei whose corresponding 
representation is uni tari ly equivalent to the given 
representation. For a Koopman system generated by a pure 
state, we have an irreducible representation, so that every 
state given by this representation is cyclic, so we should 
231 
have unitary equivalence with every such state, and yet as 
we have seen we do not have any equi valence wi th another 
irreducible representation. 
The solution to this conundrum is that when fe6 is pure the 
Koopman system is rather pathological; all the vector states 
in ~ give rise to the same state in 6, namely f, because 
r 
every L 2 funct ion on X wi th respect to a measure 
concentrated on a single point p (recall that for f pure 
dJ.L(x)=c3(x-p)dx for some peX) and normalized to unity with 
respect to this measure must statisfy t/>(p)=l; consequently 
<t/>,n(a)t/» = A(p) for every 4>etr and the state thus 
determined on U is f. The Koopman systems are only useful in 
statistical mechanics, as representations given by impure f; 
they are then determined (up to unitary equivalence) by the 
measure class of the assQciated Borel measure. 
These ideas will be taken up in our discussion of 
measurement theory. The first axiomatization of quantum 
field theory by algebraic methods made use of the properties 
• of von Neumann algebras. The so-called W -algebras have also 
been useful in making rigorous the comments above on the 
relationship between the Segal and Mackey theories (Plymen 
• • [1968a, b]) (a W -algebra is a C -algebra which is the dual 
of a Banach space), and there are other variants besides the 
• • • rand W -algebras (Deliyannis [1975]); W -algebras have 
their champions, from a philosophical basis also (Primas 
• [1980]). All of these algebras are, however, C -algebras. We 
• shall review the Haag-Kastler C -algebra postUlates for a 
general QFT in Section 2.5. 
l ('\ ~v'osczC\ve",c ~e.c...t:;\o>'\S \Ne gnal\ clel'l<lte by < ~ > i"'~ 
c.. a" 0 .... i. cal clv'lL~~1 Pe\-we.e.t'\ G onck ~" ~. e. . 
fLa) -=: <.f; a) roC el\ of (. G J a~ cA.. . 
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2.4 The Representation Theory of Groups 
Imprime, v. 1575: to begin 
The Shorter Oxford English Dictionary 
2.4.1 Introduction. 
The suggestion that quantum mechanics is very largely about 
the representation of spacetime groups and subgroups was 
first made by Hermann Weyl in 1927; some twenty years later, 
and following the intensive development of Hilbert space 
representation theory at the hands of von Neumann, Wigner, 
Stone, Gel'fand and Mackey (to name the principal architects 
of the theory), this suggestion had been fully vindicated. 
At the same time, this theory made significant inroads in a 
fundamental problem of pure mathematics: to find and 
classify the representations of non-compact, non-abelian 
groups. In this story we see the most profound and beautiful 
interplay between physics and mathematics. 
I cannot do justice to the full ramifications of this story, 
but I shall try and summarize those parts which bear 
directly on quantum theory culminating in the imprimitivity 
1 theory of Mackey. Although the Wigner classification of 
representations of the Lorentz group is a step in the 
development of this theory, I shall not discuss this 
1 
The Ii terature on 
our interest in 
fundamental ideas 
indicate the natural 
history of group theory is 





of' the imprimit1vity theory, and to 
role of 
representation theory of groups; 
Hilbert space theory in 
if familiarity with 
the 
this 
material may be assumed, this section may be omi tted 
altogether, or rather replaced by a single reference: 
Hackey's unmatched historical survey of' the subject, to be 
found in Hackey [1980]. 
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classification at this stage but in the following chapter. 
Neither shall I at this stage discuss the connections of the 
representation theory with the fundamental model; this will 
be done in the following section. For the moment it wi 11 
suffice to know that if the actio~ Of ~&continuous s~etry 
i" a ("~p,.e.S"e.¥\I:-~~'"'' w~.e.~ OQ"'jl\. a (t,{c.l·,(.j vac.uvM.J 
group on J is automorphic it follows thatJthe symmetry group 
must be implemented by unitary operators; in particular the 
relevant representation is a strongly continuous unitary 
representation on a complex Hilbert space. 
2.4.2. Historical background. 
Group theory, as a fully accessible branch of mathematics, 
is just over a hundred years old. Its beginnings lie not so 
much in the idea of spacetime transformations, however 
natur"al and intuit i ve this idea now appears, but in the 
groups of f i ni te permutations. The reasons are pragmat i c: 
group theory developed not because of its a priori elegance 
or mathematical beauty, but because of its importance in the 
theory of real polynomials: first at the hands of Lagrange 
(polynomials of second, third and forth order), and later 
Abel and Ruffini (who most particularly sought to understand 
the obstacles to extending Lagrange's methods to fifth and 
higher order equat ions) . Cauchy was the first to make the 
role of permutation groups explicit in this connection and 
to formulate some basic definitions (of subgroup, transitive 
group, and conjugate elements); he also first attempted to 
classify these groups. 
The significance of the Gal~ois theory to the emergence of 
the group concept is we 11 known ( the term group is due to 
him, as also the notions of a normal subgroup and quotient 
group). Following the much-delayed publication of this 
theory in 1847 first Kronecker, and then Cayley, made 
important contributions to the theory of elliptic functions 
and modular forms. But it was not until Sophus Lie initiated 
the study of continuous groups that the theory became more 
than the preserve of a few specialists. From the 1870' s 
onwards, most especially with Felix Klein's popularization 
of these ideas, the group concept was recognized as pivotal 
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throughout mathematics, with applications in geometry, real 
and complex analysis, and number theory, as well as the more 
specialized topics of ellipitic functions and algebraic 
equations. At this stage the understanding of its relevance 
to physics was still in an embryonic stage. 
At this time - that is in the early 1880's - the notion of a 
group representation was still obscure; rather a different 
tool in the analysis of groups was developed, namely the 
idea of a group character. Weber was the first to define 
this idea for abstract finite commuative groups, although it 
played an impl ici t rOle in Gauss's work on the theory of 
binary quadratic forms at the turn of the century, as also 
in Dedekind's ideal theory for algebraic number fields. Of 
course, from a more modern viewpoint, the notion of group 
characters _also under I ies Fourier analysis, as we shall see 
in a moment. Weber defined a character as a complex valued 
funct ion X on a (finite commutative) group G such that 
X(xy) = X(x)X(y) for all x,yeG; this idea was shortly 
afterwards used by Dedekind in the following connection: let 
G be a finite group of order h and let g ... g be its 
1 h 
elements. If x ... x are h independent variables 
9 1 9 h 




9 9 -1 
l j 
is a polynomial in h variables (the "group 
determinant" ) . Dedekind discovered that X factorizes into 
linear factors parameterized by the characters of G whenever 
G is commutative, and for certain non-commutative groups, 
but he could not obtain a general result along these lines 
in the non-commutative case. It was at his urging that 
Frobenius became interested in the problem. Whilst his first 
(successful) analysis used a rather compl icated definition 
of character, he shortly thereafter reworked the theory 
using the idea of a group representation, and achieved a 
much simpler formulation. An n-dimensional representation R 
of a finite group G is a homomorphism of G into the group of 
all n x n invertible matrices with complex entries; it is 
reducible if there exists a basis such that for each xeG, R 
x 
has the form C ~). A character XR on G can then be defined 
as lex) = Tr{R ). It is then clear that the characters of 
x 
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Dedekind and Weber are the characters of the one-dimensional 
representations of G; further A and C (as matrix 
x x 
homomorphisms of G) are also representations, and Frobenius 
showed that their characters are simply related to the 
character of R as: XR(x) = Xi(x)+XC(x). It also follows that 
the definition of character is basis independent (through 
the independence of the trace) and that a character is 
constant on the conJugac~ classes of the group; further two 
distinct irreducible characters (i.e. characters of 
irreducible representations) are orthogonal in the sense 
that L X1 (x)X2 (x) = o. Therefore irreducible characters are 
xeG 
linearly independent so they are finite in number (less than 
h); he showed there must be exactly h of them, and actually 
determined them all for a number of non-commutative groups. 
In a series of papers at the close of the century Frobenius 
gave the essentially complete structure theory of finite 
dimensional groups; from our point of view of particular 
importance was his introduction, in 1898, of the idea of an (\of'Mel 
induced character. Given a/subgroup H of a group G and a 
character X, define X as the restriction of X to Hand 
H 
define X I by X I (x) = h-1 L X
H
(yxy-l) Then X I is also a 
yeG 
character (induced by X). The power of this idea is shown, 
for example, by the fact that for nilpotent groups every 
irreducible character which is not one-dimensional is 
induced by a one-dimensional character (for some subgroup 
H). This concept was general ized by Mackey to yield the 
inducing construction, which will playa major role in the 
representation theory of the spacetime groups. 
The importance of the idea of group representations was 
further emphasized by Burnside, who showed that reducible 
representations (in the sense defined above) can actually be 
put into diagonal form, and cast the reduction theory into 
the familiar form in which any representation can be written 
as the direct sum of irreducible representations. 
A representation of fundamental importance that also emerged 
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at this time is the regular representation. Consider the 
space V of all complex valued functions of a group G and 
the representation: R: V ~ V given by R (f)(y) = f(yx) 
x x 
(that is, the representation is given by translation). The 
importance of this representation is clear from the theorem 
that the regular representation can be written as a direct 
sum in which each irreducible representation occurs with a 
multiplicity equal to the dimension of the space V. Consider 
now the infinite dimensional case; it is clear that a simple 
extrapolation of the Frobenius theory would lead to an 
infinite number of irreducible characters and that the 
analogue of the regular representation would have to use a 
generalization of the direct sum which extends to the 
infini te case. It is also clear that one wi 11 have to use 
some sort of measure over the group to replace the factor 
-1 h , which indicates that compact groups may offer the 
simplest infinite dimensional extension of the finite 
theory. The essential step was taken by Schur in 1924; 
adapt ing a group integral constructed by Hurwi tz for the 
rotation group he was able to take over the principal 
features of the Frobenius theory to this type of (infinite, 
compact) group. . S ko("'t-\'f a"'~r \-t" 'lI r showed th~_ 
'0(\'1 \ec..'b\\~ c..C!)M~-u..\::: grOv~ ~"'t 'ad~,t- ~h am~V«? 
(which is defined on all Borel ~~ts and invariant under right 
, 
VO'f\ tJeu('I\aY"lf"l ~er. p.ro"ed.. UA\qV€"'e~. 
translation); The generalization of Schur's results to 
arbitrary semi-simple Lie groups was made by Weyl soon 
after. By 1927 Weyl was in possession of the central 
connection with Fourier analysis and classical analysis; he 
also saw that these ideas underlay significant parts of the 
nascent quantum theory. 
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2.4.3 The connection with Fourier analysis. 
Al though it was only with the Peter-Weyl - theorem that the 
group theoretic foundation of Fourier analysis became 
obvious, one can already see striking similarities between 
certain formulas that occur in the finite theory, and the 
Fourier transforms 
00 i 
f(x) = L an e nx 
n=-oo 





regular representation of a finite 
commutative group; since this representation is the direct 
sum of the irreducible representations associated with each 
character, and in the commutative case the irreducible 
characters are all one-dimensional, it follows that every 
of 
complex valued functionlon G is uniquely given by ~a X(x) 
A X 
(the sum is over all the characters of G, denote G). From 
the orthogonality relat ionships between the characters we 
also have that: 
aX = (h) -1[ f(x) X(x)dx. 





and noticing that the characters of the additive group on 
the reals modulo 2n are precisely the functions e inx the 
correspondence between the two sets of formulae becomes 
clear. In particular one sees that one has a correspondence 
between the Fourier transform space and the space of 
characters of G, that is the dual space G, and that 
translation of functions on G goes over to multiplication of 
functions on G. 
The Peter-Weyl theorem makes this correspondence precise. It 
tells us that given a set of matrices L which is an 
irreducible representation of a group G then the matrix 
elements span a vector space V, independent of the basis 
chosen, and invariant under right and left translations. For 
each inequivalent representation one obtains a vector space 
and when the group is a compact Lie group, these spaces are 
all orthogonal with respect to Haar measure. Taken together, 
their linear span is dense in the space of continuous 
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functions on the group; therefore the set of basis vectors 
which is orthogonal restricted to each of the vector spaces 
V defines a complete system of functions on the group. This 
is Just the situation above; it is the statement that 
functions of period 21f (which are therefore defined as 
functions on the one-dimensional I: orus group) may be 
expanded in a Fourier series in the functions e inx , which 
are the continuous characters on the group. 
It is obvious that the space of characters G contains much 
of the structure of G; just how much was made clear by 
Pontrjagin in 1934 and van Kempen in 1935, in the theory of 
group dual ity. Obviously for any G the set G is a group 












X (xy)x (xy»; further for each X in 
1 2 
G the map x: X --7 X(x) is a complex-valued function on G 
and is hence a character on G, i.e. a member of G. When G is 
a compact commutative countable group Pontrjagin showed that 
in the topology on G such that all these characters on G are 
continuous, G is compact and separable. It is of course also 
a commutative group. He also showed the converse, that for 
any compact separable commutative topological group A, its 
continuous characters form a countable (commutative compact) 
group A; Pontr Jagin dual i ty now asserts that the groups A 
and A , and likewise G and G, are isomorphic; in the former 
case they are also homeomorophic. van Kampen generalized 
this statement to arbitrary locally compact commutative 
groups, and showed that the double dual of any such group G 
is actually homeomorphic to G. The dual G is always a 
locally compact commutative group. 
It is at this stage that Hilbert space theory enters the 
picture, in particular following the discovery of Haar 
measure· in 1933 and the realization that the fundamental 
mathematical statements of quantum mechanics have a very 
simple meaning concerning unitary representations of the 
additive group. Hilbert space theory, group duality, and the 
Peter-Weyl theorem combined to give a remarkable synthesis 
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which yields analogues of the spectral theorem, the 
Riesz-Fischer theorem, the Plancherel theorem, and the 
Bochner-Herglotz theorem in- group theoretic terms, as well 
as the classical harmonic analysis already contained in the 
Peter-Weyl theorem. With these tools it is a simple matter 
to prove, for example, the von Neumann uniqueness theorem on 
the essential uniqueness of the CCR's, as a consequence of 
the essential uniqueness of the direct ,sum decpm~osi tion 
reg-u\a.- .rep.r«evtI:'at-iOt'\ 0", t"""e 
into irreducibles of the/additive group of the reals. 
2.4.4. The introduction of Hilbert space theory. 
There is a fundamental relationship between the spectral 
theorem of von Neumann and Hilbert and the theory of unitary 
representations of the reals. This insight is due once more 
to Weyl, although it was Stone who first gave the details of 
the equivalence. Recall that the spectral theorem of Hilbert 
states that for every \-\,\\)ed- - ('c.-'-"'c:(~ operator A on a 
separable Hilbert space there is a unique 
projection-valued measure P on the reals with bounded 
support such that (f,Af) = f x d(f,Pxf), and conversely. Von 
Neumann extended this theorem to unbounded operators through 
his theory of essential self-adjointness. 
Weyl noticed that for any bounded self-adjoint operator A 
the operator Ut =e
iAt defined by its power series expansion 
is unitary, and a representation of the additive group of 
the reals. Moreover he saw that this representation is 
continuous in the sense that t --7 Utf is a continuous R -
valued map (with respect to the norm topology on R). 
Therefore every projection-valued measure on the reals with 
bounded support defines a continuous unitary representation 
of the additive group of the reals, with a bounded 
self-adjoint operator as generator. Weyl now suggested that 
the von Neumann extension of the spectral theorem should 








projection-valued measures. This was proved by Stone in 
1930: he showed that they stand in one-one correspondence. 
As a result there is also a one-one correspondence between 
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self-adjoint operators and continuous uni tary 
representations of the additive group of the reals, and 
"diagonal1zing" the operator A is equivalent to decomposing 
the group representation as a "direct sum"; the quotat ion 
marks may be removed when the group is compact, otherwise 
one needs the spectral theorem on the one hand, and a 
generalization of direct sum to some sort of integral on the 
other. 
Let us now see how group duality and the Fourier transform 
are related to Hilbert space theory. These relationships 
were first made explicit by Andr~ Weil in his book 
"L'integration dans les groupes topologiques et ses 
applications a l'analyse" in 1938, but they were fairly 
straightforward consequences of the ideas discussed above. 
Wi th V. as Haar measure on a locally compact commutat i ve 
group G define L2(G, v.) as the space of square integrable 
functions on G (with respect to the measure v.) complete in 
the L2 norm. The Fourier transform of fE L2(G,v.) is defined 
as f:G ~ t given by f(x) =~I X(x)f(x)dJl.(x) for all X E G. 
When f is also integrable f 
integrable and completing the 
is cont i nuous and square 
2 ,. ~ 
space L (G,v.) gives a Hilbert 
space. 
2 1 
is norm-preserving on the (dense) domain of f in 
L n L onto the (dense) range of f in 2 L n \;;'(G) and hence 
extends to an isomorphism of L2(G,JI.) 2 ,. A with L (G,v.) (the 
generalized Plancherel theorem). 
Now let us make the connection with the spectral theorem. We 
do so by way of the Bochner-Herglotz-Weil theorem: define 
for any f i ni te measure V. on G the transform v. as V. (x) = 
IX(X)dV.(X) , and notice that JI. is positive definite: that is, 
~ 1 
'ciC .v.(x. x ~) ~ a for all pairs of n-tuples L J 1 J 
(c 1"" ,c ), (xl"" ,x ), X.E G, C.E t. From the foregoing, JI. n nIl 
must be continuous; therefore the Fourier transform of any 
finite measure on G is a continuous positive definite 
function on G. Weil proved that every continuous positive 
definite function f on G must be given by such a measure JI. 
on G, such that f = v.. The connect ion wi th the spectral 
theorem becomes clear when one notices that if U is a 
x 
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continuous unitary representation of any topological group 
in a Hilbert space H then (f,U f) 
x 
is a cont i nuous 
positive-defhHte function on the group (because 
LCiCj(f,Uxixjlf) = (I:iCiUxif.I:jCjUx/) ~ 0). In the case of 
the additive group of the reals the spectral theorem says 
that there is a one-one correspondence between cont inuous 
unitary representations U of G and projection-valued 
measures P on G such that (f,Uxf) = JX(x) d(f,PXf); it 
therfore leads direct ly to the Bochner-Herglotz-Weyl 
theorem, for those positive continuous functions on G which 
can be written in the form (f,U f), with ~(E) = (f,P f) for 
x E 
E a Borel set in G. As Gel' fand and Raikov later pointed 
out, every positive continuous function on G can be written 
in this form, so the two theorems are saying exactly the 
same thing. Incidentally, this is true also for any 
commutative locally compact group. 
The results of these investigations had, by the end of the 
war, led to the fundamental structure theorem that the 
problem of obtaining all the continuous unitary 
representations of a locally compact commutative group is 
the same as the problem of obtaining all the projection 
val ued-measures on its dual. It turns out that the I at ter 
problem does not depend on the group theoretic properties 
of G but only on its measure theoretic properties, that is, 
the Borel algebra of the set G that is used to define the 
properties of a measure. The next step is to establish the 
equivalence classes of such projection-valued measures and 
then to try and generalize as much as we can of the 
foregoing to the non-commutative case. 
First, however, let us see how we may understand the CCR's 
I in terms of these ideas. Like von Neumann1~ Weyl' 5 
mathematical insights were closely connected with his study 
of quantum theory. Of course in quantum theory one had 
already a very simple and direct stimulus to study the 
theory of unitary representations of groups on Hilbert 
space, most particularly following Wigner's [1931] result on 
the (anti)unitarity of transformations which preserve the 
projective geometry of Hilbert space. Weyl essentially 
242 
extended the group theoretical insight to quantum theory, to 
2 incl ude the "strange relat ion" at the heart of the matrix 
mechanics - the CCR between position and momentum. 
2.4.5. The canonical commutation relationships. 
In 1921 Weyl noticed that the CCR's in the Schrodinger 
representation 
a Qif (q1" ·qn) = qi f (q1,··qn)' Pi f(Q1" ·Qn) = -ihaQi f(Q1" ·Qn) 
with the Q's and P's the position and momentum operators on 
L2(~n,dnx), lead to the following commutation relationships 
for the unitary operators UJ(s), Viet), defined by 
(1) 
iP s/h 
e i f(Q1,.·Q)= f(Q1'" ,Q.+s, .... Q ) 
n 1 n 
for s,t in ~ (more suggestively, in the additive group of ~): 
[Ui (s ), UJ (s )] = [Vi (t ), VJ (t )] = 0; 
1 2 1 2 
Ui(s)VJ(t) = eistoi/h VJ(t)Ui(s). 
If one now defines the unitary operators U(s),V(t) with s,t 
E ~n (or the additive group of ~n) U(S) = U1 (s ) ... if(s)' 
1 n 
V( t) = Vi (t ). ... yn( t ), one obtains the commutat ion 
1 n 
relationships: 
lues ),U(s )] = [vet ),V(t )] = 0, U(s)V(t)= ei(s.t)/hy(t)U(s). 
1 2 1 2 
Clearly the U's and V's alone are unitary representations of 
the additive group in ~n: U(S )U(s) = U(S +s) (and 
1 2 1 2 
likewise for V). On the other hand recognizing that 
e i(s.t)/h l'S the most 1 t· h t th genera con 1nuous c arac er on e 
n 
additive group G on ~ , where a character Xt is fixed by the 
choice of a vector t in G (recall that for finite 
dimensional vector spaces G and G are isomorphic), one can 
write this last relationship as: 
U(s)V(Xt ) = Xt(s)V(X)U(s). (2) 
2 
Born [1978 p.218]. Incidentally, Pauli's response to Born's 
attempt to distill the CCR's from Heisenberg's paper of 
[1925] (which he had correctly guessed) met with the 
fo 11 owi ng response from Paul i : "Yes, I know you are fond of 
tedious and complicated formalisms. You are only going to 
spoil Heisenberg's physical ideas by your futile 
mathematics" (Born [1976 p. 218]). I dare not think of 
Pauli's response were he to read the present thes is. 
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If we think of t as an element of G and use the symbol X 
accordingly, the group theoret ic meaning of this 
-relationship becomes clear. Define the unitary operator 






W(s +s, X X)= X (s )W(s ,x )W(s ,X ); 
1 2 1 2 1 2 1 1 2 2 
this is a "representation up to phase" of the product group 
G x G, with the natural composition law (s ,x ). (s ,X) = 
1 1 2 2 
(s +s ,X X ). Such a representation is called a projective 
1 2 1 2 
representation and the phase factor which occurs in the 
composition law in the representation the multiplier of the 
representation. 
As we have already mentioned « 1. 4.6) ) , a proof was soon 
forthcoming (von Neumann [1931]) that Eq. (1) is the unique 
(up to unitary equivalence) representation of Eq. (2) . This 
uniqueness was not known to Weyl in 1927, but he seems to 
anticipate the conclusion which is then forced upon us: the 
CCR's of quantum mechanics are the infinitesimal form (the 
Lie algebra) of the projective representation of the group 
GxG. In some sense, Weyl suggested, the CCR's (and likewise 
the Schrodinger equation) can be derived from this 
elementary representation of symmetry. 
The group GxG can be identified with the classical phase 
space of an n-particle system; the commutation relationship 
-1/2 for the W's multiplied by the factor Xes) then takes the 
form 
[W(s ,X ),W(s ,X)] = (X (s )/X (s ))1/2W(s +s ,X X). 
1 1 2 2 2 1 1 12 1 2 1 2 
The phase factor can be associated with the symplectic form 
~ F'".... '1JI\y lo(.all'1_ compact topological group 
there is an equivalence relationship on the multipliers of a 
group and the quotient set that it generates is directly 
related to the homology of the group. - I.. p"rl=i • .,lv 
b-t.('~""c. \:M" -,,~ ~.nI\'/1' ,g{\ I~'" ,'. ""10 .. 1-;,,, ~ u""lIeUecl 
ffo.'t.. t.Wlnl'\IU\ tlJl't ',,,, c..VWCI>~ o)~eA\c' w:~ L-hl _ ,v.Q..w ~ 
~'1""I"I\"~t. bil.t~a..- f-MA ".... ,!:t...)( 11<"\ (" .. C'.tl .... J~ 
C\q C& ~. 10. u-J). 
244 
on phase space. This connection, between the CCR's as an 
expression of symmetry, and as an expression of a 
quantization condition, will be taken up in (3.2.2) (see 
also (2.5.7)). The CCR's written in (anyone of these) 
global forms are called the Veyl relationships. 
2.4.6. Systems of Imprimitivity; heuristics 
We now take up the programme of classifying the 
representations of a locally compact group, which as we have 
indicated is dose'" re\alecA 1=-0 the classification of 
projection-valued measures on a suitable space. In (2.4.8) 
we review the inducing construction, in the special case of 
transitive systems, which was the essential tool of Wigner 
in his paper of 1939. The general theory is due to Mackey, 
in a series of papers from 1949 to 1953. This framework 
provides a natural synthesis of the spectral theory, the 
cohomology theory, and the classification of projection 
valued measures and thus of cohomology classes in terms of 
the Borel structure of the space on which the measure is 
defined (explicit ly; the measure classes of this space). 
When certain regularity properties are assumed for this 
space (in particular when it is trans it i ve) the 
classification arrived at is exhaustive. 
We shall first introduce the imprimitivity theory and then 
consider the basic concepts from a more physical point of 
view. In (2.4.7) we develop the theory in a purely 
mathematical context. In (2.4.9) the elements of the 
decomposition theory of unitary representations are reviewed 
and the imprimitivity theory illuminated from the point of 
view of the Murray-von Neumann classification of operator 
rings. In Section 3.5 the possible physical applications of 
inequivalent representations of quantum fields are 
considered; this theory also makes use of the classification 
and it is helpful to see just why, for the spacetime 
symmetry groups, 
representations. 
there is no such proliferation of 
Of course the same body of mathemat ics 
forms the bas is of the Stone-von Neumann theorem on the 
uniqueness of the Schrodinger rerpresentation of the CCR's. 
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The imprimi t1 vi ty theory is concerned with the following 
things: a locally compact topological group G, a measure 
space X which carries an action of G, a Hilbert space X , a 
projection valued measure P on X and a unitary 
representat ion of G by a set of operators U on R The 
9 
problem is to relate X and U to G and X; the idea of such a 
9 
measure space X (a G-space when we have a continuous action 
of G on X) has already played a crucial rOle in the 
foregoing; it has appeared as the dual to a commutat i ve 
group. For semi-direct products X will be given in this way, 
as the dual to the translation sub-group, but for the 
general theory it is helpful to suppose we are given such a 
space ab initio. The basic idea is to generalize the notion 
of an imprimitive representation of a group, as developed by 
Frobenius, that is to represent the group action as a 
permutation on a set; we consider the set as the collection 
of subspaces of a separable Hilbert space and we consider 
the projection -valued measure on the G-space as a way of 
telling us how this permutation is to be effected. In order 
to do this we need to connect the projection valued measure 
(as a Boolean sub-algebra of the projection lattice of ~) to 
the representation U of the group (as a collection of 
unitary operators), so as to preserve a correspondence with 
the way the group acts on the G-space, and the way the 
projections are tied to the G-space (as a projection valued 
measure) . 
Thus mot i vated, we define a system of imprimi ti vi ty for G 
based on X as a pair (U, P) where U is a continuous 
9 E 9 
unitary representation of G in a complex Hilbert space ~ and 
P is a projection-valued measure on X, such that U P U-1 
E 9 E 9 
P (g. E is the assumed action of G on X). 
g.E 
This is not quite the way the idea of a system of 
imprimitivity first arose; rather, if one considers the Weyl 
relationships in the form of Eq. (2), considering U as a 
unitary representation of the additive group N on Rn and V 
as a unitary representation of the dual N, one may use the 
spectral theorem for the latter to conclude (writing s = n E 
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N, t = Xt = x EN): 
(q" v 1/1) = J x(n) d(q" P 1/1). 
x N n 
(3) 
Together with Eq. (2) one then has: 
(q"x(n)V U 1/1) = (q"U V 1/1) = J x(m)d(q"U P 1/1). 
xn nx H nm 
But us1ng Eq. (3) once again the LHS may be written: 
J x(m')d(q"P, U 1/1) H m -n n 
from which follows: 
U P = P U 
n m m-n n 
that 1s, the 1mprimit1vity relationship (the G-space here 1s 
N itself, with n.m = m-n). The Weyl relationship Eq.(2) 1s 
therefore equivalent to the requirement that E ~ P should 
E 
be a system of imprimit1vity for U based on N. It was in 
this form that the imprimitivity relationship first 
appeared, in the context of the generalization of the 
Stone-von Neumann uniqueness theorem (Mackey 11949a]). In 
4 Mackey [1949b] much more general results were formulated. 
As another example of this cluster of ideas, we see that a 
projection-valued measure on X sets up a correspondence 
between (bounded Borel) functions on X and bounded operators 
on~: (q"Af l/1) = f f(x) d(q"PXI/1), with Af self-adjoint if f X 
is real. Given a system of imprimit1vity, it then follows 
from the action of U on the projection valued measure that 
-1 -1 U AfU = A f where g. f is the function x ~ f(g . x). 
9 9 g. 
Given enough topological structure on X one can reverse the 
construct ion and show that gi ven such an algebraic 
homomorphism from ~(X) into B(~) and given a representation 
U of G satisfying this equation then there is a unique 
projection valued measure P which gives rise to the 
algebraic homomorphism as above and U, P is a system of 
imprimitivity based on X. 
There are other ways in which one can naturally associate a 
4 
The central mathematical insights came in the relationship 
of measure theory to group cohomology; the relationships 
between measure theory and topology were al ready exploi ted 
in Stone's theorem: the map 9 ~ U f from G to ~ is 
9 
continuous if and only if the map 9 ~ (f ,U f) is 
measureable on G for all fE ~. 9 
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system of imprimitivity with sub-algebras of B(n), and one 
• can even define an abstract C -algebra from a pair G,X (with 
X a G-space)5. Alternatively when G is a spacetime group, if 
one can think of X as configuration space, one can consider 
the projection-valued measure P abstractly, as a Boolean 
E 
algebra of propert ies6 corresponding to statements of the 
form: "the system n is localized in E". The imprimitivity 
relationship 
U P U-1 = P 
9 E g g.E 
clearly expresses the idea that such properties will change 
under the action of the group in the intuitively obvious 
way, corresponding to the idea of the local i ty of n in X. 
This is particularly transparent when Q is considered an 
(elementary) particle; proceeding in this way one will be 
assured of the existence of operators which describe the 
position of a particle, because we can define such operators 
from the P 's via the spectral theorem. 
E 
Whilst the spacetime groups have, by definition, a natural 
action on spacetime, it is not clear that we may consider 
configuration space as a G-space; obviously with spacetime 
as base one will obtain a notion of localization which does 
not fit with our intuitions of a particle localized in space 
and persisting in time. In this situation one naturally 
looks to a sub-group of the relativity groups which does not 
include the time-translations (or the velocity boosts); 
defining position operators in this way one must then face 
up to the question of how this representation is to be 
related to the entire group. There, in a nutshell, is the 
heart of the difficulty of making sense of the notion of 
locality in RQM. This is pursued at length in Part 3, 
5 
See, for example, Segal [1951], who defined two kinds of 
abstract algebras in this way. One of these will be of some 
relevance to Sectlon 3.5, particularily (3.5.3), which is 
concerned with Haag's theorem. 
6 
In the sense of Section 
natural if one begins from 
used (in non-relativistic 
space representation theory 
some of the more technical 
see Gudder [1973], [ 1977] . 
2.2. This approach is 
the Mackey model, 
theory!) to obtain 
partlcularily 
and has been 
a Hilbert 
for an abstract 






particularly (3.2.2), (3.2.8), (3.4.7), (3.4.8). 
As indicated in the introduction, more generally we consider 
spacetime as secondary to the notion of a physical system 0 
described by a fundamental model. We assume rather that 
gi ven such a system we introduce spacet ime in terms of a 
group of transformations on the fundamental model which 
preserve its algebraic structure, i. e. we require that G 
acts automorphically on the fundamental model. If we view 
the imprimitivity relationship as an expression of the 
covariance of the description of 0 under G, the former is 
an expression of the invariance of the structure of 0 under 
G. The history of group theory bears ample evidence to the 
subtle interblending of these two ideas; from its 
mathematical origins in permutation groups (the simplest 
finite closed algebras), and their applications in invariant 
theory and the Gal-ois theory, to its physical origins in 
geometry and the idea of a transformation of a coordinate 
system. The idea of a G-space is fundamental to the notion 
of covariance. 
In QFT, whilst these remarks hold true when we consider the 
fields as a single system 0, we shall also consider the 
physical system as defined (or "internally structured") 
according to spacetime intuitions. We consider this to 
define what we mean by a field theory. This builds a new 
action of the group into the theory (covariance of the 
fields), which acting on the system as a whole is also 
automorphic. In the latter context the sequel is applied 
just as for the l-particle system; however the imprimitivity 
theory wi 11 not here or subsequently be related to the 
covariant action of the group on the quantum fields. 
Concerning the notion of localization, one has no problem 
with the concept of localization in space and time if only 
one could make sense of the idea that the field is localized 
at all. That is, when 0 is a quantum field, it is clearly 
meaningless to think of 0 as localized. 
This discussion is continued in the next section. Let us now 
postpone these questions and study the imprimitivity theory 
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in its own right. The following results were all obtained by 
Mackey in [1949b) and [1952) ; for proofs of theorems we 
refer to Vardarajan [1970) , a self-contained treatment. 
For a concise summary, see Mackey [1963b) . 
2.4.7. Systems of imprimitivity and classification theory 
The simplest example of a system of imprimi t i vity is the 
following; let 1t = L2(X".tl with Jl a cr-fini te invariant 
measure on x (so that , X= U E ) wi th each E Borel ar'\oL 
1 1 1 
Jl( E ) 
1 
finite for all 1, and Jl(E) = Jl(g.E) for all Borel 
E, g E G), and define: 
P f = X f, E E 
(U f)(x) = f(g-l. x) 
9 
(here X is the characteristic function of E). It is simple 
E 
to verify that the pair U,P has all the requisite 
properties. A slightly more complicated but physically more 
-relevant system relaxes the assumption of invariance of the 
measure and permits the use of vector-valued 
(spinor-valued) functions on X. Given a quasi-invariant 
measure (that is, mututally absolutely continuous with an 
invariant measure, or having null sets invariant under G), 
we have only to correct for the change in measure under the 
action of G. This may be done using the Radon-Nikodym 
derivative of Jl with respect to its translation g-l[Jl) under 
the inverse action of G, which we denote r. This is itself 
9 
a Borel function on X which obeys the identity: 
r (x) = r (g. x) r (x) 
glg2 gl 2 g2 
-1 
or r = g [r ]r 
gl g2 2 gl g2 
(4) 
Consider now the operator U defined by 
9 
U f = (g[r ])l/2g[f), or (U f)(x) = (r (g-l. X ))l/2f(g-lX ). 9 9 9 9 
Since U U f = U (g2[r ) )1I2g2[f) gl g2 gl g2 = 
(g [r ]g [g [r ) ])1/2g [g [f)] and g [g [f)) = glg2[f) 1912g 12 12 
1 2 
we wi 11 have that U U f= U f if only g [r ]g g [r 
gl g2 glg2 1 gl 1 2 g2 
= g g [r ); but that is exactly what Eq. (4) ensures. The 
1 2 9 9 
1 2 
square root is needed in order to make U an isometry; IIU fll 
9 
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= I g [r ] g [ f ] g [ f ] dll = 
X 9 
= 
I r (x)f(x)f(x)dll(g·X) and by definition of the X 9 
Radon-Nikodym derivative If(X) rg(x)dll(g.X) = If(X) dll(X). 
To generalize the foregoing to vector or spinor valued 
2 functions on X is much easier; we define H as L (X,X,Il) with 
X a (separable) Hilbert space with inner product <.,.> (the 
spin space); H is the Hilbert space of X-valued functions 
on X, with inner product (f,f')= I <f(x),f' (x»dll(x). The 
system of imprimitivity is as before. 
These systems are called Koopman systems. We have already 
studied them in a sl ightly different context, that is as 
Hilbert space realizations of the algebra of classical 
observables; Koopman also showed that the classical 
evolution is represented as a unitary representation of the 
additive group of the reals. We now see that this too is a 
special case of a more general theory. But this 
generalization, the Koopman systems as defined above, is 
still not quite general enough to provide an exhaustive 
classification. The group might also act in the separable 
Hilbert space X (as our terminology suggests). The 
imprimitivity theory now gives us the relationship between 
the quasi-invariant measure occurring in this 
representation (more properly its measure class, i. e. the 
set of all measures with respect to which it is absolutely 
continuous), the equivalence class of the projection valued 
measure, and the cohomology theory of the group G. I shall 
only summarize the most significant results. To do this, we 
need some definitions. First, the identities Eq.(4) are an 
example of the co-cycle identities. They playa pivotal role 
in the cohomology theory of groups, a rapidly developing 
field in the late 1940' s, and to which Mackey himse If 
contributed. Let ~ be a function on GxX with values in a 
Borel group M. It is called a strict (G,X,M) cocycle if the 
condition 
J.(g g ,x) = J.(g ,g .x)J.(g ,x), J.(e,x) = 1 (5) 
't'12 't'1 2 't' 2 't' 
is satisfied. A similar definition for almost all triples 
g ,g ,x relative to some (product) measure is also useful; 
1 2 
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it is then a (G,X,M) cocycle relative to the measure class 
of this measure (and likewise in the following definitions). 
Two strict cocycles ~l'~2are called strictly cohomologous if 
there is a map d: X ~ M such that ~2(g, x) = 
~ -1 d(g.x)~l(g,x)d(x) . This relationship is an equivalence 
relat ionship and the equivalence classes of cocycles thus 
determined are called the strict cohomology classes of G. 
Fixing a measure class ~ in X and repeating the foregoing 
definitions for almost all x,g, leads to the cohomology 
relative to the measure class ~. 
We shall not develop the cohomology theory here but from the 
similarity of Eq. (4) and Eq. (5) it is apparent that we can 
generalize the Koopman systems and connect the spin space of 
the representation with the group action if the Borel group 
M acts on 1<, simply by including a cocycle along with the 
Radon-Nikodym derivative. Eq. (5) then guarantees that the 
representation U is a homomorphism and if we make M the 
9 
unitary group on 1< it is also an isometry. We thus obtain a 
correspondence between unitary representations and a strict 
cohomology class, or a cohomology class relative to a 
measure class ~ on X. In fact Mackey proved the following 
theorem. 
Theorem 2.4.1. 
For each quasi-invariant measure fl in the measure class ~ 
and for each (G, X, M)-cocycle ~ relative to ~ there is a 
unique system of imprimitivity P,U, with Hilbert space ~ = 
L2(X,1<,fl) such that: 
Pl = XEf, 
-1 -1/2~ -1 -1 (U f) (x) = (r (g . x» 'reg, g . x)f(g . x). 
9 9 
Moreover, the (unitary) equivalence class of U,P is uniquely 
defined by the measure class ~ and the cohomology class of 
~. (Proof: Varadarajan [1970 Th.9.71.) 
What is more remarkable is that given an arbitrary system of 
imprimi ti vity P, U, if P can be brought into the form of 
Theorem 2.4.1 by a unitary transformation then there must 
exist a measure class ~ and a (G,X,M)-cocycle relative to ~ 
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such that U is also of this form. Such a P, i. e. any 
projection valued measure P wi th val ues on 1( such that P = 
wp' W-1 P f "Xl for f 2 with W unitary = e L (X,:K,J,l). a map o ' E 
2 from this L space to 1(, is called homogeneous. The measure 
class which occurs in this canonical representat ion is 
uniquely determined by P; it is the class of sets E such 
that P =0. When P is homogeneous it is easy to see that its 
E 
measure class is the same as that of the measure which is 
used in the canonical construction of 1(. 
For our purposes the assumption that P is homogeneous is 
not too burdensome. If U, P is an irreducible system of 
imprimitivity then P is homogeneous. The conclusion also 
follows from the weaker premise that the measure class of P 
is ergodic; that is when there is no measure J,l in this class 
such that there exists a J,l-measurable subset of X invariant 
under G which is not J,l-null or the complement of a J,l-null 
set. It is transitive if there exists x e X such that G. x 
o 0 
differs from X only on ~-null sets. Every transitive measure 
class is ergodic; if the measure class of P is transitive, 
then we say U,P is a transitive system of imprimitivity and 
P is then homogeneous. In this case the measure classes of P 
are in one-one correspondence with the cohomology classes of 
G. 
The weakening of the ideas of ergodici ty and transit i vity 
used here is actually crucial to the rigorous application of 
these ideas to statistical mechanics, in particular in the 
context in which they were originally developed by 
Boltzmann: the action of the evolution in time on the energy 
hypersurfaces in phase space. Each energy hypersurface is a 
G-space, and the group G is the additive group of the reals. 
It was actually in this context that von Neumann, following 
discusions with Koopman, perceived that the Koopman system 
as a Hilbert space model of classical mechanics suggested 
the possibility of using operator methods to prove the 
equality of space and time averages in statistical 
mechanics. The crucial step in his proof that this was 
possible (the mean ergodic theorem) was the slight weakening 
of the concepts of ergodici ty and transit i vi ty used by 
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Bol tzman". 
The foregoing may be summarized as follows: 
Theorem 2.4.2 
Let U,P be a system of imprimitivity with P transitive or 
ergodic. Let t' be its measure class. Then there is an 
integer n (l::5n::5co), and a cocycle ~ relative to t', and a 
measure JL in t', such that V, P is equivalent to the system 
V'P' acting in H = L2 (X,K,JL) defined by P~f = XEf, 
(V'f)(x) = (r (g-l.x))ll2~(g,g-l.X)f(g-l.x), where n is the 
g g 
dimensional i ty of K (Proof: Varadarajan [1970 Th. 9.7, 
9.11]). 
2.4.8 Decomposition Theory. 
The imprimit i vity theory classifies systems of 
imprimi t i vi ty, not unitary representations. Given an 
arbitrary representation of a group G we do not know how 
to determine its measure class and cohomology class and we 
do not even know if there exists a system of imprimitivity 
to which it is unitarily equivalent. 
For certain types of groups, it is a remarkable fact that 
we obtain all unitary represent at ions as systems of 
imprimitivity. The inhomogeneous Lorentz group is one of 
these groups. This result is based on the analysis of the 
possible operator algebras that can arise on a separable 
Hilbert space. 
Most of the ideas following are contained in Murray and von 
Neumann [1936] and von Neumann [1949]; their systematization 
in application to the theory of 1. c. groups is due to 
Mackey [1953], [1957], although some preliminary work along 
these lines had been done by Mautner [1950], Godement 
[1951], and Segal [1951]. We follow Mackey [1963a]. It is 
clear that we are essentially going to use the Murray-von 
Neumann classification scheme for von Neumann algebras, and 
that the same ideas apply to the classification of 
• C -algebras. Indeed the decomposition theory of operator 
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algebras and l.c. non-compact groups were developed in 
parallel; amongst the motivations listed for the study of 
factor representations of operator algebras, a really 
crucial step from which the entire theory of operator rings 
proceeded, Murray and von Neumann ([ 1936]) included the 
consideration of factor representations of the ring 
generated by a unitary representation of a group on a finite 
dimensional Hi lbert space, from the point of view of the 
classical theory of unitary representations (the 
Burnside-Frobenius-Schur theorems). 
The most important object in the decomposition theory, given 
a unitary representation L of a group on a Hilbert space 
(which we suppose to be fixed throughout), is the commutant 
of all the elements of this set of unitary operators, called 
the commuting ring of the representation, denote ~(L,L). It 
is a special case of the set of intertwining operators for 
any two unitary representations U,V, denoted ~(U,V): the set 
of all bounded maps T: 1tU ~ ~ such that TUg = VgT. 
Clearly if ~(U,V) contains a unitary mapping then the 
representations U and V are unitarily equivalent (which we 
shall at times denote by U ~ V). 
The significance of the commuting ring of a (continuous 
unitary) representation L is easy to see. Suppose ~o is an 
invariant subspace of 1t under L and LO denotes the 
restriction of L to 1t0 ; then clearly g ~ LO is a 
g 
(continuous unitary) representation of G on 1t0 If we 
define P as the (unique) projection onto 1t0 we call LO the 
° subrepresentation of L corresponding to P. If the range of 
° P is invariant under G, then P must lie in ~(L.L), so the 
° ° subrepresentat ions of L are in one-one correspondence wi th 
the projections in ~(L,L). For a general P e ~(L,L) denote 
its corresponding subrepresentation LP; clearly L ~ LP® 
L1- P (where p.L. = 1-P) and L is irreducible if and only if 
~(L,L) contains no non-trivial projection (in which case it 
follows from the spectral theorem that it contains only 
multiples of the identity). 
An arbitrary (non-zero) element T in ~(L, M) implies an 
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equivalence of some subrepresentation of L with some 
subrepresentation of M, as can be seen as follows. If ~ is 
the kernal of T and ~ the closure 01 its range it follows 
that these spaces are invariant under L,M respectively and 
by Schur's lemma that the subrepresentat ion of L 
corresponding to 1-P~ is unitarily equivalent to the 
subrepresentation of M corresponding to Thus 
motivated, if ~(L, M) contains only the zero, L and M are 
called disjoint. This notion will be of considerable 
importance to the measurement theory discussed in Sect ion 
• 3.5 for C -algebras. It also leads to a new notion of 
equivalence: if no non-zero subrepresentation of L is 
disjoint from M and no non-zero subrepresentation of M is 
disjoint from L then L and M are called quasi-equivalent. 
For example, U is always quasi-equivalent to U®U (though if 
irreducible clearly not unitarily equivalent). In fact the 
not ion of quasi-equivalence arose in classical theory in 
order to associate representations in which the same 
irreducible sub-representations occur, but perhaps with 
different multiplicities. Murray and von Neumann developed a 
generalized theory in which continuous decompositions and 
continuous multiplicities are permitted and from this theory 
two definitions of quasi-equivalence appeared; the one, due 
to Mackey [1953] as above, and the other in the 
• representation theory of C -algebras, most particularly in 




of a C -algebra A with the associated von Neumann 
algebras Tr.(A)". We say that the Tr. are 
1 1 
quasi-equivalent 
if there exists a • isomorphism a from Tr1 (A)" to Tr2 (A)' , 
such that a(Tr (A))=Tr (A). The two definitions were shown to 
1 2 
coincide by Dixmier [1964 Prop.5.3. 1]. 
The centre ~(L) of the commuting ring ~(L,L) of a 
representation L is of particular importance; this is 
evident from the fact that for a projection P in ~(L) the 
corresponding subrepresentations LP,L1- P, are disjoint. The 
converse is also true and it follows that L cannot be 
decomposed into the direct sum of disjoint parts when ~(L) 
is trivial. In that case the representation L is called 
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primary. There may still exist non-trivial projectors in 
~(L,L), and a primary representation may be further 
decomposed into (non-disJointf subrepresentations. This is 
obviously impossible when ~(L, L) is commutative (in which 
case it coincides with ~(L»i L can therefore be decomposed 
d,·U! jo,'" \: 
into the direct sum of.<' irreduci bles and is called 
multiplicity free. Clearly if L 'et Ll® L2® .... and each Lj 
is irreducible then L is multiplicity free if and only if 
L1etLj implies i=j, and L is primary if and only if L1ctLj for 
all i, j. 
To further explore the various possibilities that may arise 
we note that the commuting ring of a representation is 
al ways von Neumann and that the Murray - von Neumann 
classification is immediately appl icable. In particular a 
representation L is primary (as defined above) if and only 
if its commuting ring is a factor in the sense of Murray 
and von Neumann (that is, a von Neumann algebra sA is a 
factor if t;'(A) = sArv4' is trivial). To understand the 
classification scheme it is necessary to review the 
generalized notion of tracej we define a trace on a von 
Neumann algebra sA as an element f in 6 which has the 
• • property: <fjAA> = <fjA A> for all AesA. We say a trace f is 
faithful if for A positive, <fjA> = 0 ~ A = 0, semifinite 
if <fiA> = ~~~<fjB> for all positive A,B esA, finite if <f;A> 
is finite for all A esA. We then say that sA is semifinite 
(finite), if there exists a semifinite (finite) trace on sA 
which is also faithful and normalj it is properly (purely) 
infinite whenever f=O is the only finite (semifinite) normal 
trace on sA. If sA is isomorphic to a von Neumann algebra sA' 
with ~(A',sA') abelian, it is said to be discrete. If there 
is no non-zero projector P in ~(sA) such that ~ is discrete 
then sA is called continuous. 
We can now state the Murray von Neumann classification: 
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Theorem 2.4.3. 
Let A be an arbitrary von Neumann algebra. Then there exists 
a partition of the identity by five projectors E (n), E (00), 
I I 
E (1), E (00), E in ~(A) such that the corresponding 
II II III 
subrepresentations of A are, respectively, discrete and 
finite (type I ), discrete and properly infinite (type 
n 
I ), 00 
cont inuous and finite (type II ), 
1 
continuous and properly 
infinite (type II), and purely infinite (type III). If 00 
~(A) is trivial A is necesssarily one of these types. 
(Proof: Murray and von Neumann [1936 Th.VIII], Dixmier [1957 
III.2.7, prop. 14]). 
For orientation, a von Neumann algebra on an n-dimensional 
Hilbert space is always of type I ; a commuting von Neumann 
n 
algebra is always finite, hence of type 1 or II ; B(~) with 
n 1 
~ infinite dimensional is of type I. What also 00 
distinguishes type I representations, from the point of view 
of the states 6 on A and in particular the pure states 6P ~ 
• 6, is that if n is a primary representation of a C -algebra 
then the vector states of n cannot be pure if n is of type 
II or III. The pure states of an algebra can only be 
realized as vector states in type I representations. 
Following Mackey [ 1953], we say that a primary 
representation L of a group is of type In' 1
00
, 111,11 00,111 
if and only if its commuting ring is of type I, I, 
n 00 
11 1 ,11 00 , III. The classification of primary representations 
of a unitary group is therefore identical to the 
classification of factors, and is thus given above. It can 
be shown that a primary representation of L is of type I if 
and only if it has an irreducible subrepresentation, and 
also if and only if it is unitarily equivalent to a 
representation of the form nM = M@M@ .... @M (n times), with M 
irreducible; 
representation. 
n is called the multiplicity of 
This follows from the fact 
the 
that 
quasi-equivalent representations are of the same type. It 
is then obvious that given a representation L~ L1®L2® .... Li 
.. with each Ll primary and disjoint, then each Ll is: 
Type 1 iff L is quasi-equivalent to a multiplicity free 
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representation. 
Type II iff L is quasi equivalent to a finite 
representation and every representation quasi-equivalent to 
L is of the form M~M for some M. 
Type III iff every representation quasi-equivalent to L is 
equi valent to L. 
These criteria clearly make sense even when L is not written 
as a direct sum of disjoint factors; in particular we shall 
say that for arbitrary L, L is of type I if and only if it 
is quasi-equivalent to a multiplicity free representation. 
This is equivalent to the definition that L is of type I if 
and only if it can be written as a direct sum L = 
L1~L2~ ... ®LJ~ ... with each LJ multiplicity free. One can now 
reduce the problem of determining all type I representations 
to the problem of determining all multiplicity free 
representations by means of the following theorem (Mackey 
[1953 Th. 1. 2] ) : 
Theorem 2.4.4. 
Let L be any representation of type I. Then there exists a 
00 1 2 
sequence L, L , L ,. . . . of disjoint multiplicity free 
representations such that L is unitarily equivalent to the 
• 00123 J 
representatIon ooL ~L ~2L ®3L ~. . . . . . The L are unique up 
to unitary equivalence, but in each nLn some of the summands 
may be missing. 
We shall now consider the general ized direct sum of von 
Neumann [1949], as adapted by Mautner [ 1950] and Mackey 
[1957] . 
Let 5 be a standard Borel space and ~ a finite measure on 5 
and Q a Hilbert space. We suppose for each seS there exists 
a unitary representation LS of the group G which is Borel on 
5 x G in the sense that <Ls 4>,I/1> is Borel for all 4>,1/1 e Q, 
9 
with <. ,.> the inner product in Q. We define a new 
representati on L on the Hi I bert space H 2 = L (S, b,~) wi th 
inner product (f, g) = Ss <f(s), g(s»d~(s) as follows; for 
each feH and geG define (L f)(s) = LS(f(s)). Following 
9 9 
Mackey, we call L the direct integral of LS with respect to 
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5 and denote it L = S L6d~. This construction will be 
5 
slightly generalized in section (3.3.6) to obtain the 
covariant-representations defined by the wave equations, to 
include the situation when for each seS we have a different 
Hilbert space ~ with inner product <.,.> (that is, the LS 
S s 
act in different spaces). The regularity condition must be 
maintained, however, one,). ~~e ~\N\e.~s.\01\ oC l)~ M\I!: l be d 
Me&~vre'co\e. rv(\t..\-\o~ Cl)~ ~. 
The connection with projection valued measures on 5 becomes 
clear when we observe that if 
each Bore 1 subset of 5 such 
characterist ic function of E) 
PE is the projection in ~ for 
that P f = X f (wi th X the 
E E E 
then P is contained in the 
E 
commuting ring of the direct integral representation L on ~. 
Mackey [1953] showed that if M is any unitary representation 
of G and pM a projection valued measure on a space 5 with pM 
E 
in ~(M,M) for all Borel E~S then there exists an assignment 
s~ LS of a unitary representation to each s in 5 and a 
finite measure Il in 5 such that L = S LSd~(s) exists and is 
5 
equivalent to M. In particular the null sets of Il are those 
E for which pM is zero and within unitary equivalence each 
E 
LS is uniquely determined for almost all s. In this way any 
uni tary represent at ion L of G together with a projection 
valued measure P such that P e ~(L,L) is the same thing as 
E 
a representation L together with a particular realization of 
L as a direct integral. 
One can in fact eliminate the space 5 from the foregoing and 
define a correspondence between representations of G and 
Boolean algebras of projectors in ~(L,L). This is so because 
given such an algebra ~ there must exist a projection valued 
measure P and a standard Borel space 5 which has ~ as its 
range, with 5 essentially unique. In particular one can show 
that given L, ~, then almost every LS is irreducible if and 
only if ~ is maximal in ~(L,L). Therefore from Zorn's lemma 
every unitary representation L has a direct integral 
decomposition into irreducible parts. However, this 
decomposition is in general far from unique; for example, it 
is possible for L Q! S LSd~(s) Q! S ,Ls dv(s') such that no 
5 ~ 
LS is unitarily equivalent to any LS • 
260 
We obtain a canonical decomposi t ion into disjo tnt primary 
parts by taking ~ to be all the projections in ~(L); this is 
called the central decomposi lion of L. When L is 
multiplicity free ~(L) coincides with ~(L,L) so ~ is in this 
case automatically maximal; therefore a multiplicity free 
representat ion L has a canonical (central) decomposition 
into a direct integral of irreducible representations. This 
decomposition is unique. 
We shall denote by QJ the set of all uni tary equivalence 
classes of irreducible representations of a group G; if L 
is multiplicity free let L = J LSd~(s) be the central 
5 
decomposition. It then defines a map S ~ QJ given by s 
--7 LS and a measure m in QJ such that ~(E) = m(LE) (where LE 
is the set of all LS with seE), and the measure class C of 
m 
m determines L to wi thi in uni tary equivalence. The most 
important step in Mackey [1957] was to define a natural 
Borel structure in QJ; he showed that every C is a Borel 
m 
measure class, although not every Borel measure class 
determines a multiplicity free representation. However QJ is 
a standard Borel space if and only if every representation 
of G is of type I, and if QJ is a standard Borel space then 
every Borel measure class in Qi arises from a multipliCity 
free representation7 . We have already seen that type I 
representations can be given as the direct sum of 
multiplicity free representations; we now see that in this 
case the multiplicity free representations are in one-one 
correspondence with the Borel measure classes in QJ, or 
equi valent ly wi th the Bore 1 measure classes ina standard 
Borel space S. It is clear that an irreducible 
representation corresponds to a measure in QJ concentrated on 
a point, and that an arbitrary type one representation is a 
direct sum of multiples of mult ipl ici ty free 
representations, each of which is a direct sum of 
7 
This is essentially a generalization of the classical 
Hahn-Hellinger theory for self-adjoint operators in Hilbert 
space. In [1957] Mackey required that QJ be standard and have 
only type 1 representations as independent assumptions; the 
equivalence of these assumptions stated above was first 
proved by Glimm [1961]. 
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irreducibles if and only if the corresponding measure class 
is concentrated on a countable set of points in ~. Otherwise 
it is uniquely given as a direct integral of irreducible 
representations. 
Amongst the groups which are known to have only type I 
representations are the compact groups, the commutative 
groups, and the connected semisimple Lie groups (this result 
is due to Harish-Chandra [1953]). The homogeneous Lorentz 
group in particular has only type I representations. 
We see the general relat ionship between project ion-valued 
measures on a Borel space and the classification theory; but 
~ and m are given abstractly. It is here that a second 
enormous Simplification is possible for the inhomogeneous 
Lorentz group: it is the semi-product of the Lorentz group L 
with an abelian normal group T (the spacetime translations). 
For semi-products of this form there is a canonical G-space, 
namely the dual space T; it is a fundamental result of 
Mackey [1949b] that for semi-product groups (the equivalence 
class of) every ifYe..o\vc.a~\e.. representation is defined 
by a Bore I measure class .in T. Essent ially there is a 
correspondence between the space of all irreducible 
representations of T (den-.ote X) and the space ~, and 
"ai'c\ 
therefore also between C
m 
in ~~he measure classes of X; but 
X can be identified with T. In this way the decomposition 
theory ultimately reduces to a study of the measure classes 
of momentum space. 
Obviously this is also true for the most general 
representation of a commutative group G. Commutative groups 
are also type 1; in view of the interpretation of the Weyl 
relationships as the condition that there exists a system of 
imprimitivity for N based on N, where N is the additive 
group on Rn , it is clear that the classification theory for 
the representation of the Weyl relationships is essentially 
trivial: the most general representation is the direct sum 
or direct integral of irreducible representations. 
We shall return to this decomposition theory in (3.1.3) in 
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our review of the Wigner classification, where we consider 
semi-direct products in more detail. There we shall also 
need the powerful tool originally developed by Frobenius and 
generalized by Mackey [1949b], 
construction. 
[ 1951]: the inducing 
2.4.9. The inducing construction. 
From now on we restrict attention to transitive systems. The 
justification of this assumption will «3.1.3» derive from 
assumptions about the smoothness of the orbit structure; for 
an elementary particle that is ,.-e\al:-e.c( to continuity 
assumptions on the dual to space-time, therefore to 
space-t ime i tse If. For such systems the project ion-val ued 
measure is homogeneous and there is a one-one 
correspondence between equivalence classes of systems pf 
imprimit i vi ty, transitive measure classes on X, and 
cohomology classes of G. Furtp.er we know that a system of 
imprimitivity U,P, can be written in the canonical form of 
Theorem 2.4.2. We now consider the classification of the 
irreducible representations of G. For transitive systems 
this can be elegantly formulated in terms of the inducing 
construction, which we have met in the finite dimensional 
case already. 
The fundamental idea is that for each point x of X the 
o 
stabi li ty group G (g in G such that g. x =x) may have a 
o 0 0 
simple representation theory which can be used to classify 
the representation of the group G. If one considers the 
canonical form of U on L2(X,X,~), that is: 
9 
U'f)(x) = (r (g-1.X»1/2~(g,g-1.X)f(g-1.X), 
9 9 
it is apparent that the restriction of the (G,X,M)-cocycle 
to the stability group at x gives a representation of G on /{)' 
o 0 
the assumption of transitivity plays a 
crucial role here, in allowing one to conclude that this 
representation must be independent of the point x, 
o 
but 
depends only on the orbit of the point x under the action 
o 
of G. For each point x we therefore obtain a homomorphism 
o 
of G into the unitary group M on X, and for each orbit an 
o 
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equivalence class of such homomorphisms (all the 
represent at ions of G for XE G are unitarily equivalent). 
x 0 
The fundamental result obtained by Mackey is that the 
equivalence classes of homomorphisms of the stability group 
at x into M are in one-one correspondence with the 
o 
(G, X, M)-cohomology classes of G. This means that given any 
representation L of G on 
o 
1{ one can determine a strict 
cocycle and from that construct the corresponding 
representation of G; it is called the induced representation 
and is denoted If. This was the central result in his 
theory of induced representations; it means, amongst other 
things, that the representation If is irreducible whenever 
the representation L is. In physical applications the 
stability group is 'P~r~"c\J\a~~\'t. S'M~'e (for massive 
ho.M.o~ eV\~ou!l f»af"l-
particles -l~ lis compact), so one can reduce the 
classification of the representations of G to that of much 
simpler groups. 
I have throughout assumed that we have a strict cocycle, and 
correspondingly that X is transitive and not just that we 
have a transitive measure class. Actually this is no 
restriction; given a transitive measure class and a point x 
o 
we just take the orbit X/= G.x as our G-space (so that X' 
o 
is then transitive even if X is not) and the 
(G,X,M)-cohomology classes relative to ~ become strict 
(G, X' ,M)-cohomology classes. In this way the measure class 
and with it the cohomology class of the representation can 
be uniquely specified by a choice of orbit G. x and the 
o 
representation in M of the stabU ity group at x. At the 
o 
same time the system of imprimitivity is determined, up to 
equivalence, to be of the form given in Theorem 2.4.2 with a 
strict cocycle in the strict (G,X/,M) cohomology class 
corresponding to the representation L. We call this the 
system induced by band L. In summary we have the 
fundamental theorem (Varadarajan [1970 Th.9.12, Cor.9.13]): 
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Theorem 2.4.5. 
For any transitive system of imprimit1vity U,P, where the 
measure class of P Is associated with the orbit X' = Gx , 
o 
then there exists an integer n and a representation L of the 
stability group G at x on X (of dimension n) such that U,P 
o 0 
is equivalent to the system induced by ~ and L. This 
equivalence class of systems of imprimitivity depends only 
on ~ and the equivalence class of L. For fixed ~ the set of 
all equivalence classes of systems of imprimitivity is in 
one-one correspondence with the (G ,X,H)-cohomology classes 
o 
relative to ~. The induced system is irreducible if and only 
if L is irreducible. 
As we have already indicated, for the inhomogeneous Lorentz 
group the dual to the translation subgroup is a canonical 
G-space; the orbits are the mass hyperbola and for positive 
mass the stabi 1 i ty sub-group at any point on an orbit is 
compact. The representation theory then reduces to the 
theory for compact groups, and is completely known. 
2.4.10. The uniqueness theorem. 
It can easily be seen from the material of (3.1.3) that for 
o the translation group N on IR the most general possible 
irreducible system of imprimitivity U,P, for N based on N is 
transitive. We may therefore apply theorem 2.4.5. The 
stability subgroup for any point x e N is trivial, that is 
the identity, and since this has a unique irreducible 
representation there is a unique irreducible representation 
of N. Up to unitary equivalence, there is only the 
representat ion of Eq. (1); the Schodinger representat ion of 
the Weyl relationships is essentially unique. 
Theorem 2.4.5, and all the theorems that we have discussed, 
apply only to locally compact groups. N is of course locally 
compact when it is the translations on lRo • If we consider 
the infinite dimensional analogue, which is essentially the 
situation when we consider the Weyl algebra for a quantum 
field theory, N is no longer locally compact; the uniqueness 
theorem fails. 
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2.5. Quantum field theory 
The possibility of describing the world by means 
of Newtonian mechanics tells us nothing about the 
world: but what does tell us something about it is 
the precise way in which it is possible to 
describe it by these means. We are also told 
something about the world by the fact that it can 
be described more simply with one system of 
mechanics than with another. 
L. Wittgenstein 
2.5.1. Overview. 
In Section 3.1 we shall study the representations just 
discussed, and in 3.3 their relationship to the covariant 
wave equations. In Section 3.2 the Mackey theory is also 
applied in connection with the definition of position 
operators. This section is devoted primarily to another 
strategy altogether, defining the group action on an 
abstract algebra in a different, but very simple manner. We 
shall still obtain a unitary representation of the Lorentz 
group, so that there wi 11 st i 11 exist a project ion valued 
measure (based on A) corresponding to the properties "the 
system Q lies in a subset of 1R4 " (that is, "the field has 
total energy - moment urn in a subset of 1R4 ,,), but we shall 
not define the algebra in terms of these observables, nor 
the group action on A in these terms. We shall demand that 
the measure class of this measure is concentrated on 
positive values of p, but the system will be highly 
o 
reducible (in a group theoretic sense); this measure shall 
not be concentrated on any orbi t. This type of connect ion 
between a physical system and a space-time group is so 
fundamental that we may say that it defines the idea of a 
field. 
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This approach is elaborated in (2.5.3) below; (2.5.2) gives 
the necessary background on the automorphisms of 
• C -algebras. With (2.5.5) we complete our programme of a 
realist interpretation of the general structure of a quantum 
field theory. Thereafter our focus is much more specific: we 
shall consider the Fock representation of a class of 
quantum field theories, which are the quantization of linear 
classical fields. That is, we assume we are given a Weyl or 
Clifford algebra ab initio, those which are associated with 
a linear classical phase space; in obtaining the Fock space 
representations for these algebras, we are essentially 
quantizing the associated classical theories. As we have 
mentioned, in the finite dimensional case, and 
particularly for the equal-time CCR's and ACR's, this can be 
looked at in a purely group theoretic way, but we shall not 
attempt to pursue this interpretation in the infinite 
dimensional case. Rather, we shall emphasise the connection 
with the general theory of quantization. 
Part 3 is mainly concerned with the particle interpretation 
of the standard free theories, in which no deeper aspects of 
the general theory are used. But at the end we shall discuss 
more general problems of interpretation, and in particular 
the measurement problem, which are connected with the 
existence of inequivalent representations for field theories 
(Section 3.5). 
To begin, we consider the general idea of the invariance of 
an algebraic system, which we shall consider roughly 
equi valent to the form invar iance of the fundamental laws 
governing the behaviour of the system. 
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2.5.2.Group theory and algebraic invariance. 
Consider a Segal model U,6. An automorphism of U is a linear 
map a on U onto itself which also preserves the 
"quasimul liplication", i. e. a(A+AB) = a(A)+Aa(B), a(AoB) 
2 
= a(A)oa(B) (or equivalently that alA ) = a(A)oa(A)). It is 
a very strong condi lion to require that there exists a 
spacetime group G which act automorphically on U; it is 
equivalent to the condition that the algebraic structure of 
a system n is invariant under all Lorentz transformations 
and translations in space and time. From the active point of 
view, we imagine these transformations as defining new 
descriptions, from a given one, which must be physically 
real izable. We may imagine the symmetry transformation as 
acting directly on the physical system, moving the system 
about in space-t ime and with respect to space-t ime 
orientation (via the pure Lorentz transformations or 
boosts), but with its algebraic structure unchanged. 
Obviously the physical interpretation of this statement 
depends upon the physical interpretation of this algebraic 
structure; if the latter is assumed to describe the 
inter-relationships among physical properties (irrespective 
of value or measure assignments) then we can learn something 
about what those properties must be (or cannot be) in 
phenomenological terms. If one takes the symmetry group 
seriously, as a global spacetime symmetry, it is very hard 
to know whether there is any relationship (however indirect) 
between phenomena which is in some sense invariant. ) 
In a local sense it is already clear that there can exist 
no invariant relationship between particle number or "type" 
and energy, for example. Since particle "type" is associated 
with the irreducible representations of the space-time group 
we can neither define our fundamental model in terms of some 
collection of particles nor in terms of such irreducible 
representations. On the other hand if we think of free (or 
weakly interacting) systems (or equivalentlty those states 
which lead to such a description of the system) then in a 
phenomenological sense it is clear that these observables 
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may be useful in the definit ion of the system, that is, in 
defining a class of properties invariant under the 
space-time group in representations determined by such 
states. If in particular we have a scattering situation it 
is reasonable to suppose that for perhaps quite a large 
class of states the system will always exhibit the structure 
of a free system if only we wait long enough. Therefore 
assuming an assymptotic free particle interpretation gives 
a way of decomposing the representation of the group in an 
asymptotic limit. If now the group action is unitarily 
implementable, one will have obtained the Hilbert space 
generated (via the GNS construction) by this class of 
states. Or if one supposes the same reasoning will apply in 
the remote past of a scattering system, one might assume the 
(unitary equivalence of) the Hilbert spaces defined by the 
particle interpretation in the remote past and remote 
future. If one also assumes unitary equivalence with the 
Hi 1 bert space which hosts the global symmetry group (and 
not just some asymptotic part) one. Mi.g r." ~~e. W B~cl 
the group action is unitarily implementable. This is 
the assumption of asymptotic completeness; it plays a 
central rOle in the Haag-Ruelle scattering theory.(From the 
point of view of the general theory it is a highly 
restrictive assumption; I7h~ ~u'(\;~(" -01:J·e"'pt- t-o ole~l'I~ 
a. Vl\.i.\;~~ Q,vc)\v\;\()-'\ i~ b'''''-e '-a..'M~ Y'f4)..rf6ert\b- a-b\O,I\ 
'e.~c:l, bo ~e\le('~ J.,,\hC0\\'-\<:5) c.(. ,\"\CL~S!~ -I:;-"'eo.re"" (:r.>.~).) 
The foregoing considerations arise from an "active" 
interpretation; it is not obvious that these same 
impl icat ions emerge from a "passive" view of the symmetry 
transformations (in which one describes one and the same 
physical system with respect to two coordinate systems 
connected by a space-time transformation). 
There can in fact be no question of a general equivalence 
between active and passive interpretations of symmetry. This 
is a troubled and thorny area; for the sake of definiteness 
let me take a clear position: an active interpretation of 
spacetime symmetry supposes that of all possible 
configurations of a physical system, those which describe 
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the system in the same way (except with a different 
space-time orientation and/or in a different region of 
space-time) can be related by a symmetry transformation. A 
passive interpretation says that if we have a theory which 
describes a physical system, and in any such description it 
is possible to choose one of a class of coordinate systems, 
then it should be possible to transform from one coordinate 
system to another, always staying within this class, via a 
symmetry transformation. 
We may think of this as a kind of "re-parameterizing" of 
each description. But if we ask why is it possible to choose 
one of a class of coordinate systems, there can be many 
different answers; for example, because a choice of 
coordinate system is actually a pure artifice, without 
physical significance, to be defined by convention (physical 
units, choice of origin, and so on). Or because the 
physically significant object is a smooth manifold, and a 
choice of co-ordinates is merely a way of bringing about a 
local correspondence with IRn , which is a mathematically 
convenient thing to do (which leads to the general 
covariance group of general relativity). It may, in certain 
si tuations, be possible to find a formalism in which all 
passively defined symmetries have an active interpretation; 
or one might characterise those symmetries which have an 
active interpretation by some other way (this is the 
difference between writing e.g. the generally covariant 
classical mechanics in the form of special relativity, and 
defining the space-time symmetries as the isometries of the 
Minkowski metric). But in general the relationship between 
active and passive symmetries is not so direct. 
There is one further compl ication; we might also consider 
the physical system in a fixed configuration, but describe 
it from different frames of reference. We shall refer to 
this as the dynamic interpretation of symmetry. In detail, 
we consider the various possible configurations of the 
laboratory system and the question of how one and the same 
physical system, in a given configuration, appears to each 
of these laboratory systems. This point of view can be 
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related to each of the passive or active views, in rather 
different ways In particular the set of descriptions so 
obtained wi 11 be in correspohdence to the various 
world-lines accessible to a laboratory system; a certain 
subset of these will correspond to the inertial frames, and 
it is reasonably straightforward to argue the equivalence 
with the symmetries thus obtained with the active symmetries 
of the spacet ime group. That obvious ly wi 11 not apply to 
gauge symmetries. Dynamic symmetry transformations which 
interchange inertial world lines will be called kinematic. 
Because of these compl icat ions we shall always suppose an 
active interpretation of symmetry transformations1 . In the 
following we tacitly suppose that by "space-time group" we 
mean the inhomogeneous Lorentz group, but in the immediate 
sequel that need not be assumed; in particular the axioms 
1-5 of (2.5.3) do not depend on the symmetry group (so long 
as it is locally Lorentzian). 
To continue with the mathematical developement, it is clear 
that the existence of an automorphism a on ~ will ensure the 
existence of an automorphism on the associated fundamental 
model A,6 by a straightforward transport of structure. Since 
we assume ~ is special we decompose any element A in A into 
1 -real and imaginary parts A+, A_ such that A+ ='2(A+A ), A = 
~ (A-A-) and define a(A) as a(A+) + ia(A ). 
2i 
This definition is actually more general than that of an 
automorphism of A, which is defined as for ~ but such that 
a(AB) = a(A)a(B) and with the additional condition that 
- -
a(A )=(a(A) ) (so that we shall speak of - automorphisms). 
It is easy to see that if a system is unitarily or 
antiunitarily implemented on ~ then it gives rise to an 
automorphism of ~, even though in the latter case it is an 
anti-automorphism on the algebra A in which ~ is embedded. 
-1 That is, if a on ~ is determined by a(A) = UAU , then an 
1 
In (3.2.7) we shall consider Newton-Wigner locallzaUon 
from both active and passive points of view; in (3.5.4) the 
idea of a "dynami c II i nterpretat i on of symmetry will be 
applled to the Fulling pathology. 
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arbitrary element of A will be mapped onto the element 
a(A+)+ia(A_) = UA U-1+1UA U-1 = U(A ±iA )U-1 , depending on 
+ - +-
whether U is unitary or antlunitary. In the latter case a as 
a map on A satisfies a(A) = UA·U-1 and a(AB) = 
UB· A ·U-1 =UB·U-1UA ·U-1 = a(B)a(A), i. e the induced map on A 
is antiautomorphic. An automorphism of U is called a Jordan 
automorphism. 
The action of an automorphism on A extends to an action on 
the set of states 6 in the obvious way: 
that state which defines the same values 
a(A). a is in fact a bijection on 6, 
we define a(f) as 
eac.h A 6 on~ as does f on 
and since it is 
automatically linear on 6 it preserves the distinction 
between pure and impure states. 
Any Jordan automorphism is obviously continuous with respect 
to the algebraic operations; when U is special it is also 
continuous with respect to the norm topology (for this and 
other proofs we refer to Emch [1972]) . Because of the 
dual tty relation between A and 6 the map a is then weakly 
continuous, and one can actually show that every such map is 
uniquely associated with a Jordan automorphism. O"'t.. has. a 
s:eC\ua\\sal-\ollof the Heisenberg and Schrodinger pictures; bh~ 
a~ "'v'lIl +0 eac:.'" 0\; ~e (" if the time evolution is 
automorphic on the Segal algebra of the system. 
Al though the addi t ional general i ty of the not ion of an 
automorphism at the level of the Segal algebra is welcome, 
we know that anti-automorphisms at the level of the 
• C -algebra A are only relevent to discrete symmetries so we 
shall not be conerned with them very much; from now on we 
• assume we have a C -automorphism on A (and by automorphism 
• we wi 11 mean a C -automorphi sm) . 
Gi ven an automorphism on A we expect to learn something 
about the action of a on the Hilbert space of the 
representations of A determined by the GNS construction. One 
such theorem is as follows: if a state f E 6 is invariant 
under a then a can be unitarily implemented in the 
representation 1[f and the cycl ic vector of the 
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c.'O('\ be. ~~osen 
representation! invariant under the corresponding unitary 
operator, For the space-time groups of automorphisms there 
is a natural interpretation of such a state; it is the 
physical vacuum, 
Consider now the situation when we have a group of 
automorphisms IX with 
9 
the natural continuity requirement 
that <f;IX (A» is a continuous function of g for all feEi and 
9 
AeA (recall the analogous assumption in the theory of 
unitary representations that for U acting on H then (~,U~) 
9 9 
is continuous on G for all ~,~e~). The group continuity 
property can be extended to a cont i nui ty condi t ion on its 
unitary representation provided when we have the favorable 
si tuation of a G-invariant state on A. One then has that 
each U induced in the natural way from each IX, and the 
9 9 
invariant state f used to generate the representation, is in 
fact strongly continuous on ~f' The importance of strongly 
cont inuous representations to the general theory of group 
representations is clear: the Stone theorem relating a 
unitary operator U on a complex Hilbert space ~ to a 
self-adjoint operator (and therefore to a projection-valued 
measure) needs at least weak continuity of U on ~ (for 
unitary operators weak and strong continuity coincide). We 
now see a very simple connection between this special class 
of group representations and the representations induced by 
the invariant states on a fundamental model on which G acts 
as a group of automorphisms. 
The set of states in Ei which are invariant under the action 
of a group G we shall call the G-invariant states (denote 
EiG); they clearly have a special role in the theory of 
uni tari ly implementable groups of automorphisms on a system 
A. An important property of the set of G-invariant states 
is that it is compact in the weak * topology. It is also a 
convex space (the convex sum of any two G-invariant states 
is obviously G-invariant). The Krein-Mi llman theorem can 
then be applied to deduce that Ei must have extremal states 
"t\~'ZIr- CO'ttbinZlbOY\s G 
and that the',( j are dense in EiG (with respect to the weak * 
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2 topology) . 
The structure- of the set 6 is of fundamenatal importance 
G 
for the applications of the theory to statistical mechanics 
and the study of the thermodynamic limit, as well as a 
deeper exploration of ideas such as the clustering property 
of the vacuum. Some of these applications will be discussed 
in connection to measurement theory (Section 3.5) but we 
shall not pursue the general theory any further here. 
2.5.3. Quantum field theory; general interpretation. 
Consider again the general question of how to associate a 
• C -algebra with a group G. We have already reviewed one 
strategy. There is another way of relating a spacetime group 
to an abstract algebra which brings to the fore the idea of 
the group as a set of transformations on spacetime, and 
which assumes that the algebraic structure is tied to 
spacetime regions in a way which reflects the idea of causal 
influence. The idea arose from quantum field theory, where 
one has for each subset of spacetime B a set of operators 
~(f), where f has support in B (the smeared fields); in the 
present context it is natural to abstain from any specific 
assumptions about these quantites3 , but to assume that 
analogous entities exist, the algebraic and norm closure of 
• which is a C -algebra associated with the spacetime set B. 
From an abstract point of view one demands that a subset of 
spacetime can be associated with a fundamental model (we 
shall call such models local systems, to be denoted A(B)). 
It is then clear that we have a natural action of the group 
on the set of all local systems, namely that a (A(B)) = 
g 
A(g. B), where g. B is the spacetime region onto which the 
points of B are mapped by the spacetime transformation g, 
just as we have for the smeared classical or quantum fields 
(with an obvious limit to the point fields). 
2R..1~y..\~ Speo-I(i~) tv.\s - ; S how Segal proved that there must ext st 
full set of states for a Segal algebra, c.f.(2.3.7). 
3 
a 
We are restricted to bounded observables, because only then 
can we hope to real ize an algebraic system as operators on a 
Hil bert space. 
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We shall short ly combine the local systems to obtain an 
algebra, which is also a fundamental model. By construction 
the group wi 11 act automorphically on this algebra; 
therefore whenever we have a concrete representat ion 
generated by a G-invariant state the group wi 11 act as a 
continuous unitary group of transformations on the 
representaiton space ~. We now suppose the spacetime group 
is a semi-direct product KxT. By the imprimitivity theory it 
follows that there will exist a projection-valued measure P 
on T which wi 11 define the representation completely. In 
this situation if the representation is to have a 
straightforward physical interpretation we demand that P 
o 
(the restriction of P to timelike vectos in T) is a positive 
operator. In this way we ensure that the total energy is 
positive; essentially this is a constraint on the admissable 
G-invariant states, which have a straightforward physical 
interpretation (namely: the vacuum). 
To further exploit the local group action, consider it as 
imposing a direct relationship between the structure of the 
field of subsets of spacetime and the structure of the set 
of subsystems of the total system. At this point the 
question arises as to whether, and in what sense, such 
subsystems may be simultaneously and independently 
described. I take this as central to the problem, of how to 
define Cauchy data for a collection of local systems. 
Consider then the idea that two local systems can each be 
described without reference to each other. It is natural to 
require that this is only possible when the two domains 
are disjoint; it is also plausible that the domains must be 
spacelike separated (no time or light-like line intersects 




every observable or property in B can be adequately 
1 
specified, for the description of all phenomenology in B , 
1 
wi thout reference to the local system wi th domain B (and 
2 
vice versa). Note that correlations between phenomena in B 
1 
and phenomena in B are not considered to be assoicated 
2 
with either domain (but rather to their union BuB). We 
1 2 
now suppose that a necessary condition for this notion of 
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independence is that local systems which are spacelike 
separated are compatible. From the general theory, this 
means they commute (in the sense that every observable 
associated with B commutes with every observable associated 
1 
This is a far reaching postulate; it is called 
4 
microcausality 
This condition appears necessary but not sufficient to 
define the notion of the independence of local systems. 
Clearly compatible observables may not be independent. But 
it also seems clear that the kind of dependence which is not 
excluded is of the classical kind, that is, when two 
observables are functions of each other. There is only one 
general way of specifying what kind of functional dependence 
should obtain between local systems: that is fami liar from 
classical field theory, which is founded on the concept of 
1 1 t · 5 oca causa Ion . In a relativistic theory, one simply 
requires that the fields should satisfy hyperbolic field 
equations. We cannot impose such an expression of causation 
in quite this way, but we may do something very similar; in 
some sense we shall requre that a local system associated 
with a domain B can be completely characterised by data on a 
Cauchy surface for B (that is, a surface which intersects 
€:<e.t''1 j\at~ cl.'rec.b~e\ l:-i4'\e- \,\<t \;I\~ ""~\~ \"t-e..t~c..t-S g). 
4 















the observables) then commute. This (stronger) 
is the is also microcausallty. So too 
that the 
called 
assumption in both 
point fields 
fermionic 
ant 1 commute and 
and bosonic theories, 
commute respectively. 
The point fields are not of course observables. 
5 





extensive secondary literature which 
to 18th century concepts of force 
movement (e.g. Wi lliams [ 1965] . 
believe the field concept should be 











fundamental ontology which characterized the emergence of 
the field concept (of course nowadays the ontology of any 
field theory is usually considered to be the field itself), 
but the general strategy of inducing the global dynamics 
from a local action of the underlying ontology, whatever 
that is. 
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This is perhaps too strong; it may be that one needs data 
on a space-time region which has non-vanishing time-like 
extent. We shall consider the weaker requirement that the 
Cauchy problem is well-defined on a Cauchy volume for B 
(that is, as before but with surface replaced by a volume 
of non-vanishing timelike extent). We must now consider how 
to express the idea that knowledge of a local system A(B ) 
1 
can provide a complete description of a local system A(B ), 
2 
given that B is a Cauchy volume for B. A condition which 
1 2 




for then every pure state ( i. e. maximal 
description) or A(B ) can then be obtained by restriction of 
2 
a unique pure state on A(B). This follows from the theorem 
1 • 




a pure state on 




whenever A is a 
1 
is unique. If we 
consider that A causally determines A if and only if there 
1 2 
is an injection from A to A, we obtain from this theorem 21-
a subtle phrasing of the intuitive notion of causal 
determination; that if Q causally determines 
1 
n then any 
2 
complete descript ion of Q can 
2 
be obtained by a unique 
complete description of Q 
1 
It does not say that any 
complete descript ion of Q wi 11 provide a unique complete 
1 
descript ion of Q. Of course we know that it must not do 
2 
so, consistent with what is known about the relationship of 
systems and subsystems in quantum mechanics. In general a 
pure state of a compound system will not restrict down to a 
6 pure state on a subsystem at all. 
Adopting this point of view, we are led to postulate that if 
B is a Cauchy volume for B, then A(B )!;; A(B ). We shall 
1 221 
call this the principle of primitive causality following 
Haag and Schroer [1962]. As these authors observe, this 
principle is not satisfied by the generalized free fields of 
Greenberg [1961] (which satisfy the Garding-Wightman axioms) 
6 
It is curious that this feature of quantum mechanics is 
sometimes referred to as holism; whilst the knowledge of the 
parts yields the whole, knowledge of the whole does not 
yield knowledge of the parts (k\'\ow\Qa.Il;~ ',,,, th~ <;,el'\~'" of Me-KI'n\"'1 ·"·,,of/'l'lo.l:1on). 
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and is therefore 
7 
microscausali ty . 
independent of the postulate of 
We are almost ready to formulate a general axiom scheme; 
it only remains to demand that the algebra of the field of 
subsets of space-time be incorporated 
that the local system associated with 
the set-theoretic union of the local 
(the norm closure of the algebraic 
theoretic union A(B) and A(B ». 
1 2 
principle of causal determinat ion is 
in the obvious way: 
Bu B is generated by 
1 2 
systems of B and B 1 2 
closure of the set 
Since, however, the 
not standard in the 
literature, we consider the following weaker version of it, 
which is also a natural transport of structure from the 






). This property is called isotony; 
an axiom of the Haag-Kastler schemes. 
it is 
In summary we have: 
7 
I overstate 
these resul ts 
the 
for 
case; actually Haag 
a weaker version of 
and Schroer obtained 
this prinicple and 
when the local systems are assumed to be 
weakened version is as follows: for any 
von Nea.ann. The 











i nformat i on on 
the fields 
fields on 
at all times follows from information on the 
with a time-slice. In fact they also showed that 
minor techical assumptions primitive causality 
this condition together with microcausality. 
the very least, when the local systems are 
expect that primitive causality is 
by the generalized field theories; there is 
with formulating the weakened condition in 
context: the algebra of the form A(T is 
1: 
system, since T has i nf i ni te extent. 
1: 
S 
fo 11 ows from 
Therefore, at 




not a local 
Isotony is 
principle of 
a very natural assumption; 
causal determination because 
it 
if 
fo 11 ows from the 
B~B' then B' is 
a Cauchy vo 1 ume for B. 
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Axioms for a quasi-local algebra 
1. 4 For each open bounded subset B of IR there exists a 
fundamental model A(B), called a local system. 
2. The set theoretic union and inclusion relationships of 
4 Bi~1R transfer to the local systems: if B ~B then A(B) is 
1 2 1 
a sub-algebra of A(B ), and if BuB = B then A(B) is the 
212 
norm closure of the algebra generated by A(B ) and A(B). We 
.1. 2 
form the C -inductive limit A as the norm closure of the 
union of all local systems. This is called the quasilocal 
algebra. 
3. The local systems transform covariantly, that is, if a 
spacetime group G acts automorphically on the quasi local 
algebra, then IX (A(B) )=.!4(g. B). \ \c _L..I ~_.A_ 
g "So S'p'ac~\ e. .t'epbrO'<'e~ ~ .. , 
4. Microcausal ity: if B -/ B, then the observables in A(B ) 
1 k 2 1 
commute with the observables in A(B ). 
2 
These axioms are called the Haag-Kast ler axioms; we shall 
consider the following additional postulate as a natural 
9 
suplement : 
5. Causal determinateness: for locally Lorentzian G if Bl is 
a Cauchy volume for 
A(B,). 
then A(B) is a sub-algebra of 
2 
And finally with regard to the representation theory we 
demand: 
6. The physical vacuum: for G a semi-direct product and fe6 
G 
the physical vacuum then P is a positive operator on If , 
o f 
where P is the projection valued measure on 1f associated 
f 
with the continuous representation of G on If and 1f is the 
f f 
Hilbert space of the GNS representation of A generated by f. 
It should be noted that, although it is not immediately 
obvious from the foregoing, the quasi-local algebra does not 
include (bounded functions of) global observables of the 
9 
We distinguish the latter two postulates both because they 
are not included in the Haag-Jl::astler axioms and because they 
depend critically on the spacetime group G. 
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system (what in conventional field theory would be global 
integrals of local polynomials in the fields, the total 
charge, mass, energy etc.). These can be affiliated with the 
quasi-local algebra, in any representation, by forming its 
bi-commutant (i. e. they lie in the associated von Neumann 
algebra), or simply introduced through the group action on A 
as above for those representat ions which lead to a 
continuous unitary representation of G. From a realist point 
of view there is no reason to consider such observables 
meaningless; it is not an advantage of the Haag-Kastler that 
(bounded functions of) such observables are not themselves 
in the quasi-local algebra. 
The axioms (1)-(4), (6) are satisfied for all the free 
fields, by the generalized free fields in the sellse of 
4 are p""ba\Q,"1 sai'~Ht.c:4 
Greenberg [1961], by A~ in 2+1 spacetlme dimensions, andtby 
any model which satisfies the Wightman-Garding axiom scheme 
(see e.g. Glimm and Jaffe [1981] for references10 ). (~) ;~ 
e'8$~\'" p.ro~cl ~f" +re.e. te ..... M\o""'c fie\ds,.J 
.Mt\ it seems quite certain that it is satisfied by 4/ (x k\l\Ow of M e,Kp\\(.i~ i:l nlO'-). 
the free field theories and by A~~ One is, however, some 
way short of being able to establish the existence of 
covariant quantum fields from the above axioms. In this 
respect one is a long way removed from the specificity of 
the concrete postulates of other axiom shemes of quantum 
field theory (the Osterwalder-Schrader (Euclidean) 
axiomatization or the Garding-Wightman axioms). The concept 
of the quantum smeared field as a covariant operator-valued 
4 
map on (bounded, open) subsets of R has been replaced by 
the idea of an abstract algebra of observables covariant ly 
associated with such subsets of R4. This makes some aspects 
of the usual formalism -the use of smeared fields and the 
Wightman reconstruction theorem in particular - appear much 
more natural. Of course, the algebraic theory also explains 

















2.5.4. Historical background to the Haag-Kastler axioms. 
The Haag-Kastler axiom scheme was proposed consequent to the 
realisation that algebraic methods might assist or eliminate 
altogether the difficulties associated with the so-called 
"strange" or "myriot ic" represent at ions of the Weyl 
relationships and the algebra of the ACR's for quantum 
fields, associated with the failure of the Stone-von 
Neumann-Mackey uniqueness theorem for systems of infinitely 
many-degrees of freedom. These representations were first 
discussed in a physical context by van Hove in 1953. He 
showed that the Hilbert space of the "bare" vacuum of a 
meson model (with external c-number fields) does not exist 
in the Hilbert space of the interacting field defined by the 
"dressed" vacuum (that is, the two vacuum states define 
inequi valent represent at ions via the GNS construct ion). We 
shall discuss the van Hove model, and Haag's theorem (to 
which it is intimately related) in (3.5.3), to which we 
refer for further historical background. Suffice it to say 
here that the initial hope- amongst those working in the 
foundations of quantum theory and physicists proper - was 
that such representations were devoid of physical content. 
For the more ideologically inclined, the hope was in 
particular that Fell's result «2.3.9» 




every faithful representation of a C -algebra could be 
exploited within an algebraic form of quantum field theory 
to subsume all these unitarily inequivalent representations. 
As we have seen, this idea receives support from the 
positivist interpretation of the weak * topology (in terms 
of the limitation of any given experiment to a finite number 
of observables). This same philosophy was also used to 
motivate the restriction to local observables, on the 
grounds that no actual experiment "refers to" infinite 
domains in space-time. 
This idea was connected to the positivist interpretation of 
the local system which was (and is) pervasive in the 
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foundational study of quantum field theory: that a local 
system A(B) defines and is defined by the set of all 
possible laboratory operations performed in the region B. 
This interpretation is independent of the algebraic 
approach; it is equally applicable to the set of all 
Wightman functions, restricted to a space-time domain, or in 
a more figurative sense to (any polynomial of) the smeared 
fields themselves. For a radical developement of the theory 
in these terms see Araki [1969]. 
This interpretation is a straightforward transposition of 
the dominant operationalist interpretation of quantum theory 
to the QFT; exactly the same criticisms apply (2.2.1) and I 
shall not repeat them again. 
On the basis of Fell's re~ult, Haag and Kastler postulated 
that the quasi-local algebra A has a faithful irreducible 
representation. (Note that there always exist faithful 
representations; the universal representation (2.3.10) is 
always faithful. Of course, it is highly reducible. ) 
2.5.5. Nets and local fields. 
The map B ~ A(B) from the open bounded sets ~ of ~4 to A 
is called a local net. A general philosophy, independent of 
the positivist interpretatlon of the local systems, was 
widely canvassed by Haag and Borchers In particular, to the 
effect that a specific choice of local net is analogous to a 
choice of co-ordinates on a manifold. In particular a choice 
of (covariant, causal) quantum fields on 1R4 determines a 
local net, and is itself analogous to a coordinate system. 
This idea arose in the context of the Borchers 
classification of certain (equivalence classes) of local 
systems; the theory is based on a certain equivalence 
relationship, defined by the locally unitarily implementable 
isomorphism of two representations of the quasi local 
algebra. He hC!>~ec.l to show that corresponding to each such 
class (Borchers class) there exists exactly one vacuum 
representation (that is, the Hilbert space of which 
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contains a state invariant under all translations) (se~e.g. . 
~"vJ\lI \-t..\'f h~~ ho?~ was. fN..I \-r'8.~e.cl.; !"p M\:8"~'W. .ry~ht.t.W'1 bte a\c..~ 
Borchers [19671-). There are in general several different \NOU~ ~t'n 
be \t·b°lec1 I 
ways of defining anyone class by a spec1 fi cat ion of quantum ~o(() I I • 
fields (for example from a scalar field one can construct a 
local net from the Wick-ordered polynomials in the field, 
its derivatives, and thereby associated (vector or tensor) 
fields, and anyone of them will generate either the same 
local net or a subnet of it). At a slightly more subtle 
level the fields are defined as maps, not from the open 
bounded 4 subsets of IR but on a "test" function space which 
is defined in such a way as to facilitate the very difficult 
analytic problems sO characteristic of the subject. The 
intricacy and apparent arbitrariness of this construction 
should, it seems, be understood as reflecting the difficulty 
and perhaps convent ionali ty involved with "coordinatizing" 
the quasi-local algebra (see also (3.5.2». 
Working the other way, one can ask whether there is any 
general construction from a given representation of a net 
B --7 A(B) of all possible local fields which generate the 
net acting on the Hilbert space of the representation. 
Knowing this, one will have the "parameters" with which the 
structure of the representation can be explored; one might 
at the same time obtain a classification of the 
representations or information on the structure of the net. 
This programme is speculative; to make contact with physics, 
and in particular with the local couplings of the Lagrangian 
theory, it seems we actually need to recover the point 
fields, with all the attendent mathematical pathology. 
What is a simple intuitive picture? If the local algebras 
could actually contain the smeared fields one might hope to 
show that as B contracts to a point XEIR4 , A(B) converges in 
some sense to an algebra which may be generated by a finite 
set of point fields at the point x. The known properties of 
the point fields make such a picture rather implausible; for 
example what is the meaning of the increasingly 
uncontrolled behaviour of the smeared field as its region of 
definition is contracted to a point? Why is the high energy 
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behaviour so singular? One cannot in general define any 
bounded operator from the quadrat ic forms and even more 
singular objects associated with polynomial local couplings 
in the point fields. If however one restricts attention to 
quadrat ic forms on the Hi I bert space of the representaion, 
which are of at most polynomial growth in their high-energy 
behaviour, one can prove an association with the observables 
of A(B) where B is any neighbourhood of any point x. This 
result was recently obtained by Fredenbagen and Hertel 
[1981]; they were also able to show that for a reasonable 
class of operator-valued distributions one can al ways 
define such a quadratic form together with a natural action 
on the test function space of the distribution so that the 
two coincide (the "reasonable class" includes the free 
massive fields and the super-renormalizable interacting 
fields in low dimensions). The association with the elements 
of A(B) then poceeds by way of affiliation to the associated 
von Neumann algebra A(B)". 
It is an open question as to whether such methods have more 
general applications. 
2.5.6. Quantization of linear classical systemsll . 
We now consider a special class of quantum systems which are 
defined by a linear classical system, that is, a real-linear 
symplectic space M equipped with a non-degenerate 
antisymmetric biliear form w (the symplectic form). In this 
way, in the finite dimensional case we obtain the familiar 
free particle theory, and in the infinite-dimensional case 
the free field theory. The construction is, however, rather 
involved, so it might be helpful to give a quick summary of 
the various steps, and the relationship of the theory to the 
general theory of quantization, in advance of the detailed 
development. 
11 
The remainder of this section is a straightfoward review of 
the Segal theory 
[1959a], [1961], 
of quantization, 
[1962]. See also 










The strategy is as follows (1 consider only the Bose case in 
• the immediate sequel)j we first define a C -algebra, called 
the abstract \leyl algebra over H, w, and which we consider 
the abstract quantum system corresponding to the given 
classical one. We next consider a special class of 
representations for this algebra, which are defined whenever 
there exists a certain geometric structure connecting Hand 
w, namely a complex structUl"'e J defined as a linear map M 
2 
----+ H such that J =-1, which is campaU ble (so that 
w(Ju,Jv) = w(u,v) for all u,veH, in other words so that J is 
a canonical transformation), and which is positive (which 
means that w( Ju, u) is t>O$'''~i''e for a\I .IA EM). In the 
infinite-dimensional case 
complex structure, is 
bilinear form w(Ju,v) 
equipped with this 
(wi th sesqui linear 
the space H, 
pre-Hi lbert 
iw(u,v)), and completion with 
respect to this norm defines the one-particle subspace X of 
the Hilbert space H = ~(X) of the representation. The phase 
space of a linear classical field is thus directly 
associated with the one-particle Hilbert space of the 
corresponding quantum field. In particular the complex 
structure, with respect to which X (and hence ~), is a 
complex vector space, is defined by J. We shall actually 
obtain the relationship between X and ~ by defining creation 
and annihilation operators from the Weyl algebra and this 
complex structure, and using the canonical construction of 
(1. 3. 4). This representation must also be associated with 
the GNS representation defined by some state fe6 on the 
abstract algeraj f is the vacuum state. This state can be 
defined abstractly (and all such vacuum states are in 
one-one correspondence with the set of all positive 
compatible complex structures on M, w). One could say that 
the positive compatible complex structure on M is used to 
define a certain state, the vacuum, and that in this way we 
build a particle interpretation into the theory. Whether 
some other kind of particle interpretation is possible is 
obviously an open question; the standard particle 
interpretation of the free scalar and spin-half field 
theories is this one. These concrete theories are actually 
shown to define a canonical second quantization of a 
one-particle theory (see Section 3.4). 
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We gain a greater perspective on this theory if we consider 
also the general theory of quantization (the so-called 
geometric quantization). This theory provides a general 
class of solutions to the Dirac problem: for a classical 
system M,w, for any observables f,g (defined as COO functions 
on M), find corresponding operators f,g acting on a complex 
A 
Hilbert space U such that [f,g] = -ih[f,g) where [.,.) 
PB PB 
is the Poisson bracket defined from the symplectic form w. 
This condition is actually a local form of the Weyl 
relationship for the abstract Weyl algebra in the special 
case in which f and g generate constant Hamiltonian vector 
fields on M. We shall examine this relationship shortly. The 
existence of a (positive, compatible) complex structure on 
M appears as a special case of a more general requirement, 
that there exists a Lagrangian subspace in M. There are in 
fact two important cases; the one discussed, when this 
subspace is Kahler12 , and the pre- Hilbert space is the space 
of all holomorphic functions on M with respect to the 
complex structure (Kahler subspaces and compatible complex 
structures are in one-one correspondence); and the real 
polarizations of M, where the pre-Hi I bert space is 
essentially the space of all unconstrained functions 
restricted to the orthogonal complements of these real 
polarizations (typically the unconstrained functions of 
position, or the unconstrained functions of momentum13 ). In 
12 
We need precise definitions of these notions, 
since we do not use them. Intuitively a Lagrangian subspace 
shall not 
space H is a subspace of half the 
dimensionality such that the symplectic form acting on any 
of a symplectic 
two vectors in thi s subspace vani shes (e. g. conf i gurati on 
space or momentum space as subspaces of phase space). A 
Kahler subspace is a complex Lagrangian subspace N (we now 
assume H is endowed with a complex structure) such that H 
- -N$N and NAN-= ". One may then recover the complex structure 
on H given the Kahler subspace. There is a beautiful theory 
inter-relating these geometrical constructions with the 




for the level of this thesis and we shall not 
See e.g. Woodhouse [1980) for a self-contained 
13 
Unconstrained, that Is, apart 
integrability condition. 
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from the mild 
2 
L 
this case the connect ion between the complex structure of 
the Hilbert space and the geometry of M,w is not so direct. 
The holomorphic functions on M, when M is an 
infinite-dimensional symplectic space, have a natural 
correspondence with the vectors in Fock space, provided by a 
power series expansion of the holomorphic function. 
This correspondence will be considered in more detail in 
(3.4.2). 
2.5.7.The Weyl relationships. 
We recall the concrete Weyl algebra (Schrodinger 
representation) for a system of 2n degrees of freedom that 
we wrote down in (2.4.5); we obtained the commutation 
relationships: 
[U(s ),U(s )] = [Vet ),V(t )] = 0, 
1 2 1 2 
U(s)V(t)= ei(s.t)/b V(t)U(s). 
Here the U's and V's are unitary (weakly continuous) 
representations of the additive group on ~n, s,t, vectors in 
~n. From a group theoretic point of view it is natural to 
interpret the exponential in terms of the characters (or 
,. 
elements of the dual A) of the additive group on ~n, that is 
= to make the correspondence t -7 Xt E A where Xt(s) 
ei(s.t)/b and regard the V's as unitary-valued maps on A. 
In that case the last relationship may be written as 
U(s)V(Xt ) = Xt(s)V(Xt)U(s), and the unitary operators W(s,X) 
= U(s)V(X) then obey 
-I 
W(s ,x )W(s ,x ) =rX (s ~W(s +5 , X1X2 ) (1) 1 1 2 2 \. ~ 2,.1 1 2 
i. e. furnish a l'("o)edivt. representation of the additive group 
AxA. In this connection, the significance of the 
-1(5. t)/b 
appearance in Eq. (1) above of the exponential e 1. I , 
in which (s.t) is a symmetric bilinear form, reflects the 
fact that we have a dual ity relationship between A and A, 
that it does not matter which one we choose (of the U's and 
V's), so long as we make some choice. 
If we think about the space AxA, and regard A as the 
cotangent space to A, it is clear that we might be able to 
generalize the Weyl relationships if we consider AxA as a 
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the classical phase space of a linear dynamical system. We 
might even be able to make sense of the Weyl relationships 
when this space M has a non-trivial topology, and for 
one-parameter transformations on the cotangent bundle, and 
in that way obtain a quantum theory which can include 
constraints - and also free the theory from the use of 
rectilinear co-ordinates. 
Viewed in this way the Weyl relationship Eq. (1) involves a 
specific co-ordinate system on the co-tangent bundle - the 
distinction between position (s) and momentum (t) 
co-ordinates in physical terms. But consider instead the 
. -(i/2h)(s.t) 
unItary operators W(s,t) = U(s)V(t)e ; the W's 
obey the commutation relationships: 
W(s,t)W(l,m) = e i [(m.s)-(t.l)]/2h W(s+l,t+m) (2) 
The term in the exponential is typical of the symplect ic 
form acting on vectors of a syplectic space, when one makes 
an explicit distinction between momentum and position 
co-ordinates (when one chooses a symplect ic basis on M). 
From the point of view of quantizing a given classical 
system, it is natural to suppose one is already given a 
classical phase space M which is a symplectic space, and not 
just a cotangent bundle, coming equipped with a symplectic 
bilinear form w. In that case one is tempted to see the Weyl 
relationships as a special case of the more general 
relationship 
W(u)W(v) = e iw(u,v)/2h W(u+v) (3) 
with u, v vectors in M; the special case of Eq. (2) will 
result from a choice of a symplectic co-ordinate basis on M. 
The antisymmetry of w obviously ensures that Eq. (3) provides 
a uni tary represent at ion of the addi t i ve group on each 
one-dimensional subspace of M (that is that W(au)W(bu) = 
W«a+b)u)). Otherwise we have a projective representation of 
the additive group on the whole of M. (It is also clear that 
the restriction to linear classical phase spaces plays a 
crucial rOle in this interpretation of the Weyl 
relationships; one can, however, make some progress even in 
the non-linear case (see e.g. Segal [1967b], [1970]); here I 
shall consider only the linear case). 
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It should be borne in mind in what follows that we have 
effected a switch from the symmetric bilinear form (s.t) on 
AxA to the anti-symmetric birinear form w(u,v) on M = AxA; 
the latter is now to be taken as fundamental. 
We would now like to free the defining relationship Eq. (3) 
from its dependence of any particular choice of Hilbert 
space, starting instead from an abstract version of Eq. (3), 
and a given classical system M,w. It is obvious that the W's 
form a non-commutative associative algebra A and that the 
• map. defined as W(u) = W(-u) is anti-automorphic on A. So 
we have a • algebra. But the idea of weak continuity is not 
• a pure C -algebra concept. To be sure, if we are given an 
• abstract C -algebra and a continuous symmetry group of 
automorphisms of the algebra (defined as in (2.5.2» we know 
this group will act in any representation space ~ by weakly 
cont inuous operators (that is continuous with respect to 
the weak operator topology in B(H»; it is exactly because 
we want to go the other way that we have to characterize the 
idea of weak continuity in a representation free way. 
Before pursuing this question, let us first see what happens 
if we assume we do have a represent at ion of the Weyl 
relationships, in which the W's are weakly continuous 
unitary operators on some Hilbert space ~. In that case we 
shall say we have a (concrete) Veyl system over M,w. So far 
we know we have a Weyl system in the finite dimensional 
case, which is the Schrodinger representation (or a direct 
sum of these). So now we suppose there is a Weyl system for 
an infinite dimensional M. In the following we shall make no 
use of the actual representation space of this concrete 
system; we might be talking about any concrete 
representation in which the W's are weakly continuous, that 
is any Weyl system. 
In fact we shall work with what should be self-adjoint 
operators in any representation of the abstract algebra, 
namely the generators of the W's (the whole point of weak 
continuity is of course that we can define self-adjoint 
operators, with natural domains of definition, from Stone's 
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theorem in this way). So we suppose that we have a 
representat ion of the abstract algebra in which for each 
ueM there will exist a self-adjoint operator A(u) which is 
the generator of the one parameter group W(su) so that W(su) 
-isA(u)1h 
= e We begin by considering their commutation 
relationships, which follow from Eq. (3): 
[A(u),A(v)] = - ih w(u, v). (4) 
In terms of these self-adjoint operators, we can hope to 
make aconnection with the Dirac quantization rule. Eq. (4) is 
similar to this rule, except that the symplectic form and 
not the Poisson bracket occurs on the RHS. We recall the 
general relationship between the two objects. Let N be a 
2n-dimensional symplectic manifold and consider the class 
;to(N) of real -valued infinitely differentiable functions 
upon it. These are called the classical observables of N. 
Every fe;tO(N) is at the same time a smooth map on phase 
space into the reals, and the generator of a vector field 
Xf on N, defined via the symplectic form u on N: 
u(Xf,Y) + Y(f) = 0 
for all vector fields Y on N. This vector field is 
canonical in the sense that it preserves u, that is the Lie 
derivative of u with respect to Xf vanishes, and the 
(locally) defined integral curves of this vector field 
define local one-parameter families of canonical 
transformations of N. If these vector fields are globally 
defined they are called globally Hamiltonian (denote HV(N)); 
and vector fields which preserves u in the above sense are 
locally Hamiltonian (denote LHV(N)). LHV(N) is a Lie algebra 
under the Lie bracket, since it is well known (Sternberg 
1964) that if Y,Z e LHV(N), then [Y,Z1 = Xu(Y,Z) (that is, 
the locally Hamiltonian vector fields are closed under the 
Lie bracket [.,.1). 
The Poisson bracket of f,g,e;tO(N) is the CtO-function 
[f,g] on N defined by [f,g] = Xf(g) = - X (f) = u(Xf,Xg ). PB PB g 
(Therefore for any f, g e ;to(N) it follows that [Yf , Xg1 = 
X[f ] ,which makes it clear that the algebra of classical 
,g PB 
observables with the product given by the Poisson bracket, 
is homomorphic to the Lie algebra defined by LHV(N)). 
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For us the key point is that when N is a linear vector 
space then the constant vector fields on N can be identified 
wi th elements u eN. For 00 those functions in ~ (N) which 
generate constant vector fields on N (that is linear 
Coo-functions on N) we can Just identify each f with a 
vector U in N (so we shall write ufe N instead of A ~f e 
LHV(N». Dirac's quantization rule, which becomes [f,g] = 
A 
-ih[f.g]PB = -ihW(Uf,ug ), is thAen equivalent to the 
commutation rule (4) if we define f= A(Uf ), for linear f 
on N. 
This may appear unduly restrictive; we shall only obtain 
quantum analogues of the linear observables on H. But in 
fact these provide a large enough class of observables (via 
their algebraic combinations) for our purposes. In Section 
3.4 we shall obtain models with infinite dimensional H, 
where the linear functions on H are defined by a space of 
test functions ~, 
S f(x)~(x-x')u(x)d4x 
discussed in (1.4.4». 
with the action 
fe~ (~ is the causal 




functions f (the f's) are the smeared fields. The elements 
of ~, which define linear maps on H in this way, therefore 
also define constant vector fields on H, which can be 
identified with elements U of H. Explicitly, u(x) = 
Sf(x' )Mx'-x)d4x'. The quantum fields defined by the A(u)' s 
are not quite the smeared fields, but self-adjoint 
operators associated with solutions of the classical field 
equations. They are still associated with space-time 
domains, however (the supports of the u's). 
Suppose now that in the infinite dimensional case there is a 
positive compatible complex structure J on H. It is easy 
to see that w(J.,.) is a symmetric bilinear form on H. In 
fact w(Ju, v)=w(J2u , Jv) (since J is canonical) = w( -u, Jv) = 
w(Ju, v) (by antisymmetry and 1 ineari ty). Consider now the 
expression 
<u,v> = w(Ju,v) - iw(u,v). (5) 
J 
We have that <u,bJv> = bw(Ju,Jv) - biw(u,Jv) = ib<u,v> (so 
J J 
that <. ,.> is complex linear in its second factor). On the 
J 
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other hand <bJu, v> J = bw(J2 u, v) - bw(Ju, v) = -ib<u, v> J so 
that it is complex anti-linear in its first factor); it 
follows that <.,.> is a sesquilinear form on H, regarded 
J 
as a complex linear vector space with the action of ~ on M 
given by (a+bi)u = (a+bJ)u. Since we suppose J is positive, 
this form is positive definite, so we actually have a 
pre-Hilbert space. We shall write H for the completion of 
J 
this space. 
Now consider the operators A(u); since w(u,u) is zero for 
any u it follows that A(.) is a real linear map on M. 
Therefore we may define the operators: 
b(u) =(2h)-1/2(A(u) + iA(Ju» (6) 
b(u) ·=(2h)-1/2(A(u) - iA(Ju» 
• It is obvious that b(u) is indeed the adjoint of b(u); we 
can evaluate their commutation relationships from that of 
the A's. Clearly 
. ~ [ b ( u) , b ( v)] = [b ( u) ,b ( v)] = 0 and 
• [b(u), b(v) ] = 
~h([A(u),A(V)] + [A(Ju),A(Jv)] 
= w(u,Jv) - iw(u,v) = <u,v> . 
J 
+ i[A(Ju),A(v)] - i[A(u),A(Jv)]) 
(7) 
We have met these commutation relationships before 
((1.3.4»; they are CCR's for the creation and annihilation 
• operators b (u),b(u), which create and destroy 
(respectively) a particle in the state u, an element of a 
complex Hilbert space with inner product <.,. > . In (1. 3. 4) 
J 
we considered an arbitrary Hilbert space, but expressed the 
creation and annihilation operators concretely; this action 
of course implies the commutation relationships above, so we 
may take over this action directly in the present case as 
one representation of these commutation relationships. That 
is, we may define the concrete representation of the b's on 
H by construct ing the Fock 
J 
space 
~<.tlM <.tlH ®M $. .. and proceeol. as in the 
J J J 
over MJ , ~ =~(~) = 
canonical theory of 
0.3.4). By construction (what would be) the one-particle 
subspace of H is here the complexified symplectic manifold 
M. Note that consistent with 
J • 
this action (cf. 
Eq. (39)( 1. 3. 4», b (.) is automatically complex linear, and 
• -1/2 b(.) complex antilinear, on H (since b(Ju) = (2h) (A(Ju) 
J 
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-iA(J2u)) = Ib(u)·, b(Ju) = (2h)-1/2(A(Ju)+iA(J2u))= 
-ib(u)). This fact will be of great importance in Section 
3~4. 
In all respects every occurrence of complex numbers a+ib in 
the non-relativistic theory Is given In the present theory 
by a+Jb; we expect to find that in the non-relativistic 
theory multiplication by i is indeed a positive compatible 
complex structure on M. We shall see this explicitly in 
Section 3.4; we shall also see that this is not the case for 
the relativistic theories. 
In this way we can construct a Fock represesentation for the 
Weyl system over M,w; it is apparent that all that we have 
used to do so is the complex structure J. But we have no 
idea how general this representation is; neither have we 
exploited the algebraic representation theory in this 
construction. Also, we have so far conducted everything on 
the assumption that we do have a Weyl system, that is a 
concrete representation, which obviously leads as we have 
just seen to a new concrete representation on ~(MJ)' on 
the assumption that J exists. Let us therefore turn to the 
problem of defining an abstract version of a Weyl system. 
2.5.B.The abstract Weyl algebra; regular states. 
The abstract Weyl algebra is defined as follows: we consider 
a concrete Weyl system, which we shall denote W, and from it 
construct a certain (concrete) algebra M; this has to be a 
• C -algebra, but otherwise the only constraint is that it 
must include all the W's provided by W. We want to show 
• that M, as a C -algebra, is actually independent of the 
particular W, so it is desirable to use a small algebra M, 
which has a simple definition (obviously independent of the 
representation space of W). We take the norm completion of 
this algebra, with respect to the states on M defined by 
• the density matrices on W, and the resulting C -algebra 
turns out to be independent of W. Likewise the states on M 
which can be obtained in this way (i.e. as vector states of 
some representation in which the W's are weakly continuous) 
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are defined independent of any particular W (these are 
called the regular states of .M, denote 6 ). The final 
reg 
abstract definition of a Weyl algebra is then the pair 
.M,6 . We can be assured that, in the GNS representation 
reg 
corresponding to any state fe6 , the uni tary operators 
reg 
representing the W's will be weakly continuous. It also 
follows that 6 is a convex set, weakly closed and compact 
reg 
in the dual * topology, so all the general theory goes 
through for this class of states. 
I shall merely state the results of this construction; for 
details I refer to Emch [1972], Segal [1967a]. It is 
obviously desirable to prove the existence of a Weyl system, 
rather than to have to suppose there is such a system, and 
to this end there is a simple construction which is always 
possible whenever one can define a positive definite 
symmetric bilinear form S(.,.) on M, relative to which w is 
cont inuous. That is, I w( u, v) 12 ~ S(u, u )S( v, v). We can then 
take a class of well-behaved functions on M, and use S to 
define a probability measure on M (call ~S); the completion 
of this space in the L 2 sense forms the representation 
2 
space, L (M,d~S). We then define, for f in this space, the 
representation of the W's defined by 
(W(u)f)(v) = f(u+v)e iW (v,U)/he (-S(v,u)-S(u,u))/2h 
(the last factor is necessary to make the W's unitary). It 
is easy to check that the W's, defined in this way satisfy 
Eq. (3) of (2.5.7), and are weakly continuous. So we have at 
least this Weyl system when such an Sexists. 
Now we suppose there is a Weyl system. To define a 
reasonable algebra, we use one of the group algebras defined 
by Segal [1951], but with M infinite dimensional to define 
functions on M we first consider only a finite-dimensional 
00 
sub-space N ~ M. For, say, the C functions on N of compact 
support, we define the operators F = SNW(u)f(u)du (the 
measure du is well-defined on N). We then algebraically 
complete the F's, using the Weyl relationships, and in this 
way obtain a • algebra ~ for each N (which is not, however, 
• a C -algebra yet). We now take the union of all the ~' s, 
making the natural assumption of isotony (cl. the 
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construction of the quasi-local algebra in (2.5.4); this 
actually means we can no longer use F's defined only by 
functions on M, but we must use measures on M as well). 
Denote the resulting algebra by ~. The density matrices of 
the Weyl system that we started wi th define states on ~, 
and in the norm derived from these states we complete ~ to 
• obtain a C -algebra Aw. It is then a theorem (Segal [1959a]) 
that for W ,W any two Weyl systems on the Hi I bert spaces 
1 2 • 
3{ ,3{, over the classical system M, w, then the C -algebras 
1 2 
AW ,Aw are • isomorphic. 
1 2 
• This uniqueness theorem is quite general for C -algebras 
which are constructed in this way from algebras over 
directed sets, each one of which is finite dimensional, and 
such that there is a unique (equivalence class of) ~()C\\:i.\V()"'S 
representations of the algebra whenever it is restricted to 
finite-dimensional sub-sets. The uniqueness of the 
representations is only needed to make sure we have a purely 
algebraic characterization of the finite SUb-systems. If, 
• for example, we had a directed set and a C -algebra for 
each subset, defined in a representation-free way, and so 
that the isotony condition is maintained, we always get a 
• unique C -algebra (cf. Takeda [1955] and note the relevance 
of this result to the quasi-local construction of (2.5.4)). 
In this way we obtain a unique abstract Weyl algebra, 
defined by any Weyl system. Just as important is the fact 
that the class of regular states, i.e. those which generate 
representations in which the W's are weakly continuous, can 
also be defined independent of any part icular Weyl system. 
That is, we can define the concept of regularity in such a 
way that it is preserved under the • isomorphism under which 
all the concrete algebras ~ can be identified. This is 
obviusly true if we Just define regular states as above, 
as those which generate representations in which the W's are 
weakly continuous. The regular state generating the 
representation will then of course exist as a cyclic vector 
state in the Weyl system defined by this representation. So 
equally we could define the regular states as all those 
states which can be defined by vector states in (some) 
representation in which the W's are. weakly continuous. 
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Another abstract definition of regular states is obtained by 
making use of the uniqueness theorem for the 
fini te-dimensional M's; with this one can define regular 
states for each ~ as those which can be given as density 
matrices in the Schrodinger representation. A regular state 
of A is then any state which restricts to a regular state 
(in this sense) for any finite-dimensional subspace N of M. 
A third, more direct definition is actually the most useful. 
It is expressed in terms of the generating functional of a 
state, that is, the functional p(u) defined by any fe6 on A, 
as p(u) = <f;W(u». It is intuitively obvious that the 
concept of regularity expressed in terms of these generating 
functionals will require that p(u) should be continuous on 
any finite-dimensional subspace of M. Actually _ to obtain 
precisely the same notion of regularity as above we need to 
demand that p is also continuous on the F's (that is, 
<f; f Ng(u)W(u)du> should be continuous on N, for any finite 
dimensional N, and for any g in ~oo(N) of compact support). 
All of the requirements on p, which ensure it defines a 
unique state on A with these continuity properties, are as 
follows: 
(1) p(u) = 1 
(2) p(u) is continuous on finite dimensional N~M. 
(3) For each finite set u , ... ,u eM and each finite 
1 n 
.,. .,. Ir' L ( ) (iw(u ,u )/2h)'i"".,. sequence I\. , •• ,I\. ell.>, p u -u e 1 J I\. I\. ::!: a 
1 n 1 J 1 J 
1 J 
(this last condition, apart from the "twist ing factor" (the 
exponential term), is that p should be a positive definite 
function as defined in (2.4.4)). We shall use this 
definit ion of states in terms of generat ing funct ionals 
later; we note in passing that since p fixes a state (of-
course a regular state) f in 6 it also defines a 
representation R in which p(W(u)) = <f;W(u» = <~,R(W(U))~> 
(where ~ is the cyclic 
in 6, and <.,. > the 
contact wi th the 
vector in ~ which is determined by f 
R 
inner product in ~ ). We can make 
R 
standard formalism of generating 
functionals in quantum field theory by observing that 
-iA(u)/h R(W(U)) will be of the form e for self-adjoint A(u) 
on ~ (for this we need that p is regular) in which case: 
R 
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n { an L (1 t t w (u ,u ) 12h)} (hi!) at. at p(tu+ .. +tu)e lJ 1 j 
l' " n 1, j lin n t = .. =t 
1 n 
= <~,A(u ) ... A(u )~>. 1 n (8) 
In other words, the n-fold vacuum expectation values can 
all be derived from the functional p. (V"~ ha,,~ t'lo\- ~t'a-l<t.04. 
9.",.tf,'c.'en~ C(M.cl'~\On1 f<>v- e..l(ir~eV\t.e.). 
The fundamental result, that we can define the Weyl algebra 
and its regular states in an abstract way, leads to an 
important corollary: any symplectic transformation on M 
induces a unique • automorphism a of the abstract algebra 
which carries regular states into regular states. 50 
certainly if the physically relevant transformations on the 
quantized system can be given as symplectic transformations 
of the classical phase space we will obtain • automorphisms 
of the algebra. 
Let us consider. this result, and the existence question for 
a Weyl system, from the point of view of the complex 
structure J. We have seen that existence is ensured if there 
exists a positive-definite symmetric bilinear form 5 on M; 
we observe that w(Ju,v) is such a form, relative to which, 
moreover, w is continuous. 50 if there is a positive 
compatible complex structure J on M then there exists a Weyl 
system and from that an abstract Weyl algebra il together 
with a set of regular states 6 However the converse is 
reg 
not in general true; from a positive definite symmetric 
bilinear form 5 one cannot construct a compatible positive 
complex structure J. 
What the 
symplectic 
complex structure does is to ensure that a 
wh, c,h. p-tej'e~s T 
transformation on M jcan also be seen as a 
unitary transformation on, MJ , and vice versa. Combined with 
the previous result we see that, in this favorable 
situation, a symplectic transformation on M is at once a • 
automorphism of il and a unitary transformation of MJ . As we 
shall see, the • automorphisms so defined are actually the 
canonical second quantization of the unitary transformations 
on MJ . 
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2.5.9. The Fock representations. 
From the foregoing we know that for each regular state we 
can generate, via the GNS construction, a Weyl system. We 
can also construct the canonical Fock-Cook representation of 
the algebra of creation and annihilat ion operators; since 
the generators of the W's are then explicitly given one also 
has a concrete representat ion of the Weyl algebra, and we 
can determine the corresponding state in 6 or generating 
reg 
functional p. It turns out that this generating functional 
is defined directly by the complex structure J and the 
symplectic form W; in fact, for the Fock-Cook representation 
obtained above on is(M) it is p(u) = e-1/41<u,u>rI2 where 
<.,.> is the Hermitian form given by <u,v> = w(Ju,v) -
J J 
iw(u,v). We see that the complex structure enters here in a 
critical way; the representation is not fixed by the 
symplectic form w alone. On the other hand we also see that 
the generating functional has a very special property, 
namely that it is invariant under any unitary transformation 
on MJ . This is also true of the state in 6 with which it reg 
is associated. It is physically natural to require that the 
vacuum state is invariant under the inhomogeneous Lorentz 
group (as we have seen this will ensure that these 
transformations are unitarily implementable in the 
representation determined by this state, cf. (2.5.2)); we 
discover that for the Fock-Cook representation we have a 
more generally invariant state, invariant under all the 
"one-particle" unitary transformations on B J' In this 
situation, the unitary transformations on MJ are in 
correspondence with the symplectic transformations on M14. 
14 
If one has a time-evolution defined on K, in particular as 
a symplectic one-parameter group of transformations on K, 
we may have several positive compatible complex structures 
on K, any of which will make K into a complex vector space 
on which these symplectic transformations are unitary 
transformations. But the requirement that the generator of 
thi s one-parameter group is posi t i ve (equi val ent I y, that 
the total energy operator has a purely posl ti ve spectrum) 
will select a sub-set of this set of complex 
shall proceed in this way in Section 3.4 






PART THREE: APPLICATIONS TO TIlE INTERPRETATION OF 
QUANTUM FIELD THEORY 
Introduction. 
At the end of Part I certain difficulties of interpretation 
.f 
were proposed that both rielect the preoccupations of a 
I 
number of the physicists at the time and which, in my view, 
have continued to contaminate the standard 1 iterature on 
quantum field theory. 
These difficulties are resolved in what follows. What is 
involved is the systematic application of the theory of Part 
II, in particular Sections 2.3 - 2.5. Sections 3.1 -3.3 will 
cover ground familiar to the physicist1 . I do not know of 
any interpretation of the idea of q-locality or the 
geometric quantization, other than that to be found in 
Segal's original papers, which were confined exclusively to 
the real scalar case. Nor am I aware of an explicit 
treatment of the complex scalar field. These topics are 
therefore discussed in some detail (see, in particular, 
(3.2.8), (3.3.7) and Section 3.4). 
The fundamental new feature of the canonical quantum theory, 
in its applications to systems of infinitely many degrees of 
freedom, is that there exist inequivalent representations; 
this is exploited (in a rather implicit way) in Section 3.4 
and in Section 3.5 it is explicitly applied to the 
measurement problem along the lines of Hepp [1970]. In this 
way our account of the real-abstract philosophy of Part 2 is 
brought to a conclusion. We also give a discussion of the 
interpretation of non-Fock representations, in relationship 
to the field-many-particle equivalence, Haag's theorem, and 
quantization on curved spacetimes. 
1 
Sections 3.1 and 3.2 have a historical bias. In view of the 
importance of the Wigner paper of 1939, 
of secondary Ii terature on thi s paper, 
some detall in Section 3.1. 
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and in the absence 
it is discussed in 
3.1. The Elementary System 
It seems to me that the deliberate 
elementary symmetry properties 
correspond more closely to physical 
the more computational treatment. 
3.1.1. Introduction 
utilization of 
is bound to 
intui tion than 
E. Wigner, 1931 
In the light of Section 2.4 we know how to go about 
classifying the irreducible unitary representations of the 
orthochronous part of the ILG; we must determine all 
irreducible unitary representations L of the stability 
subgroup G of G at some arbitrary point in the dual to the 
o 
translations subgroup T of G, and construct the 
corresponding induced systems of imprimiti vi ty. In this 
section we shall carry this out explicitly. First, however, 
in introduction to both this section and the next, it is 
helpful to review the historical context of the theory. 
Wigner first announced his results in an address to the 
American Mathematical Society in May 1935. In the short note 
that subsequently appeared in the Bulletin (Wigner [1935]) 
he emphasised the fundamental idea that "there is a unique 
correspondence between the possible Lorentz invariant 
equations of quantum mechanics, on the one hand, and the 
representations of the inhomogeneous Lorentz group by linear 
operators, on the other", an idea which he attributed to 
Dirac, with whom he proposed to write a detailed paper. Both 
here, and in the paper which eventually appeared some 4 
years later, he stressed that his methods imply a gain in 
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generality as compared with the usual tensor calculus; that 
one "must obtain in the present calculus all equations, even 
such (if they exist) in which the coordinate is quanfized, 
for example." (Wigner [1935]). This is a remarkable claim, 
but in fact Wigner overstated his case: he did not prove 
this claim, nor did he explicitly obtain any of the known 
wave equations. 
This section and the next provide an account of what Wigner 
probably meant by this remark; he undoubtedly grasped the 
notion, which should not be attributed to Dirac, that the 
relativistic wave equations are "elementary", in a sense 
which transcends the notion of an irreducible group 
representation. The perspective that is missing comes from 
the theory of von Neumann algebras, where we learn that the 
spacetime groups are so special that the decomposition 
theory of representations is Just I ike the finite 
dimensional case, always into disjoint irreducible parts, 
and the latter easily parameterized by the mass hyperbola 
and a single integer. If I may use a metaphor, it is one 
thing to establ ish that an object is an atom (let us say, 
indivisible), and another to show that the world is 
atomistic. 
For free fields and particles, the relationship between the 
relativistic wave equations and the Schrodinger equation was 
the main puzzle left unresolved by the founders of quantum 
field theory; it is of course Just to help solve this puzzle 
that we have reviewed the Mackey theory in Section 2.4. By 
1937, in addition to the configuration space and momentum 
space forms of the KG and Dirac equations, and the spinor 
forms of these equations, the general spinor and tensor 
equations for particles of arbitrary spin had been proposed 
by Dirac [1936] and Proca [1936], elaborating the pioneering 
work of Majorana [1932]. Their study was to continue in 
papers by Duffin [1938], Kemmer [1938], Fierz [1939], Pauli 
and Fierz [1939], Bhaba [1945], Bhaba and Harish-Chandra 
[1946], and Harish-Chandra [1946], [1947], to name but the 
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most 1 important . In 1937 Wigner appeared to consider the 
relationship between these wave equations and the 
representations that he constructed trivial; in a somewhat 
understated paragraph he declated: 
The difference between the present paper and that of 
Majorana and Dirac lies-apart from the finding of new 
represent at ions- mainly in its greater mathematical 
rigor. Majorana and Dirac freely use the notion of 
infinitiesimal operators and a set of functions to all 
members of which every infinitesimal operator can be 
applied. This procedure cannot be mathematically 
justified at present. and no such assumption will be used 
in the present paper. Also the conditions of reducibility 
and irreducibility could be. in general. somewhat more 
complicated than assumed by Majorana and Dirac. Finally, 
the previous treatments assume from the outset that the 
space and time coordinates will be continuous variables 
of the wave function in the usual way. This will not be 
done. of course. in the present work. (Wigner [1939 
p. 152]). 
And that is actually all he had to say about the 
relativistic wave equations. In fact. whilst he obtained 
unitary representations of the form 
(U f)(p) = (r (g-l.p))ll2ct>(g.g-l.p)f(g-l.p) 
g g 
(1) 
(c. f. Th. 2. 4.1), with ct> a unitary operator on a separable 
Hi I bert space 1< and U a uni tary operator on the Hi I bert 
2 "-
space If = L (T.1<. Jl). Dirac had obtained the momentum space 
wave equations 
k = 1 ..... N; Jl= 1, .. ,4; (2) r kJlPJl1/l = m1/l, 
where the 1/1' s are functions of the momentum and a symmetric 
function of N four-valued variables ~ •...• ~, and the r's 
1 N 
(for each k) obeys the same algebra as the r matrices of 
the electron theory. The Hilbert space is the set of all 
such square integrable functions with respect to the inner 
product 
1 
UnfortWlately for lack of space I shall not be able to 
discuss these deve I opments. which form the essential 
backgroWld to the construct i on of massive spin 1 covariant 
wave equtions and spin 1 massive on. In view of the 
empha@sinLthisL thesi!? o~ •. ,calar bosqnic .... _1f.,leld theory, this ( .. 6_ \;;.,e ~O'''''' 0," ".~'" _ t-'\'I(.. .c~~ ".,,,~) 
is ortWlate. for to date A no elementary scalar boson has 




















I - 4 4 I (~,¢) = J ~<~ r1 •• .rN~ d~ 
(here and in the above ~ is the invariant measure on the 
positive mass hyperboloid). From the work of MaJorana [1932] 
it was clear that this wave equation referred to a particle 
of spin s=N/2; this fact, together with the fact that these 
representations are unitary, were the basis of Wigner's 
confidence that the relationship between them and the 
representations that he had discovered was trivial. They (or 
perhaps some irreducible subrepresentation) 
unitarily equivalent 2 . 
must be 
But quite apart from determining these subrepresentat ions, 
should the Dirac-MaJorana equations prove reducible (and 
they mostly are, because they are representations of the 
extended ILG, that is including the inversions) there can be 
profound physical and mathematical distinctions between 
unitarily equivalent mathematical systems. At any rate, 
Wigner came to write two papers on the subject: the first 
(Wigner [1947]) a review of the various inner products 
defined in configuration space and spinor treatments of the 
wave equations; and the second (Bargmann and Wigner [1948]), 
in which he showed explicit ly that the set of equat ions 
Eq. (2) imply that the stability sub-group at the points 
(mc, 0, 0, 0) defined by this representation is indeed 
unitarily equivalent to the familiar 2s=N dimensional 
representation of the rotation group corresponding to spin 
s. The Casimir invariants of the Lie algebra defined by 
Eq. (2) were also evaluated and found to be as expected (i.e. 
the square of the four momentum m and the square of the 
Pauli-Lubanski four - vector evaluated as m2s(s+1)); in 
addition Bargmann and Wigner also established the 
appropriate connections for the mass zero and continuous 
spin representations. 
However this falls some way short of a complete 
invest igat ion. One wants an explicit construct ion for the 
transformation taking one from the canonical form of Eq. (1) 
2 
I shall consider this relationship in the case N 1 in 
Section 3.3. This case is, of course, the Dirac equation. 
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to the covariant wave equations. So far as I know, the first 
published account is due to Joos [1962], and independently 
Weinberg [1964], who showed how to pass from the form Eq. (1) 
to the familiar configuration space fields, in his attempt 
to free the Feynman rules from any logical dependence on the 
assumptions of quantum field theory. Transcribed to momentum 
space, this construction was almost certainly known prior to 
that time; it is an example of a general class of 
representations, known variously as vector bundle, Hilbert 
space bundle, or line bundle representations. A systematic 
account of this type of represent at ion in the general 
context of imprimitivity theory may be found in Varadarajan 
[1970] . 
There can be no doubt that only a part of this story was 
known to Wigner in 1939. Nevertheless he correctly perceived 
that the elementary system, defined as an irreducible 
uni tary representation of the spacetime group (or more 
precisely its equivalence class), must be determined by the 
(unitary equivalence class) of its restriction to the 
stability subgroup, which is to say (in the massive case) 
the value of m2 and the dimensionality of the representation 
of 5U(2) (the universal covering group of the rotation group 
50(3». As a compact semi-simple Lie group we know that all 
its irreducible representations are finite dimensional and 
\ vp -t;o VI\; ~aC"'t or 'aV't'=', - vI\j ~a"" e.qv i" ~Ie.nc..~ ) 
uniquely characterizedJby the dimensionality N of the 
representation, or equivalently by the spin s =i(Nd) As 
Wigner observed, there may yet be a doubling of the 
dimensionality of this representation space if one extends 
the representation to an irreducible representation of the 
discrete symmetries, that is to the entire inhomogenous 
Lorentz group and not Just the orthochronous group. In 
particular, he pointed out that including the symmetry, 
which has the action of interchanging the positive and 
negative mass hyperboloid, always leads to an inequivalent 
(orthogonal) representation, which corresponds to the 
states of "negative energy" (but does not double the 
dimensionality of the representation space for the compact 
stability sub-group). 
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It was already clear from Wigner's analysis that for 
positive mass the space-reflection (parity) symmetry did not 
lead to an inequivalent -representation (the situation is 
otherwise for the zero-mass non-zero finite spin elementary 
system, for example the photon). 
The inescapable conclusion is that the Dirac equation, 
employing 4-component spinors, cannot express only the 
time-evolution of the state but must also be a constraint 
equation which reduces the number of independent components 
to two. This insight seems to have been denied to the many 
h .. t 3 p YSICIS S who have interpreted the appearance of 
4-components in the Dirac theory in terms of the existence 
of positive and negative frequency solutions, each with 
two-independent components (i. e. 2+2=4). I shall discuss 
this point further in (3.3.6). 
3.1.2. The Wigner paper of 1939. 
This paper, entitled "On unitary representations of the 
inhomogenous Lorentz group" and submitted to the Annals of 
Mat he mat ics in the close of 1937, was the first major 
attack on the theory of non-compact locally compact groups 
and contained what turned out to be an exhaustive 
classification of the irreducible representations of the 
ILG. 
This paper marked the tentat i ve beginnings of the 
representation theory of such groups and much remained 
unclear. One reason for this is that he makes frequent 
reference to a forthcoming paper of von Neumann at crucial 
points in the argumentation. This paper ""a~ (\t;Ver pvbli'he~; 
however rela~e~ Maier,a' 
,1appeared some ten years later, consist'\"'g of a general theory 
of the reduction of rings of operators as the seventh of the 
monolithic series of papers on operator rings; "'owe-vel", it 
3 
For example Foldy and 
Dirac too [1928a] made 
benefit of the Wigner 
Woulhuysen [1950], 






not have the 
made no reference to the Wigner 4 paper . 
The structure of the paper was as follows; the first three 
sections were concerned with general orientation and 
interpretation of the material following. It is only here (2 
part C that he makes limited connection with the 
decomposi tion theory of operator rings, and then only in 
summary form. His principal claims were (i) that any ring 
generated by a given unitary representation of the ILG (that 
is, the closure of the set of all polynomials in the 
uni tary operators provided by the representat ion) can be 
wri t ten as the direct sum of factor representat ions, ( i i) 
that an operator ring which is a factor and generated by a 
unitary representation of the ILG is of type 1, and (iii) 
that every type 1 representation of a factor of the ring can 
be written as the direct sum of irreducible representations 
of the associated group. Results of this kind had been 
obtained by Murray and von Neumann [1936] (with the possible 
except ion of (i i) ) ; the general formulat ion of (i i) for 
regular semi-direct products is due to Mackey [1957], and is 
discussed beloW). 
The connection with the wave equations he described as 
follows; using the by then fami liar arguments of Wigner 
[1931] it was immediately established, if the symmetry group 
G is to act linearly on a complex Hilbert space H so as to 
preserve the inner product, then any (hence every) element 
of the group will be represented by a unitary operator on H. 
"'r\a,ke'i who ed:.kc\ VOo/\ tJ(O"MIIM'~ CO"l\l~'e~~ ""o ... "'~ J -(o\J1\Q1 -Hoe orivi\'\l!\ fa~e(" I:" \Ie", t.J~a~",l ~'es 't~~c." hie cha~"'. 1) .... c.. \:c ~ ~18.w 
j" ~e. i'1'O~ (11('011"1.'" ... t,,.h~ -40 '1\\. '3." ,), t"e. paper- 'fE'MeiAec1 Vt'p"Jal,rltrd. 
'It was Mautner [1950] who first systematically applied his 
direct Integral decompositions to ~\.-.e. i","oM.o~eV\eo"'s 
141't",i:;..l. rl"O""p, We also note that Wlgner's methods were 
heavily reliant on the fact that the ILG Is a semi-direct 
product; much of Mackey [ 1949b] , [ 1952] was devoted to the 
systamatlslng of the properties of semi-direct products. 
From a mathematical point of View, It was Just because of 
this reliance that the representation theory of non-compact 
groups which are not semi-direct products required more 
general methods; motivated In this way, Bargmann [1947], 
Gel 'fand and Nalmark [1947], and Harish-Chandra [1947] all 
attacked the problem of the homogeneous Lorentz 
solved It completely. Again, Mackey [1949b] 
this work also. This background Illustrates 
obscurities In Wigner's work In 1939, quite apart 






The set of all unitary operators obtained in this way will 
form a ray representation of G, that 1s, 
U U f = w(g-,g)U f (3) 
g1 g2 1 2 g1 g2 
where w 1s a multipl1er of the representation (cf. 2.4.5». 
Wigner was at pains to point out that knowing this 
representation is enough to determine the dynamics; that 
Eq. (3) replaces the equations of motion. Nevertheless he 
considered the question as to the existence of infinitesimal 
forms of Eq. (3). From Stone's theorem we know that for 
every l-parameter abel ian sub-group of G (which has a 
trivial multiplier group) one can define an 




in other words, there exists a dense domain of states DA in 
It on which A is well-defined. Wigner now considered the 
question as to whether, for all the DA's thus defined, the 
common intersection is dense or even non-empty. In fact he 
was able to show that for irreducible representations, if 
the latter, then also the former; that is, if only one state 
f in It is in the intersection D of all the domains DA for 
all the one-parameter sub-groups of G, then U feD for any g 
geG, and since the set of states of the form 
a A f+ .... a A f+. .. is dense in It, D must contain a dense 
1 1 i i 
set of states. If the representation is not irreducible, 
it is still possible to define D and the set D orthogonal 
to D. As subspaces (that is, after taking their closure) 
they decompose the representation (since if ~ is orthogonal 
to f then it is orthogonal to U f, for any geG), into a 
9 
"normal" and a "pathological" part. Wigner claimed that his 
subsequent analysis showed that the ILG has no pathological 
representations, thereby justifying a posteor i the 
assumptions of Dirac and Majorana, who began from the outset 
with an analysis of the infinitesimal operators of a 
representationS. 
S 








is, however, already 















contained in Chapter XVI 
representations 
of Hurray and 
particularily lemma 16.4.3; Wigner's 
conclusion is a Simple consequence of this lemma. 
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Section 4 is a review of the ILG in its classical form, 
contaIning well known results concerning its relationship to 
the universal covering group SL{2,C), the decomposition of 
a homogenous transformation into rotations and 
accelerations, and establishing that this group is simple. 
Section 5 established that every fr~lt.e~v~ representation 
of SL{2,C) is c-z..~oY\.tt~\"" ~eneral::.eo\ ~ a unitary 
representation; in t>brb'cv la( he showed that every 
multiplier of SL{2,C) is exact (that is, similar to the 
identity). This result was the first of its kind for a 
non-compact group, and was an important stimulus to the 
papers of Mackey [1958] and Bargman [1954]; the latter 
provided a systematic study of the multiplier group and was 
the first to determine the multiplier group of the Galilean 
group. The former subsumed the theory of projective 
representations under the imprimitivity theory_ through his 
construction of central extensions {see (3. 1. 5». In this 
way the study of the multiplier group is reduced to the 
study of the cohomology of a certain class of central 
extensions. Wigner himself proceeded by using specific 
properties of the ILG to show that one can construct 
normalization factors for the uni tary operators 
corresponding to the translations Ut and homogeneous 
transformations UA so that any multiplier is removed, up to 
sign; this gave a representation "up to sign" of the ILG, a 
result that had already been obtained by Dirac using the Lie 
algebra of the ILG (Dirac [1935]; this result was cited by 
Wigner). In exact parallel to the rotation group, it follows 
that the universal covering group SL{2, C) has only exact 
multipliers, as likewise its semi-direct product with the 
translation group (the universal covering group of ILG). In 
this respect the fact that the HLG is simple (i.e. contains 
no proper subgroup invariant under the whole group) plays a 
crucial role; in the Galilean case, where the rotations and 
the boosts are invariant subgroups, this result fails, as 
was made clear by Bargmann [1954]. The homogeneous Galilean 
group is neither simple nor semi-simple; the boosts 
constitute an abelian invariant subgroup. 
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Section 6 contained the inducing construction, starting with 
- a representation of the form Eq. (1) above restricted to a 
group orbit in T; the basic idea has already been discussed. 
In justification for the assumption that the Hilbert space 
2 A 
is of the form L (T, 1<, Jl.), and in introducing the cocycles 
,J. -1 
't'(g,g .p), he referred to the forthcoming von Neumann 
paper mentioned above. Von Neumann [1949] is entirely 
devoted to the decomposition theory of operator rings on a 
general class of (seperable) Hilbert spaces (the so-called 
generalized direct sum) of which this is a special case. 
All type I operator rings are there shown to decompose into 
countable direct sums of subrepresentations on spaces of the 
2 A 
form L (T,1<,Jl.), therefore also any commutative ring. Wigner 
assumed this form for 1f for the translation subgroup and 
argued from this to the representation of Eq.O), with Jl. 
AS 
living on an orbit in T; it was in the clarification of 
these steps, together with the systemat izing of the von 
Neumann decomposition theory (which made extensive use of 
measure theoretic properties of projection-valued measures) 
in appl ication to 1. c. groups, which led Mackey to the 
imprimit i vity theory. In particular the notion of an 
operator ring on a Hilbert space which is a generalized 
direct sum is closely akin to the notion of an imprimitive 
represent at ion of a group. We have already reviewed the 
decomposition theory (2.4.7); we need only recall that the 
semi-simple Lie groups and the commutative groups are all of 
type I (have only type I representations), and that the 
semi-direct product of two type I groups is type I, to 
conclude that the ILG is type I. This means that we have a 
canonical decomposition (i) into disjoint classes of 
rerpresentations, each of which (i1) is n copies of a 
multiplicity free representation, which is itself (ii1) a 
direct sum or direct integral of disjoint irreducible 
S 
From the phYSicist's point 
representation takes on an 
unitary operators acting 
restricted to the mass 
necessary? Wigner 
thi s quest ion. 
could not 






is where the 
as a class of 
of momentum, 
why is this 
the answer to 
representations, in 1: 1 correspondence with the inequivalent 
maximal Boolean sub-algebras of projectors in the commuting 
ring of the mUltiplicity free representation. This is in 
turn fixed by a measure class in a standard Borel space X; 
all multiplicity free representations arise in this way (see 
(2.4.7) for details). Most of these facts must have been 
known to von Neumann in 1937. The further crucial fact, that 
the measure classes are all provided by the group orbits, 
was not. 
Section 7 contains the determination of all unitary 
representations of the stabil ity sub-groups of the various 
orbits (with the exception of the orbits m2=O, p = 0, and 
o 
m
2 <0); from the inducing construction these then provide a 
classification for all unitary representations of the whole 
group. Section 8 is a discussion of the extended ILG (that 
is, its direct product with the discrete reflection group); 
we have already made mention of . this material above. More 
details are included below (3.1.8). 
For the rest of this section we shall apply the more general 
imprimitivity theory and decomposition theory to obtain the 
Wigner classification. 
3.1.3. Semi-direct products. 
In Section 2.4 we reviewed the imprimitivity theory, which 
for homogeneous systems of imprimitivity establishes a 
one-one correspondence, for each invariant measure class ~ 
of a G-space X, between unitary equivalence classes of 
systems of imprimitivity and (G,X,M)-cohomology classes 
relative to ~. Transitive systems of imprimitivity are a 
special class of homogeneous systems and for these we also 
reviewed the inducing construction, according to which for 
each transitive measure class (associated with the orbit X = 
G.x) there is a one-one correspondence between equivalence 
o 
classes of systems of imprimitivity and equivalence classes 
of representations of the stability group L at x . 
o 
On the other hand we also considered the decomposition 
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theory according to which, for a type I representation of an 
arbitrary group, a unique direct sum decomposition into 
disjoint multiplicity-free parts is always possible, and for 
each multiplicity-free subrepresentation there exists a 
standard Borel space S such that the equivalence class of 
this subrepresentation is uniquely fixed by a Borel measure 
class in S. 
The relationships between these theories are far-reaching 
and under I ie many of the proofs of the theorems already 
cited; their connection is, however, particularly 
transparent in the case of semi-direct products, and for 
this case we also have a canonical construction of the 
G-spaces X and S. 
The semi-direct product of a closed 1. c. group K _and a 
closed, normal abelian group T is defined whenever there 
exists a homomorphism of K into the group of automorphisms 
of T; that is, if for each k E K there is defined an 
automorphism t~ k(t) E T of T. This being given, the 
semi-direct product group G = K xT is defined as the set of 









(k k ,t k (t )) . 
1 2 1 1 2 
The subgroup T~ of G defined by the set of all pairs (eK,t) 
(where e K is the ident i ty in K) is closed, normal and 
-1 
commutative and from the fact that (k,t)(eK,t')(k,t) = 
-1 (eK, tk(a')a ) we conclude that the inner automorphism of G 
induced by (k, e T) coincides on T with the automorphism 
(eK,t) ~ (eK,k(t)). Identifying T~ and T, we conclude that 
k(t) can be written ktk-1 . The inhomogeneous Lorentz group 
is the connected part, homologous to the identity, of the 
semi-direct product of the translations group T (the 
4 
addi t i ve group on IR ) and the homogeneous Lorentz group K 
(the group of all invertible linear transformations of 1R4 
which preserve the 
What we shall do is to establish that any irreducible 
representation L of the ILG implies the existence of an 
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invariant ergodic measure class b, and a multiplicity n = 
00,1,2, ... in the dual space T (using the decomposition 
theory). But T is a G-space and, together with the invariant 
ergodic measure class b and the multiplicity n, defines a 
homogeneous projection-valued measure on the Hilbert space ~ 
2 " 
= L (T,X,~), where X is of dimensionality n and ~ is any 
measure in the measure class b (in particular it is ergodic, 
hence quasi-invariant). It then follows that this projection 
valued measure P, together with the representation H of the 
subgroup K (obtained by restricting L to K), must be a 
system of imprimitivity for K based on T, which is moreover 
ergodic. But we know how to classify these from the 
imprimitivity theory (every ergodic system is homogeneous, 
c. f. Th. 2. 4. 2 and the remarks preceding it). There is an 
important simplification at this point, that we actually 
only have to deal with transitive systems; the cohomology 
relative to transitive measure classes in T is completely 
known. 
The first step is to apply the reduction theory; knowing 
that the ILG is type I, it is enough to consider the 
multiplicity free representations. Any multiplicity free 
representation defines a unique measure class in ~, the 
space of all equivalence classes of irreducible 
representations. If we know the structure of ~, the most 
general possible representation is the ILG is known. So we 
assume we have an irreducible uni tary representation L of 
the ILG. If we consider its restriction LT to the 
translation subgroup T it follows (Mackey [1949a]) that LT ~ 
IM= M®M® ... ®M (l times) with 1 = 00,1,2, .. ,. where M is 
multiplicity-free. 
The multiplicity free representations of a commutative group 
are, however, completely known. From Prontrjagin duality we 
know that T and T are isomorphic which permits us to 
" 2 " construct the canonical representation L~ of T in L (T,~) 
defined by L~(f)(X) = X(g)f(X) (with ~ a u-finite Borel 
g " 
measure on T which is completely additive). L~ is 
multiplicity free. From a result of Mackey [1949a] we also 
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know that every multiplicity free representation N of T is 
equivalent to some L~; moreover, L~ and LV are unitarily 
equi valent if and only if ~ and v are in the same measure 
class, and disjoint if they are mutually singular. 
Therefore, we obtain the unitary equivalence classes of 
representations of T in one-one correspondence with the 
Borel measure classes of T. More generally, for any unitary 
representaton N of T there is a unique P based on T such 
that = SA 
T 
x( t )dP(;() for all teT; we call it the 
projection valued measure corresponding to N. When N is 
multiplicity free, P is homogeneous. 
The canonical action of K on T used in these theorems is the 
obvious one, provided by the uniqueness of that element y of 
T such that yet) = x(k-1 (t» for all t e T (the adjoint 
action of K on T); Y is therefore uniquely defined by each 
pair x,k and we can write y = k(x), as the action of K on T, 
which is therefore a G-space for K. 
From the foregoing we see that any irreducible 
representation L of G determines a measure class ~L in T 
together with a multiplicity 1=00,1,2, ... ; but it does not 
follow that every measure class in T and any 1 can be 
obtained in this way. It was an important theorem of Mackey 
[1949b] that a measure class in T is of the form ~L for some 
irreducible representation L of G if and only if it is 
invariant and ergodic under K. But that means we can 
construct the associated homogenous project ion valued 
measure on T, and appeal directly to the imprimi t i vi ty 
theory, particularily Theorem 2.4.2. However, although this 
theorem enables us to construct representations (even 
irreducible ones) for an ergodic measure class ~ on T, and 
classifies them according to the cohomolgy classes relative 
to ~, our knowledge of these cohomology classes is actually 
very limited. They are vastly more complicated than in the 
transitive case. The smooth orbit structure of the ILG now 
plays a crucial role in eliminating all such 
representations. One has the following theorem: 
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Theorem 3.1.1. 
Let X be a standard G-space. Suppose that there exists a 
Borel set D~X which intersects each orbit in exactly one 
point. Then, every ergodic invariant measure class on X is 
trans it i ve. 
(for proof see, e.g. VaradaraJan [1970 Lemma 9.14]). 
Equivalently, this means that every ergodic invariant 
measure class is concentrated on some orbit (recall that a 
measure class ~ in X is transitive if there exists x eX such 
o 
that X-G. x is a ~-null set). When e ve ('-,,! 
o 
e.gool' e. i,,"t)Hc)\''\~ 
fY't."A~Urt. c.\ilSSo e1n")( j, ~~nr;~"~) X is said to have a smooth orbit 
structure. When X is T and G is the semi direct product of T 
and K, G is then said to be a regular semi-direct product. 
4 A 
The anticedent is clearly true of the ILG when T is R , T is 
(p4 '" R\ and the union of the p~ axis and the non-negative 
Pl axis, for example, is Borel and intersects each orbit 
exactly once. 
Theorem 3.1.1. therefore tells us the distinct orbits of K 
in T for each X in T (the set 0 of all points in T to which 
X 
X can be mapped by an element of K) determine the unitary 
equivalence classes of the multiplicity free representation 
M occuring in the decomposition LT '" nM. 
Every irreducible representation L of G therefore determines 
a group orbit 0 in T and a multiplicity n, or equivalently 
X 
a unique project ion valued measure P corresponding to LT 
based on T with multiplicity n, and whose measure class is 
concentrated on some orbit o. It is an easy theorem (see, 
X 
for example, Varadarajan [1970 Lemma 9.22]) that already the 
existence of a unique projection valued measure 
corresponding to the representation LT ls enough to ensure 
that LK,P, is a system of imprimitivity for K based on T. We 
state this theorem in full. 
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Theorem 3.1.2 
Let N and H be representations of T and K respectively in a 
separable Hilbert space H and let P be the unique projection 
valued measure on T corresponding to N. Then there exists a 
unique representation L of G = KxT such that LT=N and LK=H 
if and only if H,P is a system of imprimitivity for H based 
on T. 
We can now very simply apply the imprimitivity theory of 
Section 2.4, because for each irreducible L we know that the 
measure c~ass of P corresponding to LT is concentrated on an 
orbit in T; therefore the system of imprimitivity defined, 
up to equivalence, by theorem 3.1.2, is transit i ve 
restricted to this orbit and we can apply theorem 2.4.::l 
directly. We thus obtain 
Theorem 3.1. 3. 
Let L be an irreducible continuous unitary representation of 
the ILG on a separable Hilbert space H. Then there exists an 
integer n, n=cn, 1,2, ... , and an orbit e such that L is 
X 
unitarily equivalent to the representation 
(U f)(X) = r (g-1.X)1/2<t>(g,g-1.X)f(g-1.X) 
g g 
2 A 
acting on L (T ,X, fl) where X is of dimension n, fl is a 
quasi -invariant measure in the invariant measure class b 
concentrated on e , and <t> is a (G,T,X)-cocycle relative to 
X 
b. The orbit e and the cohomology class of <t> relative to b 
X 
determine the unitary equivalence class of L completely. 
Putting this together with the inducing construction of 
(2.4.8) we see that every irreducible representation is 
defined by two things; an orbit in T and an irreducible 
uni tary representat ion of the stabi 1 i ty subgroup of any 
point on this orbit on a separable Hilbert space 1<. We 
summarize the various possibilities below. Going the other 
way we also know that any representation of the ILG can be 
uniquely decomposed as the direct sum of disjoint 
representations of the form nM, with M multiplicity free, 
and that each M can be uniquely written as the direct sum or 
direct integral of disjoint irreducible representations. 
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3.1.4. Momentum space 
Above we have denoted the elements of T by the symbol X, 
indicating that T is the set of characters of T. Since T is 
a vector group PontrJagin duality extends to an isomorphism 
,.. 
of T and T (the generalized Plancherel theorem) and we may 
use the language of the theory of Fourier transforms 
instead. There is in effect a canonical isomorphism between 
the character group of T = ~4 and the vector space f 40f all 
real 4-vectors p ,p ,p ,p 
o 1 2 3 
7 provided by the map p ~ Xp ' 
ix.p/ll X (x) = e , . where x. pill is the canonical dual tty 
p 4 4 
between ~ and f given by 
p. x = (p x -p x -p x -p x ) 
o 0 1 1 2 2 3 3 
(4) 
so that p. x is invariant when p transforms under the 
adjoint action of H on T and simultaneously x transforms 
under the canonical action of H on T. 
Henceforward we shall refer to T as momentum space. The 
action of the translation subgroup LT is given by (Ltf)(p) = 
X (t)f(p) = e ip.t/llf(p). Note that physically p = (E/c,p), p 
where E is the energy and p the (3-vector) momentum. 
3. 1. 5. Projective representations of the ILG. 
There remains the quest ion of mul t ipl ier representat ions; 
the resul t of Wigner [ 1939] shows that every mul t ipl ier 
represent at ion of the ILG may be obtained as a uni tary 
representation of the universal covering group of the ILG, 
the semi-direct product of the translation group with the 
group SL(2,C). We shall henceforward denote this 
.,. 
group K 
(with K, as before, the component of the homogeneous Lorentz 
• group connected to the ldenttt¥). K is semi-simple and 
s:"\I'\Ce I:;he SeM,- cl.;~L\:: ~-tOo\vet; \~ ~'ar 
hence of type I (Harish-Chandra [1953]) ~ A all of the 
foregoing may be applied to this group in place of K; we 
• need only note that the action of K on T is given by the 
C::o ~e ac.l>"D/\ (x.) X) ~ (/Cc. h ) " .... 1:.). 
H iI1\1 '1.J.g"ian gef\e,..t:u .f:-"~ tra",~r"'nb;f1"s \.- • ~ to 
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• 
covering homomorphism ~:K ~ K which is a surjection onto 
the connected part of 50(3,1) with kernal {+1,-1}. That is 
to say, for each 2 x 2 complex matrix m of unit deter-minate 
~(m) is that element in K which induces the same 
transformation on the vector space T as does the 
• automorphism ~t ~ m~tm acting on the vector space of 
~ = t 
the 
Hermitian 2x2 matrices via the natural correspondence 
t. 0" (where 0" is the 4-matrix given by 0" = 0, with 0" 
o 1 
Pauli spin matricesB for 1 = 1,2,3). 
It is clear that ~ maps both the identity and minus the 
• identity in K into the identity of K. but is locally 
isomorphic to and has the same Lie algebra as the homogenous 
Lorentz group. It is also clear that it has the same orbit 
structure in T so the only difference is that the cocycles 
which appear in the canonical representation of theorem 
. ~ 
2.4.1 now define strict (G ,T,X) cocycles and the 
classification obtained rests on the class of all 
irreducible representations of the stability group of the 
• covering group K rather than that of K (for a given orbit). 
• • Here G is the semi-direct product of K and T; in fact the 
cocycle dependence on the translations can be eliminated and 
we obtain the general irreducible representation for an 
• element (m,t) E G x T as follows: 
( ) ( ) ( -1 )1I2ip. t/b",( ()-1 ) ( ( )-1 U(m, t / p = r m m . p e 't' m, ~ m . p f ~ m . p) (5) 
2 U acts on the Hilbert space L (6 ,X,~) 
P 
is a 
quasi-invariant measure concentrated on is a 
strict cocyle with values in the unitary operators on the 
Hilbert space X. In particular U is irreducible if and only 
• • if ~ restricted to the stability group K of K at the point 
p • 
p defines an irreducible representation of K on X. p 
B 
For an expl1 c1 t representati on see Eq. (61), ( 1. 4.4) . 
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3.1.6. The classificat ion of irreducible representations of G 
The orbits in T = IP' are: 
+ {p: 2 2 2 P >O} e = p.p = m c , m ~O, 
0 
{p: 2 2 2 P <a} e = p.p = mc m ~O, m 0 
e = {p: p = O} 
0 
{p: 2 2 m2>O} e = p.p = -m c , m 
For m2>O the first two cases are, respectively, the 
(disconnected) positive and negative sheets of the mass 




(the past and future (disconnected) components of the 
li ght cone respect i ve 1 y) or the orbit e containing the 
o 
zero vector alone. The orbi t e 
m 
is the connected 
hyperboloid corresponding to spacel ike momentum vectors. 
This orbit may be thought of as corresponding to imaginary 
mass; for m2>O we take m as the positive square root. 
Obviously at this stage the mass enters only as a 
convenient way of parametrizing the various orbits; in the 
Galilean case its role is somewhat different (see (3.2.2». 
An irreducible representation and its Hilbert space will be 
+ - + -denoted correspondingly U , U , 1( , 1( , etc. For the 
m m m m 
moment we observe that U+ has the obvious interpretation as 
the representation corresponding to a positive energy 
particle and U that for a negative energy particle, with 1(+ 
m 
and 1f the corresponding manifolds of states. There is an 
m 
antiunitary equivalence between the two representations, so 
the associated Jordan • algebras are • isomorphic; their 
physical interpretation is elaborated in the following 
sections. 
We obtain the irreducible representations for each orbit 
from the inducing construction. The stability group for each 
point pee, is the subgroup K such that k.p p 
Suppose for p' e e we have k'. p' = p' (1. e. 
-1 g.p' = p; then it is easy to see that gk'g 
= p for keK . p 
k' eK ,), with p 
e K and that p 
K, and K are conjugate subgroups. Given a unitary p P 
representation U. of K, U and U 
" I I , 
P P • 
are uni tarily 
equi valent; since the representation of G for given e is 
fixed by the unitary equivalence class of the 
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• 
representations restricted to the stability group of a point 
p in e. we see that it does not matter which point we pick 
in a given orbit. Choosing the point p = (+mc.O.O.O) in the 
+ 
orbi t e. the stabili ty group. as a subgroup of K (the 
m 
connected part of 50(3.1». is clearly the orthogonal group 
50(3) (the condition that AtGA = G. where A is a 4x4 real 
invertible matrix and G has diagonal form +1.-1.-1.-1. 
reduces to the condition for orthogonality). In classical 
terms. this choice of momentum vector is equivalent to 
transforming to a co-ordinate system in which a particle is 
at rest (i.e. with time-like component only); this vector is 
* invariant under any spatial rotation. As a subgroup of K 
• (that is. the subgroup of all keK such that o(k).p = p) it 
is the unitary subgroup 5U(2) of 5L(2.t). the universal 
covering group of 50(3). The irreducible unitary 
representations of this group are well known; they are the 
2j+l dimensional matrix representations of the rotation 
group. j=0.1I2.1.3/2 ...• which we shall denote Dj ; only 
integral j irreducible unitary representations of 50(3) 
exist. We shall denote the associated (induced) 
representations tf. J 
m 
The general form of these representations can then be 
the written as follows: if Xj is the space of 
representation DJ (therefore isomorphic to C2J +1 ) and ~ is a 
• + 
strict (K .e-.U) cocycle with values in the unitary group U 
m 
of XJ • such that ~ (denote ~J)defines the representation D 
+ J + J J 
at (±mc.O.O.O). then 0-' acts in the Hilbert space~' = 
+ m m L2(e-.XJ.~) (with ~ a quasi-invariant measure which lives on 
+ m 
e- ) and has the canonical form of Eq. (5) with ~ = ~J. 
m 
Since we are not in this thesis concerned with the zero-mass 
case I shall not consider the remaining orbits. I refer to 
Varadarajan [1970] for a systemat ic account. Al though the 
inversions wi 11 be of some relevance in what follows we 
shall only need explicit formulae in the scalar case; these 
are simple to derive. In the general case. we only need to 
know that the space inversion operator is unitary. the time 
inversion antiunitary. and that they do not interchange the 
mass hyperbolae. There is a canonical map between the Wigner 
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representations (for given mass and spin) on each 
hyperboloid. This map is antiunitary; in the scalar case it 
is given -by: 
It: If+~ If- , 
m m 
and (up to 
([f)(p) = f( -Po' -Pi' -P2' -P3) (6) 
equivalence) it may be identified with the 
9 l-particle charge conjugation operator. The parity and time 
inversions (scal ar case) are: 
~: If+ ----) If+ , (Vf) (p) = f(PO,-Pl,-P2,-P3) m m (7) 
I: 3{+ ----) 3{+ , (If) (p) = f(Po,-Pl,-P2,-P3) m m 
With this we conclude the analysis of Hilbert space 
representations of the Lorentz group. We consider the 
irreducible representations to define the theory of 
relativistic quantum mechanics lO • The decomposition theory 
shows that any Lorentz invariant OFT on Hilbert space, on 
which a unitary (and highly reducible) representation of the 
ILG is defined, can be interpreted atomistically. Note that 
the failure of the von Neumann uniqueness theorem for such 
systems has nothing to do with the representat ions of the 
ILG, but rather with the CCR's for the field. Only for 
irreducible representations may the CCR's be directly 
associated with the Lie algebra of the ILG. 
9 Its covariant FoW"ier transform then transforms simply 
It: f(x) ~ f(x), as may easily be verified. 
10 As we shall 
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3.2 The Relativistic Wave Equations 
First quantization is a mystery ..... 
E. Nelson 
3.2.1 Introduction. 
The Mackey theory in application to the Lorentz and Galilei 
groups represents the most extraordinary achievement: there 
are essentially only two parameters m e IR, 2s e 7I. which 
uniquely define all the irreducible unitary Hilbert space 
representations, and any (unitary) representation whatsoever 
can be obtained as a direct sum over these irreducible 
represent at ions. If one is to describe a physical system 
using a complex Hilbert space, and this description is to be 
independent of the inertial co-ordinate systems, then these 
must be the essential building blocks of the description, 
even in field theory. 
I believe this point cannot be stressed too strongly. It 
does not stretch the point too far to say that a Minkowski 
or Galilean world, described in Hilbert space, must be an 
atomistic world; from this result alone we are led to 
believe that any quantum field theory (for example) must 
admit a particle interpretation1 . 
By and large, the physics community has remained curiously 
indifferent to the wider implications of the Mackey theory. 
From a philosophical viewpoint, however, and especially if 
one is prepared to acknowledge the abstract characterization 
1 
Although It need not be of Fock type; that is, the 
representatIon may have InfInite multiplicity. See Section 
3.5 for a discussion of non-Fock representations. A\~g 4::ke (O"c,.;I\Vd".s 
~p;" J"C-l>C"'4Hnt;"It-\'loM cll"'~ol be exc.Wo\.ecl Q. ~.rll!>f\.', ~e.il" oto~lCb·~ 
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of Hilbert space theory, the implications of the essent ial 
uniqueness of an elementary description of the world are 
little short of revolutionary. There may be other ways in 
which the notion of "most simple parts" may be formulated; 
but if the world is Minkowski or Galilean, this 
characterization of elementarity will remain a mathematical 
fact of all possible Hilbert space descriptions. With a 
slight shift in emphasis, one might also say that atomism, 
as a characteristic of any Hilbert space description of the 
world, stands or may fallon the nature of physical 
spacetime. 
In the last half-century a tremendous gap has opened between 
the physics and mathematics communities; this is nowhere 
more apparent than in the response of these communities to 
the Wigner paper. The mathematics community was prodded into 
a sustained attack on the general representation theory of 
non-compact groups, but paid no attention to the covariant 
representations used in physics. The physics community 
continued to make use of the covariant wave equations with 
perfunctory reference to the fact that Wigner had classified 
all irreducible representations. 
In this section we review, not the systematic exploration of 
the relationship between the Wigner and covariant 
representations, but the fragmentary insights yielded by the 
fortuitous discovery of a formal correspondence: the 
Foldy-Wouthuysen transformation. We also review the 
elaboration of the notion of particle localization; the two 
together establish a formal correspondence between the 
Wigner representation for m > 0, s = 1/2, and the Dirac 
equation. 
For the physicist, the problem of locality remained (circa 
1934) the only outstanding difficulty of free field theory: 
unlike conceptual problems concerning the relationship of 
relativistic to non-relativistic theory, locality plays an 
essential role in defining a correspondence between theory 
and experiment. Nevertheless one can view the difficulties 
of defining a Born interpretation for particle position with 
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varying degrees of equanimity. To some extent one can regard 
predictions of the theory, which concern the momenta of 
particles in a scattering situation, as adequate to the task 
of providing empirically testable statements. To some extent 
it is a matter of taste as to when one will cons ider a 
theoretical propos it ion as empirically meaningful: one has 
to draw the line somewhere, and no quantum theory will 
describe actual laboratory procedures. In this spirit we 
have already encountered one possible response which makes 
light of the absence of a Born interpretation (1.4.5): it is 
in any case not possible to experimentally localize a 
particle within a region small in comparison to its Compton 
wavelength, because the uncertainty in energy wi 11 exceed 
the threshold for pair creation. 
To repeat the objection to this line of argument made 
earlier, we cannot even know that a particle is 
approximately localized unless we know what it means to say 
that a particle is precisely localized. And against the 
adequacy of a Born interpretat ion based on the measurement 
of momentum, I believe there is a significant difference 
between the association of the position of silver grains in 
photographic emulsion with particle position, and the 
curvature of ionization trails with particle momenta2 . For 
these reasons the existence of a Born interpretation for 
particle position is more than of passing interest; it is, 
in an older terminology, a matter of freeing the 
relativistic quantum theory from a dependence on the 
correspondence principle. 
2 
I refer to (1.4.5) for details. 
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3.2.2. Comparison of the Galilean and Lorentz groups; 
position operators. 
In NRQM the posit ion operators play a fundamental rOle in 
the mathematical definition of the theory, through their 
appearance in the CCR's. How is it that they do not appear 
in the CCR's for the relativistic theory? To answer this 
question, we shall consider the representation theory of the 
Euclidean group g (comprising the space translations and 
rotat ions). 
We shall begin with the following situat ion: we have an N 
particle system with n=3N and a configuration space ~n; we 
suppose that we have a (weakl y conti nuous) unitary 
representation U of g on a complex Hilbert space ~, and a 
projection-valued measure P on ~ which satisfies the 
imprimiti vity relationship and which is based on 
configurations space. That is, we have a system of 
imprimitivity (U,P) based on ~n such that U PEU-l = P E (E 
9 9 g. 
Borel in ~n), where g.E is the configuration space action of 
n g on ~ (as opposed to the adjoint action on the dual space 
familiar from Section 2.4). From the projection-valued 
measure we can construct a homomorphism from boo(~n) into the 
set of all operators on U, with real functions corresponding 
to self-adjoint operators, 
Jf(x)dP(x), fEb(~n). This is 
in the standard way: 




self-adjoint operator. We may think of it as the set of all 
functions of the position operators. 
The unitary representation of the Lie group g will, however, 
lead to another class of self-adjoint operators, namely 
those which generate uni tary representat ions of the 
one-parameter sub-groups of G" via Stone's theorem. So we 
suppose we have such an operator BX' and the corresponding 
(-iB s/h) 
one-parameter group UX(s)= eX; since now P obeys the 
imprimi ti vity 
U A U-l = A 
9 f 9 g. f 
transformation 
relationships 
relationship, the Af'S will transform as 
where (g.f)(x) = f(g-l.x), and from their 
under Ux we can work out the commutation 
between Bv and the A's 
" f ' 
because will 
determine an action on the f's 
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This is as follows; the one-parameter groups in (; are in 
one-one correspondence with any independent set in the Lie 
algebra s; each X in S will define (via the adjoint action) 
an action on g and hence on ~n (the exp action). That is for 
each s, x ~ exp(sX). x is a diffeomorphism on ~n. The 
vector field LX of this diffeomorphism by definition has the 
a 
action ('t"~)(x) = as (f(exp(sX).x) Is=o' So for each Xes 
there is an action on ~(~n) and hence on the algebra of the 





, A~. ] = 0 (1) 
[A
r
, BX] = ihA't"~ (i i) 
[BX,By ] = ifiB[X,Y] (iii) 
aBX+bBy = BaX+by (iv) 
We note that (i) and (iv) are familiar poperties in 
connection with commutation relationships among the 3n 
position operators or the relationships among the 3n 
momentum operators. In fact when f is the map t : (x , .. ,x ) 
i 1 3n ~ x then A is the ith position operator of the system. 
1 \ 
Now suppose that BX generates the translations 
in the one-parameter subgroup of translations 
U, with g 
9 
in the lh 
co-ordinate direction; we shall write the corresponding 
element of the Lie 
then takes the form, 
ih A 
't" t P 1 J 
algebra as p. The relationship (i i) 
J 
for B and A • of the CCR [A , B ] = 
PJ tl tl PJ 
where E . is the project ion operator 
lJ 
defined by o .JdP. This is 
lJ 
the usual CCR between position 
and momentum operators. 
It would be nice to extend this analysis to a space-time 
symmetry group and obtain the CCR's for an n-particle 
system, thus making the connection between quantum mechanics 
3 Observe that the lmagnlnary number whlch enters (2) and 
(3) ls the canonical complex structure on H (that ls, lt 
defines what we mean when we say that H ls a complex Hilbert 
space) • This wlll be or lmportance ln Section 3.4. 
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and its space-time group very clear and direct. As we 
indicated in (2.4.6), this cannot be done in any 
straightforward way, with a 3N dimensional configuration 
space as base. Trying to use N copies of Minkowski space as 
base leads to an altogether different notion of locality: a 
system localised in space and time. The more natural system 
of imprimitivity based on the dual space (momentum space) 
leads, however, to (functions of) the energy-momentum 
operators defined via A = Sf(p)dP(p). If now the position 
f 
operators arise as generators of some set of one-parameter 
subgroups of G, then since the momentum operators are 
themselves elements of the Lie algebra of G, the only CCR's 
obtained in this way between position and momentum will come 
from the group structure itself, via (iii) above; that is, 
from the Lie brackets of S. 
However this strategy is not helpful in the case of the 
Lorentz group; there is no commuting set in the Lie algebra 
with the right Lie brackets with the generators of 
translations. For the Galilean group, however, there is such 
a commuting set (for the space-translation generators, the 
momenta), which generate the Gal i lean boosts. However they 
have vanishing Lie brackets with the momenta. This apparent 
contradiction is resolved by the observation that there are 
projective representations of the Galilean group with 
non-exact multipliers, which are not equivalent to any true 
representation (not even of the universal covering group). 
When this happens there is a general theory which tells one 
how to construct a new Lie algebra, the central extension of 
S, of which the unitary representations are the projective 
representations of the original algebra. Essentially the 
central extension adjoins to S certain "neutral elements" 
(that is, elements in S which have vanishing Lie bracket 
with every other element in S). These neutral elements 
appear in Poisson bracket representations of the group in 
the context of classical theory, and in the existence of 
"multipliers" (that is, phase factors) in Hilbert space 
representations (projective representations) in quantum 
theory. In the present context Just such a neutral element 
arises for the Lie bracket of the generators for Galilean 
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boosts b and those for translations p; it is the mass of 
1 j 
the representation (denote m). One then has the Lie bracket 
[b ,p ] = meS (which carries over to the usual CCR between 
1 j 1 j 
position and momentum via (111); b /m corresponds to the 
1 
position operator). Note that the mass associated with a 
representation in the Lorentz case derives from a different 
idea altogether, namely that of the Casimir invariants of 
the Lie algebra. Of course, once one has the central 
extension of the inhomogeneous Gal i lean group, one can 
determine its Casimir invariants and the neutral elements in 
the Lie algebra wi 11 appear then as Casimir invariants of 
the central extension of g. But there is a difference; 
fixing a value to a neutral element in g determines the 
representation. The irreducible representations are then 
defined by the values of the remaining Casimir invariants. 
In the Lorentz case, reducible representations are possible 
in which the mass is not a constant (although it remains an 
invariant f 1lIlction of the appropriate elements in the Lie 
algebra). This is not possible in the Galilean theory; this 
fact has an intimate connection with the Bargmann 
superselection rule (Bargman [1954]; see also Sudarshan and 
Mukunda [1974] for general background). 
In (2.5.6) we obtained a different group-theoretic 
interpretations of the CCR's in their global form; we 
considered the Weyl algebra as a system of imprimitivity for 
the Euclidean4 group g based on Rn. We now see that there is 
another way of looking at the CCR's: as the infinitesimal 
form of a projective representation of the inhomogeneous 
Galilean group based on 1P4 (where the Weyl algebra is the 
restriction of this representation to the two normal abelian 
subgroups, the space translations and the boosts)5. Here the 
full Galilean group is employed, and the position operators 
4 
We actually considered only the translation sub-group. The 
above 15 the natural generalization to Include rotations and 

















of the Weyl 
representation 




thus defi ned are fully covar iant (they satisfy the 
intuiti vely correct Lie brackets wi th all the elements in 
the Lie algebra of the central extension). This formulation 
is inapplicable to the Lorentz case (the pure Lorentz 
transformations or boosts forms a sub-group which is neither 
normal nor abelian). the first 
formulation to the full Lorentz group _""i\--~ si~'aC..eI:-"~Cl 
a~ b~L _ \-tad.\. b. S'j)a.c.e,.. ~'Me \oe.alo'~'1} and 
n 1S not possible to define a system of 
3 imprimitivity for the whole group based on ~ ; therefore one 
can only obtain CCR's which involve configuration space 
observables for a subgroup of the inhomogeneous Lorentz 
group, and the largest such subgroup is the Euclidean 
group. Whether this can be done in a way consistent with the 
representation of the entire group defined with ~4 as base 
is another question; see (3.2.9) below. If it is possible, 
we may expect that the configuration space observables thus 
defined will not transform covariantly under the full group 
(because the imprimi t i vity relationship for the 
projection-valued measure which defines the position 
observables will not be satisfied for the whole group); that 
is, we expect that the relationship U PEU-1 = P E wi 11 not 
9 9 g. 
be satisfied when g does not lie in the Euclidean subgroup 
(in part icular when g is a boost). The fact that in the 
Gal ilean case one can actually obtain the position 
operators as (constant multiples of) the generators of the 
boosts, is a remarkable and apparently fortuitious 
circumstance which leads to a fully covariant notion of 
localization for this group. 
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3.2.3. Resume; comparison of the Schrodinger 
relativistic wave equations. 
By 1934 it was widely acknowledged that there are severe 
difficulties in formulating a Born interpretation for the 
relativistic wave equations. We recall (1.4.5) that a number 
of thought experiments had been proposed to show that the 
concept of locali ty cannot be applied to length scales 
shorter than the Compton wavelength. At the same time the 
formal difficulties of defining a position operator were 
evident. For the free KG equation 
(0 + m2c 2/h2 )lP(x, t) = 0 (1) 
one forms the vector space V of positive frequency 
solutions; the invariant sesquilinear form 
(2) 
(where ~ = ~t lP) is then positive definite and hence defines 
an invariant inner product on V. Therefore V is pre-Hilbert 
and we denote its completion b+, the Hilbert space of 
positive frequency solutions of the KG equation. Similarily, 
we can define the Hilbert space b-of negative frequency 
solutions (but note that to obtain a positive definite inner 
product we must reverse the sign of the expression Eq. (2». 
This procedure differs markedly from the non-relativistic 
case, where one has a Hilbert space of unconstrained 
functions on ~3 (apart from the mild L2 integrability 
condition). It is a principal objective of this section to 
understand why this is so (see also (3.4.8». One appears 
to avoid the problem by going over to momentum space: one 
has the integral representation (cf. Eq. (3) (1.4.2»: 
lP(x) = 21/2 (2nh)-3/2J eip. xlho(p2_ m2c2 )8(Po)f(P) d4p 
(where 8( x) = 1 for x > 0 and zero otherwi se) which, for 
(almost) arbitrary f 4 on IP, clearly defines a positive 
over p we 
o 
frequency so I ut ions of Eq. ( 1 ) ; 
obtain6 
6 
Whenever we have 
mean by f(P) the 
g(y) 2 f«y + 
a function f 






with values f(p) we 
9 
3 
on IP defined by 
2 
Y = Where 
fP(x) = (2nh)-3/2S eip . X/hf(p)d3P/~P . 1P3 0 (3) 
Using this transform (the covariant Fourier transform) one 
can verify directly that the inner product takes the form: 
(f,g) = J f(p)g(p)d3 p/p 
1P3 0 
2 2 2 1/2 + 2 + + ( where p = (p +m c) ) . That is, ~ ~ L (e ,J.I. ) 
o + 






on IP. It 
+ is a theorem (see, e.g. VaradaraJan [1970 Th.12.2]) that J.I. 
+ is the unique invariant measure on 6 (up to a constant 
2 + + 
multiple); the space L (6 ,J.I.) is therefore unitarily 
equivalent to ~+ as defined in the previous section. We can 
m 
now regard the f(p)'s as the relativistic analogues of the 
momentum space time-zero wave-functions, constrained only by 
an L2 integrability condition. 
The correspondence between functions f on 1P4 and functions fP 
on 1R4 obtained in this way can also be defined by the 
procedure: for each f on 1P4 , define the (tempered) 
distribution Tf ::= 21/2(2n~)1/2o(p2_mc2)8(p )f(p), and then (if\v~"C~) 0y 6 
take its 'usual/Fourier transform Tf . It can be shown that y 
Tf is a tempered distribution which is a positive frequency 
solution to the KG equation. 
The invariance of J.I. ensures the invariance of Eq.(2) under 
Lorentz transformations; that is, under a transformation 
x ~ Lx +y 
(L,y)~)of the inhomogeneous Lorentz group, we suppose fP 
transforms as fP ~ fP/, where fP' (x) = cp(C'(x"y). It is 
apparent that under the transform Eq. (3) this transformation 
of cp corresponds to the transformation f(p) ~ 
e ip. y/hf(L -lp ); this transformation is moreover unitary on 
+ 1f so that the positive frequency solutions of Eq. (1) 
m 
correspond under Eq. (4) to the unitary representation U+,o 
m 
on ~+ studied in (3.1.6). 
m 
It is clear that if cpe~+, then the function xi cp(x, t) does 
not necessarily lie in ~+; indeed, it may not even lie in 
we begin from the outset with a function f on a three 
dimensional space we shall usually write the variable in 
bold type to emphasise this fact. No confusion will ensue. 
330 
+ - I ~ U ~ (that is, x ~(x,t) may not satisfy the KG equation at 
I 
course define a posit ion operator x on all). One can of 
+ -~ U I) by taking 
I op 
X ~ as that solution of the KG equation 
which has Cauchy 
op I I • 
data x ~(x, a), x ~(x, a); one must then 




to exploit the correspondence between I) and ~ = 
provided by the transform Eq. (3); it is then 
apparent that 
I a + a ~ + (~, x I/J) = J + T (a- T".ldJl. '* J + (-a T )T,It dJl. 
op e ~ PI'" e PI ~ ." 
+ (because of the p dependence in the measure Jl. ), where 




+ + is not self-adjoint on I) (or ~ ). 
For the Dirac equation, on the other hand, one finds again 
I that multiplication by x is not a satisfactory position 
operator, but for somewhat different reasons. To see this, 
we write the Dirac equation 
(inrJl.a - mc)l/J(x,t) = a 
Jl. 
where I/J: 1R4~ t 4 is a Dirac spinor, and the rJl. are complex 
4x4 matrices which satisfy 
rJl.rv+rVrJl.= [rJl.,rV]+ = 2gJl.V, 
in the form 
c(-inrorla + rOmc)1/J 
I 
= in ~ I/J 
at 
where -incrOrla + rOmc 2 is the Dirac Hamiltonian. 
I 
1;.+ 
we define the Hilbert space I) of positive 




(~,I/J) = Jr~(x)I/J(X)d x3 (6) 
(the summation is over the bi-spinor components). A 
difference now appears from the scalar case; not all the 
components of a positive frequency solution can be 
independent. This is obviously the case, for were it not, 
it would not be possible to obtain any negative energy 
solutions of Eq. (5) (since the time dependence is uniquely 
determined by ~(x,a». That is, although as initial data we 
may choose an arbitrary differentiable function f:1R3~ t 4 
+ - • i and define ~ e I) u I) by ~(x,a) = f, ~ (x,a) = - h Hf, we 
cannot in this way obtain a correspondence between f and ~ 
+ in I) ; as a consequence we cannot define a linear operator 
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+ I 
on ~ by lifting the action of multiplication by x on f. 
Pursuing this 
(1. 4. 5) and 
point will take us back to the analysis of 
Schrodinger's distinction between "even" and 
"odd" operators; 
4 
3 the necessary constraint on those f: IR ----7 
t which give rise to + I ~e~ is not obeyed by f'= x f(x) (that 
is, ~' defined by f' has a negat i ve frequency part). We 
shall shortly exhibit this analysis in the course of 
defining the Foldy-Wouthuysen representation. 
There is, however, a simple observation which makes it clear 
that in a fundamental sense the spatial co-ordinates 
(configuration space) used in this representation (that is, 
when one solves the KG equation for positive frequencies) 
cannot refer to particle localization. This is because such 
sol\.ltions (which are well-behaved as functions on momentum 
space) must be entire functions. 
There is an elementary demonstration of this fact 7 ; for f(p) 
8 bounded and of compact support, then from Eq. (3): 
~+(x) = (2n)-3/2Jf3 e-iPo·t/heiP.xlhf(p) d3p/~2Po 
+ . b it follows that as a function of t, ~ IS the oundary value 
of an entire function of t (with t complex on the lower half 
plane; the exponent is then negative definite since p is 
o 
posit i ve definite); hence ~ + (t) is entire and therefore it 
cannot vanish on any open set (in time) unless it vanishes 
at all times. So much is also true of the non-relativistic 
theory, and we have one more way of understanding why there 
is no meaningful concept of local ization in time (no such 
notion can be formulated within the manifold of positive 
energy solutions). 
The difference between the Galilean and Lorentz theories 
arises when one considers the impl icat ions of this result 
7 
I am indebted to Professor R.Streater for this argument. S~e a"" S~re(!~C' 
t.,n 1'. 1"3t1) • 









transform of any such f Is entire. 
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theorem (see, e.g. 
that the Four i er 
for a posi ti ve frequency sol utlons which vanishes over an 
open set in space. The KG equation is hyperbolic, the 
Schrodinger equation parabolic; in the first caSe, but not 
the second, the value of a solution at a point (x, t) is 
determined by its values on the intersection of a spacelike 
hypersurface with the past light cone from the point (x, t) 
(a Cauchy surface, in the terminology of (2.5.3». That is, 
+ a + -+ fP (x,D) and at fP (x,t)\t=O = fP (X,D) with x E !f (see 
+ diagram) determines the value of fP everywhere wi thin the 
+ + future (and past) development !f- (region shaded; that is, ~ 
• + 
!f !f±) . If, + • + and ~ on are Cauchy data for then, (~ ,~ ) 
!f+u -vanish on !f they vanish everywhere in !f and in 
particular ~ 
+ 
vanishes on an open set in time; therefore it 
vanishes at all times. 
t 
Fig 3.2.1 
This is one occasion where the figurative use of mathematics 
(in particular the use of the Dirac 0 function) has led to 
-~ 
real conceptual error. It is not Just that ~ a ~ cannot have 
t 
the meaning of the position probability denSity (a fact that 
was reasonably well-understood from the 30's onwards); the 
time-zero configuration space positive frequency solutions 
of the KG equat ion cannot play anything 1 ike the rOle of 
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Cauchy data, and is in this sense quite unlike the 
configuration space wave-function in the non-relativistic 
case. Only the momentum space states are unconstrained. 
3.2.4. Newton-Wigner localization. 
Throughout the 30's and 40's physicists appeared disposed to 
forgo a Born interpretationB; during this same period, 
increasing doubt was thrown on the ut i 1 i ty of Lagrangian 
field theory in hadron physics because of the 
inapplicability of perturbartion theory. From the 40's 
onwards, the gr()V.I'''f!' populari ty of the S-matrix theory 
made possible a general philosophy in which the spacetime 
description of dynamical processes was increasingly viewed 
as irrelevant or even meaningless. The most explicit 
accounts of this philosophy were published much later: 
In the conservation postulate the notion of translational 
invariance appears for the first and only time. One may 
completely avoid the introduction of space-time 
coordinates by simply taking energy-momentum conservation 
to be exactly the requirement of translational 
invariance. However, it is apparent that one could perform 
a formal Fourier transformation on the momentum-energy 
variables, introducing thereby formal space-time 
coordinates. Formal translation invariance is then 
equivalent to energy-momentum conservation. (Stapp [1962 
p.2141-2]) 
That such ideas were influential much earlier is indicated 
by the defensive remarks at the close of Newton and Wigner's 
successful construction of a position operator (and 
associated generalized eigenstates): 
One may wonder, even in the case of elementary particles, 
9 
Although many indulged in wishful thinking; that 
physicists continued to interpret the formalism, 
written in configuration space coordinates, as if a Born 
- -
interpretation was applicable. This has survived in a number 
is, 
when 
of standard texts used to this day; see, e.g. Bjorken and 
Drell [1965] in their discussion of the interpretation of 
propagators (e.g. p.63). On the whole these inaccuracies 
were innocuous; 




somewhat more surprising is the 
of the multiple time 
in explicitly addreSSing 
one might expect 
reference 
a sharper 
made no to the 




the question of 
focus on this 
difficulties of 
theory. 
whether the determinat ion of the localized states and 
position operators has much significance. Such doubts 
might arise particularly strongly if one is inclined to 
consider the collision matrix as- the future form of the 
theory. One must not forget, however, that the customary 
exposi tl.on of the theory refers only to quest ions about 
cross-sections. There is another interesting set of 
questions referring to the position of the scattered 
particles: how much further back (i.e. closer to the 
scattering center) are they than if they had gone straight 
to the scattering centre and then continued in the new 
direction without any delay. In order to answer such 
questions in the relativistic region, one will need some 
definition of local ised states for elementary systems. 
From this point of view it is satisfactory that the 
localized states could be defined without ambiguity just 
for these systems. (Newton and Wigner [1949]). 
Neither were they motivated by a concern to define a Born 
interpretation in the relativistic case; Newton had 
investigated the representations of the de Sitter group for 
his PhD dissertation, and it was only to assist the physical 
interpretation of these representations that he, with the 
assistance of Wigner, considered the possibility of defining 
position operators "on an invariant theoretical basis"; as a 
preliminary to that, they first considered this problem in 
flat spacetime. 
But the paper of Newton and Wigner did not appear altogether 
without precursors; the preceding year Pryce had developed 
the classical relativistic theory of the centre of mass of a 
collection of free point particles (Pryce [1948]). It is 
remarkable that so little progress had been made with this 
problem since the inception of relativity theory; the work 
of Focker ([ 1929]), and Born and Fuchs ([ 1940]), having 
proved unsatisfactory in various respects. In particular 
the na'ive approach, of defining the weighted means of the 
(rectilinear) coordinates of the individual particles (with 
weights given by the rest masses), yields a centre of mass 
which is not in general at rest in a frame in which the 
total momentum is zero, nor is it independent of the 
inertial frame with respect to which the coordinates of the 
particles are defined. 
Pryce derived an expression for the centre of mass, the 
components of which have vanishing Poisson brackets, which 
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satisfies the intuitive requirements of this notion and 
which was defined in terms of integrals of the 
energy-momentum tensor. As such it was possible for him to 
take this expression over to the Dirac and integral spin 
theories (symmetrizing expressions in which an ambiguity in 
the order of the generators of the Lorentz group enter into 
the expression for the energy-momentum tensor). Similar 
ideas were independently proposed by Finkelstein [1948] and 
Moller [1949]. 
Newton and Wigner proceeded from a more foundational point 
of view. They did not, however, use the Wigner 
representation, but rather the momentum space covariant 
representations in the form given some two years previously 
in Bargmann and Wigner [1948]. For the scalar wave equation, 
the correspondence with the representation U+,o acting on 
m ~+= L2(e+,~) is immediate, as we have seen above. 
m 
Newton and Wigner proceeded as follows. They sought to 
define the position operators in terms of their generalized 
eigenstates, and to determine the latter, it was only 
necessary to construct one such generalized eigenstate (for 
convenience, localized at the origin). This function, denote 
f, then determines a function f localized at an arbitrary 
o x 
point x by application of the translation operator 
(U1 f )(p) = f (p) ,x 0 x (8) 
They then made the following postUlates: 
(A) All such functions f form a linear space T . 
o 0 
(B) T is stable under spatial rotations and the discrete 
o 
symmetries. 
(C) For any fe T and any x*O, (U1 f,f) = o. o ,x 
(D) Certain regularity conditions. 
Since obviously the elements of T 
o 
eigenfunctions and do not themselves lie 
are general i zed 
. + ln ~ there is a 
m 
certain ambiguity in (C) (as also Eq. (8»; however from the 
explicit form of Eq. (8) given above it is obvious that no 
complications arise. (C) expresses the fundamental 
intuition, that a particle localized at the origin is 
orthogonal to a particle localized at any non-zero distance 
from the origin (all of these statements are to be 
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understood as applying to a fixed inertial frame of 
reference) . 
+ We consider the linear manifold of functions on e stable 
under spatial rotations. For any integer j this manifold is 
spanned by the functions 
p j(9,~)g(p ,r) m = -j,-j+1, ... ,j-1,j 
m 0 
(9) 
Where the P j are spherical harmonics and (9,~,r) are 
m 
spherical coordinates for p = (Pl,P2,P3); g is an arbitrary 
function. We wrote down explicit expressions for the 
discrete symmetries in (3.1.6)(Eq.7); the manifold Eq. (9) is 
already invariant under the pari ty 
~ f(po' -Pl' -P2' -P3) 
transformation 
and since by 
assumption it is invariant under time reversal 
:r : f(po' Pl' P2' P3) ~ f(po' -Pl' -P2' -P3) 
it follows that we may assume g is real. The inner product 
on n+ is given by Eq. (4) above and from (C) we conclude that 
m 
J f (p)e-ip.xlhf (p)d3 p/p = 0 IP3 0 0 0 
and hence that Ifo(P) 12/Po is constant. Comparison with 
Eq. (9) then shows that j=O, and since g may be chosen as 
real, we conclude 
) '/2.. fo(p = Po 
up to a constant multiple. A generalized eigenstate of 
position localized at the point (O,x) is then given by 
fx(p) = e-iP.xlhp~/2 = e- ip .xlh(p2+m2c2)1/4 (10) 
The regularity condition is only necessary to exclude the 
pathology, that the constant multiple may vary in sign for 
different values of p. We shall not discuss this here. 
Newton and Wigner obtained analogous results for massive 
covariant wave equations of arbitrary (finite) spin; in the 
case of infinite spin, and zero-mass representat ions with 
s>1/2, no such notion of localization can be formulated 
satisfying (A), (B), (C), (D); the photon in particular is not 
localized in this sense. We shall not consider this further 
here. We study the Dirac theory in subsequent sections. 
The position operator x 
op 
1 
= q with components q , acting on 
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1 f, must yield x f. Clearly it is then the integral 
x x 
operator defined by 
(qlf) (p) = 
(2T1"hf3J x1e -ip. X/h(p p') 1/2e lp' . X/hf(p' )d3xd3p' Ip' 
o 0 0 
Since 8(PO)1/2/8p l = pl/2(Po)3121t follows that 
(qlf) (p) = 
1-1 (2nh) -3 0818pl- ipl/2p2)J (p ) 1/2e i(p-P' ). X/h(p ') -1/2f (p' )d3xd3p' 
o 0 0 
or finally 
1 1 1 2 (q f) (p) =1 h(818p - p 12p )f(p) 
o 
(11 ) 
It is a simple matter to verify that that this operator is 
self-adjoint in the inner product Eq. (4). To determine the 
corresponding operator acting on the functions ~ on ~4, we 
apply the transform Eq. (3) to find: 
1 1 -lJ e ( -mc I x-y I Ih) 1 3 
q ~(x,O) = x ~(][,0)+(8n) Ix-yl 8rp(y,0)18y d y (12) 
The generalized eigenfunctions f go over to the functions 
x 
rp (y,O) = 2-1/2 (2nh)-3/2J e ip . (y-x)/hpl/2d3p/p . (13) 
x p3 0 0 
1 Clearly q is a non-local operator, in terms of the 
dependence of tp on configuration space ~3; and because of 
the factor p~1/2 in the integrand of Eq. (13), ~x(y, 0) has 
non-zero configuration space extent; this function differs 
significantly from zero over a region of the order h/mc; it 
is, however, non-zero over the whole of ~3. 
In view of this situation we introduce, following Segal 
[1964], [1967a], the terminology q-local for Newton-Wigner 
localized states. Locality with respect to configuration 
space will be called c-local. The precise distinction 
between these two notions of locality will become clear in 
what follows. 
For future reference we note that Newton and Wigner 
determined the following expression for the position 
operator in the case s=1/2: 
3/2} 8 -1/2 
ql= P+(l+rO) Po n (-i-- ) Po p+ 
( 2) 1/2 8p ( 2) 1/2 P +mc 1 p +mc 
o 0 
where p+ is the projection operator onto the positive . 
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frequency solutions of the Dirac equation. This expression 
may be simplified to yield: 
qi = ih~ + ihrOr i / 2p ih rOrJpJPi + iElmiulpmlpl 
8Pi 0 2Po(Po+ mc) Ipi (14) 
In configuration space this operator is once again non-local 
(hence c-non-Iocal). 
The question naturally arises 
defining a transformation, 
+ 
as to the possibility of 
possibly even a unitary 
transformation, from ~ (that is functions on spacetime), 
restricted to a spacelike hypersurface (which is, we repeat, 
fixed throughout), to functions on ~3 such that the position 
operator q acts locally. At the risk of some confusion, it 
seems useful to distinguish the two function spaces by 
introducing a new terminology for configuration space (that 
is, ~3) when we consider functions on this space defined 
through this transformation from functions on a spacelike 
hypersurface of spacetime. In this circumstance we shall 
call ~3 position space. The functions defined in this way we 
shall call functions on position space. As we have 
formulated it there is no mathematical difference between 
configuration space and position space; the terminology is 
for convenience only, and only the two function spaces 
(functions on configuration space and functions on position 
space) are mathematically distinct. In (3.2.9) below we 
formulate a more precise sense in which the two spaces may 
be distinguished. Position space defines that 
representation, in which q-Iocal operators and states are 
manifestly local. 
Clearly such a transformation, if it exists, must be 
non-local. To explore this possibility, we now consider the 
remarkable transformation discovered by Foldy and 
Wouthuysen, in the case of the Dirac theory. 
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3.2.5. The Foldy transform: the Dirac eqaution. 
The Newton and Wigner paper marked an upsurge of interest in 
the physical interpretation of the relativistic wave 
equations, that was to continue well into the 60's. In this 
the representation of the Dirac theory discovered by Foldy 
and Wouthuysen [1950] played an important rOle. 
The authors began with a critique of the standard technique 
for generating the non-relativisic limit of the Dirac 
equation. We recall that this proceeds from the observation 
that for an electron at rest two of the four components 
vanish, and that these components remain small so long as 
the energy is small in comparison to the rest mass. One then 
approximately solves for these components (in terms of the 
"large" components) and by substitution obtains a pair of 
equations for the large components; this pair of equations 
is formally identical to the Pauli spin equations, as first 
obtained by Darwin [1928]. Foldy and Wouthuysen noted the 
difficulty that the Hamiltonian thus obtained is no longer 
self-adjoint in the presence of external fields, and that to 
obtain the higher order approximations one must always 
return to the full 4-component theory. More serious, in the 
authors' view, is that one does not thereby obtain a 
correspondence between observables in the non-relativistic 
limit, and in the Dirac theory; most particularly, in 
connection with the velocity operator (cf. (1.4.5)), "one 
can well ask how the operators which purportedly represent 
the same physical variable in the two theories can have such 
completely different properties." (The authors here consider 
o 1 the operator cor or as the velocity operator, with 
non-commuting components and with eigenvalues ± c. )10 
10 
It 1 s as we 11 to make clear that, 1 n the vI ew taken here, 
there Is no such thing as the non-relatIvIstic limit. There 














and for a certain class of Initial data 
the theories of each class agree in an 
but the use of Ii mi t i ng procedures of the 
also h ~ 0) are physically meaningless. 
given a mathematical meaning It is only 
limit is highly singular, and that the conf'irmed 
mathematical structure underlying the formalism changes in 
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If Foldy and Wouthuysen motivated their analysis by appeal 
to the ambiguities of such 11mi ting procedures, the actual 
strategy which they followed is better understood in the 
following terms: cedeing that it is only the momementum 
space states that resemble the wave functions of the 
non-relativistic theory (cf. (3.2.2)), one can at least try 
to make this correspondence precise. In particular, the 
authors considered that it should be possible to express the 
positive frequency momentum space states of the Dirac theory 
as two-component spinors, as in the non-relativistic theory. 
This idea was hardly original; just such a correspondence 
had been defined long before by Van der Waerden [1929], in 
his spinor formulation of the Dirac equat ion. Van der 
Waerden essentially showed that the Dirac equation could be 
reduced to a pair of equat ions coupl ing two 2-component 
spinors; only one of these need be specified, in terms of 
which the other can then be defined. Foldy and Wouthuysen 
now found an entirely different way of expressing the Dirac 
theory in terms of 2-component spinors. 
In the representation 
rO = (6 _~), ri = (~i ~i), (15) 
i 
where (j are the usual Pauli matrices (Eq. (61), (1.4.4), the 
lower components of a plane-wave positive frequency Dirac 
bi-spinor vanish as p --7 0; the upper components vanish as 
p --7 0 for the negative frequency case. The Schrodinger 
defintion of an "odd" ("even") operator is one which does 
(does not) connect 
positive and negative frequency plane-wave solutions \s 
ir the.", ~O.csil':l'e. to e"h~bi~ . flY'\ eve.t'I opeic!l~r h, 
ol_·'ag-"n .. ' ,fof"M (," -par.l\cv\ar ~e. Ha(VI\\~oi~n)? 
If S'o) e..1~2I.(\'f "We.. MV~~ ?~.s to 1'I (\€"" nlp..-eJ~t.a~M. 
Consider now the linear transformation (the 
In o~ View, the theory of 
contractions developed by tonu and Wigner [1953] 
an uncontrolled way. 
makes clear how the group structure changes in the limit, 
providing a kind of taxonomy for the comparison of the 






is H iSH -is H ~ ~ e ~ = ~F' ~ e e = F (16) 
where S = (-i/2mc)r1p1w(lpl/mc) with W arbitrary. It follows 





crOlmc2[cOSAW(A) + AsinAw(A)] + CrAP1[A COSAW(A) - sinAw(A)] I 
(where we have written A = Ipl/mc). If one now sets weAl = 
A- 1tan-1A we eliminate the last term (which contains the 
odd part of H ) and obtain 
F 
022 Ip12/Po) = crapo· (17) H = r c(m c Ip + 
F 
° This result is to be expected; the Dirac equation was 
constructed as the linearized square root of the KG 
equation, and the FW transformation Eq. ( 16) but makes its 
equi valence with the square root equation explicit 
appropriate to the spin 112 case, and taking due account of 
the ambiguity up to sign, For arbitrary momentum the 
pos it i ve frequency so 1 ut ions are now exhi bi ted as 
bi-spinors for which the lower two components vanish (and in 
the negative frequency case, in which the upper two 
components vanish). This is obvious from the form of 
Eq. (17); equally one can take the FW transform of the 
positive (negative) frequency solutions and verify this 
directly. 
The transformation that we have just exhibited is a special 
case of a more general transformat ion which we shall need 
later. We state it as a theorem. 
Theorem 3.2.1. 
Given an operator A of the form A = p B + peon a Hilbert 
1 2 
2 n 
space ~ =L (X,t ,M) (for n finite) where B and C commute and 
have the action of the unit matrix on tn, and where~the p 
\/'Ini (.h .S'a bf~'J ~.:I~, 1 
are anticommuting operators on eX then 
there exists the linear transformation: 
A ~ UAU-1 = P (B2 + C2 )1/2 
2 f. J fl.) ancA If/ W a ... €' self adjoint 
then U is unitary. (The proof is an easy reworking of the 
manipulations involved in defining the FW transform). 
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In the case of the FW transform B = Ipcl, C = mc2 , and p = 
1 
trOriPl/lpl ' P2 = rOo We shall call this transformation (of 
which the FW transform is a special case) the Foldy 
transform. 
The "square root KG equation" is obtained from the 
Hamiltonian H of Eq. (17): 
F 
i na O(n2f1 2 2)112 at (j)F = r - m c (j)F 
That is, one obtains the pair of equations 
. a + 
Ihat f{JF = 
. a -Ihat rpF = 
(18) 
+(-) 
where (j)F is a two-component spinor, the two upper 
(lower) components of the positive (negative) frequency FW 
transform solution of the Dirac equation. The Dirac equation 
is now in Hamiltonian form. As for the Born interpretation, 
it is apparent that (with the positive and negative 
frequency parts thus distinguished) multiplication by xl 
does not mix positive and negative frequency solutions; 
+ (j)-(x,O) determines the initial data for a 
F 
of the Dirac equat ion, and so too 
1 Multiplication by x is thus a linear 
+ 
solution (j)-(x, t) 
1 + 
will x (j)-(x,O). 
operator on the 
manifold of positive (or negative) frequency F transform 
solutions of the Dirac equation; however there still remains 
the question of whether this operator is self-adjoint on 
the two (separate) manifolds. From the inner product Eq. (6) 
we see that the 
inner product on 
F transform is uni tary and that the new 
b+ub- is just ((j),I/1) = j'L(j) (x)1/I (x)d3x; 
F F F F 
multiplication by xl is clearly self-adjoint. Confirmation 
of this is immediate from the inverse F transform of 
multiplication by xl; it is simple to verify that 
-is(.r;..a ) is .r;..a e lll- e = lll- + 
apl apl 
1 in agreement with the position operator q found by Newton 
and Wigner (see Eq. (14». Consequently, the F transform of 
the spacetime solutions (j) of the Dirac equation may be 
described as position space wave functions; for these the 
Born interpretation is directly applicable as in the 
non-relativistic theory. 
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3.2.6. The Foldy transform: KG equation. 
Before considering the interpretation of these results we 
review the analogous theory of the KG equation. This theory 
was first developed by Case [1954] and elaborated by Foldy 
11 [1956] and Feshbach and Villars [1958] ; the treatment below 
follows Case [1954]. 
We begin with the KG equation in the two-component form 
gi ven by Kemmer [ 1939] , He i tIer [ 1943] , and Sakata and 
Taketani [1940]; the idea is to reduce the KG equation to 
Hamiltonian form by incorporating the extra degree of 
freedom (present due to the second order time derivative) 
into a Hamiltonian equation determining the evolution of a 
two-component function (by analogy, the f transform applied 
to the Dirac equation leads to a two-component wave 
function, each component of which is a spinor). Defining 
"a then ~ = in/mc
at ~ the KG equation may be written: 
-i: t ~ + mc~h ~ = 0 
Il ~ +im Ih :t ~ -(mc/h)2~ = O. 
Introducing the linear combination 
q, = 2-1/2(~+~) 





'" = 1 at .,., 
t 
to write Eq. (19) in the more s~ric form: 
-(h2/2m)Il(q,+x) + mc2q, 
'ha = 1 at X 
2 2 (h 12m)Il(q,+x) - mc X 
or defining the two-component function 
~ = (~] 
and using the Pauli spin matrices, we obtain: 
ih: t ~ = [(-h2 /2m)(0"3+ i0"2)1l + mc20"3]1J1. 
11 
These authors did 
or Foldy [195S], 
not acknowledge the 










the interpretative problem of negative energy states, whilst 
Foldy was primarily. concerned to point out the possibillty 
of using novel definitions of the inversion operators; it 
would be misleading to suggest there is uniformity in the 
interpretation of the theory. 344 
This equation is to be considered the (non-covariant) scalar 
analogue of the Dirac equation. The Hamiltonian may be 
written in the form 
3 2 2 2 2 H = 0" (mc + p 12m) + 0" (i p 12m) 
so that Theorem 3.2.1 can be immediately applied to yield: 
3 2 2 2 2 2 1/2 H = 0" { (mc + p 12m) + (i p 12m) } 
F 
3 2 2 2 4 112 3 
= 0" (p C + m c) = 0" cp . 
o P P W/2 Here the linear transformation U = e 2 1 is given by U = 
0"30"2w/2 ip2/2m 
e , where tan w =(mc2+p2 12m; unlike the spin 1/2 case, 
w is no longer self-adjoint but changes sign under Hermitian 
conjugation. As an operator on a Hilbert space of the form 
2 2 L (X,a:: ,Il) U cannot therefore be unitary. However, in the 
present discussion, it is by no means clear that we should 
consider the action of U on the Hilbert space ~+u ~-; in 
particular, in passing from the KG equation to Eq. (20) the 
sesquilinear form of Eq. (2) goes over to 
(~,~) = J i0"3~ d3x (21) 
and, in analogy to the Dirac case, one expects that the 
transformation above will preserve this covariant 
sesqui 1 inear form, rather than the inner product that we 
obtain by reversing its sign for the negative-frequency 
solutions. 
This difficulty does not arise for the Dirac equation, 
because the covariant sesquilinear form is positive definite 
and may be identified with an inner product on the entire 
manifold of solutions to the Dirac equation. That is not 
possible in the case of the KG equation. In the latter 
case, we find that indeed (~,~) = (~ ,~ ) and that the Foldy 
F F 
transform preserves Eq. (21); this circumstance is usually 
expressed by the statement that U is unitary with respect to 
the inner product Eq. (21), and that U = 0"3U- 10"3 these 
statements are meaningless; Eq. (21) is not an inner product, 
and neither unitary nor adjoint operators are defined on a 






and Villars [195S] make great play 
expectation value of the Hamiltonian 
positive definite; but precisely the 











It ,possible to . el1minate the difficulty of the indefinite 
norm as follows: one simply takes the Hilbert space of 
positive and negative frequency solutions (~+ and ~-), 
passes via the covariant Fourier transform to the momentum 
+ -
space 1f and 1f, and defines the uni tary transformation 
± + 2 3 3 
"[" : 1r ~ L (IP ,dp ) by: 
( "["±f) (p) = (p2+ m2c 2)-1/4f (±(p2+ 2 4)112 ) (22) m c ,Pl' P2' P3 
Clearly "[" maps the configuration space functions to the 
position space functions. However one must conclude from the 
foregoing that one cannot in this way uni tari ly transform 
the appropriate Hamiltonian equation (that is, 
±c(p2+m2c2)112~! = ih~t ~F) into Eq. (20) (and thereby to the 
KG equation). 
On the other hand, there are benefits which derive from just 
this feature of the formalism; namely, one can seek to 
.generalize the Foldy transform from the free KG equation to 
the corresponding equation for an external field, because 
the invariant indefinite norm is derived from the covariant 
+ +-4-current, unlike the norms on ~-, or ~ u ~ . 
Otherwise, the parallels with the FW representation are 
complete; in this new representation, the lower (upper) 
component of ~ once again vanishes for positive (negative) 
F 
frequency components and the linear transformation defined 
by multiplication by x is once again the Foldy transform of 
the position operator defined by Newton and Wigner. We may 
therefore think of the ~ as functions on position space to 
F 
which a Born interpretation is immediately applicable. 
"energy" Is negative, so too is the norm of the negative 
frequency solutions) . As we noted in (1.4.4) (following 
Eq. (53», It Is just this fact which makes the total energy 
of the scalar field positive. 
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3.2.7. Interpretation. 
The position space wave functions are defined, in a 
non-local way, from the spacetime wave functions. When one 
extends the Foldy transform (in a perturbation expansion) to 
the interacting case (see, in particular, Foldy and 
Wouthuysen [1950], Feshbach and Villars [1958]), one is 
confirmed in the suspicion that an external c-number field 
acts as a non-local perturbation on the position space wave 
functions. Of course one can introduce a perturbation, as a 
function on position space, at the level of the transformed 
equations in Hamiltonian form. Such a perturbation will act 
q-Iocally "at the position co-ordinates of the particle", 
and c-non-Iocally (via the inverse Foldy transform) at the 
level of the covariant equations. In this case the 
perturbation, regardless of its magnitude, can never induce 
transitions from positive to negative frequency solutions; 
in the former case, because multiplication by x induces such 
transitions, so too will a multiplicative operator which is 
a function of x. 
Evidently one is confronted with a fundamental schism 
between the expression of the notion of local action in 
position space and the expression of local action in 
configuration space. It seems a q-Iocal theory in position 
space has not been developed in non-trivial applications; 
no-one has produced arguments for or against such a theory. 
The metaphysical question, of which notion of locality is 
primary, has been answered in default in favour of the 
configuration space fields. One sees the primacy of group 
theory: it is only on spacetime that one has a simple group 
action of the entire inhomogeneous Lorentz group; and only 
the functions on configuration space are simply (and most 
paritucularly locally) related to the functions on spacetime 
(by restriction). Correspondingly, the functions on position 
space have no simple transformation properties under the 
entire group: the Foldy transform, like the Newton Wigner 
localized states, is on the face of it non-covariant; 
throughout we have fixed a definite inertial frame, which is 
left invariant under the Foldy transform, and with respect 
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to which the position space is def1ned. As it stands. the 
concept of position space cannot be extended to provide a 
G-space for the Lorentz group (but carries a group action 
only for the Euclidean sub-group. together with the 
inversions) . 
This fact was emphasized by Newton and Wigner, who remarked: 
I 
a state which is localized at the origin in one coordinate 
system. is not local ized in a moving coordinate system. 
even if the origins coincide at t=O. Hence our operators 
q have no simple covariant meaning under relativistic 
transformations. ([1949 p.403]). 
suggest the following interpretation for this 
circumstance; the position space function for a particle 
q-Iocalized at the point x will. in configuration space. be 
c-Iocalized over a region (about the point x) of spacial 
extent of the order of the Compton wavelength (and zero 
time-like extent). On an active interpretation of a Lorentz 
transformation, which leaves the point x invariant. one must 
simply conclude that imparting a definite velocity to a 
q-localized state destroys its q-local properties; there 
appears nothing counter-intuitive about this assertion. 
since although such a boost leaves x invariant (and hence 
the val ue of the actively transformed funct ion rp' at the 
point X/=X), the q-Iocalization properties of rp (and rp') 
depend not only on its values at the point x but also its 
values at space-like distances from the point x, and for 
these rp' -:t. rp. 
From a passive point of view. the situation appears slightly 
more counter-intuitive; for one describes one and the same 
physical situation in two co-ordinate systems (appropriate 
to two observers in relative motion. on the kinematic 
interpretation of symmetry transformations discussed in 
(2.5.2». If this physical situation is that of: a particle 
q-Iocalized at the point x, then one concludes both 
observers must describe this physical system so as to draw 
this same conclusion. This difficulty is resolved by the 
observation already made that in describing the q-local 
properties of such a system one must fix a space-like 
hypersurface relative to which q-Iocali ty is defined. So 
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long as the moving observer chooses the same space-like 
hypersurface, in terms of which the q-Iocali ty properties 
are defined, there will be agreement; it is only because the 
"natural" space-like hypersurface of the moving co-ordinate 
system is rotated relative to that of the initial 
co-ordinate system, that there is an apparent dependence on 
the frame of reference. 
The decisive point in all three interpretations is therefore 
that the statement "a particle is local ized at the point x" 
is ambiguous; one must also specify the inertial frame with 
respect to which the notion of q-Iocality is defined. For a 
comprehensive elaboration of this point we refer to Fleming 
[1965], [1966], [1981], who develops a formalism in which 
the inertial frame is explicitly indicated (one thereby 
obtains "hyperplane dependent localized wave functions"). 
The remarkable feature of relativistic quantum theory, that 
two entirely distinct state spaces define the physical 
interpretation of the kinematics, warrants a more 
fundamental perspective. We therefore consider the theory of 
localization from the point of view of the imprimi t i vi ty 
13 theory . 
In (3.2.2) we pointed out that in order to obtain spacetime 
observables it is necessary to obtain a system of 
imprimitivity with spacetime space as the base of the 
associated projection-valued measure. Further, the concept 
of localization appropriate to a particle system, which we 
suppose to endure through time, cannot be formulated in 
terms of a projection-valued measure with 1R4 as base; we 
must choose 1R3 instead, and as a result we cannot obtain a 
representation of the full inhomogeneous Lorentz group. The 
largest subgroup which admits a representation of this form 





Newton and Wigner, concise and 
are not very perspicuous; it was 
arguments of 
they be, 
systematically elaborated the theory (Wightman 





The concept of localization is thus defined in terms of the 
existence of a system of imprimi ti vity for g based on 1R3 
• (actually we use the universal covering group g so as to 
subsume projective representations with exact multipliers 
under the imprimitivity theory). We can now give a more 
definite geometric meaning to the distinction between 
posi tion space and configuration space, whilst at the same 
time making clear the consistency condition that must be 
• satisfied, if a given representation of a spacetime group S 
is to admit this expression of locality (q-Iocality). 
• We consider 1R3 a G-space for g ; this space and its dual ~3 
defined in this way we call position space (and the position 
space dual). We also consider 1R4 a G-space for S·; this 
space (and its dual ~4) defined in this way we call 
... spacetime (momentum space) and a spacelike hypersurface (and 
its dual) in this space configuration space (momentum 
3-space). We suppose we have a (weakly continuous, unitary) 
• representation V of g with associated projection val ued 
measure Q based on position space; this means that 
Vh,aQEV~~a = Qo(h).E+a ' which imposes ;ertain constraints 
on this system of imprimit i vity for g, amongst all the 
possible systems of imprimitivity which arise from 
projection valued measures based on the position space dual . 
• Now any representation of S on X will be associated with a 
• system of imprimitivity for S based on momentum space; we 
• denote this system U, P. By assumption g is a subgroup of 
• • S ; therefore the restriction of U to g E g will define a 
• 
representation of g ; we say the system (U,P) is localizable 
at the time XO = 0 if there exists a projection valued 
3 
measure T based on IR such that 
U T U- 1 = T h, a E h, a o(h). 'E+a (23) 
for all (h,a) = (h, (a,O» • E g. Essent ially, Eq. (23) 
• 
requires that the restriction of the representation U of S 
• to g is unitarily equivalent 
• representations of g which 
to one of the class of 
satisfy the constraints 
mentioned above; that is, to be unitarily equivalent to a 
• representation of g associated with a system of 
imprimitivity based on position space. When S is the 
inhomogeneous Lorentz group this consistency condition is 
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+ s 
satisfied for the representations lr' for m>O defined in 
+ +s (3.1.6); it is not satisfied for the representation lr'- , 
o 
s~l, so that the photon is not localizable. For the Galilean 
group the unitary representations are not localizable (Inonu 
and Wigner [1952], [ 1953] ); the projective represent at ions 
with nonexact multipliers are localizable (Bargmann [1954], 
Wightman [1962]). Throughout the foregoing, this definition 
of locality is q-Iocality. 
From the point of view of the distinction between position 
space and a hypersurface of spacetime, the fundamental point 
in the foregoing is that position space is defined with 
respect to the group g, whilst a hypersurface of spacetime 
is defined with respect to the group 5. Al though g is a 
subgroup of 5, it does not follow that the base space of the 
representation of g (position space) is pointwise isomorphic 
to the dual to the base space of the represent at ion of g 
induced by the representation of S (momentum 3-space). 
Incidentally, it follows (Wightman [1962]) from the general 
theory of homogeneous systems of imprimit i vi ty that if a 
system is localizable, then the projection valued measure T 
can always be made to assume the canonical form 
(24) 
with f E L2(~3, K,d3x) (which forms the Hilbert space of the 
• 
restriction of U to g ), when U is a representation on the 
2 
space ~ = L (e,K,~), with ~ a quasi-invariant measure 
concentrated on the orbit e of S on momentum space. The 
canonical form of Eq. (24) may equivalently be characterized 
as that representation, in which the position operator acts 
multiplicatively. The Foldy representation is therefore in 
canonical form. The Hilbert space L2(~3,K,d3x) is the 
canonical Hilbert space of non-relativistic quantum 
mechanics. It might seem remarkable, that despite the 
fundamental differences between the non-relativistic and 
relativistic quantum theories, the two theories must have 
the same state space in the representation in which a Born 
(position) interpretation is immediately applicable. Like 
the CCR's, the non-relativistic state space is in some sense 
universal. We now see that this is a consequence of the fact 
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that both the spacet ime groups contain the Eucl idean group 
as a subgroup. 
A final remark on interpretat ion. The Lorentz 
transformations were discovered through the study of the 
covariance properties of the free (classical) 
electromagnetic field, but the theory of Special Relativity 
was formulated from an epistemological standpoint. In the 
latter sense the theory in its original form was a theory 
about rigid rods and clocks, the possibilities of distant 
synchronization using "first signals". There can scarcely be 
greater ambiguity introduced into the foundat ions of the 
theory so conceived, than by the discovery that, insofar as 
the relativistic quantum theory admits any definition of the 
spacial location of a physical system, then the coordinate 
grid of events so defined is non-local relative to the 
Minkowski space on which the covariant mathematical 
descript ion of interact ions is formulated. From an 
epistemological point of view, space is position space, the 
space of q-Iocalized events. From the point of view of the 
mathematical description, and central physical concepts 
about the nature of interactions and the co-ordinate 
independence of this description, physical space is 
configuration space. 
It appears there is no way out of this dilemma; in 
relativistic quantum theory both notions of locality playa 
fundamental role. If what is truly local at the level of 
interactions is local in spacetime, and if relativistic 
quantum systems are all that there are in the world, then 
what we call local in the context of measurement theory (and 
thus a fortiori at the level of observable phenomena) is in 
reality non-local. Or one might say that the 
phenomenological world, existing on a fixed spacelike 
hypersurface, is non-locally determined by the 
microphysical world on that hypersurface. On a reductionist 
philosophy this conclusion appears inescapable; the 
alternative, that q-Iocality is prior, and that in reality 
the spacetime interactions are q-non-Iocal, is then not 
available. 
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These conclusions follow from an elementary philosophy of 
measurement, which proceeds from the fundamental tenet I, that 
it is possible, relative to a given experimental context, to 
define the statistical distribution of a set of properties 
in correspondence with the observed macroscopic phenomena. 
In particular observed local properties must then correspond 
to the q-Iocal properties of the microscopic quantum system. 
In Section 3.5 we propose a theory of measurement which 
applies the quantum theoretic description to all physical 
systems, whether "classical" (i.e. macroscopic), measurement 
apparati, or microscopic. It seems plausible that on this 
basis the fact that any system which could count as 
macroscopic will have an enormous (and effectively infinite) 
mass will reduce the non-local correspondence between 
position and spacetime locality14. Whether the non-locality 
can in this way be el iminated altogether is a problem, 
similar to the problem of "residual macroscopic coherence", 
which depends critically on the analysis of the use of 
idealizations (see (3.5.1)). 
3.2.8. Relationship with the Wigner representations. 
The Foldy-Wouthuysen transformation associates with each 
positive (negative) frequency solution of the Dirac equation 
a four-component bi-spinor in which the lower (upper) two 
components vanish, for all particle momenta. It is therefore 
trivial to effect a correspondence t± between positive or 
negative frequency 4-component solutions and 2-component 
positive or negative frequency spinors: 
t+: (a,~,~,o) ~ (a,~) 
t_: (a,~,~,o) ~ (~,o) 
for a,~,~,o e ~. One suspects that these 2-component spinors 
must be simply related to the 2- component spinors used in 
the Wigner spin 1/2 representations, because clearly we can 
14 
One can also eliminate the 
configuration space by taking 




between position and 








Compton wavelength is invariant 
velocity of a particle. 
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use the inverse of the unitary transformation T± defined by 
Eq. (22) to map the momentum space 2-component spinors, 
2 3 2 3 
elements of the space L (P ,C ,d P ), isometrically onto the 
2 + 2 + + 1/2 
space L (a-,C ,d~-) - the Hilbert space ~' of the Wigner 
m 
+ 1/2 
representation ur' . Because further 
m 
H -1 -1 _ +( 2 2 2 4)112 - +_H T + t + t + T.. - _ P c +m c -
__ F _ -
where His the F transform of the Di rac Hamil tonian 
F 
Eq. (16): 
H 0 ( 2 2+ 2 4) 1/2 F='1 pc mc . 
± H therefore generates the unitary time-evolution 
f(p) --7 e+icpot/hf(p) 
on elements of 





in agreement with 
('!.\.4-) ff\. 1.). 
the evolution 
To fully establish this result (due to Foldy [1956], Fonda 
and Ghirrardi [1968], [1970]), we need to show that if 
f ,f ,f are positive frequency momentum space states in the 
W F D 
Wigner, Foldy-Wouthuysen, and Dirac representations 
respectively, then the sequence of transformations: 
f - t- 1T ~ f - F-1~ f 
W + + F D 
,4..112 -1 transforms the strict cocyle 'f(m,o(m) .p) , m e SL(2,C), 
~1/2= 2)112 (the 2-dimensional representation of SU(2)) into 
the 4-dimensional non-unitary matrix SCm) under which the 
Dirac bi-spinor f transforms. The same is required (with 
D 
t_,T in place of t ,T ) for the negative frequency states. 
+ + 
We shall not work through the explicit calculations; we 
refer to Fonda and Ghirrardi [19705.7.2] for a 
representation-dependent calculation. The upshot of this 
discussion is that for spin 1/2 particles we have three 
distinct momentum-space representations; the Wigner, 
Foldy-Wouthuysen, and Dirac representations. The 
Foldy-Wouthuysen representation, 









simply related to the position space representation (it is 
the direct sum of the positive and negative mass hyperboloid 
position space representations) and we may instead consider 
the fundamental representations as the canonical, position 
space, and covariant respectively; all three exist for 
354 
abi trary spin. 
al ways takes 
mul t iplicat ion 
In position space the 
the form (xl f)(p) = 
op 
by 1 X in the Fourier 
position 






because the canonical and position space representations are 
+ 
related (for arbitrary spin) by the isomorphism '"t- the 
a -1 position operator always takes the form '"t±(ihap)'"t± in the 
canonical representation, which is the familiar position 
operator for the scalar case Eq. (11). 
A final remark; the relationship between the canonical (or 
position space) representations and the covariant 
representations remains obscure; the FW transformation is 
not perspicuous. The one insight which it appear to offer, 
that the Dirac representation employs 4-component spinors 
because one takes the direct sum of representations on the 
positive and negative mass hyperboloids before applying the 
inverse FW transformation 
is actually misleading. Of course we know that the Dirac 
equation admits positive and negative frequency solutions, 
so that any algorithm which associates cannonical states 
with an arbitrary solution of this equation will in general 
define a pair of canonical states, one from each mass 
hyperboloid. The FW transformation emphasises this feature 
of the correspondence at the expense of others. In 
particular we do not learn why a positive frequency 
covariant state must be represented as a 4-component object; 
as we shall see, it is not a consequence of covariance under 
the ILG (and still less of combining positive and negative 
frequency representations). 
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3.3.Canonical Second Quantization -
..... but second quantization is a functor. 
E. Nelson 
3.3.1. Introduction. 
Clearly the fundamental property of the relativistic wave 
1 
equations is covariance in sp6ce~;Me. Because of 
its importance it would be useful, and perhaps even 
essential, to define this concept abstractly. We cannot do 
this is a fully satisfactory way; for the local systems of 
(2.5.3) covariance means that the local algebras2 (with a 
limiting finite basis of fields, in the sense of Fredenhagan 
and Hertel [1981], for example), have a structure which is 
independent of space time coordinates, and which is 
described in an intrinsic way independent of any spacetime 
orientation or spatial rotation. Therefore an actively 
interpreted spacetime transformation can do little more than 
modify the way each (essentially identical) local algebra is 
associated with a choice of inertial frame. 
The "intrinsic description" is essentially a choice of an 
equivalence class of functions (or quantum fields) which are 
connected by a linear transformation, under which they form 
a closed linear manifold. In conventional QFT the manifold 
is fini te dimensional and the transformat ions are 
non-uni tary. The Dirac field, (or equally the Dirac wave 
1 
As we have seen there can be no covariant representation on 
position space" T • 
2 
By this we mean c-local algebras, the covariant local 
algebras. We shall consider q-local algebras in (3.4.8). 
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functions), the most important example, transform as I/J ~ 
S(m)1/J where SCm) is a non-unitary 4-dimensional matrix 
representation of SL(2t}. 
From the point of view of rotations, this idea corresponds 
exactly to the intuition that the numerical values of the 
wave function (for Simplicity) at a point in spacetime 
define a tensor, with repect to a coordinate system. These 
functions define geometric objects at each point in 
spacetime. This intuition is not directly applicable to NRQM 
wave functions on configuration space; the massive 
representations are all projective and the complex phase is 
one of the things that is rotated under a boost. 
There is a general way of relating a unitary representation 
of a spacet ime group G on a complex Hil bert space to a 
representation in which the action is broken into two parts; 
the one, acting on an internal space for fixed (x,t), the 
other mapping these spaces into each other. Correspondingly 
the wave function or quantum field is conveniently 
represented by an n-component funct ion on 1R4, spanning an 
n-dimensional spin space. The solution manifold of the Dirac 
equation defines an irreducible representation of this type 
where the spin space is very special indeed; it is the 
4-dimensional representation space for the Clifford algebra 
(unique up to unitary equivalence), and it carries an 
essentially unique representation of SL(2,t). There are 
other ways of relating the m> 0, j=1/2 Wigner 
representations to covariant wave equations. This particular 
choice is the unique covariant irreducible one, which also 
extends to the inversions. 
In (3.3.6) the general construction in Mackey theory for 
imbedding a Wigner representation in a spin representation 
is discussed. The appropriate state space is a Hilbert space 
bundle, with spin space as the fibre over spacetime or the 
one or two sheeted mass-hyperboloid as base. This embedding 
is actually implicit in the standard formalism of RQFT, 
particularly the plane wave expansion of the free fields, 
and the momentum space Dirac spinors which accompany the 
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creation and annihilation operators are really transition 
matrices connecting the two types of representation. This 
will become evident. In the l-particle theory, one has 
something formally similar, namely the plane wave expansion 
~(x) = V2(2n)-3/2~ J e-ip.x/hu(p,u)b(p,u) d~+ 
u 
but here the objects u(p,u)b(p,u) span the state space, the 
a:::-valued functions b(p, u) are not associated with another 
Hilbert space carrying a different representation. The 
standard formal ism, in which the b's are taken as 
annihilation operators acting on a Fock space 1{ on which a 
uni tary representat ion of the ILG acts, in fact requires 
that this representation is the canonical second 
quantization of the Wigner j=1I2 representation ("canonical" 
in the sense of (1. 3.4) ). The bi -spinors with components 
u(p,u)l may be defined as those 4x2 matrices U(p)lU which 
transform the unitary 2-dimensional matrix 
representation of the stability sub-group 5U(2) which occurs 
in the Wigner transformation Eq. (2), (3.1.5) to the 
non-unitary 4-dimensional matrix representation 5 of 
5L(2,a:::). At the same time, as 4-component objects, the 
u(p, u) (for fixed p) span a 2-dimensional sub-manifold of 
the 4-dimensional fibre a::: 4 sitting over the point p of e+; 
the "negative energy" bi-spinors v(p,u) span a similar 
sub-manifold over the point p of e. Obviously the u's and 
v's must be constrained for this to be so, and the 
constraints on each are provided by the Dirac equat ion. 
These sub-manifolds are irreducible representations for the 
stability group 5U(2) at ±p, on which the representation 5 
d Dll2 . . d an COInCI e. The inversions do not interchange these 
+ 
sub-manifolds. The distinction between representations on e 
and e is preserved in the covariant representation thus 
defined. 
The representation on e is not employed in the sequel. The 
existence of antiparticles, as a distinct but group 
theoretically identical representation to the particles, is 
forced by other considerations, namely microcausality and 
gauge-covariance of the spacetime fields. 
To make this circle of ideas really intelligible there seems 
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no option but to sketch, at least schematically, the basic 
theory. In particular to understand the group theoretic 
interpretation of the plane-wave expansion, which is a basis 
dependent formula, it is necessary to work with generalized 
eigenfunctions and the point fields associated with this 
(overcomplete) set of "basis vectors" with some loss of 
rigour as a consequence. This formalism is presented first; 
the construction is due to Weinberg [1964], slightly 
modified in the manner of Novozhilov [1975 5.1]. In (3.3.6) 
we then rework some aspects of this construction in a more 
abstract setting. The remainder of this section is concerned 
with interpretation. 
Our primary goal is to understand the plane wave expansion 
of the standard formalism. As detailed in (1.4.7), we wish 
to understand: why the particle interpretation provided by 
this expansion must refer to two types of particles, 
oppositely charged but otherwise identical; the relationship 
to negative energy states; and the relationship to the 
1-particle theory. The standard formalism, in particular the 
plane wave expansion of the spacetime fields, plays an 
absolutely fundamental role in all heuristic interpretations 
of RQFT (or at least those theories which admit a scattering 
situation). One wants to know whether and in what sense this 
plane wave expansion is unique, to know what assumptions 
make it unique. 
In this context, knowing the precise details of the 
relationship between the Wigner representations and the 
covariant representations is fundamental, because it permits 
a step by step eval uat ion of the assumpt ions that must be 
made, from the canonical basis of NRQM, to fabricate (and 
thereby interpret) such an unnatural object as the covariant 
quantum field (complete with plane wave expansion). 
Essentially this defines a particle interpretation of the 
fields, so that these assumptions are implicit even if one 
starts off from a Lagrangian field theory. The Lagrangian 
theory gives the commutation relationships between the 
fields, and defines the generators of the spacetime 
transformations (and internal symmetry transformations) in 
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terms of the fields. It also suggests expressions for 
covariant interactions and non-linear generalizations. What 
it does not do is provide a particle interpretation, which 
is rather imposed, by adoption of the plane wave-expansion. 
As a result, and for the reasons given in (1.4.4), most of 
the obvious questions concerning negative energy states and 
their re-interpretation as positive energy antiparticle 
states remain unanswered. However the Lagrangian formal ism 
naturally motivates the assumptions of covariance, 
microcausality and gauge covariance, so in this sense 
provides the most satisfactory starting point for the 
theory. Because these assumptions are not required in the 
canonical second quantization of NRQM, and because they have 
a tenuous interpretation from the point of view of the 
fundamental principles of NRQM, the Lagrangian framework is 
undoubtedly superior, quite apart from its utility in 
defining (if only figurative) interacting theories. 
But even from the standpoint of Lagrangian theory the 
construction is elaborate; it will emerge that there is no 
direct formal connection between the negative energy states 
and the antiparticle states and that the relationship with 
the 1-particle theory on the two-sheeted mass hyperbola 
remains obscure. For these reasons we develop an altogether 
different quantization in Section 3.4. All of the 
difficulties which we shall encounter below are eliminated 
in this quantization, which appl ies with minor differences 
to the relativistic and non-relativistic field theories 
alike. 
To conclude this introduction we formulate the difficulty of 
defining spacetime 
properties. 
fields with local transformation 
Recall that the representations u+,j acting on ~+,J= 
m m 
L2(e+,X! ~) with ~+ a quasi-invariant measure which lives on 
+ e have the form (Eq. (5) (3.1.5)): 
-1 . ip x/hA,J -1 -1 (Uh,Xf)(P) = r~(h).p(~(h) .p)e . 't' (h,~(h) .p)f(~(h) .p) (1) 
• where for heK ct SU(2) (the stability sub-group at the point 
p = (mc ,0,0,0)), <t>J(h,~(h)-1p) = <t>J(h,p) = DJ(h), where DJ 
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is the 2s+1 dimensional irreducible representation of the 
rotation group SU(2). 
+ Suppose now that we choose the invariant measure ~ so that 
we can eliminate the Radon-Nikodyn derivative r in Eq. (1); 
ip. x/" g 
apart from the translation term e we see that the 
strict (e + ,X, '.: ) cocycle 4>-' depends on the momentum p; if 
then we were to attempt to define the creation operator 
• a(p) on ~(~) with ~ as above, the Hilbert space of states 
transforming under Eq. (1), it fo\lows th-ab- '.b-s -t-rat'\t.f.orMab101\ 
\ al'll w\\\ il\c.\ve.\e ~ Ma~"''IIA (h J p) in M ""hie..." c\e()QV'Cls c(\ • 
P (wt. soh"" S''''o('"~\y C:t>~t"\lt \:- ~\~ ~ah\" ~'" ~hf' Ct)t.'fc.'~ cf>l) 00 
• -1 ,,( eS(n). p). ";)(/... • 
Uh a(p) Uh = e - - (.\(h,p)a (a(h) .p). (2) ,x ,x 
• Defining the spacetime creation field ~ (the sign of the 
exponent is conventionaI3): 
~·(x) = (21lb)-3/2I eip.x/ba·(p) d3p/V2p (3) 
1P3 0 
will lead to the transformation: 
• -1 Uh ~ (x)Uh ,a ,a = 
~-3/2I H~(h)'P)o(I("'\.')(""Q() ). ( 211111 e -" F\ h J P a (a ( h) 
1P3 
3 
. p)d p/v'2p 
o 
(4) 
Because of the p dependence of the r!\lltr·~" A there seems no 
hope of obtaining a transformation law of the form 
~ r·C6(~).J(,. -\'0.) it 'i' Po (2\'f'liy~J3-S .. e ," 5 (h) a (p) ot, pi.,'). 0 
, P 
(Wi th S(h) a matrix representat ion of the Lorentz group 
XJ )J' t('()'M ,-,,\-\tc.'-" <''II\Q. c..o'/'\cwo.e.s ~ 
on 
• -1 • -1 Uh ~ (x)Uh = S(h)~ «a(h), a) . x) ,a ,a (6) 
characteristic of the local spacetime fields. 
The question of the relationship of the Wigner 
representations to quantum fields was first posed in this 
form by Weinberg [1964]; the relationship with the covariant 
3 
I do not wish to pretend that this question is altogether 
trivial; this convention is related to sign convent ions 
the Schrodinger equation and the 
it determines the corresponding sign 
Wigner transformations, 
in the exponent for 
annihilation operator. A thorough 
conventions in ROT is beyond the scope 
say as little as possible about 
convention is used throughout, however. 
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analysis of 
of this thesis, 







wave equations was first established by Joos [1962]; the 
general theory was implicit in Mackey's [1953) 
generalization of the Frobenius reciprocity theorem and 
developed in an explicit physical context by Hermann [1966). 
For a complete and self-contained treatment we refer to 
VaradaraJan [1970); treatments along the lines of Joos 
[1962) are 
Novozhilov 
readily available (e. g. Halpern [1968), 
[1975), Barut and Raczka [1977)), whilst the 
general theory of group representations on fibre bundles has 
become a vast field in pure mathematics. 
In the sequel we use natural units h = c = 1. 
3.3.2. The scalar field. 
The scalar case j=O, for which the cocycle ~J is the 
identity, is obviously exceptional. In this case Eq. (4) and 
Eq. (6) are compatible, with S the identity representation. 
We may now canonically second quantize this representation, 
• defining a (f) in the canonical sense of (1. 3. 4) for f E 
1f+ ,oand • a (k) as a bilinear form which creates the 
m 
generalized eigenstate of momentum k. Let us denote 
henceforward by f such generalized eigenstates (we use the 
k 
symbol k to denote the generalized eigenvalue, and p to 
denote the argument of fk as a function on e+). If we now 
t ·t th . f 1 f b·t g E ~+,o: wan to wrl e e expanSIon ormu a or ar I rary n 
m 
g = ~/k(fk ,g) (7) 
1 1 
in a manifestly covariant way: 
g = J +fk(fk,g) d~+(k) 
e 
(8) 
then it is necessary to normalize the fk's to: 
(fk , f k ,) = koo
3 (k-k') (9) 
(where k
o
= (k2+ m2 )1/2). Therefore fk can be written: 
3 fk(p) = koo (k-p). (10) 
fk is a distribution of the form om in the notation of 
(1.3.4) satisfying Jfk(P)g(P)d~+(P) = g(k); 1f:'O is further 
an L2 space so we may take over without modification the 
canonical second quantization and define the point creation 
• and annihilation fields a (fk ), a(fk ) as in Eq. (48) (1.3.4); 
• we denote these fields a (k), a(k) and from Eq. (49) (1.3.4) 
we see that: 
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[a(k),a·(k'») = k o3(k-k'). (11) 
• 0 
The a(k)'s, a (k)'s can be defined in a rigorous sense as 
quadratic forms on an appropriate domain D®D of l5(H)®l5(3{) 
via Eq. (10); we shall not pursue this here. 
The spacetime quantum fields are then defined as: 
~(x) = 2- 1/2 (2n)-3/2J +a(k)e-ik.xd~+ 
e 
~·(x) = 2- 1/2 (2n)-3/2J +a·(k)eik.xd~+ 
e 
(12) 
These fields transform locally, by transport of the 
transformat ion propert ies of the creat ion and annihilation 
operators. However their commutator is 
[~·(x),~(x'») = 2- 1(2n)-3J +e- ik . (x-x')d~+ = A+(x-x') 
e 
which does not vanish when x-x' is space I ike. 
Note that we may instead second quant ize the uni tari ly 
+ 
equivalent Hilbert space defined by the isomorphism "["- of 
(3.2.6), which is the space L2(~3,d3p), whereupon the change 
in the measure d3p on ~3 is compensated by the Radon-Nikodyn 
derivative which enters into the Wigner transformation. The 
formulae above must then be modified to take account of 
this; essentially the measure ~+ is everywhere replaced by 
the invariant measure on ~3 and the k term in the 
o 
normalization of the states and the CCR between the creation 
and annihUat ion operators is absent. This corresponds (for 
arbitrary spin) to a canonical second quantization in the 
position space dual. We shall consider this later. 
Second quantizing the positive mass hyperboloid gives us a 
pair of covariant spacetime fields which create and destroy 
positive energy 1-particle states, but which do not satisfy 
microcausali ty. From the point of view of the canonical 
second quantization the transition to the physical scalar 
field, either real or complex, is unmot i vated. The real 
physical scalar field is the linear combination of the 
creation and annihilation fields as defined above. It then 
satisfies microcausality. The complex physical scalar field 
is a combination of creation and annihilation fields acting 
on two disinct but (from a group theoretical point of view) 
identical Fock spaces (the particle and anti;-particle Fock 
363 
spaces). The correct linear combinations also satisfy 
microcausallty, and there is an additional gauge covariance 
present under which the fields transform as 
~(x) ~ ei9~(x), ~·(x) ~ e-i9~·(x) 
• (where ~ is the adjoint of ~). 
Quite generally, we shall consider the antiparticle as an 
irreducible representation of the ILG on the positive mass 
hyperbola. It is group-theoretically identical with the 
particle. In order to continue we consider the general case4 . 
3.3.3. The covariant quantum field; arbitrary spin. 
The sequ£l can be applied to fields of arbitrary (finite) 
spin, but we shall explicitly have in mind the case s=1/2. 
+ + We once more choose the invariant measure 1.1. on 9, where_ 
+ 2 2 3 3 dll = 2o(p -m )9(p ) = d pip on f , and the representation 
o 0 
(Uh f)(p) = e
ia
. P<l>j (h, o(h)-l. p)f(o(h)-l. p) (13) 
,a 
•• 2 + j + j 
actIng on the HIlbert space 1{ = L (9 ,1{,1l ) where 1{ is a 
2j+1 dimensional complex Hilbert space. <l>j is, we recall, a 
+ 
strict (G,9 ,M) cocycle with values in M, the unitary g~:roup 
of 1{j (therefore for j '=1/2 a uni tary 2x2 matrix). 
We fix the generalized eigenstate f (p)u as the spinor 
o 
describing an electron at rest with z-component of spin u, U 
= ±1. Explicitly, 
+ (1) 3 f 0 ( p ) = a mo (p) , f 0 ( p ) - = (~ ) mo 3 ( P ) 
he.,"M~ ~~ ~n 
We introduce the following notation; that/element of SL(2,~) 
o + 
which induces the boost p = (m,a,a,a) ~ (p ,p) = p E 9 we 
o 
call b(p). The general ized momentum eigenstates are to be 
generated from f by the appl ication of boosts via (13), 
o 
(14) 
Using the unitarity of <l>j, one may verify directly the 
4 
These statements will be justified in what follows. In the 
case of mass zero fields the particle and anti-particle Fock 
spaces may be interchanged by the parity inversion. We 
conFine out attention to the massive case. 
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expansion formula (cf.Eq, (8»: 
J o'~ 0' 3 3 g(p') = IO'fk(p') fk\p) g(p) d pi Po d k/ko (15) 
(for g e H) as also the orthogonality relationships 
0' 0" 3 (fk,fk,) = k cS (k k')cS , . o 0'0' 
Using the group action one may determine the action of Uh,Q 
= Uh on the basis states: 
0' 0' -1 0' 
Uhfk = UhUb(k)fo = Ub(h.k)Ub(h.k)UhUb(k)fo 
J ~ ~ 0' 3 = Ub(h.k)IO',fk,(fk"Ub(h.k)-lhb(k)fo) d k'/k~ 
-1 Note that b(h. k) hb(k) is an element of the stabil i ty 
o 
sub-group G ~ SU(2) at the point p; we temporarily denote 
o _~~ 
this element {h, k} and using ~e. (!)rt"ogt>n~;"-t r-e..la~iOi\·t one finds: 
0" 0' 3 J -1 0" 0' (fk , ,U{h,k}fo) = k~cS (k')~ ({h,k},cS({h,k}) .p) 
so that finally 
0' 0" J -1 0 0" 0' Uhfk = fcS(h).k ~ ({h,k},cS({h,k} ).p) . (16) 
Since now for h e Go' ~J(h,cS(h)-lp) = ~J(h,p) = DJ(h),- where 
DJ is the 2j+1 dimensional irreducible representation of the 
rotation group SU(2), we may replace the abstractly defined 
strict cocycle ~J by this matrix representation and thus 
obtain 
0' 0" j 0" 0' 
Uhfk = fcS(h).k D ({h,k}) (17) 
(note that for j '=112, D1/2({h, k}) = {h, k} e Go ~ SU(2»). 
* 0' We now define creation and annihi lation operators a (k) = 
a*(f~), a(k)O' = a(f~) in the canonical way, except that we 
do not specify whether these are to act on the symmatrized 
or antisymmetrized Fock space; they obey either the CCR or 
ACR, and we shall rarely need to explicitly indicate which 
of the two brackets are involved (that is, we shall let 
[.,.] stand for either). No confusion will result. The 
transformat ion propert ies of the creat ion operator follows 
directly from Eq. (17): 
* 1 ;'(6(h)o"-)'X J ' * ,..' Uh a (k)O' Uh- = e 'D ({h, k})O' 0' a (cS(h). k)V , x. ,"X. (18) 
transform as: The annihilation operator must then 
U a(k)O' U-I = "DJ({h,k} -1)0'0"' 0" - ,,(Uk). It).:!!" a(cS(h). k) e (19) h,:l:,. h,~ 
(taking the adjoint and using the unitarity of DJ); of 
course we cannot define the quantum field simply as 
~*(x)O' = (2n)-3/2S eik.xa*(k)O' d3k/'2k o 
because of the k-dependence of the DJ. However, following 
Weinberg [1964] we notice that if we extend the matrix 
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representation DJ of 5U(2) to a non-unitary matrix 
representation 7)J of 5L(2,t) such that 7)J(g) = DJ(g) for ge 
5U(2), we may then write 
Di({h,k}-l)=DJ(b(k)-lh-lb(h.k»=7)J(b(k)-l)7)J(h-l)7)J(b(h.k» (20) 
so that if we now define 
a-(k)u = 7)J(b(k»uu' a(k)u' (21) 
one finds that 
Uha-(k)UU~l = 7)J(h-l)UU'a-(~(h).k)u' (22) 
The transformation matrix now depends on h only. To achieve 
the identical transformation properties of a (suitably 
defined) creation operator (under homogeneneous 
transformations), it is necessary to put Eq.(18) into a 
similar form as Eq. (19). To this end we note that the 
complex conjugation of the represent at ion DJ is unitari ly 
equivalent to nJ ; that is, for each jJ there exits a unitary 
matrix C (Rose [1957 p.48]) such that: 
nJ (g) = C DJ (g) C-t, CC = (_1)2J 
(when j = 1/2 we may take C as the matrix defined by Eq. (62) 
(1.4.4». It follows that nJ(g) = (Cn(g-l)C) t so that we may 
rewrite Eq. (18) as: 
* U ~I Uh ,a (k) Uh = 
We now define 
a + (k)u = (7)J (b(k) )C-1 )UU' a* (k)u' 
and from Eq. (20), (23) one obtains: 
Uha+(k)uU~l = 7)J(h-1 )uu' a+(~(h).k)u' 
Covariant spacetime fields may now be defined as: 
~-(x)u = (2n)-3/2J e- ik . x (7)J(b(k»uu' a(k)U'd3k/Y2k
o 
~+(x)u = (2n)-3/2J e ik . x (7)J(b(k»C-1 )uu' a*(k)u' d3k/Y2k
o
. 
Both fields transform locally as 
U
h 
~±(x)Uh-l = 7)J(h-l)~±(~(h). x+a) 
,a ,a 




It will have been noticed that that ~+ is not the adjoint of 
- + - + ~ (nor a the adjoint of a ); the fields ~- were defined so 
as have the same transformation properties. The adjoint 
field to ~ is rather given by: 
~-*(x)u =(2n)-3/2J e ik . x (7)J(b(k»uu' a*(k)u' d3k/Y2k
o 




~-(x)*Uh-l = 7)J(h-l)~-(~(h).x+a)* 
,a ,a 
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that is, corresponding to the complex conjugate 
represent at ion to ~. In factoring the unitary infinite 
dimensional represention of SL(2, t) to a covariant (st i 11 
infinite dimensional) representation, in which a finite 
dimensional non-unitary representation acts on the spin 
space 1<, one has a number of i nequi val ent cho ices; every 
-, 
irreducible representation is of the form VJ®VJ for j,j' = 
0, 1I2,1, ... (Weyl [1946]) (which we call the (j,j') 
representation). We have therefore made an arbitrary choice 
of the representation (j,O) for the annihilation field ~ 
(with the consequence that the adjoint field transforms 
according to the representation (O,J». Naturally we can 
+ 
equally well define the fields ~- transforming according to 
-. the (0, j) representation, with adjoint ~ transforming 
according to the (j,O) representations. 
This embarrasment of choice does not exist in the Galilean 
theory; there is no non-zero mass finite dimensional 
representation of this group. 
3.3.4. Anti-particles, gauge invariance and microcausality. 
It will be convenient in what follows to consider, instead 




rather the unitarily equivalent 
defined by VJ(g-l).. This~itary 
equivalence is effected by the matrix C: C-1VJ(g)C = 
VJ(g-l).. We denote the matrices of this representation 
VJ(g) (so that VJ(g) = VJ(g-l).. The advantage of this 
representation is that for ge SU(2), we select in the 
equivalence class of (j,O) representations the 
representation 7)J(g) = DJ(g), then VJ(g) = DJ(g) (whereas 
-J- J -1 t J V (g)= D (g ) ); in other words, the representations V and 
VJ of SL(2,t) coincide on its unitary subgroup. 








simply related to the field 
we have therefore, for 
space, only two essentially 






from the transformation properties of the annihilation 
operator Eq ( 19) : 
Uha(k)U U
h 
= DJ(b(p)-lh-1b(hp»UU' a(~(h).k)u' 
We now expand the unitary matrix DJ in terms of the (O,j)-
represent at ion: 
DJ(b(p)-lh-1b(hp» = VJ(b(p)-lVJ(h-1)VJ(b(h(p» 
so that the annihilation operator 
-- U -J UU' u' a (p) = 'J) (b(p) a(p) 
transforms as: 
Uh~-(p)U~l = VJ(h-l)~-(~(h).p) = 'J)(h)· ~-(~(h).p). (26) 
As before, we define the creation operator 
-+ U - J -1 Uu'. u' 
a (p) = ('J) (b(p»C) a (p) 
which also transforms according to Eq. (26). We denote the 
corresponding annihilation and creation covariant spacetime 
fields i- and i+ respectively. The transformation Eq. (26) is 
unitarily equivalent to the (O,j) representation. 
There is no covariant spacetime annihilation field which 
(anti)commutes with its adjoint; in this situation the 
canonical second quantization process of the 
non-relativistic theory appears to offer no guidance. We 
therefore adopt the strategy, to be justified a posterori by 
the consistency of the resulting formalism, that we must 
take linear combinations of the creation and annihilation 
fields. In this a further consideration immediately comes 
into force. Hitherto, complex numbers have entered into the 
theory in a linear or ant i linear way; in part icular the 
covariant creation (annihilation) fields transform linearly 
(antilinearly) when the underlying one-particle Hilbert 
space H is multiplied by a complex number of modulus one, 
i. e. under a rotat ion in each one-dimensional subspace (a 
global U(l) gauge transformation on m. We here consider the 
fields as maps ~ H --7 L(~(H», the set of linear 
operators on ~(H); the invariance of the expectation values 
of a self-adjoint operator on ~(H) under such gauge 
transformations of the space ~(H) is of course fundamental 
to the structure of quantum theory. By construction it also 
follows that the gauge transformations on H naturally induce 
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the gauge transformations of 3(1f). Since for an arbi trary 
unitary transformation U of ~ one has 
r(UAU-1) = r(U)r(A)r(U)-l 
for any densely defined operator A on U, and since for the 
creation and annihilation operators one has 
r(U)a(f)r(U)-l = aW-1f), 
we see that these two things are essentially the same; 




1: a (f ) (f ,Af )a(f) (for f an orthonormal basis in U) is 
lJ 1 1 J J 1 
gauge invariant. 
We must now face up to the fact that this requirement is not 
compatible with the standard formalism of RQFT, unless some 
drastic revision is made in the canonical theory. There is 
no linear combination of creation and annihilation operators 
which transforms either J inearly or ant il inearly with the 
gauge transformations on the one-particle Hilbert space. Yet 
only such combinations have a chance of being causal. In 
this situation we shall not insist on the connection between 
the gauge transformations of the one-particle Hilbert space 
and transformations of the covariant fields; however we 
shall insist that nevertheless there is a U(l) global gauge 
group defined on the covariant fields, so that the 
observables of the theory can be defined as gauge invariant 
objects. 
We formulate this requirement so that we may define local 
gauge invariant objects, or at least one such. That is, we 
demand: there exists a global gauge group «x) --7 e i9«x) 
acting on the physical spacetime fields < and a self-adjoint 
bilinear form g on the spin space of the representation 
associated with < such that under the transformation (h,a) 
of the connected Lorentz group 
* T TT' T' • TT' T' < (x) g (x)«x) --7 < (x')g (x' )«x' ) (27) 
• where x' = o(h). x+a. It follows that < g< is automatically 
guage invariant. 
The qualification physical here means the covaria.nt, causal 
fields; we do not assume that their associated spin 
representation is irreducible. We note that Eq.(27) is 
369 
satisfied when g is the unit in NRQFT. We shall call a field 
which satisfies these conditions gauge covariant. 
Henceforward the physical field satisfies covariance, 
causality, and gauge covariance. 
Global U(1) gauge invariance clearly prohibits defining a 
causal covariant spacetime field as a linear combination of 
creation and annihilation operators acting on a single 
Hilbert space (of necessity, the annihilation operators will 
transform as a ~ e- i9a if the creation operator transforms 
• i9 • as a ~ a). We therefore introduce a second Hilbert 
space ~ = L2(e+,XJ,~) (we denote the first Hilbert space ~ 
b a 
and refer to a and b particles accordingly). All of the 
foregoing is repeated for this second Hilbert space; we 
1 ikewise denote the associated fields with subscript a and 
b. The type b particles are called antiparticles; they are 
described by the same irreducible unitary representation of 
the connected Lorentz group. The difference 1 ies in the 
gauge transformations of ~ and ~; we suppose that 






-(by construction it then follows that the fields ~ transform 
-+ i8 -+ in the same way; e. g. ~ ~ e ~) so 
a a 
that linear 
combinations ~ of creation and annihilation operators in a 
i8 
and b respectively transform as ~ ~ e ~. We note that 
these tranformations of the covariant fields cannot be 
generated by gauge transformations of the underlying Hilbert 
spaces ~ , X so long as the antiparticle space is unitarily 
a b 
equivalent to the particle space. 
This point must be carefully examined. Intuitively, we 
expect that X can be associated with the representation on 
b 
the negative mass hyperboloid, corresponding to the positive 
mass representation ~. Indeed, since there is a canonical 
a 
anti-unitary correspondence [ between these representations 
- + -(denote ~ and X respectively), then when an element of ~ v 
a a '8 a ~+ is subjected to the gauge transformation f ~ e 1 f, it 
a + + + 
follows that its restriction f to ~ transforms as f ~ 
a 
e
i8f+, whi 1st f under the correspondence [ transforms as 
[f-~ e- i8€f-. If we identify f e ~ with f+, and f e ~ 
a a b b 
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wi th It f (so that tt = [ tt-) we wi 11 automat ically ensure 
b a 
the correct gauge transformation properties of the creation 
and annihi lation operators so long as these operators are 
considered maps of the form: 
~±: tt+~ f(~(tt+» 
a a a 
+ ~-: tt-~ f(~([ tt-» 
b a a 
(29) 
(where f(X) is the set of linear operators acting on the 
space X). The intervention of the anti-linear operator It in 
the RHS of the second of these destroys the fundamental 
properties of the canonical second quantization. Section 3.4 
is, in effect, a study of the modifications that must be 
made to the canonical second quantization in order to make 
sense of this. 
It may be taken as the one-part icle charge conjugation 
operator introduced in (1.4.4). We defer discussion until 
(3.3.8) and (3.4.10). In the present context it may be any 
anti-isomorphism from ~- to tt+ 
a a 
If we cannot consider the transformations Eq. (28) as 
reflecting the underlying complex structure of the space ~ , 
a 
~b' then we must assume they are are associated with an 
independent complex structure of the fields themselves. This 
is consistent so long as ~ and ~ are not identical (that 
a b 
is, the particle and antiparticle are distinct). In the 
scalar case the identity of particle and antiparticle 
implies that the field is real; there is no gauge group. For ~on­
;"~rt\\ S{)'" the field is not real and if particle and 
antiparticle are identical again there is no gauge group. 
The proper interpretation of such theories, a theory of 
purely neutral fermions for example, will not be discussed 
here. 
To see the relationship between antiparticle and causality 
we form the covariant field 
- + ~(x) = a~ (x) + ~~ (x) 
a b 
transforming via the q, 0) representat ion and evaluate its 
(anti) commutation relationships with the adjoint field. We 
find: 
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cr· cr' -2J-3 [ 'I' ( x ) ,'I' (y) ] ± = m ( 2n ) . 
J {VJ(b(PllVJ"(b(Pl}OV'{locI2e-IP.(X-Yl± 
In the case i = 1/2 we have V1/2 (b(p» 
elementary to show that 
• i b(p)b(p) = (p O+p cr )/m 
o i 
= b ( p) and it is 
i (denote p. cr), where cr are the Paull spin matrices, and 
-r;-
hence that 
cr· cr' i -1 crcr' a ( 2 + 2 -[rp(x) ,'I' (y) ]± = m cr 'ax 10: 111 (x-y) + 113 111 (x-y»). 
If and only if we now set 10:1 2=1131 2 and choose Fermi 
statistics, the term under the derivative becomes: 
+ -l1 (x~y) + l1 (x-y) = l1(x-y) 
the causal delta function (Eq. (45)( 1. 4. 4». The 
anticommutator then vanishes for spacelike interval x-y; the 
only causal field 1s that which contains both particle and 
antiparticle fields. We have also obtained the connection 
between spin and statisticsB. Indeed, this follows for 
arbitrary spin, since in the general case VJ(b(p)VJ(b(p»· = 
VJ(b(p)2) = VJ(cr.p/m); this term may be written 
VJ(-im-1cr.~x) acting on the first exponential and 
VJ(im-1cr.~x) acting on the second, or 
m-2J(2n)-3VJ(icr.~) J (e-ip . (x-y)± VJ(-1)e ip. (x-y ») d3p/Po' 
Since VJ(-l) = (_1)2J the (anti)commutator is causal for 2j 
(odd) even. 
A similar result holds for 
X(x) = Ai-(x) + ~i+(x) 
b a 
the linear combination 
provided once again IAI2 = 2 I~I ; however if we also require 
that X(x) commutes with ~(y) for spacelike x-y it is 
necessary to fix the relative phase of i- and i+ as: 
X(x) = i-ex) + (-1) 2Ji+(x) 
b a 
B 
Weinberg developed the foregoing theory in the context of 
the general programme, of freeing the Feynman rules from any 
dependence on Lagrangian field theory, and recovering the 
empirically significant results of field theory (the TCP 
theorem, the spin-statistics theorem, analyticity 
properties, etc.) on the basis of the S-matrix programme. In 
this context this proof of the spin-statistics theorem ~hovl~ h~ 
c ~"~r,..t-ird w""'h that of Stapp [1962] , which made 
crucical use of analyticity postulates, bl/\. ",,~\c." ",as G\ot, ~lt:n~'" 
~.. fru ~~'I...s . 
372 
The necessity of considering both covariant, causal fields ~ 
and X (transforming according to the (j,O) and (O,j)-
representations) becomes clear if we demand that there 
exists an invariant bilinear form g satisfying Eq. (27); for 
if this equation is satisfied by the physical field < 
transforming according to a (non-unitary) finite dimensional 
(not necessarily irreducible) representation S of the 
universal covering group of the inhomogeneous Lorentz group 
• G , that is 
Y -1 Uh < (x)Uh ,a ,a 
then it is clear from Eq. (27) that S(h-1 )*gS(h-1) = 
gS(h-1 ) = S(h-1)*-1g . 
g or 
(30) 
Eq. (30) states that g is an intertwining operator for the 
*-1 
representations S and S on the spin space associated with 
<. Choosing either one of < = l{I or < = X clearly cannot 
sat isfy this condition, since the represent at ions 2)J (h-1 ) 
and 2)J*(h-1 )-1 (for <=l{I) are unitarily inequivalent on 0:;2J+1 
(and simi 1 iarily for <=x). 
2(2j+l)-component field 
which transforms as 
Uh«x)U~1 = S(h-1 )«o(h)x) 
But if we define the 
where S is the 2(2j+l) dimensional matrix 
( 2)J(h) 0) (2)J(h) 0 ) S(h) = 0 VJ (h) = 0 2)J*(h)-l 
acting on the spin space 0:;2J+1® 0:;2J+1 , then it is clear 
-1 * -1-1 that the representations S(h ) and S (h) are indeed 
unitarily equivalent and that 
·/S(h-1)./ = S*(h), ./ = [~ ~) 
so that ~o is the unitary matrix which intertwines them. It 
follows that Eq. (27) is satisfied for g = ~ and that the 
* 0 bilinear form < (x)~ «x) transforms as a gauge invariant 
o 
* 0 covariant scalar. As in Section 1. 4 we denote < (x)~ as 
«x), the covariant adjoint, transforming as 
IV -1 -Uh«x)Uh = «o(h)x)S(h); 
the covariance of «is immediate. 
We have motivated the essential innovation, that of 
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combining the (j,0) and (O,j)- representations to form a 
reducible 2(2j+l) dimensional represent at ion on the spin 
space of the quantum field, by an appeal to gauge invariance 
and the existence of a gauge invariant covariant scalar; we 
note that one may also appeal (Weinberg [1964]) to the 
requirement that it is possible to define a charge 
conjugation operator or a parity operator at the level of 
the spacetime fields 7 . Indeed, the parity inversion 
intertwines the (j,O) and the (O,j)- representations, a well 
known result (see, e.g. Varadarajan [1970 p.181]). The 
present approach is due to Novozhilov [1975 5.1]. 
3.3.5. The Dirac field in standard form. 
We elaborate on the description of the field (= (~) in 
the case j=1/2; ( is then a 4-component field which may 
be written 
(x)'t" = (31) 
(2X)-'/2J[u(p)T~a(p)~e-iP.X+ (V(p))T~';(p)~eiP'X] d'p/V2Po 
where we have defined u(p), v(p) as the 4x2 matrices 
[ 
V
l12(b(p» ] [ V
1/2
(b(p) )C-1 ]. 
u(p) = , v(p)= 
V1l2(b(p» _V1/2 (b(p) )C-1 
The similarity between (31) and the standard plane wave 
expansion of the Dirac field is obvious; the latter was 
8 
written earlier (Eq. (35) (1.4.4)) : 
!/I(x) 't" = (32) 
-3/2 j[ 't" -ip. x 't" • ip. x] 3 (2n) ~ (u (p,u)aa(p,u)e + v (p,u)ab(p,u)e d p/l2po 
where u(p,u) (respectively v(p,u» is a positive (negative) 
frequency Dirac bi-spinor satisfying 
(r~p - m)u = 0, (r~p + m)v = o. 
~ ~ 
(33) 
!/I transforms just as (, and admits the same bilinear 
't"u 't" 't"u invariant. Clearly we must have that u = u (p,u) and v = 
7 The existence of a parity operator does not require the 
existence of antiparticles, however; nor does the existence 
of a charge conjugation operator demand the existence of 
distinct antiparticles. 
8 With the minor change in notation: b(p,r) ---7 aa(p,O"'), 
d(p,r) ---7 ab(p,O") (the index U = 1,2 replancing r = 1,2). 
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T 
v (p,u); in establishing these identities, we shall see 
explicitly that the Eqs. (32) define constraints on the 
relationships between the coordinatizations of SU(2) and the 
reducible represent at ion S of SL(2, t) in the equivalence 
class of (s,O)® (O,s)-. 
As is clear from our notation, we assume from the outset 
that the creation and annihilation operators which appear in 
Eq. (32) are identical to those appearing in Eq. (31). This 
assumption is to be Justified a postiori by the identity (up 
to a multiplicative constant) of < with I/J that is thereby 
established. With this assumption, we take over the analysis 
of (3.3.3) and conclude that the annihilation operators 
a (p), a (p) both transform as Eq. (19): 
a b 
-1 1/2 -1 -1 Uha(p)Uh = D (b(p) h b(cHh). p) )a(o(h). p) 
but now, when we expand the SU(2) matrix D1/2({h,p}) we use 
TT' the reducible representation S and correspondingly assume 
the existence of a linear transformation lr connecting the 
basis used to coordinatize t 2 in the canonical 
representation of SU(2) with the basis used to coordinatize 
the representation S; therefore lr is a 4x2 matrix with 
UT UT TU' uu' components lr ,where we assume lr lr =0 . We now write 
D1/2({h,p})uu' = lI"UTS(b(p)-1)TAS(h-1)A~S(b(0(h).p»~vlrvul 
from which it is clear that the operator 
S(b(p»TT/lrT/ua(p)u 
transforms covariantly according to the representation 
S(h-1). Comparsion with Eq. (32) leads one to conclude that 
T TT' T/U 
u (p,u) = c S(b(p» lr (34) 
T 0 TU 0 
or that u (p,u) = cll" (recall p = (m,O,O,O», where c is a 
constant. The choice of the Dirac bispinor for the zero 
momentum state is therefore equivalent to a choice of the 
correspondence defined by lr. 
The same analysis applied to the creation operator leads to 
a similar result; repeating the foregoing (but using Eq. (23» 
we obtain the covariant creation operator: 
S(b(p»TT/lr/T/U/c-1U'Ua*(p)u (35) 
and the analogous expression 
V(p,u)T = c S(b(p»TT/lr/T/u' C-1U'U (36) 
which follows from a comparison of Eq(35) with Eq. (32). 
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If we write 
IT = (~ ), IT' = (~: ), (37) 
we note that s,t, s',t' are unitary, because the 
subrepresentations 7)1/2(h-1 ) , f>1I2(h- 1 ), coincide when he 
SU(2); however to proceed further will require an appeal to 
microcausality, and essentially a repeat of the arguments of 
(3.3.4) above. We observe rather that if we subject IT,lT' to 
the constraints 
s = t = s' = -t' 
we obtain 
u(p) = c [~(b(P))t ], v(p) = c 
7)(b(p) )t [ 
7)(b(p) )tC-1 ] 
-V(b(p) )tC-1 
(38) 
(using Eqs.(34), (14)) from which the correspondence of 
Eq. (32) with Eq. (33), which was to be proved, follows 
immediately (they are proportional, for t the identity; for 
any other choice, one simply effects a change in basis for 
C2 ). 
The significance of Eq. (38) may be seen as follows; using 
the expressions for u(p,u), v(p,u) this choice may be 
imposed as the constraints: 
oOu(p,u) = u(p,u) 
oOv(p,u) = -v(p,u) 
(39) 
We now substitute for the RHS using Eqs. (34),(36); the first 
of these becomes 
oOS-I(b(p))u(p,u) = S-I(b(p))u(p,u) 
·-1 
or, operating from the left by S (b(p)) = S(b(p)) and 
bearing in mind the 
constraint: 
invariance 
S(b(p))oOS-I(b(p))u(p,u) = u(p,u) 
and analogously for the second: 
° -1 S(b(p))o S (b(p) )v(p, u) = -v(p, u) 
Recalling that in the case s = 1/2 
S(h) = (~ ~.-1) 
of ° o (Eq. (27) ) the 
• and that b(p)b(p) = (uop + u1p )/m one obtains respectively 
° 1 
376 
{(~ ~)po (~l-cr~)Pl} u(p,cr) = mu(p,cr) 
{(~ ~)po - (~l-cr~)Pl} v(p,cr) = -mv(p,cr) 
that is, Eqs. (33), the Dirac equations in moment um space, 
in the representation of Eq. (60) 0.4.4). To determine the 
constant c, we observe from the matrix expression for u and 
v that: 
cr ~ cr __ c2 [ E cr u(p) ® u(p) 
= 








= C ( crllp + 1) 
m Il 
2 
whence in comparison to Eq. (43) (1.4.4) we see that c =m. 
Apart fl"'«"m constraining its solutions to the two-sheeted 
mass hyperbeloid, we see that the Dirac equation is simply 
the covariant form of the constraint (Eq. (38) or (39» which 
singles out a 2-dimensional subspace of the spin space on 
which the representation S(h-1 ) acts. We also see that this 
constraint is automatically taken into account with the 
expansion of the covariant causal field in Eq. (31), while 
its expansion in Eq. (32) must be supplemented with these 
constraints. And finally, we have for the first time 
established a connection between anti-particle states and 
the negative frequency solutions of the Dirac equation. The 
creation part of the covariant causal field acts on the 
vacuum to produce an antiparticle, the spin components of 
which are constrained in the same way as a negative 
frequency plane wave solution of the Dirac equation. This is 
established on the postUlates of covariance, local 
commutativity, and gauge covariance, proceeding from the 
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canonical unitary representations of the spin half particle. 
However, by construction, the state in ~(~) thus produced 
b 
transforms by the positive mass hyperbeloid spin 1/2 Wigner 
representation. This puzzling situation will not be resolved 
until Section 3.4. 
3.3.6. Representations on Hilbert space bundles. 
The basic idea of the Weinberg construction the 
factorization of the cocycles which define the canonical 
representation and the assimi lation of one such factor to 
the states themselves - can be understood in a geometrically 
intuitive way. This insight is not so deeply hidden in the 
consideration, evident from the inception of the Dirac 
theory, that although the spin representation is non-unitary 
wi th respect to the canonical inner product on (;4 it is 
nevertheless unitary with respect to the inner 
product JL~(xhf.L"'(x) dJL(x) on the solution manifold M (the 
complex linear space of configuration space solutions of the 
Dirac equation); see the discussion of (1.4.2) (Eq. (15) et 
seq). In some sense the inner product itself transforms in 
order to maintain unitari ty, or one has a family of inner 
products (one for each space like hypersurface) and, whilst 
the spin representation is non-unitary with respect to any 
one of these, it is a unitary transformation from one inner 
product space to another. Let us now express these ideas 
clearly. 
We proceed from the canonical theory of (2.4.6); for X a 
transitive G-space, and G the stability subgroup at x e X, 
o ~ 0 
we suppose we are given an if'ariant measure f.L and a unitary 
representation m of G on a separable finite-dimensional 
o 
Hilbert space K. So far this is the basis (but with 
+ . irreducible m), with X = e , from WhICh we uniquely define 
an equivalence class of irreducible unitary representations 
of G via the inducing construction. We now make a further 
assumption; that there exists a finite-dimensional Hilbert 
space X' and a homomorphism m' of G into the group of 
invertible operators of X' such that: 
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(i) X 1s a closed linear manifold of X' 
(ii) m'(g)w = m(g)w for all g E G and w E X. 
o 
It is clear that this is the situation that we arrived at 
via the Weinberg construction; m' corresponds to the finite 
. 
dimensional non-unitary representation :0 1 of SL(2, C), m to 
the unitary representation of G = SU(2), X = C2J+t, X' = 
o 
C2J+1, and the condition (ii) to the fact that :oi restricted 
to the rotation subgroup coincides with the canonical 
representation of SU(2). 
We now define a family of Hilbert spaces X = m'(g)X where 
x 
g. x =x (such a g must exist because X is transitive by 
o 
assumption; note that it is not unique). On each X there 
x 
exists an inner product <. ,.> defined by: 
x 
-1 -1 
<v,w> = <m'(g )v,m'(g )w> for v,w E X 
X x 
where <. ,.> is the inner product on X. It is obvious that 
X = m' (g)X g.x x 
for all g E G , X E X (because m' is a homomorphism of G) 
and that 
<m' (g)v,m' (g)w> = <Y,w> . g.x x 
We conclude that m'(g) is an isometric bijection of X onto 
x 
X and is hence unitary. Now introduce the Hilbert space g.x 
of X' valued square integrable functions on X (with respect 
to the measure jl), that is, the set of all q>: X~ X' such 
that 
"q>" = J <q>(x),q>(x» djl(x) 
X x 
is finite. This space, with inner product derived from this 
-~ X' 
norm, we denote K-' Observe that for any section c (that 
is, a map from X into G such that c(x).x = x ) it follows 
o 
that 
<q>(x),l/I(x»x = <m' (c(x)-1)q>(x), m' (c(x)-1)l/I(x» (40) 
-1 The elements m' (c(x) )q>(x) E X (for fixed x) correspond to 
the vectors in defined by the generalized 
eigenfunctions f (p) of (3.3.3), and the q>(x) as vectors in q 
to the vectors • ,...2J+l In "" defined by the X correspond x 
covariant generalized eigenfuntions produced by application 
-. 
of a (q) to the vacuum, that is generalized eigenfunctions 
of the form :os(b(q))f (p). In particular the "boosts" b(q), q 
which we defined earl ier as the hermitian elements of 
o SL(2,C), such that b(q)p = q, constitute a particular choice 
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of section c. We see that the fami ly of inner products 
<.,.> are defined precisely so as to agree, with respect to 
x 
the covariant states, with the inner product of the 
associated canonical states m'(c-1(x))~(x). 
_J{ 1{' 
In fact the map n: ff-' ~ U = 
(n~)(x) = m'(c(x)-l)~(x) 
is an isometric bijection, since by Eq. (40) we see that 
<~(x),~(x» = «n~)(x),(n~)(x». 
x 
Consider now the canonical system of imprimi t i vity on U 
defined by 
(PEf) (x) = 
(U f)(x) = g 
XE(x)f(X) 
~ -1 -1 ~(g,g .x)f(g .x) 
for fEU (cf. Eq.(13)), induced by the representation m of 
G at x. We now define the covariant system of 
0 0 
-1 If 1{' imprimitivity the pair PE = -1 U' as n PEn, = nun on ' g g 
Both systems are based on X and it is obvious that P' = P. 
~ is a (G,X,M) cocycle with values in M, the unitary group 
of K, satisfying ~(g,xo) = meg) for g E Go' We verify that 
this relationship is satisfied by 
-1 ~(g, x) = m(c(g. x) gc(x)), (41) 
(note that c(g. x) -lgc(x) E G, so the RHS is well-defined), 
o 
as are the cocycle identities Eq. (2) (2.4.6), for an 
arbitrary section c. By assumptions (i), (ii) above we 
conclude that 
~(g,x) = m'(c(g.x)-lgc (x)) 
defines the same representation as Eq. (41) and we use this 
cocycle. The representation U' is then defined by g 
(U/~) (x) = m' (c(x) )m' (c(X)-lgc (g-l. x) )f(g-l. x) = m' (g)~(g-l. x). g 
The factoring of the representation m using the 
representation m' is of course familiar from (3.3.4). There 
is, however, the difference that we there obtained (Eq. (22)) 









obtain~ the reverse action on the generalized 
group action is switched to the action on 
eigenvalues rather than on the arguements of 
fWlctions on X. The difference in the argument 
and 2).i representations is conventional, the 
consequence of defining the covariant annihilation operator 
so that it transforms by multiplication from the. left by the 
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We have proved the following theorem: 
Theorem 3.3.1. 
_J{ X' Given the assumptions (i),(ii), and H--' ,P', U' as defined 
_J{ X' 
above; then (P/,U / ) is a system of imprimitivity on ~-' , 
and its equivalence class is the one induced by the 
representation m of G It is irreducible if and only if m 
o 
is irreducible. 
The last statement is a consequency of (Th.2.4.3). One can 
also show (Varadarajan [1970 p. 85]) that the assumpt ions 
(i) , (il) are always satisfied for the Lorentz group if G 
o 
is maximal compact in G (that is, no compact subgroup of G 
properly contains G), and that in this case the extension 
o 
of m by m' is actually unique. 
The consequences of assumpt ions (i ) and ( i i ) , whi ch are 
sufficient for the proof of Theorem (3.3.1), may also be 
obtained from the following assumptions: there exists 
G-spaces X, B, such that X is transitive, and there exists a 
map n: B ~ X such that n(D(g)b) = g. neb) (b e B, where 
D(g) is the automorphism of B induced by g). Further, for 
each x e X, B = n-1(x) is a separable Hilbert space and b 
x 
~ D(g)b is a unitary isomorphism of B onto B , where b 
x g.x 
e B , for all (g,x) e G x X. B is then called a G - Hilbert 
x 
space bundle (a vector bundle over X). A cross-section of B 
is a map f: X ~ B such that f(x) e B for all x e X; 
_J{ X' x 
clearly the Hilbert space ~-' constructed above is the 
Hilbert space of square integrable cross-sections of the 
G-Hilbert space bundle X x X'. More generally, for a 
G-Hilbert space bundle B we denote the asociated Hilbert 
space of square integrable cross sections of B by HB We 
thus have a precise geometrical interpretation of the 
covariant spinor states which underly the covariant second 
quantization discussed above. 




but appear to be 











We conclude with some heuristic comments concerning the 
Dirac representation. From the present viewpoint this 
representat ion derives from the assumption, not that the 
extension m' of m is given by the '])1/2 representat ion, but 
rather by the reducible representation S = '])1I2®Vl/2. To 
meet the assumption (i), (ii) above it 
define a two-dimensional fibre n- 1 (p) over 
is necessary to 
+ 
each pee , as a 
4 
subspace of C closed and stable 
-1 -1 
under S(g), g E G , such p 
that n (p) is mapped onto n (p') by S(g) when ~(g).p = p'. 
It is a remarkable property of the representation S of 
SL(2,C) on C4 that this can be done; if we define 
n-
1 (p) = {u E C\ (p ./-p ./-p ./-p ·l)u = mu } 
o 1 2 3 
then this constraint is preserved by the group action 
(p,u) ~ (~(g).p, S(g)u) 
hence both conditions are satisfied; the constraint moreover 
has a local form in configuration space, or rather it would 
do if it were not formulated on e+ (it is the Dirac equation 
restricted to positive frequencies). The bundle {p,n-1 (p)} = 
+ 2 4 4 
Be ,C so defined can be considered an orbit in B~ ,C: the 
+ - 4 
KG equat ion picks out the orbi t Be ue ,C , the restriction 
+ 4 
Be ,C, and the to the positive mass hyperboloid picks out 
-1 Dirac equation picks out the subspace n (p) of C4 as a 2-
(complex) dimensional fibre. We now see that the Dirac 
representation is in fact irreducible even though the 
representation S is not. 
Similar remarks apply to the representation over the 
negat i ve mass hyperboloid. The constraint is exactly the 
same, except that p is restricted to e . Therefore one can 
use the single constraint, for arbitrary p, that 
o 1 2 3 (p r -p r -p r -p r)u = mu (it then follows that p E 
012 3 
+ -
e us ); this single constraint is the Dirac equation. In the 
position space represent at ion, where one has the 
+ -'Ht + + 
time-dependent wave functions C(t) = +1 f- f- E P e p' p 
L2(~3 C2 d3 ) , , p, one can think of the f 's 
p 
as being subject to 
different constraints (corresponding to the two choices of 
sign). As a result, passing from this representation on the 
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two-sheeted hyperboloid to the Dirac representation via the 
Foldy-Wouthuysen transformation: 
[ +] + - 2 f F-1 Be va ,t !: -- ----7 (j> e f p 
it might appear that a single constraint on (j> now replaces 
+ the constraints on f-, and that (j> has 4 components in order 
for this to be possible. But we could equally well write: 
[ ;~] __ F-'-----. [::) , fJ+ E B9+,c2 , <p E Be-,C2 
+ 
and the possibility of combining (j> and (j> as a coherent 
superposition only arp~f"~ natural because the constraint for 
each is the same, 
space wave equation. 
. arisi(lS· from a single configuration 
In the Weinberg construction we were able to motivate the 
combination of the (j,O) and (O,j)- representations, which 
defines the representation 5, by appeal to gauge invariance 
or to parity. Evidently only the latter is available from 
the point of view of group theory. But from a purely 
mathematical point of view there are other considerations 
which make this representation a very special one. It is, in 
fact, exactly as special as the 4-dimensional Clifford 
algebra, because it is the unique representation of the HLG 
as a group of automorphisms on this algebra. 
10 I shall not define the Clifford algebra abstractly , but it 
• is a C -algebra, and finding a representation for the 
infini te-dimensional CI ifford algebra does much the same 
thing as finding a representation for the 
infinite-dimensional Weyl algebra: it defines a quantum 
field theory (see (3.4.5)). In finite dimensions the 
Clifford algebra is in some sense the fermionic version of a 
N\ 
s~lectic geometry. The remarkable properties of the Dirac 
equation have long exercised comment (cf. Wightman [1972]); 
the Weinberg construction does not get to the bottom of it. 
10 
For a heuristic discussion see .fn. 12, (1.4.2). 
383 
3.3.7 Canonical second quantization; position space. 
We recall that the canonical second quantization of the 
non-relativistic quantum mechanics (NRQM) led to a 
remarkable correspondence between the formal expressions for 
the expectation values of one-particle operators (as 
configuration space integrals) and the global operators for 
f'ep'\ace 
the quantum field. In effect, one has only to "I the 
configuration space states (as complex valued functions on 
1R3 ) by quantum fields (operator valued functions on 1R3 ) 
obeying appropriate commutation relationships. 
We recall that Dirac's paper of [1927a] formulated two 
techniques11 for generating the free non-relativistic quantum 
field (methods 2 and 3 respectively in the terminology of 
Sections 1.2, 1.3): 
A: The use of creation and annihilation operators, beginning 
from a particle ensemble of arbitrary number obeying Bose 
statistics and described by NRQM (canonical second 
quantization) . 
B: A canonical quantization of a classical Lagrangian linear 
field theory, with particle structure defined by the simple 
interpretation: the canonically conjugate fields are 
creation and annihilation operators. 
Both approaches led to the same formalism; in addition, it 
was evident that a third possibility existed: 
C: Write down the configuration space expressions for the 
one-particle expectation values; replace the c-number 
functions t/J(x) by q-number functions Il!(x) satisfying the 
commutation relationships [1l!(x),Il!*(x')] = iho3 (x-x'). 
The latter we called the local equivalence of field and one 
particle theory. As we stressed in (1.3.3), the existence 
11 
And also a third, his "method 1", whi ch we are not 
concerned with here. 
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of this local equivalence is of some interest from the point 
of view of the wave-particle duality, in that one can 
replace the Born interpretation by the Schrodinger 
interpretation (of course, for this to be possible the 
• function ~ (x)~(x) must admit a Born interpretation). 
We summarize the conclusions of Section 1.4: by 1934, there 
existed a modified version of (B) (modified, that is, by the 
supplement of a new particle interpretation, defined by the 
plane wave expansion), and the normal-ordered global 
operators for energy, momentum, particle number and charge 
all took on the usual form under this particle 
interpretation, under the assumption that the antiparticles 
were of positive energy and opposite charge. This was, 
further, in agreement (in the spin 1/2 case) with a modified 
version of A, modified that is _through the Dirac hole 
theory. I know of no attempt to formulate a correspondence 
wi th B yia the canonical second quantization of a pair of 
l-particle theories, (e.g. as formulated above); in the 
absence of detailed knowledge about the representation 
theory of the ILG the nearest thing to a particle theory 
with which to try to construct a cannonical version of A was 
provided by the positive frequency solutions to the free 
covariant wave equations. If one tries to do this, one will 
not obtain the annihilation and creation parts of the 
standard formalism, except for the scalar field. One obtains 
+ + 
annihilation operators a(cp ), a(cp) of the form Eq. (10), 
a b 
(this is what we shall do in Section 3.4), but there is no 
way to pass from these to the operators u(p,o-)a (p, 0-), 
a 
v(p,o-)a (p,o-), by use of generalized eigenstate solutions in 
b 
place of cp +. The relationship between these annihilation 
operators (the a(cp+)'s and the a (p,o-)'s ) is more subtle, 
a a 
because they act on Hilbert spaces carrying different 
representations, as we have just seen. Without a doubt there 
existed a logical hiatus between A and B prior to the early 
60's. 
This hiatus was masked by the tendancy to simultaneously 
interpret the Lagrangian theory as the quantum mechanics of 
the relativistic particle (at least in the free case). Of 
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course, just such a dual interpretation underlies C in the 
non-relativistic case. In a sense which was never clearly 
defined, the negat i ve frequency states were interpreted as 
anti-particle states. However the formal prescription (and 
we are now looking at a variant of C ) was unambiguous: all 
that was necessary was to re-interpret the 1-particle inner 
product as the total charge operator (rather than the number 
operator), adopt the correct plane wave expansion, and 
normal order everything in sight. In the Dirac case one had 
the even closer correspondence with the 1-particle theory 
provided by the hole theory; one could take over the plane 
+ - 2 
wave expansion for the one'-particle states of Be ve ,I[; 
(Eq. (22) of (1.4.4)): 
-1/2 -3/2J -ip.x IjJ ( x) = 2 (21l) I u ( p, 0") a ( p, 0") e d/l 
+ - 0" 
eve 
(42) 
and suppose that the prescription "make ljJ(x) an annihilation 
operator" means "make a(p,O") an annihilation operator". The 
hole theory then takes one from Eq. (42) to the plane wave 
expansion of the standard formalism (the transition from 
Eq. (22) to Eq. (35) of (1.4.4)). 
We have provided a bridge between A and B, but C, the local 
equivalence, remains as impenetrable as ever. The best that 
we can do is to write down the densities, as bilinear 
expressions in the creation and annihilation operators of 
the particles and antiparticles separately, and verify their 
formal agreement with the (naIve) 1-particle positive 
frequency configuration space probability distributions. In 
this way, for example, the momentum density operator 
-. 18 - -. 18-1/1 (x) ( -inr -8 1)1/1 (x) + 1/1 (x) ( -inr -8 dl/1 (x) (43) 
a X a b X b 
takes the same form as the (naIve) particle-antiparticle 
probabi li ty density. (We have written 1/1 = [~: 1 1/1-= [~:·l 
a a;: ' b a;:.' 
the physical particle and antiparticle annihilation fields. ) 
These fields do not commute at spacel ike separations; the 
configuration space wave functions (of positive frequency) 
do not support a Born interpretation; and finally, the 
one-particle analogues of field denisities wi 11 only exist 
when the associated 1-particle configuration space 
observable is even, in the sense of Schrodinger. 
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What we have not captured, is the way in which the negative 
frequency solutions can be associated with antiparticle 
states. We know that we can consider the positive frequency 
antiparticle states, elements of ~+, as the charge conjuates 
b 
of the elements of the negative frequency particle states, 
lying in 1{-. But, to repeat our earlier discussion, we do 
a 
not know how to incorporate this way of thinking about type 
b particles into the formalism, because we must make sense 
of the idea that the annihilation and creation operators 
must be defined as maps of the form w: ~+u~ - --7 
a a 
+ + f(~(~ )®~(~ ). We need a change at a foundational level of 
a b 
the canonical second quantization. We have already indicated 
the necessary background (2.5.7); this is applied to the 
present context in the next section. 
To return to the local equivalence, whilst we are resigned 
to working separately with the creation and annihilat ion 
fields for each particle type (i.e. as in Eq. (43», we can 
at least el iminate the problems detai led above by working 
from a pair of l-particle theories in the position space 
representation. That is, we must recognize that from the 
point of view of effecting a correspondence between the 
particle theory and the field which preserves the Born 
interpretation, we must define a q-local correspondence. 
In position space, the associated creation and annihilation 
fields will be causal (we shall say q-causal) , as follows 
from the simple observation that the equal time CCR 
• [a(f ),a (f )] = (f ,f ) 
1 2 1 2 
wi 11 be zero when the supports of pos i t i on space states 
f ,f are disjoint, only when the inner product is then 
1 2 
zero. But this is exactly the situation (cL (3.2.7), 
(3.2.8» that characterizes position space and guarantees a 
Born interpretation; the momentum 
(position space dual) has Hilbert 
space representation 
2 3 2J + 1 3 
space L (P ,IC ,d p) 
+ 
which is isomorphic under T «3.2.6) Eq. (22» to the Wigner 
representation on L2(e+,c2J +1 ,d,/), and the position space 
Hilbert space is L2(R3,C2J+l,dx3). Therefore the generalized 
eigenstates of post ion are of the form 
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fU(x) = w ~3(q_X) 
q 
where w is a 2)+1 dimensional normalized spinor and the 
creation and annihilation operators a(q,u) = a(fu ), etc. for q 
these states obey the equal time CCR: 
• 3 UU' [a(q,u),a(q' ,u') ] = ~ (q-q')~ 
They are therefore causal. We therefore have a q-local 
correspondence between bilinear field densities and the 
associated one-particle probability densities: 
a·(q)O(q)a(q) + a·(q)O(q)a(q) ~ f(q)O(q)f(q) + f(q)O(q)f(q) 
a a a b b b a a a b b b 
in the sense of (1.3.3) for densely defined q-local one 
particle operators O(q) (i.e. multiplicative functions of q 
or finite derivatives in q). However we know that q-local 
operators are not c-local; neither the q-local number 
densi ty operator (defined as above for 0 (q) = 0 (q) = 1) 
a b 
nor the q-local charge density operator (defined by 0 (q) = 
a 
12 
-0 (q) = -e) are c-local . We have no commuting c-local b -
number density operator in configuration space, of course, 
for the same reason that we do not have a Born 
interpretation. However we do have a commuting c-local 
charge density operator, which is moreover what is actually 
coupled to the electromagnetic field; this charge density 
is not q-local. However the total charge and number 
operators, defined by integration of the densities over 
position space or configuration space, are in agreement. The 
truth of these assertions is simply checked, and may be 












operator. In the present context the charge operator onl y 
is no 
charge 
arises in a natural way from the Lagrangian theory, as the 
generator of the gauge transformations of the Lagrangian, in 
the well-known way. 
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3.3.8. Conclusions. 
We see that there is a formulation of C which better 
reflects our original interest, that the probability density 
for an ensemble of part ic les is equal to the expectat ion 
value of the number density operator. We have a q-local 
correspondence. In a very direct sense measurement of the 
"wave-like" properties of a particle beam (which always 
involve measurements of particle density) is the same thing 
as the measurement of the expectation value of a q-Iocal 
bilinear form in the underlying position space quantum 
fields .. Once again we have a fundamental dichotomy between 
covariant c-Iocal observables, constructed as local 
expressions (in configuration space) in the physical fields, 
and q-Iocal observables, constructed as local expressions 
(in position space) in the q-Iocal fields. Which, if any, is 
the "real" local quantum field? We have already addressed 
the l-particle analogue of this question in Section 3.2. One 
must surely respond, that the covariant c-Iocal observables 
which actually are locally coupled to other (covariant) 
c-Iocal fields to define interactions must be considered 
primary from a dynamical point of view. On the other hand, 
from an epistomological point of view, spacetime events are 
defined with respect to the localization of particles, hence 
q-Iocality; if, in some sense, one could probe the 
interaction region with particles one would conclude with 
respect to particle locality (hence q-Iocality) that the 
interaction is non-local (for so it would appear in position 
space). We cannot do this in a phenomenological context; we 
draw this conclusion from the perspective on spacetime 
offered by the concept of particle locality. From this 
perspective, the covariant fields are a purely metaphysical 
construction; the spacet ime propert ies of these fie Ids are 
only known when one defines corresponding fields on position 
space (q-local fields). The position space fields are what 
the covariant c-Iocal fields look like from a particle 
perspective, and they are just as real, or just as useful, 
as the particle concept is real or useful in interpreting 
the meaning of locality, which leads to q-Iocality. 
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To return to the physical quantum fields, we have seen that 
they are essentially configuration space objects constructed 
from linear combinations of canonical creation and 
annihilation operators over a pair of unitarily equivalent 
Fock spaces, but with different properties under gauge 
transformations. It is for the latter reason that the two 
must be distinct. The gauge transformation properties follow 
if we regard these Fock spaces as the second quantization 
of a positive mass-hyperboloid representation, and of the 
charge conjugate of the corresponding negative 
mass-hyperboloid representation. But we cannot do this; the 
antiparticle states are unitarily equivalent to the particle 
states. It is as if we have two different complex structures 
present, the one determining the gauge transformations, the 
other the complex structure of the group representation 
_ theory, the complex numbers which enter into the CCR's. As 
we shall see in Section 3.4, this is indeed the case. 
Further, we have obtained no clue as to why the demands of 
microcausality enter so critically into the specification of 
the particle interpretation of the physical fields. Once 
again, we refer to Section 3.4 for the resolution of these 
difficulties. 
One last point deserves mention. The charge conjugate field, 
defined by the interchange of the particle and antiparticle 
fields, is described at the level of the physical fields by 
the same formal transformation as the charge conjugation in 
the one-particle theory. We recall (1.4.4) that the charge 
conjugate of a negative frequency solution of the Dirac 
equation (coupled to a fixed electromagnetic field) is a 
positive frequency solution of the same equation, but with 
the sign of the electromagnetic potentials reversed; that 
is, for an arbitrary solution ¢ of the Dirac equation, 
(i~~a - mc)¢ = e~~A ¢ 
~ ~ c t 
for a potential A , then ¢ = [¢ = ~W satisfies: 
~ c ~ ~ c (i~ a - mc)¢ = -e~ A ¢ 
+ 2 + 2 
and if ¢ e H(Be-,~ ) then ¢c e H(Be ,~ ) (The unitary matrix 
~ is defined by Eq. (62)(1.4.4.); it also follows from the 
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Weinberg construction that it is the matrix (~ _~), where C 
is defined as in (3.3.3) (and can be taken equal to the 
matrix C given explicitly in Eq. (62) (1.4.4». From Eq. (32) 
or (33), it is elementary to prove, that the same formal 
transformation at the level of the physical quantum field 
(which we denoted [F)' that is: 
~t 
Ir F : I/J ~ "I/J ( 44 ) 
is equivalent to the transformation (cf. Eq. (64)(1.4.4): 
a (k) ~ a (k). (45) 
a b 
We therefore have the peculiar situation, that we have 
remarked upon in (1. 4. 4), that whereas the transformat ion 
Eq. (44) appears anti-linear, that of Eq. (45) is linear. Just 
because ~ and ~ are unitarily equivalent, Ir acting on the 
a b F 
physical fields cannot be the canonical second quantization 
of Ir acting on ~a and ~b' 
There is one further strand to the pecul iar properties of 
charge conjugation in the Dirac theory; the one-particle 
charge conjugation does not reverse the sign of the 
charge-current 4-vector: 
Ir: e</l(x)~r </I(x) ~ e</l(x)~r </I(x) = ~ cI?x)- ¥f' <I YX)" 
fl fl 
(where ~ is the covariant adjoint). Indeed it cannot, since 
its time component, the charge density, is positive 
definite, which is why (divided bye) it was taken to define 
the probability density. But at the level of the fields Ir 
F 
indeed reverses the sign of this quantity, because 
\:- ak.~"t" \:::~e. adll),"\:;- I"'e"en~ th.~ or..le.r I)~ \;ht. - c.ren~'ct'\ 
aNl. ~'''\\3\-i()C\ ~r .. ~on. ; the charge -current operator is 
normal ordered, and this introduces a change in sign. In the 
scalar theory the normal ordering does not change the sign -
and indeed at the one-particle level the sign is reversed 
also. These peculiarities have led to the majority view that 
there is no consistent charge conjugation operator at the 
1-particle 13 level ; I say rather that we have one more 
mystery. What is the relationship between Ir and It ? This 
F 
problem too is resolved in the following section. 
13 
e.g. Pais [1986 p.381] : "the great novely about 
C-invariance is that it can only be consistently formulated 
in a quantized field theory." 
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3.4. Geometric Field Quantization. 




In Section 3.1 - 3.3 we examined the structure of free field 
theory form a purely group-theoretic basis. New elements 
intrude, microcausality, and gauge covariance, which are 
foreign to the canonical second quantization of NRQM. 
Without gauge covariance, we naturally obtain covariant 
causal fields, with the particle interpretation of the real 
scalar field; no antiparticles, no pair production, and no 
conserved charge. 
In the canonical second quantization, the commutation 
relationships of the fields are determined by those for the 
canonical creation and annihilation operators. These in turn 
are determined by the Hilbert space, the second quantization 
of which is the Fock space for the fields. As is made clear 
in the position space representation for the fields, these 
can be made to assume a local form: for a spin zero particle 
the one-particle space is ~ = L2(~3,d3q) and we find for the 
equal time CCR: 
[a(f),a*Cf')] = (f,f')~ = J f(q)f'Cq)d3q 
so that the commutator vanishes when the supports of f, f' 
have zero intersection. Microcausality, then, depends on 
being able to construct such an inner product which is local 
in space; as above, that is position space. 
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But we know that the covariant representation is also local 
(in configuration space). Suppose now we could consider the 
-
manifold of all configuration space solutions of the complex 
KG equation (denote M) as a Hilbert space, with covariant 
inner product 
(~'~')M = ib J (~'-~') d3x 
(which we can not, because (.,.) is indefinite) and set up 
the canonical creation and annihilation operators on ~(M) to 
obtain the CCR:· 
• J-<J -<J 3 [a(~),a(~') ] = (~'~')M = ih (~~ - ~~) d x 
This too is local (in configuration space). The fields a(~) 
are covariant. What has happened to the requirement that we 
combine creation and annihilation operators to obtain causal 
fields? 
Whilst the RHS of. this commutator is local, we can only 
obtain vanishing CCR if the functions ~,~' have supports 
with vanishing intersection. What prevented the fields 
defined as above from being causal is that we considered 
only positive frequency solutions, and these, as we have 
seen «3.2.3», are entire functions and do not vanish on 
any open set of space. The RHS can never vanish. 
At the same time in order to obtain the gauge transformation 
properties of the fields, essential in order to define a 
conserved charge operator, from a gauge transformation of 
the Hilbert space upon which the second quantization is 
based, we needed to define the creation and annihilation 
operators as maps of the form: 
+ - + + 
a : (3f (t) 3f ) -----7 f(~(3f )® ~(3f » 
a a a b 
1 (see Eq. (29)(3.3.4). This is inconsistent with the canonical 
second quantization. But if we could construct creation and 
annihilation operators in this way, whilst preserving their 
fundamental defining relationships (Eq. (5) and 
1 
It is a theorem (see (3.5.2) that the tensor product of 
~(3fa) and ~(3fb) is isomorphic to the Fock space over the 
direct sum of 3fa and 3fb; we could, on the basis of Section 
3.3, write the creation and annihllation operators as maps 
from 3fa(t)3fb to operators on ~(3fa(t)3fb) and preserve the 
canonical structure. The problem is to interpret 3fb as the 
negative frequency solution space. 
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(anti)linearity properties), they would be guage covariant, 
covariant, and causal, because wi thout the restrict ion to 
positive freqeuncy parts solutions ~ can vanish on arbitrary 
domains at time zero. 
In this section that is Just what we shall do. We shall 
consider the creation and annihilation operators as maps: 
a: M ~ f(~(H+)®~(H+) 
a b 
and establish a natural correspondence between the spaces 
-U+ -u+ d M n,n an . 
a b 
Further, this construction is general, 
rigorous, and natural within the general framework of 
finding a Fock representation for the Weyl (or Clifford) 
algebras over a classical solution manifold. This makes it a 
field quantization. Because we do obtain a Fock 
representation, a transparent particle interpretation, - We 
can see what is happening from the point of view of the 
l-particle theory. Essentially, we learn that the l-particle 
quantum mechanics based on the space M of negative 
frequency solutions is identical to the corresponding theory 
+ 
on M except that every occurence of the imaginary unit i is 
replaced by -i. This does not mean the usual complex 
structure has no application in the theory. On the contrary, 
it is the usual complex structure which defines the gauge 
covariance of the fields2 . 
One could proceed ab initio from this postUlate and 
reconstruct (an impoverished version of) the theory which 
follows as a canonical second quantization of a 
particle-antiparticle quantum mechanics. This will give us a 
rather similar theory to that of Section 3.3, in which the 
3 
negative frequency states have a natural rOle, but as 
mentioned above we still need the usual complex structure to 
give us the gauge transformation properties of the physical 
fields, and we would still have to motivate the construction 
of these on the basis of microcausality. We shall interpret 
2 
For real fields, this gauge covariance and the usual 
complex structure are both absent. 
3 
We do not here need to impose covariance, because we begin 
with a covariant particle-antiparticle Hilbert space. 
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the usual complex structure as given by the classical system 
that is quantized, i.e. c-number complex fields. This 
interpretation would not be possible from a pure particle 
approach. In (3.4.10) we shall consider the relationships 
between the canonical second quantized theory using the new 
complex structure, and that using the usual one, but we 
shall not formulate the theory in these terms. 
We shall~ginwit~ a brief summary of the quantization 
process which we are going to use, which has already been 
outlined in (2.5.6) and (2.5.7). We then go on to apply this 
method to the real scalar and complex scalar fields ((3.4.3) 
and (3.4.4) respectively). For fermion fields we do not use 
the symplectic structure of the classical phase space (nor 
does the. quantum theory proceed from the Weyl algebra of 
observables), and the procedure must be modified; this is 
discussed in (3.4.5). In (3.4.6) we quantize the Dirac 
field, and develop a new interpretation of the Dirac hole 
theory ((3.4.10». The relationship to the non-relativistic 
theory, in particular locality, is illuminated from a 
different angle in (3.4.7), and in (3.4.8), which further 
develops the general theory of (3.4.2) and Section 2.5. From 
(3.4.7) on we shall be entirely concerned with 
interpretat ion. 
3.4.2. Geometric quantization. 
We refer to the discussion of (2.5.6) for the general 
relationship of complex structures (or in geometric terms, 
Kahler polarizations of a classical phase space), to 
quantization. We there showed that, given a real linear 
classical phase space M for a linear classical field theory, 
we can convert this space into a complex Hilbert space MJ if 
we are given a positive complex structure J, with 
sesquilinear inner product (Eq. (5)(2.5.7»: 
<. , . > = w(J.,.) - iw(.,.) (1) 
J 
where w is the symplectic form on M. At the same time, the 
Weyl algebra (Eq. (3),(2.5.7»: 
W(u)W(.u) = iw(u,.u)/2h W( ) e u+.u 
for U,.u e M, in infinitesimal form becomes Eq. (4),(2.5.7) 
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[A(u),A(u)] = -ihw(u,u) (2) 
-isA(u)/h (where W(su) = e selR, A(u) e.s.a.) and we can 
define a concrete representation of the quantities 
(Eq. (6) (2. 5. 7»: 
a(u) = (2h)-112(A(u) + iA(Ju» 
a(u) - = (2h) -1/2(A(u) - iA(Ju» 
(3) 
on the Fock space over M J as annihilation and creation 
operators - and thereby obtain a representation of the Segal 
field A(u», the generator of the Weyl algebra: 
A(u) = (hl2)1/2(a(u) + a-(u)). (4) 
These equations imply the commutators (Eq. (7)(2.5.7) 
- -
[a(u),a(u)] = [a (u),a (u)] = 0 
-
[a(u),a (u)] = <u.u> (5) 
-
and a (respectively a) is anti-linear (linear) in its 
-
argument. Therefore the a's, a 'shave all the properties of 
the canonical creation and annihilation operators defined in 
(1.3.4) and we may suppose they have the concrete action on 
3(M ) there specified. The positivity of J here means no 
J 
more than that the inner product <. ,. > 
J 
is positive 
defini te, and the multiplication of an element ueM by a 
complex number a+ib gives a new element of M defined by 
(a+Jb)u (recall that J is a canonical transformation on M), 
so that M can be regarded as a complex linear vector space; 
so considered, it is denoted M
J
. 
As we noted previously, there is no general result which 
tells us that for every concrete representation of the Weyl 
algebra there exists a positive complex structure; 
nevertheless, that is the si tuat ion for the known field 
theories (when it is possible to define a Fock 
representation). A complex struct~e ensures that the 
w "'\~'" ~,..efen.oe "T 
symplectic transformations on Mjban be described as unitary 
transformat ions on M J and a - automorphism of the Weyl 
algebra (see the discussion at the end of (2.6.8». If the 
dynamics is described in this way and the complex structure 
is invariant, the one particle evolution defines the 
evolution of the field as in the NRQFT. 
MJ is the one-particle subspace of the Fock space; the Fock 
space is defined as the space of entire functions on MJ 
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(holomorphic with respect to J), and the observables are the 
self-adjoint operators on this space. The canonical Fock 
space is a representation of the space of entire functions 
on M J; each term in the Taylor series expansion for an 
element of i5(MJ ) defines the projection (in the canonical 
representation) onto an n-particle subspace, where n is the 
power of the term in the expansion. 
This elementary formulation is rigorous when M is finite 
dimensional, in which form it was originally discovered by 
Fock [1928] (see Bargmann [1961] for a detailed analysis). 
The most simple application is to the isotropic harmonic 
oscillator in 1 dimension. M is then ~2 with symplectic form 
w = dpA dq (with p,q, canonical coordinates), or, since we 
identifyM with its co-tangent space, 
w«q,p),(q/,p/» = qp/_q/p. 
The Hamiltonian is 
H = (2m)-lp2 + mv2q2 
which determines the evolution (q,p) --7 (q ,p ), where: 
t t 
p = p cos vt -q mv sin vt 
t 
q = (p/mv) sin vt + q cos vt. 
t 
The complex structure J is defined by 
Jq = -p/mv 
Jp = mv q 
(6) 
under which M becomes a complex vector space, with 
(a+ib)(q,p) = a(q,p)+bJ(q,p) = a(q,p)+b(-p/mv,mvq) = 
(aq-bp/mv,ap+bmvq). If we write 
z = q + ip/mv (7) 
then (a+ib)z = (aq-bp/mv+i(bq+ap/mv», which corresponds 
under Eq. (7) to (aq-bp/mv, bmvq +ap); we can therefore 
regard MJ as the complex vector space with analytic 
coordinates z with the usual complex structure 
(multiplication by i; it was in this form that the 
representation was first discovered). In terms of the 
coordinates z the symplectic form becomes 
i - d w = 2" mv dZA z. 
MJ is a complex (finite dimensional) Hilbert space; the 
Hi 1 bert space on which the observables act is the complex 
(infinite dimensional) vector space o:£: entire functions on 
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M , with inner product J . 
<~,~> = h-1S ~~(z)e-mvzZ/2hdpdq. 
Expanding ~ as a Taylor series in z (contracting on upper 
and lower indices): 
00 -k '/"-
a (( 2h) ~ k abc ~(Z ) = I: -kl/. )'k lJ Z Z ... z 




where lJ is symmetric with k indices, 
ab ... c 
the inner product 
becomes: 
00 -k k <~, ~> = 1: 1: lJ -'7J - --; 
k=O ab ... c ab ... c ab ... c 
For each vector u e MJ , the creation and annihilation 
operators are: 
• a (u) = uz 
- 8 
a(u) = u -8z 
(9) 
where in Eq. (9) we regard u as a complex number via Eq. (7). 
The Fock-Cook representation is the infinite dimensional 
version of this; the action of the creation and annihilation 
operators is normally wri t ten in terms of the act ion of 
Eq. (9) on the power series expansion, (this is how we have 
defined them), but their representation in precise analogue 
to Eq. (9) is familiar in the specialist literature (in the 
so-called Schrodinger representation of the fields, in which 
the field is "diagonalized" that is, acts by 
multiplication - and the canonical conjugate field acts as 
the generator of translations4 ). 
4 
Strictly speaking, this procedure diagonal1zes the creation 
operators; c.r. the distinction between the "real wave" and 
"complex wave" representations in Segal [1963J, [1962J. We 
are using the complex wave representation, which is the one 
which general1zes in a natW'al way to the non-l1near case. 
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3.4.3. The real scalar field. 
As a classical field theory, we can regard M as either the 
space of all (real) solutions of the KG equation or the 
3 
space of Cauchy data, that is pairs of functions on IR of 
• • a the form (fP(x,O),fP(x,O» (where fP(x,O) = at fP(x,t) It=o)' We 
shall use both points of view; we use the notation (f,g) for 
the pair (fP(x,O),~(x,O». The symplectic form iss 
w(fP,fP') = -h J ~a:fP'd3x = -h J (fg'- f'g)d3x (10) 
and the problem before us is: find a positive complex 
structure J so that, via Eqs. (1) - (5) above, we have a Fock 
space action for the Segal field, which is the generator of 
the Weyl algebra 
W(fP)W(fP') = eiW(~,~')/2h W(fP+fP') (11 ) 
To this end, consider a real solution fP e M; one might 
consider.taking the covariant Fourier transform.: 
fP(x) = ~2(2rrh)-3/2 I e-ip.xIh~(p)o(p2_m2)d4p 
.1P4 0 
and using the natural complex structure JfP(p) = ifP(p); 
however, in order for fP to be real, it is necessary that 
~(p) = ~) 
But if fP satisfies this condition, then i~ does not. We 
cannot define J in this way. To see what must be done, we 
+ -




+ e-ip.x/h$+(p)d~+ + Je_e-iP.X/h~-(P)d~-] 
The reality condition requires that 
(12) 
A+ ",-
cp (p) = cp (p) (13) 
+ + from the above,we cannot take Jcp- = icp-, but we must rather 
have that: 
J~± = ± iq,± (14) 
so that Eq.(13) is preserved by the action of J. This 
complex structure has the same action on the configuration 
space solutions (by the complex linearity of Eq. (10», so 
+ + that Jcp- = ±icp- also. Since 
~(x) = cp-(x) (15) 
and 
5 
This differs by a factor from the similar expression that 
we have hi therto Interpreted a~ a sesquilinear form. 
399 
+ 
rp = rp + rp ( 16) 
we can uniquely define a real solution rp e M by fixing a 
+ positive frequency solution rp (x), or the momentum space 
function ~+ (p) , in terms of which 
the complex structure J is the same as multiplication by i. 
That is, we have a correspondence between real solutions rp 
" 2 + + 
and elements of M = L (e ,~ ) provided by 
rp(x) = (17) 
~(2rrh)-3/2[J Je-iP.X/~+(P)d~+ + J _:-iP.X/~+(_P)d~-]. 






. 1 -3/2 [J ip. xlhA+ + f ip. xlhA~ -] 
-1v'2(2rrh) c/h a+poe rp (p)d~ + a-poe rp {-p)d~ 
we rewrite the second of Eqs. (18) using the operatorS 
R = +c( _.Mm2c 2 Ih 2 ) 1/2 (19) 
(since R is positive we must use -R to obtain p on the 
o 
negative mass hyperboloid) to obtain: 
g(x,o)= 
-i~(2rrh)-3/2 R [Je+eiP.xI~+(P)d~+ - J _eiP.xI~+(_P)d~-] 
+ a + 
from which we conclude, under J:rp --7 irp , that 
-1 J: ( f , g) --7 (-R g, Rf) (20 ) 
Acting either on M or on M, J obviously satisfies J 2=-1; 
further 
w(Jrp,Jrp') = w(J(f,g),J(f' ,g'» = w((-R-1g,Rf), (_R-1g' ,Rf'» 
= hJC-R-1gRf'-Rf(-R-1g'»)d3x = hJ(-gf'+ fg')d3x = w(rp,rp') 
233 
where we have used the fact that R is e. s. a. on L (IR ,d x). 
Consequently, J is canonical. We may also check that 
w(rp,Jrp) = w(Cf,g), (-R-1g,Rf») = h J(fRf + gR-1g)d3x 
which is positive definite since R (and R-1) is positive; 
therefore J is a posi t i ve complex structure and the inner 
product on M 
S 
Recall that in our notation cP", has the 
x has the units of length. Throughout 
o 
take on either sign; when we wish to 
strictly positive we use the notation E, 
energy (i.e. E = cPO "hen Po Is positive). 
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uni ts of energy, 
this section POll 
indicate that g 





<~,~/> = W(J~,~/) - iW(~,~/) = 
J 
= nJ[(R- 1 gg / +Rff / ) + i(fg /-gf/)Jd3x 
is positive definite and linear (ant 11 inear) 
(first) entry. To check this last statement, we 
<i~,~/>J = <Jrp, '1" > 2 = w(J ~,rp/)-iw(J~,rp/) = J 
iW(J~,rp/) = -i<~,rp'> , whereas <~, irp' > = J J 
iW(~,J~/) = W(rp,rp/) + iW(J~,rp/) = +i <~, '1" > . J 
It is an easy calculation to show that 
J A+ A + + <~,~/> = 'I' (p)~' (p) d~ J + e 
(21) 




Since R is positive and Hermitian we may take its square 
root C, in terms of which we may also write this inner 
product as 
<~,~/>J = n J X{x)X'(x)d3x 
-1 
where X(x) = Cf + iC g (cl. Eq. (-'7». The KG equation, which 
in terms of the Cauchy data reads: 
a a 2 at f = g, at g = -R f 
becomes: 
R .a X = 1- X at 
(22) 
(23) 
that is, we obtain a Schrodinger equation with Hamiltonian 
hR. Eqs. (22) are identical to Eqs. (19) of (3.2.7), that is, 
as the prel iminary to appl ication of the Foldy transform, 
whereas Eq. (23) is the Foldy transform of the positive 
frequency (complex) solutions of the KG equation. We shall 
consider this further below «3.4.7». 
From the point of view of construct ing a particle 
representation of the quantum field the essential point is 
that we have an appropriate complex structure with which we 
can define a concrete representation of the Weyl algebra and 
wi th it· an . action of the quantum field. Exactly as in 
(1.3.4) we construct the Fock space tl(M ) with the creation 
J . 
and annihilation operators over M having the canonical 
J 
action of Eq. (45)(1.3.4); as a Fock space representation, it 
is of course canonical, and the relationships defined by 
Eq. (3) and (5), namely: 
A(u) = (h/2)1/2(a(u)+a·(u» 
[A(u),A(u)] = 
• [a(u),a (u)] = 






are identical to Eqs. (40), (41), and (35) of (1. 3. 4). We 
stress the fundamental feature of this approach, that the 
commutator of the Segal field is given by the imaginary part 
of the inner product, equivalently by the symplectic form on 
the classical solution phase space, and the complex 
structure gives us the real part, in the sense that 
Re«u,~) = w(Ju,u). 
We obtain the standard representation of (3.3.2) by the 
isomorphism between the real solution space M and the 
2 + + 
complex Hilbert space L (e ,/l) (that is, using Eq. (11»j 
the action of J on this space is just multiplication by i. 
As discussed at the end of (2.5.8) the symplect ic 
transformat ions of M induce uni tary transformat ions of M J' 
and these induce the second quantized unitary 
~-
transformations on the fieldsj i.e. 
r(U)A(u)r(U)-l = A(Uu). 
In particular, the Hamiltonian flow on M defines a 
1 t it U -itdr(H)/Ji\ :t(M) h -parame er un ary group t = e on U J were 
dr(H) is the second quantization of the Hamiltonian on MJ , 
that is, where H generates the unitary representation of the 
symplectic transformations on M corresponding to the 
Hamiltonian flowj H is just the quantization of the 
generator of this flow, which is the classical energy. We 
can rewrite Eq. (11) in terms of an integral (over the 
positive mass shell only) to make this explicit: 
cp(x, t) = 
(2nb)-3/2cJ~3[~+(p'E/C)e-iEt/b+ ~+(_p'E/C)e+iEt/b]eiP.xlbd3p/v2E 
(in which E= +c(p2+m2c 2 )1/2 )j therefore the transformation 
cp(x,O) --7 cp(x,t) 
corresponding to 
f --7 f = cp(. ,t) 
t 
g --7 gt = cp(. ,t) 
(25) 
is implemented as the unitary transformation on L2(e+,/l+): 
A+ A+ -iEt/b 
cp (p,po) --7 cp (p,po) e 
in which E is positive definite. The energy is positive. 
What if we do not rewrite Eq. (11) in this way? In fact, let 
us look at the transformation properties of Eq. (12), 
supplemented by the constraint Eq. (13). Clearly the 
402 
transformatIon of Eq. (25) Is given by: 
~+(p) ~ ~+(p) e-IPoct/h 
~-(p) ~ ~-(p) e-IPoct/h 
A-that Is, we appear to have a negative generator on the rp 
A- A+ 
states. Since Eq. (13) holds, i.e. rp (p) = rp (-p), the second 
of the above is a consequence of the first, and can be 
considered simply a constraint 7. In precisely the same way 
+ + 
we can avoid use of the complex structure Jrp- = ±irp-, and 
- + 
simply use multiplication by i on the rp states. But if we 
do look at the generator on the negative frequency par~S') 
we must use the complex structure on these fullC ~;o"S and that ) 
is multiplication by -i. 
One must consider more carefully the relationship between 
the generator of ~_ unitary group and the complex structure 
of the Hilbert space. Stone's theorem in this context 
becomes the statement: for each one-parpameter weakly 
continuous uni tary group U
t 
acting on 
,s.a. operator H acting on M ( s.a. 
J 
inner product <. ,.> that is), such that 
J 
-JtHlh U = e 
t 
M there exists an 
J 
with respect to the 
(ef. the comments at the end of (2.5,8) and of (3.2.2) 
fn.3). Therefore on the states ~- if ~-(p) ~ ~-(p) 
e-icpot/h with J~- = -i~- it follows that H = -Po on 
2 - -L (9 ,Il ), that is, the Hamiltonian is after all positive, 
and the negative frequency states have positive energy with 
respect to the complex structure J. 
7 
The same Is true In NRQH; If f(P,O) ~ f(P,t) 
f(p,O)e -iEt/h then f(P,O) ~ f(P,t) f(p,O)e iEt/h The 
following also applies to these states, the solutions to the 
c.c. Schrodlnger equation. See also (3.4.12). 
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3.4.4. The complex KG field. 
Consider now the complex case; M now already has a complex 
structure, which is multiplication by i (we shall call this 
the natural complex structure, denote I
N
). From a formal 
point of view, we have precisely the same mass shell Fourier 
transform (Eq. (12) except that now the condition of Eq. (13) 
no longer holds. That is, we have 
J 




and M = L (6 ,~ )uL (6 ,~ ); there is no connection between 
~ and ~+. Like the real case, it is clear that as ~(x,O) 
--7 ~(x,t) then we must have 
A±() A±() -ip tin A±() + \p \t/n ~ p --7 ~ P e 0 = ~ p e 0 
( ~+ 1\- + T vanishes on 6; ~ vanishes on 6; 
positive and negative values accordingly). 
p here takes 
o 
That is, the 
2 - -generator of the time evolution on L (6 ,d~ ) is negative, 
with respect to the natural complex structure, as expected. 
At the same time, we also find that the inner product 
defined by the natural complex structure is not pasi ti ve 
definite. The relevant equations for the complex case, 
though easy to derive, do not seem to have been written down 
in the literature so we state them in full. The symplectic 
form in covariant form is (~=0,1,2,3): 
w(~,~') = - ~n J(~a~~'-(a~~)~')d~ + C.C. 
or in terms of the (now complex) Cauchy data (f, g) on a 
spacelike hypersurface: 
w«f,g),(f',g')) = - ~ J (fg'- gf'+ fg'- gf')d3x. (27) 
This form is constructed as the unique real antisymmetric 
form which is invariant under the time evolution defined by 
the KG equation. The natural complex structure J :~ --7 i~, 
N 
or (f,g) --7 (if,ig), is canonical by inspection. The 
sesquilinear form defined by J is 
N 
<~'~'>N = W(JN~'~') - iw(~,~') = w(i~,~') - iw(~.~/) 
= ~nJ[(ifg'-igf'-ifg'+igf') - (ifg'+igf'-ifg'+igf' )]d3x 
= ih J(fg,- gf')d3x (28) 
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or 1n covar1ant forma 
< rp, rp' > H = 1 I G>a Il rp' - ( a Il rp) rp') do- Il. 
Evidently <rp,rp> 1s real but it 1s not posit1ve definite; 
H 
therefore M regarded as a complex vector space is not 
pre-Hilbert. It 1s helpful to have an explicit expression 
for <.t.> on the covariant Four1er transform space M; using 
H 
9 Eq. (26) : 
w(rp,rp') = (29) 
1 [I AI.., + I AA - • I AA + I AA -] 
- 2" i e+q>q> dll -i e-rpq>'dll -1 e+q>rp'dll +1 e-q>q>'dll 
w( 1q>, q>') = (30) 
~ [I +~~'dll+ -I _~~'dll- +I +~~'dll+ -Ie-~~'dll-] 
e e e 
we find: 
(31) 
+ + We now consider the complex 
J :~(p)--7 ie(p )~(p) 
structure J :rp---7 ±iq>-, that is 
P 
P 0 
(where e(x) = a(x)-a(-x». We shall call this the particle 
complex structure. In exact ly the same way as in the real 
case, we conclude from: 
f(x,O) = 
~(2nh)-3/2[Je+eiP·~(p)dll+ + Je_e1P.xI~(P)dll-] 
(32) 
g(x,o)= 
i -3/2 [J ip. xlhA + J ip. xlhA -] 
-Y2 (2nh) c/h +poe q>(p)dll + _poe rp(p)dll 
e e 
(cf. Eq. (18» and introducing the operator R of Eq. (19), to 
obtain: 
g(x,o)= 
-~ (2nh)-3/2 R [Je+ eip.xI~(p)dll+ - Je- eiP.xI~(P)dll-]' 
a 
The differences between <., .> 
H 
and W(.,. ) should be 
carefully noted; W Is real, and not 
=-!m( <.,.~..,) a'" required. Of course this form, 
or on ]f, Is what was taken as the 
scalar theory since its inception. 
9 
Here and in what follows we suppress 
the 41's and their covariant transforms, 
of the integral will indicated which 
they refer to. When they occur outside 
sesquilinear. Further, W 
either on K 
"Inner product" for the 
the superscripts ± on .. 
the q>' s; the measure 
sign of the frequency 
of any integral, they 
will be general solutions with both positive and negative 
frequency parts. 
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that the action of Jpon the Cauchy data is, as before, 
-1 J : (f,g) ~ (-R g,Rf). p 
We can evaluate the new sesquilinear form <.,.> using this p 
action; from Eq. (27) we see that the real part of <.,.> is: p 
w (J p ( f, g) , (f', g' » (33 ) 
= - ~h J[(-R- 1gg'- Rff - R- 1 g g'- Rf f']d3x 
Clearly w(~~,~) is positive definite; Mf is therefore 
pre-Hilbert. On M we find from Eq. (29) that: 
1 [J AA + J AA - J AA + J AA -] w(J~,~') = -h ~~'d~ + ~'d~ + ~~'d~ + e-~~'d~ p 2 + - + 
e e e 
(which is obviously positive definite when ~=~') so that 
J AA + J AA -<~,~'>p = +~~'d~ + _~~'d~ e e (34) 
again, the differences between this and Eq. (31) should be 
carefully 'noted; the negative mass hyperboloid not only 
contribute with opposite sign (which is what makes <.,. > p 
AA, positive definite), but also we have ~~ in the integrand 
AA 
and not ~~'; this fact is crucial. Despite the appearance to 
the contrary in Eq. (34), <.,. >1' is stl 11 linear in its 
second entry. 
The positivity of the generator of time evolutions follows 
as indicated in the closing remarks of (3.4.3). From Stone's 
theorem we conclude that the Schrodinger equation is: 
H~ ='Joaha ~ (35) 
..- at 
so that the Hamiltonian is given by 
~(p) = e(p )cp ~(p) 
o 0 
on M; it is clearly a positive operator. In view of this and 
bearing in mind that the completion of M,p defines the 
one-particle subspace of the Fock space, we make the 
fundamental assumption: the restriction of A ~ to 
(respectively e-) defines a particle (antiparticle) state. 
+ 
e 
At this point let us make clear the general situation for 
observables X which ared.efined.,its generators for groups of (:\ "d. "" ,,'\\ t. ~ p~.rvQ :=r 
i-parameter transformations on ~ these transformations are 
symplectic, and become unitary groups on M
J 
(with respect to 
the complex structure on M); the e. s. a. operators X which 
generate these groups are then the quantum analogues of the 
generators X. The symplectic transformations are of course 
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independent of J; therefore in a sense the associated 
operators are also independent of J, (namely, that they can 
be specified in an unambiguous way without reference to any 
explicit complex structure), but their properties, qua 
generators of uni tary transformat ions on H, depends on J 
J 
(in particular positivity). 
In the present context we have two complex structures; the 
natural and the particle ones. For these the relationships 
between the quantum observables is particularily simple: if 
XN is associated with the generator of the symplectic 
transformations S on H, self adjoint and generating the 
9 
unitary transformation UN on H with respect to its natural 
9 N 
complex structure J , then 
N 
-J J ~ = X (36) 
N P 
is the self-adjoint generator of the unitary transformations 
if on H, likewise associated with the symplect ic 
9 P 
tranf'ormations S on M10 • In a set-theoretic (pointwise) 
9 
sense the two (X and ~ related through Eq. (36» generate 
the same evolution on H and H respectively; each of these 
P N 
spaces is at the same time the space H, and the pointwise 
evolution on each is just the symplectic evolution on H. 
We now introduce the creation and annihilation operators 
wi th respect to the particle complex structure. The Segal 
field A(~), which is the generator of the Weyl algebra, has 
the canonical relationship to these operators, defined by 
Eqs. (2) and (3). From an abstract point of view one defines 
the creation and annihilation operators via Eq. (3). But 
since we have a canonical representation of these operators 
on iJ(H ) we work the other way, and define A(cp) as: 
P 
112 • A(~) = (hl2) (a(cp)+a (cp)) 
where cp has in general both positive and negative frequency 
parts. If we make this decomposition explicit, that is, we 
+ -
write cp = cp +cp , we obtain: 
1/2 + - • + .-A(~) = (hl2) [a(cp )+a(cp ) + a (cp )+a (cp )]. (37) 
10 







Its physical interpretation, as a sum of creation and 
annihilation operators for particle and anti -particle 
states, is clear; the Segal field A(q» is of course real 
linear only; it is a map on the classical phase space. 
To obtain the physical quantum fields consider the creation 
and annihilation fields defined with respect to the natural 
complex structure. Our first definition is in terms of the 
field A, since M is not pre-Hilbert, that is we use Eq. (2): 
N 





We can now obtain a concrete action for these operators, by 
wri ting out A(q» and A(J q» in terms of the 
N 
* a's and a 's 
defined with respect to the particle complex structure (that 
* is, we express the b's and b 's as operators on tl(M ». 
p 
Since we obtain expressions like a( iq», and a, 
* (respectively a ) are anti-linear (linear) with respect to 
the particle 
expressions in 
J = iP+ - iP 
complex structure J, we must write such 
p 
terms of J . We write J as: p p 
p + 
(39) 
where P- are projection operators onto the positive and 
negative frequency parts. In this way we obtain: 
1[. +-. +-] b(q» = 2 a(q» + a (q» + ia(Jp(P -P )q» + ia (Jp(P -P )q» 
1 * +- * +-
= 2 [a(q» + a (q» + a( (P -P )q» - a «P -P )q»] 
+ * -
= a( q> ) +a (q> ) (40) 
and similarily 
* -. + b (q» = a(q> )+a (q> ). 
These are the physical scalar fields of (3.3.2); their 
action, as the 1 inear sum of an annihilation operator for 
particles, and a creation operator for antiparticles, now 
has a clear origin in their definition in terms of the 
natural complex structure. The gauge transformations on the 
fields is a consequence of the gauge transformation on M 
equipped with its natural complex structure; that 
J 9 
is, 
N q> --7 e q> we have 
J 9 
N .. i9 + • i9-bee q» = aCe q» + a (e q» = 




= e a(q> )+e a (q> ) 
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= e- i9b(q» 
-J 9 
• p 
+ a (e q> 
under 
(41) 
• J N9 • i9 + 19 b (e 91) = a (e tp) + aCe 91-) 
J 9 -J 9 
• p + p -
= a (e 91) + aCe 91) 
= e
i9b(91) 




the other hand, define the 91 --+ e tp, on 
-i9 • canonical transformations a(91) 
--+ e a(91), a (91) --+ 
i9 1# 
e a (91). We shall consider the gauge theory in more detail 
shortly «3.4.9)). 
3.4.5. Fermion systems. 
There are profound differences between fermion and boson 
fields, and we shall barely scratch the surface in what 
follows. In brief, we shall develop a quantization which 
minimalises these differences. 
The basic idea is to develop a Fock-Cook particle 
representation of an infinite dimensional Clifford algebra, 
that is, a Clifford algebra over an infinite dimensional 
real vector space. This abstract object we suppose is the 
fermion analogue of the Weyl algebra. We shall not attempt 
to interpret the Fock space in terms of a power series 
expansion of holomorphic functions on this real vector 
space, equipped with a suitable complex structure, but as is 
clear from the foregoing we can obtain a part icle 
representation without the explicit use of this machinary. 
The immediate difference is that whereas starting from a 
symplectic phase space one is given a symplectic form, the 
imaginary part of the inner product on the complexified 
phase space, a Clifford algebra presents naturally a 
different object, namely a symmetric non-degenerate bilinear 
. form. The natural invariance group of the algebra is then 
the ort~ogonal. trans(ormations, rather than the symplectic 
group. The represent at ion theory is in some respects much 
simpler than for Weyl algebras: since the Clifford algebra 
is simple, every non-zero representat ion is faithful, so 
that every non-zero representation is weakly equivalent. 
However, as discussed in (2.3.10), weakly equivalent 
representations may yet differ in their physical 
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interpretation, and as von Neumann algebras may be of 
different type (see Segal [1963], Shale and Stinespring 
[1964], and the material of Section 3.5). 
Following Bongaarts [1972], we suppose we have two things: a 
real linear vector space M, and a nondegenerate symmetric 
bilinear form S on M. When M is finite dimensional, the 
uniqueness theorem applies and 
there is only one irreducible representation for each pair 
M, S (when M = 1R4 and S = g we obtain the represent at ion 
defined by the algebra of the r matrices). When M is 
infinite dimensional, we proceed as follows: we suppose 
there is an associative algebra A with the properties: 
(i) A has an identity D. 
(ii) there exists a real linear injection A: M --7 A such 
that A is generated by the elements A(u), where u e M. 
(iii) [A(u),A(u)]+ = S(u,u) 
(cf. Eq.(53) (1.3.4). This algebra can be further equipped 
with an adjunction with respect to which the A's are 
self-adjoint. We define a set of states 6 as positive linear 
functionals on this algebra and in the manner of (2.3.5) 
thereby introduce a norm on A. Completion of A then defines 
• a C -algebra (which we also denote A). An orthogonal 
transformation on M (i.e. a linear transformation which 
leaves S invariant) will generate a • automorphism of A as 
in (2.5.2), the second quantization of the associated 
one-particle orthogonal transformation. The existence of a 
positive compatible complex structure J on M (where 
compatible now means that S(Ju,Ju) = S(U,U» will ensure 
W"'\(..'" l>~e. .:r 
that the orthogonal transformations of M /become uni tary 
transformations of MJ . 
Whereas in the Weyl case the symplectic form defines the 
imaginary part of the inner product, and the complex 
structure the real part, we now have that S defines the real 
part and the complex structure the imaginary part. In 
particular S(J. ,.) is anti-symmetric and 
<. , . > = S (. , . ) + i S ( J. , . ) ( 42 ) 
J 
is sesquilinear (linear in its second entry). An important 
difference from the boson theory is that M is pre-Hilbert 
J 
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if and only if 5 is positive definite; the complex structure 
has no rOle to play here. However, the complex structure 
!~e,r-ab,1\" ~ t~~ 
does determine the positivity (or otherwise) of the/unitary 
representations (in M) of orthogonal transformations (on 
M). 
3.4.6. The Dirac field. 
We take for M the space of Cauchy data for the Dirac 
equation, with Cauchy data given by the time-zero solutions. 
We consider M as a real vector space, and for 5 the real 
linear, bilinear, non-degenerate form: 
S(l/J,l/J') = Re[J L1l/Jl(x)l/Jl(x) d3X] (43) 
(the sum is over the 4 spinor components of l/J); the 
procedure-ls now identical to the boson case, except that in 
consideration of the natural complex structure on M, since 5 
is positive definite, M is pre-Hilbert. 
N 
Of course, w~th 
respect to the natural complex structure, we know that the 
evolution l/J(X) ~ l/J(x, t) (which is orthogonal wi th 
respect to 5) becomes the unitary evolution: 
l/J(x) ~ e-iHt/hl/J(x) 
k 2 0 
where H = (- i chr a + mc ) r , 
axk 
k = 1,2,3, noting that by 
Eq. (42) the inner product <. ,.> on M induced by the natural 
N 




= J L Iii l/J d3x . 111 
of course not positi ve, 
(44) 
so the natural complex 
structure is not the correct one. We take instead the 
complex structure of Eq. (39) and obtain the new inner 
product: 
<l/J,l/J'>p = S(l/J,l/J')+iS(Jl/J,l/J') + -= Re«l/J,l/J'~+iIm«P -P l/J,l/J'~). (45) 
When l/J,l/J' are the Cauchy data for a posit i ve frequency 
solution of the Dirac equation <l/J,l/J'>p = <l/J,l/J'~; for a 
negative frequency solution rather: 
<l/J,l/J'>p = <l/J,l/J'>N= <l/J' ,l/J>N (46) 
(cf. Eq. (34». It is now clear that the negative frequency 
solutions have positive energy, since the evolution l/J ~ 
e-iHt/hl/J, which in terms of the particle complex structure 
is (cf. Eq. (36»: 
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-J (-J J H)t/h 
P N P I/J~e 
+ -has generator -J J H = P H-P H (that is, the sign of H 
N P 
acting on negative frequency solutions is reversed). 
+ + Explicitly, with I/J- = P-I/J, we have: 
+ + 
<I/J,-JNJpHI/J>p = <I/J ,HI/J >N - <I/J ,HI/J >N (47) 
The quantum fields are defined identically to the boson 
case, except of course the creation and annihilation 
operators are defined on the skew-symmetric algebra over M , p 
and in particular one has the precise analogue of Eqs. (37), 
(38), (40) (with the factor h removed). The Segal field A 
(generating the Clifford algebra) satisfies: 
[A(I/J),A(I/J')]+ = S(I/J.I/J'). 
The annihilation operator defined with respect to the 
natural complex structure 
b(I/J) = ~(A(I/J)+iA(JNI/J») 
is the physical quantum field; it may be written in terms of 
the creation and annihilation operators defined with respect 
to the particle complex structure exactly as in the Boson 
case: 
+ -b(I/J) = a(I/J )+a(I/J ). 
The gauge transformation properties are also exactly the 
same as for the scalar field. 
Henceforward the creat ion and annihilat ion operators, and 
also the sesqui 1 inear form, defined with respect to the 
particle (respectively natural) complex structure will be 
called particle (natural) 11. We shall at times speak of 
"P-gauge invariance" and "N-gauge invariance", to indicate 
the complex structure with respect to which the gauge 
transformations are defined. 
11 
From the foregoing it is clear that the 
and annihilation operators are actually the 





is "physical creation and 
the phrase suggests 
operators actually used 
the particle ones. 
those creation and 
confusing: 
anni hi I ati on 
which are in physical applications, 
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3.4.7. Causality and locality; formal considerations. 
So far we have made no mention of causality. which played 
such an important rOle in the construction of the physical 
fields in Section 3.3. The situation is essentially as 
follows: the symplectic form (boson case) and symmetric 
bi I inear form (fermion case) are local. in the sense that 
w(u. u) and S(u. u) vanish when the supports of the Cauchy 
data for u andu have zero intersection. We shall now 
examine the various (anti)cornmutators given above. and they 
shall be called causal (or otherwise) depending on whether 
or not they vanish when the supports of the Cauchy data for 
the fields have zero intersection. This is not entirely 
satisfactory as a definition of causality. since all these 
(anti)cornmutators areforcequal-times; one would like to see 
locality expressed as a condition on the (anti)commutativity 
of the local algebras associated with arbitrary spacetime 
domains (cf. (2.5.3). or in terms of the· point fields at 
arbitrary points in spacetime. As indicated in (2.5.7) it is 
not too difficult to define a correspondence between the 
present theory and the theory of point fields; we shall not. 
however. go into the details of the correspondence. but 
refer to the qualitative discussion of (2.5.6) and (3.5.2). 
and Segal [1967a p.142-7]. Woodhouse [1980 7.10]. The 
cri terion we have given is in agreement with a more careful 
definition for equal times. and because of the covariance of 
the theory our conclusions will hold at arbitrary times. 
This will no longer be true when we consider the fields on 
position space. however (see below). 
From this criterion it is obvious that (anti )cornmutators 
which involve finite polynomials in the Segal fields and 
their deriviatives are causal. However the indefinite 
sesquilinear form defined by the natural complex structure 
for the complex scalar field. given in Eq. (28): 
<~'~'>N= «f.g). (f'.g'»N = ih J(fg'- gf')d3x 
is also local (the symplectic form is. we recall. minus the 
imaginary part of < .•. ». Therefore the natural creation and 
annihilation operators are also causal (Eq. (5)): 
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• [a(~),a (~')] = <~.~'> 
N 
Simi lar comments apply to the Dirac field. On the other 
hand, in the inner product defined by the particle complex 
structure (Eqs. (1), (27), (33»: 
<~.~'> = p w«f,g),J(f',g'» + iw«f,g),(f',g'» = 
= J(fRf'+ gR-1g'+f'Rf'+ gR-1g' )d3x 
we see the intervention of the operator R defined by Eq. (19): 
R = + c(_/1+m2c 2/b2)1/2. 
This operator has been subjected to a systematic analysis by 
Segal and Goodman [1965], who were able to show that R is 
not only non-local, but anti-local, in the sense that for 
non-zero f in the domain of R, (supp. f)c" (supp. Rf)c = 121 
(here c indicates the set theoretic complement); that is, f 
and Rf cannot simultaneously vanish in any region unless f 
is zero They were in fact able to prove the following 
theorem: 
Theorem 3.4.1. 
The operator (-/1 + m2)A is anti-local in L2([Rn,dnx) when n 
is odd and A is a non-integral real number. 
c It follows that for any S e (supp.f) that (Rf)(x) ~ 0 for 
all xeS, and that as a consequence the real part of 
<~'~'>J is non-local; hence the particle creation and 
annihilation operators are not causal. 
We did not make explicit use of the operator R in the case 
of the Dirac field. However this operator occurs in the 
+ 
configuration space version of the projection operators P-
used to define the particle complex structure, which 
intervenes in the particle inner product (Eq. (45»: 
+ -<~,~'> = S(~,~') + is(J~,~') = Re«~,~'» +iIm«P -P ~,~'». p 
We conclude that in the Dirac case also, the particle 
creation and annihilation operators are not causal. 
These conclusions agree with the conclusions of Section 3.3, 
where we found that only the appropriate combinations of 
creation and annihilation operators obeyed causal 
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commutation relationships; these "appropriate combinations" 
are of course precisely the natural 
annihilation operators, the physical fields. 
creation and 
We now turn to another aspect of the concept of locality, 
which was intimated in (3.4.3) above (Eqs. (22), (23» in 
connection with the real scalar field and the Foldy 
transform of Section 3.2. 
We first explore the connection with the Foldy transform in 
a little more detail. As we have seen, for the real scalar 
field, given Cauchy data (f,g) we define the function 
X(x) = Cf + iC-1g 
where C2=R~ in terms of which the inner product (Eq. (21»: 
<~,~/>p = h I[(fRf / +gR-1g / ) + i(fg/-gf/)Jd3x 
becomes 
<~,~/>p = h I x(q)x(q) d3x. (48) 
Using the KG equation in the form of Eq. (22) we find: 
8 8 -18 -1 
iatX = iCatf - C atg = iCg + C Rf = RX 
so that using the Cauchy data X(q) rather than (f(x),g(x» 
we have the canonical Schrodinger equation12 expressing the 
evolution on the space L2( 1R3,d3q). We also note that the 
particle inner product (Eq. (48) has become local in this 
representation (which is position space, in the terminology 
of Section 3.2). This inner product is therefore q-local. On 
the other hand, <. '.>N is non q-Iocal. 
Let us try to do the same thing for the complex scalar 
field. We now have the particle inner product: 
<~,~/>p = 
hI(fRf / + gR-1g/+fRf/+gR-1g/)d3X + 
We define: 
X = Cf + iC-1g 
<: = Cf - iC-1g 
in terms of which we find: 
<~,~/>p = hI x(q) x(q)/d3 q + hI <:(q)' <:(q)d3q 
12By ¥..R Inspection II Is the Hamiltonian H; multiplying 







(ef. Eq. (34». The KG equation 
8 at f = g, 8 2 atg = -R f 
becomes: 
.8 R latX = X (53) 
8 i at<: = -R<: 
which establishes that <: is the negative frequency part of 
the solution ~ with Cauchy data (f,g). Equivalently, we may 
write: 
(54) 
Despite the si-milarities to the Foldy transformed KG 
b 
equat ion, in the laifor formal ism the sesqui linear form is 
indefinite. Of course, in the the treatment of Section 3.2 
this form is the natural one, i.e. 
<~,~/> = ihI(fg / -gf / )d3x. N . 
In terms of the pair X,<: it may be written: 
<~,~/>N = hI x(q)x(q)/d3q - hI <:(q) <:(q)/d3q. (55) 
The relationship between Eq. (53) and Eq. (55) is precisely 
the same as that between Eq. (34) and Eq. (31); at the same 
time we have recovered the Foldy transformed scalar theory. 
-1 Consider again the meaning of the functions X = Cf + iC g; 
for simplicity we confine our attention to the real scalar 
field. To begin with, we note that the action of the 
-1 particle complex structure J : (f,g) ----7 (-R g,Rf) does not p 
preserve the support of the Cauchy data; in other words, if 
we suppose ~ is localized in the region S ~ R3 , just in case 
its Cauchy data has support in S, then J ~ is not localised p 
in S. On the other hand, if we suppose X is localized in the 
region Q ~ R3 , just in case its Cauchy data (&,q) = 
-1 (Cf,C g) has support in Q, then under the action of J we 
p 
find that: 
J : (&,q) ----7 (-CR-1g,C-1Rf) = (-q,&) (56) p 
so that supp. J (e, q) = supp. (e, q); the corresponding action p 
on X is: 
J :X ----7 iX. p 
In other words, the transformation on the space of Cauchy 
data converts the non-local action of the particle complex 
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13 
structure into a local form . According to the precepts of 
the particle theory, the solutions of the KG equation must 
be associated with a complex vector space such that the 
localization properties of the system (as all other 
physically meaningful quantities) are independent of the 
phase, the first definit ion of locali ty in terms of the 
support of the Cauchy data (f,g) is categorically 
unacceptable. This notion of locality is c-locality; 
locality as defined with respect to the supports of the data 
(t,q) is q-locality14. 
Our definition of causality can easily be modified to 
q-local integrands, but it will no longer generalize to 
arbitrary spac.etime domains (i.e. even if the equal-time 
(anti ) commutators vanish, it will not follow that fields 
q-local to causally disjoint domains at dif£erent times will 
vanish). We shall therefore speak of q-causality; because of 
the limitation of this notion to a given space like 
hypersurface, it is essentially the notion of causality 
appl icable to NRQFT (a better term might be Galillean 
causality) . For the real scalar field, which is of course 
the same thing as the Segal field, we find that the 
commutators of the creation and annihilation operators 
become causal with respect to position space, but they are 
no longer covariant. The corresponding real field (the Segal 
field generating the Weyl algebra over the classical fields 
on position space) is also q-causal. This is in accordance 
wi th our results of Section 3.2. Similar conclusions apply 
to the complex scalar and Dirac fields. 
Because of the lack of covariance, q-causality may appear of 
little consequence, other than in the context of the 
relationship of RQFT to the non-relativistic theory. There 
13 One might think that in this way one converts the particle 
complex structure into the natural one; this would be a 
mistake. There is no natural complex structure for the real 
scalar fleld, and for the complex scalar field J :< p --7 -i<. 
14 it was in this context that Segal proposed this 
terminology. 
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is, however, a further consideration, which strengthens the 
requirement of commutativity, which came to light following 
the investigations of Borchers, Haag and Schroer, Reeh and 
Schlieder, and Araki, in the early 60's. To introduce this 
idea it is helpful to use the notion of the generating 
functional for the representation theory of the Weyl 
algebra. We shall need this anyway to further clarify the 
concept of a particle representation. 
3.4.8. Causality and locality; representation theory. 
We pick up some of the threads of Section 2.5. Viewed 
abstractly, a Weyl system is a pair W,6 ,where 6 are 
reg reg 
the regular states on W; we recall (2.5.8) that the 
regulari ty property can be defined abstract ly. From the 
• general representation theory of C--algebras, we know that 
any representation can be obtained via the GNS construction 
(2.3.8) . for some state f E 6, or for a weakly continuous 
representation of W for a state f E 6 . For a Weyl system 
reg 
over M, the generating functional p was defined (2.5.8) as 
the functional: 
pea) = <f;W(a», f E 6 
reg 
where <f;.> is the abstractly defined action of an element f 
E 6 on W. Any regular state defines a generating functional, 
and, as we saw in (2.5.8), the generating functionals can be 
defined abstractly, such that any generating functional 
determines a regular state on W. When f is a vacuum state, 
that is when we have a particle representation for the Weyl 
system, then p directly defines the vacuum expectation 
values of polynomials in the fields. 
Within the present framework, we may characterize the vacuum 
as that state which is invariant under every symplect ic 
transformation on M (therefore, that state which is 
invariant under every unitary transformation of MJ ). As a 
functional on MJ , therefore, it can only have the action a 
~ <a,a> . For the Fock representation of W on tl(~) indeed 
J 
it is of the form (Emch [1972]): 
-<f,f>2/4 p(f) = e , fEn 
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and in the present theory, when ~ = M
J
, we obtain 
2 2 
p( u) = e -<u, u> /4 = e -we :rei, u) 14 (57) 
As remarked in (2.5.9), we see that the complex structure 
plays a critical rOle in defining the vacuum. 
To return to the notions of locality discussed above, we 
also see that when J= J , p(u) is not c-Iocal. Yet the the 
P 
vacuum expectation values are given by Eq. (5)(2.5.8): 




at at "p(tu+ ... +tu) .. . L 1 1 n n 
1 n i, j 
= (~,A(u ) .. . A(u )~) 
1 n P 
(it t w(u ,u )/2h)} 
e i j i j 
t = ... =t 
1 n 
(58) 
where ~ is the vacuum and (.,.) is the inner product of 
P 
3(Mp )' Therefore the non c~locality of p in u actually means 
that when the u's are c-Iocal to causally disjoint regions, 
nevertheless (and despite the commutativity of the fields A) 
the vacuum expectation values of products of the A(u)' s 
reflect a coupling of the A(u)'s. 
This fact is well known; it is the basis of the well-known 
feature of vacuum expectation values, that they cannot be 
written in the forml5 : 
<~,A(u) ... A(u )~> = <~,A(u )~> . .. <~,A(u )~> 
1 n 1 n 
(59) 
However if the fields are q-Iocalized to disjoint regions, 
that is supp. (ei , 9-i )() supp. (e1' 9-j ) = ([) for i, j = 1, ... , n, 
then since 
«/i,9-i ),(ej ,9-j »p = h J[eie/ 9-i9-j + U/i9-j-9-i/j)]d3q 
and the integrand is local, all cross-terms vanish in this 
case and the generating function factorizes: 
p (t u +. . . t u ) = p (t u ). . . p (t u ) ( 60 ) 
11 nn 11 nn 
in which case the decomposition of Eq. (59) is indeed 
possible. 
The work of Borchers et al mentioned above culminated in a 
theorem due to· Reeh and Schlieder [1962]. This may be 
15 
although this may be possible in an asymptotic limit; this 
is the content of the famous cluster decomposition property, 
c.f. Ruelle [1962], Araki, Hepp and Ruelle [1962]). 
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formulated in a general way as follows. Their idea was to 
define the set of states which are localized in a finite 
volume V during a time interval T as the subspace ~V 
,T 
obtained by applying the local algebra A(B) (see (2.5.3» 
where B is the spacetime region VXT to the vacuum ". To 
their surprise the authors found that ~V is not a proper 
,T 
subspace but the whole Hilbert space 3(1f); in other words 
one can generate any state whatsoever (c-Iocalized in any 
region of spacetime) from field operators c-Iocalized to an 
arbitrarily small region in spacetime. Subsequently other 
authors attempted to circumvent this difficulty by applying 
not the whole algebra A(B) but a proper subset; for example 
the uni taries in A(B) (Knight [1961]) or a subset which, 
roughly speaking, generates a compact set of states applied 
to the vacuum (Raag and Swieca [1965]). 
The present theory of q-Iocalisation does not resolve this 
apparent paradox. However, Segal and Goodman [1965] were 
able to show that, when T ~ 0, the algebra ~(B) of fields 
q-Iocalized to B applied to the vacuum indeed generates a 
proper subset of states, and one which is moreover 
q-Iocalized to B. The fact that this is only true when T = 0 
reflects the fact that, as discussed in Section 3.2, the 
Newton-Wigner local ized states can propagate outside the 
light cone, which may be seen as a consequence of their 
non-covariant character. 
At the same time there is another result, initiated by 
studies of Haag and Schroer [1962], which showed 
that the von Neumann algebra generated by the local 
algebra A(B) cannot be of type I, and therefore must be of 
type II or III, in contrast to the situation for the 
OJ OJ 
q-Iocal algebra Aq(B) (which is affiliated to a ring of type 
I ; see the decomposition theory of (2.4.7) for details of 
OJ 
the von Neumann classification theory). 
The concept of localization remains, in the view taken here, 
as the philosophically problematic feature of linear field 
theory; clearly q-Iocalization has many desirable 
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properties, but because of its non-covariant features, this 
is not the notion of locality used in the definition of 
microcausality, which is c-Iocality. The physics community 
remains curiously indifferent to this fundamental difficulty 
in what is supposed to be a physically trivial theory (the 
linear field) • 
The fact that all of the 
difficulties of locality are resolved if one confines 
attention to the local properties of fields and particles on 
a fixed spacelike hypersurface, is presumably what makes the 
famil iar concepts of NRQM approximately appl icable to the 
world of (low-energy) experience. In this Bense the partial 
resolution whtch we have achieved is no more than that 
absolutely necessary to render consistent the application of 
the non-relativistic theory to such phenomena. 
3.4.9. Canonical second quantization 
The fundamental result of the foregoing is that by using the 
particle complex structure the negative frequency solutions 
of the Dirac equation have positive energy, and that the 
physical fields are the creation and annihilation operators 
defined with respect to the natural complex structure. 
Whilst it is rather contrary to the spirit of the geometric 
quantization, by which this result was obtained, I shall now 
consider the theory obtained by a canonical second 
quantization, formulated in terms of the two classes of 
creation and annihilation operators on the Fock space over 
the two complexifications of the classical phase space. The 
geometric quantization tells us that the complexified 
classical solution manifold is identified with the 
1-particle16 subspace, so this procedure is assured to make 
16 
It might be better to speak of the "two-particle" or 
"particle antiparticle" theory, since we shall always have 
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sense. At the same time we know that the standard formalism 
can be obtained from a modified second quantization (see 
(1. 4. 4»; one must interpret the annihilation operator for 
negative frequency states as an antiparticle creation 
operator, and normal order the resulting expressions. With 
the interpretation of anti-particles as negative frequency 
states advanced in the foregoing, and the form of the 
annihilation operator defined with respect to the natural 
complex structure, It Isobvious thatthe-standard-theory is-
a canonical second quantization performed with respect to 
the natural complex structure, normal ordered with respect 
to the particle complex structure. That is: 
The standard theory is a canonical second quantization 
defined with respect to J wi th Fock space 0 (M ), normal 
N N 
ordered-with respect to the action of the fields on OeM ). p 
On the other hand using the particle complex structure the 
negati ve frequency solutions are directly interpreted as 
positive energy antiparicles. The canonical second 
quantizaton using this complex structure should give us the 
standard theory directly. That is17: 
The standard theory is the canonical second quantization 
defined with respect to J with Fock space OeM ). p p 
The most direct way of establ ishing these claims is to 
derive expressions for the various kinematic observables of 
the free theory. This is quite easy to do; in the space 
available we shall only establish the implied equivalence of 
the two ways of setting up the theory. As expected, the 
equi valence wi 11 only apply to observables which do not 
connect positive and negative frequency states. 
in mind the Hilbert space of both positive and negative 
frequency solutions. 
17 
This statement is not true of 
defined in the standard formali sm, 










free case; we 
formulation in 
We treat the Dirac field first. The canonical second 
quanti zat ion dr p over Mp for such 0 bservab 1 es 
given by (cf. Eq. (56) (1.3.4»: 
r (X) = 1: a-(I/I )<1/1 ,XI/I~a(l/I) 
on M p is 
(61) 
p 1 j 1 1 j r j 18 
where {I/I} is an orthonormal basis in M, and X is the 
1 p 
self adjoint operator on M p which generates the unitary 
group l! on M corresponding to the generator X of the g p 
orthogonal group on M. On the other hand the normal ordered 
canonical second quantization over M will define the 
N 
observable: 
:dr (~): =:1: b-(I/I )<1/1 ,~I/I > b(1/I ): 
N I,J 1 1 j N j (62) 
where we must express the action of the b's on tl(M ) before p 
we can carry out the normal ordering. 
~he equivalence of the two expressions follows immediately. 
Using Eq. (48) we can write Eq.(62) as 
:drN(~):.=)': [a-(-"':)~(I/I;)<~;,x"I/I>N- a-(I/I~)a(I/I~)<I/I~,~I/I~>N] (63) 
1, j + 
because by assumption <1/1 ,XNI/I-> vanishes (note carefully 
1 j N 
the order of the indices i,j; the minus sign is due to the 
normal ordering). Since from Eq. (46): 
++ ++ - --
<1/1 ,1/1 I > N = <1/1 ,1/1 I > p' <1/1, 1/1 I > N = <1/1 I, 1/1 > p 
and from Eq. (36)we have that: 
~= -J J X N P , 
we conclude: 
<I/I-,~I/I-> = -<I/I-,XI/I-> 
1 j N j 1 P 
+,.,.N+ +J'+ 
<1/1 ,:.t 1/1 > = <1/1 ,:.t 1/1 > . 
1 j N 1 J p 
In this way we obtain: 
: dr (~): = 
N 
1: a (1/1 )a(1/I )<1/1 ,:.t 1/1 > [ - + + +J'+ I,J 1 j 1 J p 
that is, Eq. (61). 
(64) 
(65) 
For the complex scalar field, we have Eqs. (61) and (62) as 
above, but the normal ordering introduces no change of sign 
18 
The summation Is over both positive and negative frequency 
solutions, of course. 
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in the equation corresponding to Eq. (63). We do obtain the 
same interchange in the indices on the RHS of Eq. (63): 
: dr (~): = 
N (66) 
E [a-«(/)a(fP+)«/'~fP+> + a-(cp-)a(fP-)<fP-'~fP->] 
l,j 1 j 1 j N j 1 1 j N 
But now from a comparison of Eq. (31) with Eq. (34) we have: 
+ + <fP ,cp '> 
N 
+ + 
= <cp ,cp '> 
N 
<cp-,cp-'> = - <cp-' ,fP-> 
N P 
(67) 
and the second -of these cancels the change in sign of XN 
acting on the negative frequency states. That is: 
<cp-,~cp-> = <cp-,XfP-> 
i j N j i P 
+..,.N+ +.J>+ 
<fP ,~ cp > = <fP ,~ cp > 
i j N i j P 
(68) 




- + + +.J>+ E a (cp )a(fP )<cp ,~ fP > 
l,j 1 j 1 j P 
which is just the scalar version of Eq. (61). We have a very 
clear understanding of the fact that, whereas in both 
bosonic and fermionic theories the negat i ve energy states 
are reinterpreted as positive energy states in exactly the 
same way (by the use of the "correct" complex structure), in 
the canonical second quantized theory the indefiniteness of 
the natural form <. ,.> introduces a sign change19 provided 
N 
in the fermionic theory by the use of anticommutators. We 
also see, that the normal ordering is essentially a device 
to correct for the "wrong" choice of complex structure. This 
is true for both the scalar and spin 112 fields; in the 
scalar case it is not quite so apparent. 
We now consider the number and charge operators. There is an 
interpretation of the number operator, which we have not as 
yet introduced, which is that the (total) number operator is 
the generator of (global) gauge transformations of the Fock 
19 







Indefiniteness in the 




of the field 
i-particle theory 
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in the context of 
field theory with 
is no contradiction 
energy and its 
(see the discussion 










transformations of the 
-
is defined by the unitary 
and hence has generator gi ven by the uni t operator on M 
P P 
-J aD P (strictly speaking, we should write Ua = e P ,with 0 the 
unit on M , in keeping with our notation XP, XN ). The number 
P 




vectors {I/J }, k = 1, .. , N wi th project ion operator 
k 
the second quantization of E(B)P, and E(B)P 
-J a generates the gauge transformations I/J ~ e P I/J on I/J E B, 
and the identity transformation on I/J E B (the orthogonal 




UB = e -JpaE(B~ 
e 
The second quantization can be written: 
dr (E(B)P) = N = E a*(1/J )<I/J ,E(B)PI/J > a(1/J ) (70) 
P B I,j I I j P j 
or when B is defined by the projection of test functions 
with support in S ~ ~4 (in which case it is no longer finite 
dimensional) 
NS = I a*(x)a(x) d4x. 
S 
(71) 
The integrand (the local number density operator) generates 
local gauge transformations in the Fock space20 . 
The total charge operator Q is, on the other hand, the 
generator of global gauge transformat ions with respect to 
the natural complex structure. All of the foregoing applies 
to the charge operator; in particular, the charge density 
operator is the generator of local gauge transformations in 
the Fock space (but with respect to the natural complex 
structure). Because of the relationship (Eq. (36)(1.3.4»: 
r(U)a(l/J)r(U)-l = a(UI/J) 
- * (and similarily for a and the b' s), and because for the 
20 
These remarks are for orientation only; I have not defined 
the point fields, nor shall I attempt to study the charge 
and number densities directly. 
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total number and charge operators U is given by 
multiplication by a complex number, we were able to write 
a(tJyJ) etc. in the two cases as in Eq. (41) et seq. (that is, 
using the appropriate (antl)linearity properties of the 
creation and annihilation operators). We now write the total 
operators explicitly; in terms of the natural complex 
structure, Q is the normal ordered second quantization of 
N the identity 0 on M, i. e. 
N 
Q = : dr( 0 N) : (72) 
N 
it is therefore (Eq. (36» also given by 
Q = dr (-J JON) 
P N P 





) = e . 
(73) 
In summary, the one-particle charge and number operators 
acting on MN are therefore -ON and -J J oP respectively. 
N p 
Acting on M they are -J J ON and oP respectively. Since the 
p P N 
canonical second quantization defined by the partiCle 
complex structure preserves positivity (which is destroyed 
by normal ordering with respect to some other complex 
structure) it is the number operator, and not the charge, 
which is positive definite. Using the natural complex 
structure, with no normal ordering, one would obtain the 
charge as positive definite and the number indefinite. 
We now consider charge conjugation. For the Dirac field, we 
may exploit the explicit form of the projection operators 
acting on the momentum space representation: 
p± = (m ± 7/J.P )/2m. (74) /J. 
We have not introduced the plane wave expansions in the 
present context; however we do not need them explicitly. It 
o Ot 0 11* 0 II is enough to recall that 7 =7 , 7 7r-"' 7 = 7r-"', and that 
t;'7~-1 = _7/J.t (Eqs. (60), (55), (57) of (1.4.4», together 
with the 1-particle charge conjugation operator: 
c Ot-[ : I/J ~ I/J = t;'7 I/J 
(Eq. (59), (1.4.4». From Eqs. (74), (39) we deduce that 
J = i7/J.p 1m 
P /J. c Ot-
so that (J I/J) = t;'7 J I/J = P P 
foregoing we conclude: 
i~ Ot (/J. ) *t Ot~-l./lc 
- t>7 7 P/J. 7 t> '1'. 
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From the 
(Jp~)c = -ib(l~P )tb-1~C = il~P ~c = J ~c 
~ ~ p 
so that ( is in fact linear with respect to the particle 
complex structure. It follows that in fact: 
( J (-1 = J . (75) 
p p 
Since further ( interchanges positive and negative frequency 
solutions we conlude that its canonical second quantization 
is what we previously referred to as ( (see (3.3.8)). That 
F 
is, since r (U)a(~)r (U) = a(U~) it follows that with U = [, p p 
r «() will interchange particle annihilation operators with p 
anti-particle annihilation operators (and likewise for the 
creation operators). Therefore 
[ = r (0. 
F P 
There is no longer any apparent contradiction between the 
anti-linearity of ( at the level of the fields, and its 
F 
linearity at. the level of the particle and anti-particle 
Hilbert spaces noted previously. Neither [ nor [ is 
F 
anti linear at either level. For the scalar case exactly the 
same conclusion holds; the charge conjugation is then just: 
(: rp ~ rp 
so that: 
Jrp ~ Jrp = irp+-irp- = -irp 
as required. 
. + 
+ lrp = Jrp 
Finally, we see that there is no longer any problem at the 
one-particle level with the charge-current vector. In the 
standard formalism the field counterpart changes sign due to 
the normal ordering21 ; using the particle complex structure 
we do not need to normal order and we must obtain the sign 
change at the level of/the i-particle theory. It is clear 
that we have problems using the natural complex stucture 
because the total charge operator is just ON; it is obvious 
that no change in sign IS possible under a unitary or 
anti-unitary transformation. On Mit is -iJ and we have p p 
from Eq. (75) that: 
-iJ ~ (-iJ )[-1 = i[(J )[-1 = iJ p p p p 
21 That is, for fermion fields. We have already noted that 
the normal ordering plays a more obvious role in correcting 
for the "wrong" complex structure in fermion theories. 
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Note that in M the (pos i tl. ve energy, negatl. ve frequency) 
p -
pos 1 tron states are the charge conjugate of the (pos 1 t i ve 
energy, positive frequency) electron states. In conventional 
accounts of the 1-particle theory, which considers M as the 
N 
Hilbert space, the (positive energy, positive frequecy) 
positron states are supposed to be the charge conjugate of 
the negative energy, negative frequency electron states. The 
latter are positive energy positron states in terms of J p ; 
taking their charge conjugate wi lIon the contrary give the 
electron states. 
In conclusion we see that we may obtain every field operator 
of the standard formalism which does not connect positive 
and negative frequency states (i.e. which does not lead to 
pair creation and annihilation) as the canonical second 
quantization of a 1-particle theory, with no additional 
assumptions foreign to the canonical theory of NRQM. 
Concerning the local correspondence that we have in NRQFT, 
see (3.4.12). 
3.4.10. Postscript: the Dirac negative energy sea. 
It is apparent that the hole theory, using the operators 
defined with respect to the natural complex structure and 
with the simple expedient of replacing the creation and 
annihilation 
• + -
a (I/J ) +a ('" ), 
• operators a ("'), a(l/J) by the 
+ .-
a('" )+a (I/J), and then normal 
operators 
ordering, 
precisely corrects for the use of the natural, rather than 
the particle, complex structure in the canonical second 
quantization. 
As we concluded in (1.4.4), we see that the hole theory is 
only used explicitly to motivate this replacement. The hole 
theory in its turn rests on a single assumpt ion: that the 
vacuum is the state with all negative frequency states 
occupied (the "negat i ve energy sea"). Since the complex 
structure directly defines the vacuum state it is no 
surprise that this amounts to a change in the definition of 
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the complex structure, that is the hole theory is a way of 
implementing the transition from the natural to the particle 
complex structures (the pre-hole theory vacuum is of course 
defined with respect to the natural complex structure). We 
may therefore say that the negative energy sea is what the 
usual Fock vacuum (the no-particle state) defined with 
respect to the particle complex structure looks like from 
the point of view of the no-particle state defined with 
respect to the natural complex structure. 
That the former (the no-particle state defined with respect 
to the particle complex structure) can be described 
specifically as the state with all negat i ve energy states 
occupied (from the point of the no-particle state defined 
with respect to the natural complex structure) is 
ill uminated by the following theorem 22 Consider finite a 
(even) dimensional real vector space V and define AP(V) as 
the space of all p-forms on V (that is, skew symmetric 
tensor products of i-forms on V). We introduce a complex 
structure J on V and define AP(V) similarily (note that 
J 
when V is infinite dimensional ts(V) can be defined as 
J 
e
oo AP(V ». Then it is a theorem that AP(V) is isomorphic p=o J J 
to An-p(V ), where n is the dimensionality of V (this is 
-J 
the complex version of the isomorphism between AP(V) and 
An-p(V) provided by the Hodge * operator). The significance 
of this result is that AO(V) is one dimensional, 
J 
representing the vacuum state with complex structure J; it 
is therefore isomorphic to An(V ), which is also 
-J 
one-dimensional (think of the uniqueness of the volume 
4-form on R4 ), which corresponds to the negative energy sea 
(all states occupied) defined with respect to the reversed 
complex structure -J. Consider V as the Hilbert space of 
J 
negative frequency states, with complex structure J given by 
mult ipl ication 
structure); then 
Hi 1 bert space 
22 
by -i (this is the particle complex 
V 1s the complex conjugate space, or the 
-J 
with complex structure -J given by 
The proof is quite stralghtfoward, proceeding from 
(5.5.120) and (4.2.82) of Llchnerowlcz [1976]. 
429 
multiplication by +i (the natural complex structure). In 
fact to make this argument precise we must take n as 
-
infinite, in which limit the theorem does not hold; this is 
connected wi th the fact that the Dirac negat i ve energy sea 
cannot be defined in Fock space (this vacuum, like the first 
Dirac vacuum discussed in (1.2.4), defines a non-Fock 
representation; see (3.5.1». 
The historical commentary on the hole theory (e. g. Pais 
[1986], Wightman [1972]) tends to the view that the theory 
cast in standard form (field theory + correct particle 
interpretation via the plane wave expansion + normal 
ordering), that is essentially following Heisenberg's 
treatment of [1934], is in all respects superior to the hole 
theory: 
The way was open to write the theory of electrons and 
positrons in a form completely symmetric under the 
exchange of particle and antiparticle, a form in which 
the infinite sea of negative energy electrons has 
vanished from the theory except as a poetic description 
of the prescription for forming the electromagnetic 
current ... the essential change in the formula for (the 
field) as compared with the pre-hole theory expression is 
the appearance ... of the pos i tron creat i on operator ... in 
the pre-hole theory expressions there would have been an 
annihilation operator for negative energy electrons. The 
prescription for the electric current referred to above 
is 
j~(x) = :~ r~~: (x) 
the subtracted term was thought of as the contribution 
from the negative energy sea. Today we have become 
reconciled to (such subtractions) .... 
The new way of looking at the Dirac equat ion did not 
arouse the widespread satisfaction one might have 
expected. Dirac himself was inclined to work directly 
with the infinite sea .... Pauli was dissatisfied with the 
prescriptions of hole theory, regarding them as ugly and 
artificial. He coined the derisory term "subtraction 
physics" to describe hole theory. With Weisskopf he 
developed a quantum field theory of a scalar field 
describing charged spin zero particles. It, like the hole 
theory, predicted such phenomena as pair production by an 
external field. For reasons that now appear a bit 
incomprehensible since, as Pauli himself showed, the 
theories can be constructed in parallel, he regarded the 
treatment of subtractions in the Pauli-Weisskopf theory 
as natural, and he dubbed it the anti-Dirac theory. 
Nevertheless, it was clear that a revolution had taken 
place. To describe the electron with full precision, one 
used the Dirac equation, but the Dirac equation for a 
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field. (Wightman [1972 p. 100-102]). 
I believe that the theory did not arouse "the widespread 
sat isfact ion one might have expected" because in the early 
30' s, but not subsequently, physicists were more concerned 
with the canonical structure of NRQM. I also believe that 
the present theory vindicates this concern: there are 
profound connections between the free field theory and the 
canonical second quantized theory, and the hole theory is a 
physical interpretation of the procedure by which one 
defines the physical fields as creation and annihilation 
operator with respect to the natural complex structure, 
whilst defining the particle interpretation by means of the 
particle complex structure. The theorem discussed above 
is what makes this· physical interpretat ion pOssi.ble, but 
there is no such theorem for the symmetric case. But one 
does Just the same thing in the bose theory, so one must 
consider this physical interpretation unsatisfactory. 
3.4.11. On linear interactions: heuristics. 
The physical fields (natural creation and annihilation 
operators) are what get coupled to external fields. At the 
same time, the natural complex structure is given by the 
classical field theory and is respected by the Lagrangian 
(in the sense that the interact ion Lagrangian is N-gauge 
invariant). And further, the classical interacting theory is 
covariant and local on spacetime and the fields are causal 
with respect to spacetime. The latter criterion excludes 
coupling to the particle creation and annihilation 
operators, for q-space is not a G-space for the ILG and the 
particle creation and annihilation operators are q-causal 
only, because J is non - c-local. p 
This is one reason for the gulf opened up between RQFT and 
NRQFT, for in the latter theory one couples directly to the 
particle creation and annihilation operators23 . What if one 
23 
Since this coupling Is bilinear In these operators no pair 
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abandons causality, and proceeds as in NRQFT? If in Eq. (61) 
the operator :IP connects positive and negative frequency 
states, we will obtain processes in which particles convert 
directly to antiparticles. The reason is obvious: the 
canonical theory will give us gauge invariance with respect 
to the particle complex structure (equivalently: bilinearity 
in particle creation and annihilation operators), and 
thereby ensure conservation of total particle number, but 
not the charge. 
It is important to emphasise that a general expression of 
the form: 
a·(~)<~,~~> a(~) p 
is not N-gauge invariant when ~ connects positive and 
negative frequency states; for then ( in the notation of 
Eq. (41» one has under J: i9 (and similarily for ~L ~ ~ e ~ N 
a part: 
• i8 + i8 + ..,.P i8 - i9 - • Jp8 + -Jp9 -
a (e ~ )<e ~,~ e ~ >pa(e ~ l = a (e ~) ~ aCe ~) = 
2i8 • + -
= e a (~ ) ~ a(~ ) 
. i8 + ..,.P i9 -(where I have wrItten ~ for <e ~,~ e ~ > ). All would be 
-2i8 +..,.P - p 
well if ~ reduced to e <~, ~ ~ >. However, this is not p 
generally true; whilst: 
<e i8m+ ei9,h-> = < Jp8 + Jp8,h-> = 
Y'" 't' P e ~ ,e 't' P 
-2i8 + -
e <~, ~ > 
P 
(recall that <.,.> is only sesquilinear with respect to 
P 
J), because~ connects positive and negative frequency 
P 
parts, it cannot commute with the complex structure J ; that 
P 
is e- iJp8 ~eiJp8 ¢ ~. 
We now see that there is another reason for the gulf between 
relativistic and non-relativistic quantum theory. For linear 
interactions of this kind, the canonical second quantization 
does not yield an N-gauge invariant theory. Indeed, just 
because it remains P-gauge invariant, it cannot also be 
N-gauge invariant. '" -gauge invariance means we must define 
the observables by bilinear expressions in the natural 
creation and annihilation processes are possible. If it were 
not bi I i near, the coupl i ng woul d not be P-gauge i nvar i ant. 
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creation and annihi lation operators. By exactly the same 
reasoning as above, it follows that such terms will not be 
P-gauge invariant. The theory conserves charge at the 
expense of particle number. For a linear perturbation ~ of 
this form, we find, when making the transition from Eq.(61) 
to Eq. (63), additional terms of the form: 
:dr (~): = l: [a·{,,/)a·(I/J-)<"/,~I/J-> - a(I/J-)a(I/J+)<I/J-,~I/J+>] 
N 1 J 1 IN 1 J 1 IN 
1 , J 
which represent pair creation and annihilation. When X and 
N 
to commute, one simultaneously learns that J fail p 
<.,.- X ".+> no longer vanishes and that 
'f'l' N'f' J N 
preserved by the evolution; the particle 
J p is no longer 
complex structure 
rotates. This is just the situation in which q-Iocal 
densities have no sensible physical interpretation, because 
the non-commutativity of X with J implies that X connects 
N P P 
positive and negative frequency solutions. 
On the other hand the natural complex structure commutes 
with every c-Iocal observable, and is itself c-Iocal. The 
theory developed in this way is covariant. The particle 
interpretation must still be defined by picking a particle 
complex structure, of course, but this will now vary with 
the time and the theory is not P-gauge invariant. 
In these two ways we have understood the meaning of the 
cri teria, establ ished in Section 3.3, that the physical 
fields must satisfy: covariance, c-causalHy, and N-gauge 
covariance. 
The explanation for the fact that only pair creation and 
annihilation processes are possible follows from N-gauge 
invariance and P-gauge non-invariance. The only way for 
particle number to change, with no change in the total 
charge, is through pair creation and annihilation. This 
heuristic is not perhaps as satisfactory as that of the hole 
theory, but has the virtue that it applies equally to the 
bosonic theory. 
It is perhaps the Stueckelberg-Feynamn interpretation which 
provides the clearest heuristic as to why only pair creation 
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and annihi lation processes are possible (namely that the 
number of particle world lines Is invariant and no world 
S' 
line terminates at a point; the reve1als in time correspond 
to pair creation and annihilation events). This 
interpretation is beyond the scope of this thesis, but the 
following observation appears fundamental: in interpreting 
ant iparticle states as negative frequency states evolving 
backwards in time, one is effectively reversing the Hilbert 
space complex structure for these states. There is therefore 
a close connection between the Stueckelberg-Feynamn 
interpretation and the present theory24. I suggest that the 
present theory is essentially the transcription of the 
Stueckelberg-Feynman theory into the canonical framework of 
NRQM, just as it is the transcription of the hole theory 
into the canonical framework. 
3.4.12 The local equivalence. 
e 
It is clear from the fotfgoing that the canonical second 
quantization of arbitrary multiplicative functions on 
spacetime do not have a sensible physical interpretation; 
there is no spacetime local correspondence. But we have 
already seen (3.3.7) that we can, and should (to define the 
Schrodinger construction of (1.3.3», formulate a local 
equivalence between q-local I-particle operators (that is 
finite polynomials in mult ipl icati ve and derivate 
transformations of functions on position space), and q-Iocal 
densi ties in the position space fields. We 
-1 (3.4.7» that the map f, g ~ Cf + iC g, 
now see (from 
-1 Cf-iC g = X, <: 
(describing a I-particle state X and the anti-particle state 
induces 25 a correspondence between operators on the 
position space Hilbert space (of pairs X,<:) and I-particle 










an expression of the Stueckelberg-Feynman 
present approach. I have not found it, 
not here attempt to define this correspondence 
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then 0 automatically commutes with J : p -ii;;. 
Further, by consideration of the inner product on position 
I 
space (Eq. (52) one expects that 0 cannot then connect 
particle to antiparticle states; it must correspond to an 
even operator on M (in the sense of Schrodinger). We suppose 
that such 0 can all be defined in terms of the commuting 
+ 
ring of P- (as a sub-algebra of B(M), the von Neumann 
+ + p + 
algebra {P-}' (where {P-} is the algebra generated by P-). 
+ 
By construct ion 0 in {P-} wi 11 satisfy the equivalence of 
+ Eqs. (61) and (62), but of course if O-are local in position 
space acting on L2, 0 acting on M will not be local (and p 
hence on M or M - these spaces are po i nt wi se the same). 
H 
Clearly we can write the canonical creation and annihilation 
operators on ~(M) as e.g. a(tp) : a(::d+- a«) so that the p 
second quantization dr (0) can be written as in Eq. (61) but p 
using the position space states, and in a suitable limit, 
+ 
when 0- are q-Iocal (1. e. local in their action on the 
-1 Cauchy data (Cf,C g)), in the form of Eq. (23) (1.3.3). Of 
course from the form of the inner product on position space 
we also know that the position space creation and 
annihilation operators will commute when the supports of 
-1 Cf,C g have vanishing intersection; they are therefore 
q-causal. Evidently we have an exact local equivalence 
(between the position space 1-particle theory and position 
space q-Iocal densities in the fields, as indicated by 
Eq. (43) (3.3.7»; the difference is we have a natural 
structure, relating the 1-particle system to the particle 
-anti-particle system, and characterising position space in 
terms of the representation of the Cauchy data for the 
system so that the complex structure acts locally. 
Automatically the inner product determining the 
(anti)commutators of the creation and annihilation operators 
become causal relative to this representation. 
The synthetic power of the present formalism is remarkable; 
and we may finally conclude that in this non-covariant sense 
(i.e. working throughout on position space) the relationship 
of RQFT to RQM is precisely the same as in the 
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non-relativistic theory, with a complete q-Iocal 
+ 
correspondence for all q-Iocal operators in {P-}'. We could 
at this stage attempt to introduce interactions by q::"local 
couplings of this form. 
Why would this theory be "wrong"? The answer can only be 
26 
such q-Iocal external potentials do not, in fact, exist . 
I have already discussed the implications for our view of 
what count as "true" locality and "true" local densities in 
the fields in (3.2.7) and (3.3.8). The c-Iocality, and 
N-gauge invariant densities, are the criteria used to define 
interactions; these desiderata make no sense from a purely 
particle point of view, where they appear as generators of 
transformations which violate P-gauge invariance and are 
highly non-local. From the point of view of the 
particle-antiparticle structure of the field this is the 
"true" nature of dynamics; presumably from the point of view 
of the charge, with no information on the 
particle-antiparticle content of the field, this evolution 







one can modi fy 
potentials which are 
reasonably 
particle 
wi th the 
the definition of the 
structure 
Hamil toni an) . 
(essentially 
In this 
so that it commutes 
the forgoing to quite a wide 
way one can generalize 
of time-independent class 





[1972] . In 
(c-number 
this sense the dynamics must be built 
quantization. Such theories 
that 
are called quasi-free, 
is plausible they describe the 
actual phenomenology of particle detection. 
27 
I would to indulge in the following speculation. 
Considering 
like 











transformations, one has a 
generator 






intuitive idea that the physical 











canonical second quantized theory set 
the 
to the 
up in way 
(without anywhere introducing 
structure) c-Iocally corresponds 
theory, with all the attendent 
states and indefinite norm. One 
particle complex 
covariant 1-particle 
problems of negative 
is tempted to consider 
energy 
that 
in some sense in relativity the concept of charge plays the 
role of the concept of particle and the concept of charge 
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3.4.13. Postscript: Non relativistic quantum field theory. 
We have left until: last the fundamental mathematical 
structure with which we began; the canonical theory of 
NRQFT. In thi9 theory recall that we begin from a i-particle 
aI\C\ \:;.heW\ 
theory,lform the Fock space and the canonical creation and 
annihilation operators, which in configuration space are the 
non-relativistic quantum fields. 
If instead we consider the Schrodinger equation as a 
classical field equation and develop its symplectic 
28 geometry , we would define a canonical Fock representat ion 
by finding a positive compatible complex structure with 
respect to which the Hamiltonian is postive. 
There is a natural complex structure present as in the 
relativistic theory (multiplication by 1). The Hamiltonian 
is positive with respect to this complex structure. It is 
moreover c-Iocal so that the inner product is c-local and 
the creation and annihilation operators, together with the 
Segal field, are c-causal. One could say, that the natural 
and particle complex structures coincide in the 












probabi 1 i ties 
but it is not 
with 
clear what should replace 
associated energy. We cannot have 
probabi Ii ties for fermions, because what should be the 
to energy density is indefinite. In some sense need 
interpret it as a charge-energy density, 







charge the potential energy density is indefinite 
density definite, whilst for bosons it is the other way 
particle rOWld. It is remarkable that 
interpretation on 
the two theor i es. 
this theory then 
A logical step at 
superposing 
restores the 






extend the present methods to supersymmetric theories. 
28 
The symplectic form w<4>,4>') !'J (4)4>' - - 3 is 4>4>' )dx. One can 
2 
also treat the same classical theory as a Cl1fford algebra; 





fields and the particle creation and annihilat10n operators 
vanishes in the non-relativist ic theory. In this situation, 
-
an N gauge invariant interact ion Lagrangian must be 
bilinear in the Hilbert space complex structure as well, so 
that no pair creation and annihilation processes are 
possible. The concepts of charge and particle number are 
thus identified (and the charge is Just a c-number multiple 
of the particle number; it has therefore only a single 
sign), and both densities are c-Iocal. The Born 
interpretation is covariant, because the natural complex 
structure is c-local. 
Incidentally, we have met another field theory where there 
is only a single complex structure present: that is, the 
real scalar field, where there is only the particle complex 
structure. n .. appe().rs. ~1nl\t:. a· it ~he rea ( tc.1\(ac -P\e.td 
vJ"'(..h \~ ~"e.. c..\"le(b a\'\a.I~gv~ e>f. f:;~e; .y1U'O- re\,-l-\v\ .. d:;i'c:. 
scat ac- f\ e.\cl . 
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3.5. Non-Fock Representations 
Even if the world is infinitely complex, so that 
every fact consists of infinitely many states of 
affairs and every state of affairs is composed of 
infinitely many objects, there would still have to 
be objects and states of affairs. 
L. Wit tgenstein 
3.5.1. Introduction. 
As we have remarked on several occasions, the Stone-von 
Neumann-Mackey uniqueness theorem does not apply to systems 
of infinitely many degrees of freedom. A quantum field is 
such a system; there are an uncountable infinity of 
inequivalent 
algebra. 
irreducible representations of the Weyl 
Since the inception of quantum field theory, however, the 
Fock-Cook representation formed the basis of all its 
physical applications1 ; effectively the theory was defined 
in terms of the Fock-Cook representation. Of course the 
particle point of view, according to which particles are 
considered the fundamental constituents of the world, makes 
this strategy very reasonable; the physical fields, to be 










of the representation 
functionals over 
Pauli [1928], cf. 
such as the 
in which the 
classical field 









(3.5.2)), and more recently the applications 
(Glauber [1963], Sudarshan [1963]), but in 
cases the unitary equivalence with the Fock-Cook 
representation was assumed. 
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3.3, are then convenient constructions for the introduction 
of interactions, and if there is any problem in fixing the 
particle representation of the fields it is because we are 
using too general a mathematical theory for their 
description. 
One finds very Ii ttle discusion of this issue; because of 
the formalist inclinations of the physics community, because 
of the overwhelming dominance of scattering phenomenology 
throughout most of the history of QFT, or because 
philosophical debate has been almost entirely confined to 
NRQM - for these and other reasons, al ternati ves were not 
explored, not even the issue: should RQFT be defined by the 
Fock representation? raised more than passing comment. 
Here is an example. In a slightly different context (the 
question of the logical necessity for quantizing the 
electromagnetic and gravitational field) Leon Rosenfeld, in 
a sharply worded note, declares: 
There is a further erroneous view to which misplaced 
emphasis on formal aspects of quantum theory has led, and 
which is so wide-spread that it has even (I am sorry to 
say) found expression in the incriminated introductory 
section of the textbook quoted at the beginning of this 
note (Henley and Thirring [1962]). It is there asserted 
that the wave functions associated with material particles 
represent "classical matter fields", and from this 
patent ly wrong statement it is then argued that these 
"matter fields" should also be quantized. Actually, as 
ought to be well known, the scheme of quantum mechanics 
(in any representation) constitutes a complete 
incorportation of the quantum postUlates in the 
description of the behaviour of material particles, and 
what is misleadingly called "second quantization" is 
nothing else than an equivalent formulation of this scheme 
with the help of convenient operators in a representation 
characterized by the choice of the numbers of particles in 
given individual states as variables. In particular, the 
commutation or anti-commutation relations satisfied by the 
annihilation and creation operators have nothing to do 
with the quantization of the field (they do not contain 
Planck's constant), but are just algebraic properties of 
these operators. (Rosenfeld [1963 p.355]). 
Rosenfeld, more than anyone else, should count as an expert 
on the logico-philosophical analysis of quantum field 
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2 theory. And that is all he had to say about it . 
On a purely particulate basis, the failure of the von 
Neumann uniqueness theorem can only come about if one 
assumes that one has an actual infinity of particles in the 
uni verse, for only in this way will one have an infinite 
number of degrees of freedom. This is not true of a quantum 
field theory, where the actual infinity of the degrees of 
freedom of the field need not be excited. 
Therefore the issue - is the standard formalism committed to 
the existence of quantum fields? - bears directly on the 
admissability of non-Fock representations, most particularly 
on the general realist philosophy that one never describes a 
literal infinity of particles. In this context there seem to 
be only 3 three ways of defending a purely particulate 
formulation of (interacting) RQFT: the first is to appeal to 
the Feynman theory, the second is to use the S-matrix 
theory, and the third is to establish that RQFT can be 
rigorously defined in Fock space, and conclude on the basis 
of Section 3.3 that one thereby reduces the theory to a 
modified canonical second quantization. Against the latter, 
we insist that if this is possible, one should be able 
to develop a non-trivial theory without the field concept, 
for the field is then relegated to an auxilliary 
calculational device. On the basis of what we know of this 
equivalence, and in view of the restriction of even the hole 
theory and the Feynman theory to pair creation and 
annihilation processes only, this prospect appears so remote 
for systems which undergo single creation and annihi lation 
events as to be pure fantasy. 
There is one class of physical systems which we have not 
2 
The inadequacy of 





and there seems 
3 







degrees of freedom. 
representation. 
also leads to 
string Is a 
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We mention in passing 
non-Fock representations, 
system of Infinitely many 
considered. Rosenfeld was not himself committed to the view 
that the radiation field, too, be fundamentally interpreted 
as a particle theory (cf., in this connection, his rider 
that the principles of quantum mechanics are sufficient for 
the description of material particles). There are a number 
of ways in which the radiation field is distinguished: 
because the photon is not-localizable, because photons are 
emmitted and absorbed singly, and because the field has a 
classical limit with a well-defined classically observable 
phenomenology. The first and third are of course related, 
whilst the second prohibits a particle interpretation along 
the lines of the Feynman theory or, on the basis of the 
foregoing, the canonical second quantization, and therefore 
of any known particle theory. In fact only the 
electromagnetic and the gravitational fields might, on this 
view, be considered appropriate-physical systems which might 
justifiedly be described by means of non-Fock 
representations. 
So much for a strict realist philosophy based on the 
particle concept. The pragmatic realism espoused by working 
physicists (from Monday to Friday, as it were), accepts the 
existence of a literal infinity of virtual particles, and 
indeed the standard working interpretation of QED describes 
the physical vacuum as such a system. In the actual practise 
of physics, therefore, and quite apart from one's views on 
the reality or otherwise of the field itself (that is to 
say, purely on the basis of this pragmatic particle 
interpretation), one cannot actually formulate this 
heuristic, nor the largely figurative mathematics of QED, in 
Fock space. On a somewhat different basis, but once again 
pragmatic in character, the description of thermodynamic 
propert ies of particle systems is most frequently achieved 
by the assumption that the number of particles is infinite. 
Here, in contrast to the foregoing, this assumption is 
considered an idealization, that is the philosophy is 
instrumentalist, and again in contrast to the foregoing, the 
resulting theory has been developed in a rigorous way. The 
failure of uniqueness for the representation theory has in 
this field been exploited. 
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There are two other ways in which one is forced to take 
seriously the existence of non-Fock representations. The 
first is in connection with spontaneous symmetry breaking, 
and more generally with the degeneracy of the physical 
vacuum, and the second is in connection with gravity. In 
view of the close connection between the particle concept 
and the existence of a global spacetime symmetry group, it 
is very clear that gravity will pose rather special 
difficulties to the construction of a Fock representation, 
whilst the concept of vacuum degeneracy cannot be defined in 
a Fock representation. 
In the next four sections we elaborate on the foregoing 
ideas, although because of their breadth and difficulty our 
treatment will be superficial, and four of the most 
important are ommitted altogether: spontaneous symmetry 
breaking, zero-mass fields, S-matrix theory, and the Feynman 
theory. There are important applications of non-Fock 
representations to the first of these; its ommision makes 
our survey incomplete as wel1. The last three bear on the 
question of whether we have to consider non-Fock 
representations at all: one for, and two against. Since 
present trends run counter to the S-matrix and Feynman 
theories, this neglect is at least in keeping with the 
times. 
In (3.5.2) the differences of field and particle systems, 
viewed as systems of infinitely many degrees of freedom, is 
discussed; in the process we shall see in a little more 
detail what is meant by the equivalence of field and 
particle theory. In (3.5.3) some historical background is 
provided on the early recognition of the relevance of 
inequivalent representations to quantum physics, and in 
(3.5.4) we consider the way in which the same problem was 
encountered in another branch of physics almost twenty years 
later, namely quantum gravity, specifically the free field 
theory on a classical curved background. The problem in this 
context 1s directly linked to the question of the existence 
of compatible positive complex structures on the solution 
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manifold of linear classical fields. 
Subsection (3.5.5) develops a br lef introduction to 
thermodynamic applications. The rest of this section 
develops a philosophical account of non-Fock representations 
of this kind, most particularly in application to the 
measurement problem. 
In this section we use natural units h = c = 1. 
3.5.2. Fields and particles; isomorphic representations 
and differences in interpretation. 
If one has a classical dynamical theory, then, in a way 
which is made precise by the geometric quantization, one 
knows intuitively what the Hilbert space of the 
corresponding quantum theory is going to be, and at least 
for the kinematic observables one can define a class of 
operators which generate the associated one-parameter 
groups. The Hilbert space is, roughly speaking, a space of 
well-behaved functions on a subspace of the classical phase 
2 
space (by we II-behaved we mean an L space wi th respect to 
some measure, and the subspace in question has half the 
dimensionality of the classical phase space), or else it is 
a space of entire functions on the classical phase space, 
defined with respect to a suitable complex structure. 
In (3.4.2) we developed a field quantization using the 
latter of these two strategies; we also indicated how this 
quantization may be effected for the 1-dimensional simple 
harmonic osci llator. The Fock representation in particular 
was introduced, from a purely field theoretic point of view, 
through a power series expansion of the entire functions on 
the classical phase space, equipped with a suitable complex 
structure. We now consider once more the interpretation of 
the Fock representation within field theory, from the point 
of view of understanding better the circumstance, that 
whereas from the field point of view one has a system of 
infinitely many degrees of freedom, from the particle point 
of view arbitrary states always have finite particle number 
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in the Fock representation. We are no longer concerned with 
specific details of any particular field theory; what 
follows is quite general. 
To this end we consider once more the physical 
interpretation, that the field is an infinite collection of 
harmonic oscillators, that the particle interpretation comes 
about because each of these oscillators, when quantized, may 
only take on discrete energies, and that their excitation 
number determines the number of particles present in that 
state (i.e. as defined by the frequency of the oscillator). 
However this time we shall not use the holomorphic 
representation, in which the states of the quantum field are 
entire functions on the classical solution manifold. Our 
discussion in (3.4.2) on this was entirely heuristic: in 
finite dimensions (that is, with the elements of the 
classical solution manifold replaced by vectors in a finite 
dimensional complex vector space V) such an entire function 
can be written as a Taylor series; each term in the 
polynomial is a product of the form (cf. Eq. (8), (3.4.2)) 
nab c C Z Z ... z (1) 
ab .•• c 
in which za is the ath component of z with respect to a 
symplectic frame on the finite dimensional vector space V, 
and en is a complex constant symmetric in a, b, ... ,c. 
ab ... c 
Since each z e V is supposed to define an element of the 
classical solution manifold, the field many-particle 
equivalence rests on the correspondence between elements of 
the classical solution manifold, equipped with the particle 
complex structure, and quantum one-particle states. Particle 
identity here follows as a consequence of the fact that the 
n-particle component of an arbitrary state must be of the 
form Eq. (1), in which the order of the z's has no meaning. 
Elegant though this formulation be, the physical intuition, 
the picture of the field as an infinite collection of 
harmonic oscillators (each of which defines a set of 
particles, the number of which corresponds to the excitation 
level of the oscillator) lies obscured in the choice of a 
symplectic basis for V, whilst the quantization of each such 
oscillator is implicit (and hence not clearly distinguished) 
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in the use of entire functions on V. We may proceed 
different ly; we can begin ab initio with the field as an 
-
infinite collection of quantized 1-dimensional harmonic 
oscillators, and obtain the Fock representation from the 
Hilbert space of this system. This heuristic stems from 
Debye [1910] and the approach to QFT of (1.1.4). 
We begin from the canonical 2 L representation for the 
one-dimensional harmonic oscillator, that is the Hilbert 
2 
space b = L (~, d~). The state space of the field viewed as 
an infinite collection of such oscillators is then of the 
form H = Q®b® ... ®b® .... which for Lebesgue measure would lead 
to the limit, as n ~ 00, of the Hilbert space L2(~n, dxn). 
Unfortunately there is no Lebesgue measure in this limit; 
for this reason we must choose some other measure which 
makes sense on the space ~n in the limit n ~ 00, which is 
to say we must work wi th a measure which goes over to a 
measure on what becomes essentially a function space. 
This problem has long been of interest wi thin probabi li ty 
theory, most specifically in connection with Brownian motion 
and the general theory of random processes. It also arises 
in quantum physics through the Feynman path-integral 
formulation; the strategy which has proved most fertile 
there, and which leads to essentially a theory of random 
processes, is the replacement of the time parameter by a 
pure imaginary parameter (the Wick rotation), which in the 
one-particle non-relativistic case converts the Schrodinger 
equation into the Fourier equation of heat conduction 
(Nelson [1964]). A similar strategy in the relativistic case 
leads directly to the Euclidean QFT of Symanzik [1964], 
Nelson [1973] and others (see Simon [1974] for a general 
review) . 
The essential point in the present context is an early 
inSight of Segal [1954], that initiated the development of 
this connection between quantum theory and probability 
theory, namely that that the Fock space represent at ions 
correspond specifically to Gaussian ~ measures __ ,_ ~n an 
'QrcJ. ~~uc.b'j b:> \,;>8\1.fs.a" ".~ V~i'.'8Io\e.s: 
underlying function space (namely Wiener measure): In these 
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circumstances the free boson theory is essent ially 
equi valent to a species of classical stochastic processes, 
and such field theories are in a certain sense embedded in 
classical statistical mechanics. 
It should be clear that there are profound and far-reaching 
consequences of the use of Gaussian measures at this point 
of our construction, but for now we can make their 
introduction appear quite innocuous by the observation that 
L 2(1R, dll) and L 2(1R, dil') are isomorphic when Il and Il' are 
mutually equivalent (i.e. have the same null sets) and if dll 
is dx then dil' = 4J(x)dx is mutually equivalent if 4J is 
nowhere zero. For convenience we choose the Gaussian measure 
-x
2 /2 dil' = e dx. The function 
2 
"'( ) _ 1 -x 14 
¥' x -..fiT{ e 
is the ground state in H = L2(IR,dx) with zero eigenvalue for 
the Hamiltonian 
H = (p2+q2)/2 - 1/2 
(in which the zero-point energy is subtracted). If we define 
the isomorphism U:H ~ H' by 
(U~)(x) = ~(x)I4J(x) 
we see that the ground state in the uni tari ly equivalent 
Hilbert space W = L2(IR,dll / ) = L2(1R,14J1 2dx) is defined by 
4J/(X) = 1. The operator q is unchanged in this new 
representation if it is multiplicative on H. 
In this form the heuristic discussion which follows may be 
d · . th l' ·t th 1"'1 2ndxn rna e rIgorous; In e ImI n ~ IX) e measure ¥  
becomes the Weiner measure. 
It is an elementary fact that the Hermite polynomials H (x) 
n 
form an orthonormal basis for the space H = L2(1R, 14J1 2dx) 
(hereafter we drop the primes); in particular for any ~ E H 
we can write 
~ = ~o + ~1 + 
where ~ = c H, c E C. Each H spans the symmetrized 
n n n 
subspace (C® ... ®C) of C~ and in this way we can regard H as 
5 




a remarkable property of Fock space that one has : 
Theorem 3.5.1 
t)S(1t1 ) ® t)s(1t2 ) ~ t)s(1t1f) 1t2 ) 
(proof: Segal and Goodman [1965]). 
2 
from which it follows that, explicitly, L2(1R, e -x 12dx ) ® 
212 (;n 
® L2(1R, e-x dx) (n times in all) is isomorphic to e 
= (; f) (;n @ «(;n® (;n) f).... • In particular as n ~ !XI the 
S 
Hilbert space of the quantum field, regarded as an inifinite 
collection of harmonic oscillators, becomes isomorphic to 
the Fock space over the 1-particle Hilbert space. If the 
limit is not reached we have an isomorphism with the Fock 
space over a finite dimensional Hilbert space. Of course the 
CCR's cannot be represented in such a space; from the 
material of Sections 2.4, 3.1 we know that this corresponds 
to the fact that the spacetime group is non-compact, so that 
it is only when the collection of oscillators is a literal 
infinity that we can recover a (reducible) representation of 
the spacetime group on each n-particle subspace. 
We conclude that the meaning of the infinity of degrees of 
freedom, which in one sense has the same consequences in 
both field and particle theories (the inequivalence of 
representations), nevertheless is attatched to different 
features of the respective mathematical structures that are 
used: on the one hand, the cardinal i ty of the number of 
harmonic osci llators determines the dimensional ity of the 
Hilbert space of the states of the particles, whereas the 
cardinali ty of the number of part icles is associated wi th 
(although it does not of course completely determine) the 
total energy of the collection of oscillatorss . 
4 
We remarked 
Eq. (28); it 
space used in 
on this property 
also underlies the 
Section 3.3, of the 
of Fock space in 
equivalence of the 




wi th the 
Hilbert space t)(K) used in Section 3.4. See fn.l (3.4.1). 
5 
And bearing in mind the point above, even more obliquely 
requires that the number of oscillators be infinite, in the 
sense that one could not find any equivalence with a finite 
set of harmonic oscillators if one begins from a particle 
theory with an infinite dimensional space of states. 
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The infinity of the number of harmonic oscillators is of 
course connected with the fundamental intuitions as to what 
a classical field is; namely that a classical field admits 
an arbitrarily chosen set of Cauchy data over at least 
compact subsets of 3-dimensional space. In fact it is when 
this Cauchy data is extremely simple, from a set-theoretic 
point of view, for example when the field is everywhere zero 
except in a connected regions where it is constant, that the 
approximation to the field configuration yielded by any 
finite Fourier series is most unsatisfactory. 
In this way it may be that in a certain sense the approach 
to the limit of infinite degrees of freedom ensures the same 
thing: from both field and particle viewpoints, that the 
system is described to an arbitrarily high degree of 
different iat ion, both wi th respect to the Cauchy data and 
the subsequent evolution of the system. But if one tries to 
make more precise this idea of differentiation, one is led 
to slightly different intuitions. In the particle case this 
differentiation concerns most specifically the non-compact 
boosts and translation sub-groups, the fact that they are 
continuous and extend to infinity; whereas in a field 
theory, that the Cauchy data for the time-zero field can be 
specified arbitrarily. This is most easily seen when one 
considers how to approximate sharp boundaries by a sequence 
of periodic functions, but in fact however severe the 
smoothness requirements on a function space one has an 
infinity of basis vectors (whenever a basis can be defined). 
There are various ways in which one would like to generalize 
this discussion; for example, the interpretation of the 
field as an infinite collection of harmonic osci llators is 
obviously too restrictive (and in this respect we differ 
most emphatically from the recent suggestions of Teller 
[1989]) and the failure of the superposition prin~ciple for 
the classical non-linear fields makes it altogether unclear 
whether we can even begin to formulate the field - particle 
equivalence along the lines above. We shall not try to say 
anything very accurate about the non-linear case (ct. Segal 
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[1964], [1967b], [1970]) but a first step is to formulate 
the state space of the quantum field more directly in terms 
of field configurations rather than normal modes. In fact, 
with only a little more sophistication in the use of 
probability theory on function spaces, one can show a 
general equivalence of the Fock space with a Hilbert space 
2 
which is an L space of maps from functionals of the 
classical field configurations to the reals, that is of the 
2 d form L (!fl (IR ), dJl), where !f' is the dual to the Schwarz 
space of functions on IRd , and where Jl is Nt\s~~ measure. The 
appearance here of the dual to a pre-Hilbert function space 
is mathematically motivated; the idea first appeared in 
unpublished work of von Neumann in the mid 1930's, who 
constructed a Gaussian measure over such a space and showed 
that it is countably additive on the dual space. The theory 
first appeared in the literature in Friedrichs [1953], and 
in a complete form in Segal [1956 a,b]. 
From the point of view of the geometric quantization this 
Hilbert space does not appear very natural; when, however, !f 
is completed in a Hilbertian norm and appropriately 
complexified !f and !fl become isomorphic and this Hilbert 
space is canonical in the sense that we have an L2 space of 
functions on the classical configuration space of the field. 
However, more generally, and if one pursues the heurist ic 
offered by the deep connections with the classical theory of 
stochastic fields, the use of an L2 space of functions on 
distributions provides more leverage on the interacting case 
(but with non-Gaussian measure) and permits states of the 
field which are much more singular; in the path integral 
terminology !f' is naturally identified with the "path 
history" space of a classical stochastic field. In classical 
probabil i ty theory indeed this history space was defined 
set-theoretically with really only enough structure to carry 
a cr-algebra of subsets; the gradual realization that one 
lo.:ses essentially nothing by restricting the measure to a 
much smaller space marked some of the fundamental 
developments in the subject. 
Despite the interest of these ideas our sights are set at a 
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lower level; we shall content ourselves with the observation 
that the Hilbert spaces of this form provide the 
representation in which the field is "diagonalized ", at 
least in the linear case. We may represent this situation in 
a heuristic way in terms of the Hilbert space of functionals 
of the classical field configurations, ~ = L2(Q,d~), so that 
for the canonically conjugate quantum fields ~,R and with ~ 
e ~, qJ e Q: 
(~(x)~)(qJ) = qJ(x)~(qJ) 
(R(X)~)(qJ) = -ih ~~(qJ)/~(qJ(x)) 
where the functional differentiation on the RHS of the 
second of these equations may be defined in a formal sense 
(we shall not attempt to give a precise definition). As 
emphasised by Isham [1915], Glimm and Jaffe [1912], and many 
others, this representation is the field equivalent of the 
Schrodinger represent at ion; the uni tary equivalence of the 
representation thus defined on the Hilbert space ~ with the 
Fock representation of the fields, that exists in the free 
field case, may be called the mathematical expression of the 
field - many-particle equivalence. The general idea - that 
the natural state space for a quantum field is a space of 
functionals of the field configurations - was explicit in 
Jordan and Pauli [1928], as we remarked in (1.4.4). 
In our view the question of the general validity of this 
equivalence is the same thing as the question: to what 
extent do the non-Fock representations (that certainly exist 
within field theory) have applications in physics? It must 
be acknowledged, however, that non-Fock representations are 
frequently interpreted (and indeed constructed) in particle 
terms, that is as a sort of limit of Fock representations, 
most specifically as representations in which the number of 
particles is infinite. As is clear from the foregoing, as 
long as we proceed from a particle viewpoint, this is the 
only meaning which can be attatched to non-Fock 
representations (it is only in this way that one obtains an 
infinity of degrees of freedom). In most of the applications 
that we shall consider (in stat ist ical mechanics and the 
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measurement problem) not only is this heuristic almost 
universal, but also other physical quantities which are 
independent of the particle concept (most particularly the 
total energy) are not defined, and are considered infinite. 
Therefore there is a very definite sense in which one can 
insist that such representations are idealizations, from 
field or particle viewpoints, and that if these 
idealizations have utility in physical applications, that is 
only to show that the idealization of a system as consisting 
of an infinite number of particles is utile in these 
applications. One concludes nothing about the field 
many-particle equivalence. 
In the sense of Redhead [1983], [1988], we may interpret the 
"under-determination" of quantum field theory, with respect 
to a field or particle ontology, in terms of the physical 
appl icabi 1 i ty of non-Fock representat ions, because a 
particle interpretation of a quantum field theory is -the 
same thing as defining a Fock representation for that 
theory. We are now talking about a particle interpretation 
for a theory which is apparently an idealization; the 
particle number is infinite, so the representation is 
non-Fock, but this is precisely wherein the idealization 
consists. There are so many philosophical questions raised 
at this point that for the moment we shall only list them: 
1. Redhead and others consider primarily perturbation theory 
in QED. Here too one has an infinity of particles (virtual 
particles) but this is not normally considered to imply that 
the theory is an unphysical idealization of the world. 
2. There may exist non-Fock representations with physical 
applications which are not unphysical in any obvious sense 
(other that they are non-Fock!) and may not be defined as 
any limit of Fock representations. 
3. An idealization is the less innocuous when it can be 
relaxed without deep modifications of the underlying 
mathematical model; but the existence of inequivalent 
represent at ions depends cri t ically on the ideal izat ion of 
infinite particle number, from the particle viewpoint. 
4. The non-existence of an operator in a representation does 
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not necessarily imply that the physical quantity associated 
with that operator (if it can be so associated) is infinite. 
5. On the basis of the philosophy of Section 2.2 (which is 
partly convent ionalist) the idealizations of infinite 
part icle number or total energy may st ill refer to the 
world, as mediated by the descriptions which we wish to 
formulate of the world. 
6. Even if there exists a corrupt particle interpretation of 
a representation, there may exist a field interpretation 
which is superior, either intuitively or heuristically or 
both. 
Broadly speaking, we shall elaborate on (1) and (2) in 
(3.5.3) and (3.5.4) respectively, but the remaining 
questions shall be approached from many different points of 
view; they constitute the basic theme thereafter. 
3.5.3. Haag's theorem. 
The excessive reliance of philosophical commentary on 
perturbation theory in QED is only partly excused by the 
parallel dominance of perturbation theory in physics over 
the last half century. It is only in the last decade or so 
that the dominance of scattering theory has receded, 
essentially having proved a failure in hadron physics in the 
middle energy regime. But if the dominant phi losophy of 
practicing physicists is mathematical opportunism, that of 
philosophers is traditionally inclined to rigour. 
Perturbation theory in QED is essentially a collection of 
rules which allow one to unambiguously extract numerical 
values, but otherwise devoid of any rigorous mathematical 
meaning. That remains the case in spite of more than thirty 
years of intensive effort on the part of a dedicated 
community of mathematicians, for even the simplest 
non-linear models. The recent indications that A</>4 has a 
trivial S-matrix in four space-time dimensions, and probably 
QED also (unless embedded in a grand unified theory), leave 
one in an unprecedented situation in physics, in which one 
might hope to make mat he mat ical sense of a complete or at 
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least much more complete theory, but cannot make 
mathematical sense of a simple model, unless the model is 
almost trivial. 
One rigorous insight into the existence of divergences in 
pert urbat ion theory, most specifically by the use of the 
interaction picture, was developed early in the constructive 
theory of quantum fields and in fact fueled the development 
of the algebraic approach. The starting point was the 
analysis of Van Hove [1951] of a wide variety of 
bose-fermion interactions which showed that neither the 
total energy H, nor the interaction Hamiltonian H , could be 
I 
defined as operators on the Fock space ~ of the free fields, 
and likewise that for any vector ~ E ~, neither H~, nor HI~' 
belong to R By an ironic coincidence, the result of more 
than two decades of work into perturbation theory led to the 
first rigorous proof of the inconsistency of the basic 
method used, in the same year that Dyson establ ished the 
formal agreement of the Tomonaga and Schwinger 
renormalization schemes. Penetrat ion into the physics 
literature took many years; for the most part, the attitude 
widely shared by the physics community in the early 60's was 
that Van Hove's arguments were already understood and were 
adequately dealt with in perturbation theory6. 
More accurately, Van Hove did not quite produce a rigorous 
argument; that was to come for only one of the interactions 
which he considered in [1951], namely the model, due to 
Wentzel [1949 Sec.7] of the Yukawa theory, in which the 
meson field is treated as a c-number external potential with 
classical t i me- independent source distribution p(x) 
("recoilless nucleons"). In Van Hove [1952] he gave a 
complete solution to this problem in the physically and 
mathematically interesting case of a point source; this 
model and Van Hove's analysis was subsequently studied and 
improved upon by a number of authors, including Friedrichs 
6 Obviously this response does not really make 
further comment see below; more charitably, one 
that most physicists believed the difficulty 





[1953 Part III], and Schweber [1961 Sec. 12a]; for a clear 
and simple discussion of this model, and further references, 
we refer to Emch [1972 Sec.1.1e]. 
Van Hove also establ ished that if one assumes that there 
exist stationary states of the full Hamiltonian in the more 
realistic model of two interacting quantum fields, then 
exactly the same result follows: neither the full nor the 
interact ing Hami ltonian exist as operators on the Hilbert 
space of the free fields, and either applied to a vector in 
the free representation yields a vector which is not 
contained in this representation. This argument was 
elaborated by Haag and others under more general assumptions 
and now consi tutes what is known as Haag's theorem (Haag 
[1955], streater and Wightman [1964], Streit [1968]). There 
are in fact several related theorems, which can be stated in 
different ways; we state the theorem using the material of 
(2.4.9) and Section 2.3, which must be supplemented with a 
further concept, that of an invariant mean over a group. 
This idea is intuit i ve enough; if we have a group G which 
• acts automorphically on a C -algebra sa as 0::: sa ~ sa, geG, 
9 
and 6 is the set of states, then g ~ <~; 0:: [A]> for each ~ 
9 
e 6, A e sa is a complex valued, continuous, bounded function 
on G and one might hope to make sense of the average value 
of such a function as g ranges over the whole of G. To do so 
we actually need the second of the two classes of operator 
algebras determined by groups, as defined by Segal in Segal 
[1951] (ct. (2.5.8)); the set of all such functions on G can 
• be made naturally into a C -algebra (f f (g) = f (g)f (g), 
1 2 1 2 
• f (g) = f(g), If I = sup If(g) P with identity (e(g) = 0 geG 
for all geG), which we denote A(G), and moreover G has a 
natural left (right) action by • automorphisms on A(G): 
(h.f)(g) = f(hg) (respectively (f.h)(g) = f(gh)). A state of 
A(G) (denote 6A(G) which is left and right invariant is 
called an invariant mean. Every compact, locally compact 
group, and , every abelian locally compact group, admits 
an invariant mean (in particular {\(){\- CoMpaCt. 
semisimple .. pocall y compact group 
(therefore not the Lorentz 
inhomogeneous) . 
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the Euclidean group); no 
admi ts an invariant mean 
group, homogeneous or 
I. 
Consider now an (abstract) Weyl system (W,6) over a 
symplectic manifold M; a Fock representation is assured if 
there exists a state ~ in 6 with the properties of a vacuum 
(we then define the Fock representation by the GNS 
representation generated by ~). So far we have defined the 
vacuum state by means of propert ies abstracted from the 
Fock-Cook representation, and then found to be sufficient 
properties: for example,the invariance under the space-time 
group, the requirement that the generator of time evolutions 
has positive spectrum on X~, and the existence of a number 
operator which has positive spectrum on X~; or the 
invariance of the state under all "one-particle" unitary 
transformations, when the representation is derived from a 
positive compatible complex structure, together wi th 
positivity of the energy. In formulating Haag's theorem, we 
want the weakest possible characterization of the vacuum. 
Following Streit [1968] and Emch [1972] we say that an 
arbri trary state ~ E 6 is l)-clustering with respect to an 
invariant mean l)E6A(G) if 
l)<~; a [A]B> = l)<~; a [A]><~;B> for all A,B E W 
9 9 
(note that a is here the assumed action of G on W, not on 
A(G), and that we regard <~;a [A]> etc. as a function of g, 
9 
say f(g); then T/<~;a [A]> is more propertly written <l);f>, 
9 
that is the expectation value of f E A(G) with respect to T/ 
E 6 A(G) ). 
This assumption is weaker but closely associated with the 
clustering properties of the Fock-Cook vacuum and holds in 
all the standard theories; for ~ E 6 which is also 
G-invariant (so that ~ E 6G in the notation of (2.5.2» ~ is 
l)-clustering if 
T/<~; a [A]B> = <~;A><~;B> 
9 
that is, if the vacuum expectation values of the product of 
two local fields decouples when averaged over all 
G-transformations of one of the fields. When G is the 
spacial translation group we have a reasonably clear a 
priori basis for this assumption. We may now state Haag's 
theorem, when G is this group: 
456 
Theorem 3.5.2 
Let new) be a representation of the Weyl system W, 6 over a 
symplectic manifold M, with cyclic vector t/J e 1f; suppose 
n 
that the state f~ e 6 corresponding to t/J 1s G-1nvar1ant and 
~-cluster1ng, and that there exists a Fock representation n' 
of W with vacuum C, which also exists as a vector in 1f ; 
n 
then if M is infinite dimensional C = A~ where IAI = 1. 
(for proof see e.g. Emch [1972 Th.III.1.8]; the main burden 
of the proof is to show that t/J is the only G-invariant 
vector state in 1f
n
. The fact that fC is also G-invariant is 
straightfoward. ) 
This theorem clearly prohibits the physical vacuum (which is 
supposed to be G-invariant and ~-clustering) and the "bare" 
vacuum (the no-particle state, which is also G-invariant and 
~-clustering but which is defined with respect to some Fock 
representation as the no-particle state) from existing as diS'h'l\c.t-
vector states in a _Hilbert space on which t/J is cyclic. 
Vacuum polarization cannot occur. 
There is also a theorem which generalizes Van Hove's 
observation that the interaction Hamiltonian cannot exist as 
an operator on the same represent at ion space as the free 
Hamiltonian. This needs the slightly stronger condition that 
G is ~-abelian. and we refer to the literature for details 
of this concept and the precise formulation of this theorem. 
A heuristic formulation is as follows: if at any time the 
interaction Hamiltonian is unitarily equivalent to the free 
Hami ltonian, then it is unitarily equivalent to the free 
Hamiltonian at all times. Consequently the S-matrix is 
unitarily equivalent to the identity at all times. 
Haag's theorem does not mean that an interacting field 
cannot be asymptotically free; however it prohibits the use 
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fails for systems 
only does the 
Their "sol ution", 
the Tamm-Dancof scat tedng theory and Dyson's use of the 
interaction picture. As a result the entire edifice of 
traditional perturbation theory fails, and there is no doubt 
that some of the divergences characteristic of the theory 
stem from these difficult ies (cf. Emch [ 1972 p. 27] ) . 
Streater has remarked, that Haag's theorem "is one of the 
most widely misunderstood results of the subJect" (Streater 
[1975 p.796]). By the early 60's, at any rate, the 
significance of this theorem was not properly understood, 
not even by the experts. We refer to the exchanges between 
such notables as Gunnar Kallen, Werner Heisenberg, Arthur 
Wightman, Leon Van Hove, and Y. Nambu (and in the presence 
of Eugene Wigner and Paul Dirac amongst others), on the 
proper interpretation of Haag's theorem at the 1961 Solvay 
lectures: 
W.Heisenberg: In connection with the so"':called "theorem of 
Haag" I would I ike to point out, that its content should 
be well known already from conventional quantum mechanics. 
If one compares, e.g. the state of a ferromagnet where the 
total magnetic moment has the direction of the z-axis and 
another state with a slightly different direction of the 
total mangetic moment, these two states will always be 
completely orthogonal to each other, if we have to do with 
an infini te :ferromagnet ... therefore ... one must be careful 
not to write down relations between matrix elements in 
which both sides of the equation are trivially 
zero .... such an error might occur in perturbation theory 
or in the old Tamm-Dancoff method, where one starts with 
the "bare" vacuum; it ought however not to occur in the 
new Tamm-Dancoff method, where one starts from the real 
vacuum ... 
G. Kallen: I agree very much that the theorem discovered 
by Van Hove and Friedrichs and usually referred to as the 
"Haag theorem" is really of a very trivial nature and it 
does not mean that the eigenvalues of a Hamiltonian never 
exist or anything that fundamental ... however I do think 
that this theorem does show that the old fashioned 
Tamm-Dancoff method is essent ially not bet ter than 
perturbation theory and I do not bel ieve that the new 
Tamm-Dancoff method is so much better. The fundamental 
difficulty is that a finite amount of probability (one) 
has to be divided between so many states that each state 
gets essentially zero probability. This problem remains 
also in the new Tamm-Dancoff method. 
A. Wightman: ... the significance which one attaches to 
Haag's theorem depends on one's attitude towards a model 
such as He it ler' s. On the one hand, one can regard this 
model as a short hand for the investigation of the 
numerical effect of cut-offs in the perturbation series of 
to postulate the exl.stence of U(t), Is absurd. 
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a relativistic theory. Then mathematical questions about 
the exact spectrum of the model are quite irrelevant. On 
the other hand, one can take the Hamiltonian of the model 
really seriously .... in this case, it seems to me that 
Haag's theorem is distinctly non-trivial. It says that to 
make physical sense of the Hamiltonian one must insert not 
the familiar representation of the annihilation and 
creation operators but one of the strange representations. 
L. Van Hove: I would like to make a few remarks on the 
question of the expansion (of the interacting states in 
terms of the free states) ... the formal difficulties 
connected with this expansion originate from the fact that 
all (the matrix elements) become zero in a realistic 
situation. This can be due to two completely different 
causes which should be sharply distinguished. 
In the case of an interaction modifying the physical 
system over the whole of space ... (the matrix elements) are 
zero because of the infinite extension of space: this is 
seen by enclosing the system in a finite volume V, 
calculating (the matrix elements) for V finite and 
noticing that for V ~ m (they) go to zero ... this 
si tuation holds even in a field theory with cut off, we 
know how to handle it and it is not connected with the 
real difficulties of field theory (nevertheless Haag's 
theorem, if I understand it correctly, refers to this 
situation and is therefore, I think, of little direct 
relevance to the basic difficulties of field theory). 
The second case where one knows that (all the matrix 
elements tend to zero) in the case of point particles 
interacting with a quantized field, the interaction acts 
in a limited region of space only ..... 
Y.Nambu: '" . but perhaps we should keep in mind the 
possi bi I i ty that Haag's phenomenon can arise from two 
different physical reasons, namely the continuous nature 
of space time and the practically infinite volume of the 
universe. (Stoops [1962 p.169-173]). 
There can be no question of resolving the questions raised 
by this exchange in this thesis. However, we remark that 
Heisenberg's comment is wholly inappropriate, insofar as the 
"conventional quantum mechanics" he appeals to is already a 
non-Fock representation, and that with respect to Van Hove's 
remark, even if we do know how to deal with the infra-red 
di vergences in formal terms this does not mean we do not 
learn something important about the appropriate rigorous 
mathematical formulation of the problem. 
What is now generally agreed (cf. Streater [1975]) is that 
there are a variety of methods which can be used to 
circumvent the difficulties of Haag's theorem in the 
scattering problem (but not where there are bound states) 
which do not explicitly address the problem of determining 
the physically correct representation (the Haag scattering 
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theory or the LSZ theory in particular). In these theories 
whi 1st one can define an S-matrix the evolution cannot be 
il\ I;'he ~t." rep("Ue",t;a~i~ 
represented unitarilY;' on the other hand, it may still be 
defined as a continuous group of automorphisms of the 
algebra (Guenin [ 1966] , Segal [1967a] , Glimm and Jaffe 
[1972]) . Further, it is still possible to represent the 
physical field and its asymptotic limits as t ~ ± 00 (in 
which the field becomes free) on the same Hilbert space, 
although they are not related by any unitary transformation. 
Finally, the assumption of asymptotic completeness is not 
directly prohibited by Haag's theorem (i.e. + that 1f '" 1r 
where 1f is the Hilbert space of the interacting fields, and 
+ 1f- the asymptot ically free I imi t ing states), so that the 
interacting states can consistently be regarded as unitarily 
related to the asymptotic states, or equivalently every 
state in 1f can be interpreted as a superposition of 
asymptotically free states. 
However, this possibility does not vitiate the virtual 
particle interpretation of the interacting field derived 
from the traditional perturbation theory; it only means we 
can define the state of the interacting field in terms of a 
superposition of mass-shell (i.e. real, not virtual) 
particles (precisely that superposition which eventually 
evolves out of, or into, the interacting state). The virtual 
particle interpretation is one formal aspect of perturbation 
theory which is definitely undermined by Haag's theorem; 
quite apart from metaphysical questions as to the validity 
of the particle concept, when superpositions of states of 
different numbers of particles are permitted (Weingard 
[1988], Teller [1988])8, the reality of virtual particles 
8 
Obviously I do not share their qualms; superpositions of 
in any quantum f'ield theory, 
In the Fock representation, which 
as the bedrock of' what I t means 
this sort are possible 
including the f'ree theory, 
I have consistently regarded 
to give a particle 
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rests on a demonstrably inconsistent formalism. 
One final point: the strange representations to which 
\J~" a.Ily' 
Wightman refers, and which aretdemanaed if we are to define 
the Hilbert space of the interacting theory, are not 
non-Fock representations. As we indicated in (2.5.9) a Fock 
representation is uniquely defined by the generating 
functional 
f/J ( f) = e -I f 12/2 
F 
where f eM. Only the imaginary part of the norm on M is 
J J 
determined by the symplectic form on M; the real part (which 
2 
enters into the exponent If I ) depends on the choice of 
complex structure on M. There are an infinity of 
inequivalent Fock representations, with different real parts 
to the inner product <. ,.> that we must define on M. Haag's 
J 
theorem but indicates the need, which we have already 
referred to (3.4.11), of "fine-tuning" the representation to 
the interaction considered. We now turn to non-Fock 
representations proper. 
3.5.4. The Fulling pathology. 
The problems of quantizing a classical mechanical theory in 
an arbitrary co-ordinate system are well known; the 
geometric quantization was developed partly to eliminate the 
formal dependence of the known quantization schemes on 
Cartesian co-ordinates. These difficulties are even more 
accute in quantum field theory; the discovery, due to 
Stephen Fulling, that a "na'ive" application of the 
quantization of the free scalar field in 2 spacetime 
dimensions (expansion into normal modes, and then replacing 
the amplitudes by creation and annihilation operators) leads 
to a completely different particle interpretation for the 
theory when Rindler co-ordinates are used, initiated a 
revival of interest in this problem. In the following years 
a number of fundamental insights were obtained on some old 
problems, such as the dependence of the particle concept on 
a global spacetime symmetry group, and the Casimir effect, 
as well as altogether new ideas such as Hawking radiation 
and the observer dependence of the part icle content of a 
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fixed region of spacetime. 
The connection between these ideas goes something as 
follows. Rindler co-ordinates are defined on only part of 
(two dimensional) Hinkowski space (fig. (3.5.1», as is 
obvious from their definition: Rindler coordinates z,v, 0 < 
z < m , v e R are defined by: 
t = z sinh v , x = z cosh v. 
Correspondingly the quantization in these co-ordinates is 
essentially a quantization on a manifold with boundary. The 
conventional formulation of this problem is, of course, to 
impose boundary conditions on the states, and it was in this 
way that Cassimir was led to evaluate the energy density of 
t 
Fig. 3.5.1 
an electromagnetic field in its ground state between two 
infini te conducting sheets (Casimir [ 1948] ). The 
(experimentally confirmed) force on the conductors which is 
theoretically predicted is in some sense evidence that the 
ground state differs from the Fock vacuum. This suspicion is 
confirmed by Fulling's discovery, that the vacuum state 
defined as the no-particle state in Rindler co-ordinates 
differs from the usual Fock vacuum, and in fact contains a 
thermal distribution of particles with respect to the usual 
Fock vacuum. 
In his first publication on this effect Full ing ([ 1973]) 
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enti tIed his paper "Nonuniqueness of Canonical Field 
Quantization in Riemannian Space-Time", reflecting his 
belief that the obvious physical desideratum picking out the 
"true" vacuum - that is, whether there does, or does not, 
exist a physical boundary the presence of which leads to 
unambiguous observable effects (as in the Casimir effect) -
is not in general available for physically more realistic 
spacetimes, in which the metric is not stationary (i.e. does 
not admit an everywhere timelike Killing vector field). In 
Fulling's masterful 1 account of the general situation most 
of the basic themes which have subsequently been explored 
were spelled out: 
Completeness of the spacetime manifold - if there are no 
physical boundaries to spacetime, a quantization scheme must 
al ways be defined on all of spacetime - in the Schwarzchild 
case, for example, this means that the usual co-ordinates 
(with a fictitious singularity at the Schwarzchild radius) 
are unsuitable for a quantization scheme, since they would 
correspond to a physical barrier (perfectly reflecting 
sphere) at the Swarzchild radius (Duetsch and Candelas 
[1979]) . 
The particle concepti local properties are defined by 
global considerations evidently the particle 
interpretation of a quantum field is determined by 
topological features of the manifold; for another example, 
quantization in a box with periodic boundary conditions 
defines a different vacuum from the usual one. 
Distinguished co-ordinate systems different ways of 
slicing a manifold into "space" and "time" result in 
different quantizations (in Wheeler terminology: physical 
the 
intuition tells us that juniverse is a vast haystack of 
particle paths, but the theoretical apparatus presently 
available to us forces us to treat the universe as a stack 
of automobile fenders. ) 
Possible superiority of local (field) observables - even in 
favorable cases (static and stationary spacetimes) the 
unambiguous objects in the theory may be local functions of 
the fields; one must dispense wi th the particle 
interpretation of a theory. 
463 
To these ideas we may add: 
Observer-dependence of the particle concept - any given 
Lorentz frame is "natural" for an observer at rest in that 
frame (kinematic interpretation of symmetry, cf. (2.5.2»; 
correspondingly at least some non-inertial co-ordinate 
systems are natural for non-geodesic observers (dynamical 
interpretation of symmetry), and the use of such 
co-ordinates in a quantization scheme may yield a particle 
interpretation which corresponds to the objective particle 
phenomena apparent to such an observer (the Unruh effect, 
Unruh [1974], Sciama, Candelas and Deutsch [1981], Birrel 
and Davies [1982], Davies [1984]). 
Quantization on tangent spaces in view of these 
_difficulties, and to circumvent the apparent dependence of a 
part icle interpretat ion on global propert ies of the 
spacetime manifold, one should perhaps define a particle 
interpretation on the tangent space at points of spacetime; 
each tangent space to a (pseudo-Riemannian) manifold is 
Lorentzian, and one may attempt to associate the 
inhomogeneous Lorentz group to the tangent space so that the 
translations correspond to infinitesimal displacements in 
the tangent space (Martellini [1982]). 
Each one of these ideas has generated controversy; what 
\A 
little concensus there is centres on the fo~th, as a 
positive strategy for those field observables which do not 
depend on normal ordering for their definition (obviously 
normal ordering depends on the correct definition of the 
creation and annihilation operators, and therefore on the 
particle interpretation of the theory). See, for example, 
Fulling [1983], [1984]. In addition phenomena such as 
Hawking radiation which c.an be. 
described in terms of the difference between the vacuum 
defined by Schwarzchild co-ordinates, and the Fock vacuum 
defined by Cartesian co-ordinates, is held with a measure of 
confidence by cosomologists not least because of its elegant 
formulation in terms of classical thermodynamics (Bekenstein 
[ 1973], [19831.), i-I"\cl \-\- aw lcttl~ ~ (l:) rl ~ i "al ana 'y S"'.r c~ 
\;:-he ~Cl)~ of ~k\,.r c.o\l'1lPtE (l-\aw\alll r\Q7+J). 
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In this situation, and in the limited space avai lable, we 
shall only describe the connection with complex structures 
as formulated in the previous section. As commented by 
Fulling ([1973]) the canonical quantization on a manifold 
with stat ic metric (where one has a global Killing vector 
field) makes critical use of the Killing vector in defining 
creation and annihilation operators (as positive and 
negati ve frequency parts of the field). According to the 
theory of Section 3.4, however, the creation and 
annihilation operators are defined by the complex structure 
J on the classical solution manifold via Eq. (3)(3.4.2): 
a(~) = ~ (A(~) + iA(J~)) 
a·(~) = ~ (A(~) -iA(J~)) 
(we shall consider only the real scalar field). For the 
particle complex structure, the two methods amount to the 
same thing; the definition of J depends on the unambiguous 
decomposition of classical field solutions into positive and 
negative frequency solutions. 
The usual (Minkowski space) method of defining decomposition 
that is by use of the Fourier transform can be 
generalized to just this: a static spacetime, in which there 
exists a global timelike Killing vector field which is 
everywhere orthogonal to a family of spacelike 
hypersurfaces. The dependence of the decomposition on global 
+ properties of the spacetime (the non-local dependence of ~-
on ~ is only one aspect of this) makes clear the sense in 
which the particle interpretation (and thereby the particle 
concept) is partly determined by the structure of the 
spacetime at infinity. However counter-intuitive9 the idea, 
from a field point of view the particle content on a 
spacelike hypersurface cannot be defined by information 
pertaining so~ly to that hypersurface10 . 
9 




know how to define the particle concept in the 
a global symmetry group, which leads to a simllar 
1°0 ne might wonder what a more precise definition of this 
woul d it appl y 1 f one formul ates statement woul d amount to 
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We recall (3.4.3) that we suppose M (as a real vector space) 
comes equipped with a symplectic form W which defines the 
imaginary part of the Hermitian inner product <"'>J on MJ 
(independent of the complex structure J). The choice of J 
determines the real part of <.,. > J' One circumstance in 
which the real part of <({I, ({I' > J' ({I, ({I' EMS;; M
J 
has obvious 
physical significance is when ({I' = H({I (it is then the 
expectation value of the energy); H also depends on J (H is 
that operator on which generates the unitary 
transformation on M J corresponding to the evolution on M), 
specifically H determines the Schrodinger equation 
(Eq. (35)(3.4.4): 
H({I = J(lt ({I) 
(we have replaced the partial time deri vat i ve of ({I by its 
Lie derivative along the time-like vector field defined by 
the Killing vector field on spacetime). Therefore we obtain: 
<({I,H({I>J = w('llJ',IH({I) - iW«({I,H({I) = w«({I,lt({l) - iW«({I,Jlt({l). 
For the real field the second term on the RHS is always pure 
imaginary; since the first term on the RHS is independent of 
J we see that the positivity of the energy, which 
distinguished the particle from the natural complex 
structure for the complex scalar field, has here no bearing 
on the choice of J. In fact the requirement that the 
expectation value of the energy be real is the only 
constraint, and demands that: 
w«({I,Jl ({I) = 0 
t 
It is a theorem (Ashtekar and Magnon [1975]) that this 
constraint uniquely determines the complex structure J for 
an arbitrary static spacetime. In fact, these authors were 
able to show that this is true even for stationary 
spacetimes, that is, where there exists an everywhere 
timel ike Ki 11 ing vector field (but where it is not 
necessarily orthogonal 
hypersurfaces) . 
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Ashtekar and Magnon formulated this theorem in terms of 
one expression of the field - many-particle equivalence. In 
the quantization of Section 3.4 for linear fields, a 
classical field solution is at the same time a (not 
necessarily normalized) element of the one-particle subspace 
of the Fock space and further, the energy of the field in 
this configuration is equal to the energy of this 
one-particle state: i.e. one has: 
<'11, Hrp> = J T tadSb (2) 
J ab 
where T is the stress-energy tensor, and t a a unit time-like 
vector; the integral is over a spacelike Cauchy surface. For 
the real scalar field the postulate that Eq. (2) holds 
imposes no further constraint on J than that H is hermitian 
(j.e. the constraint on the real part, that w(rp,ft: '11) = 
J T tadSb is automaticall v satisfied in this case). This 
ab ' 07 
is no longer true for the complex scalar field (although it 
is equivalent to the condition that the expectation value of 
the Hamiltonian is positive definite). However, and unlike 
the physically transparent condition that the Hamiltonian be 
e.s.a. and positive, this condition makes no sense in the 
non-linear case, where it can only be formulated in an 
asymptot ic way (and this is fraught wi th difficult ies in 
non-trivial spacetimes). 
We conclude that the moral of the study of free field theory 










is stati onary, or 
(optimistically) when this condition holds asymptotically so 
that the particle flux at infinity can be defined; the many 
fascinating and philosophically fundamental questions that 
are raised, most particularly the possible 
observer-dependence of particle phenomenology, require a 
much more comprehensive treatment. In these circumstances we 
shall not attempt a superficial commentary. We refer instead 
to the literature: apart from the citations above, see Isham 
[1975], Hawking [1975], Unruh [1976], Davies and Full ing 
[ 1977a, b), Gi bbons [1979], Lapedes [1978], de Wi t t [1979], 
Deutsch and Najmi [1983], and Hinton [1983]. 
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11 3.5.5. Thermodynamics and statistical mechanics . 
The most developed theory of non-Fock representations is to 
be found in the study and definition of the thermodynamic 
limit, under the (usually explicit) proviso that the 
represent at ions constructed for this purpose are 
non-physical in this central respect: the size, mass, and 
particle number of such models are all infinite. We shall 
first briefly describe some of the basic ideas of these 
appl ications; in the following sections we shall consider 
their interpretation more deeply. 
The basic ideas are well illustrated in the Araki and Woods 
[1963] model of the infinite bose gas, one of the first 
applications of non-Fock representations to physics. These 
authors sought an infinite-volume finite density model; the 
first point is that obviously the density of a gas must be 
zero in any Fock representation for infinite volume, because 
Fock space contains only finite-particle arbitrary states, 
and the number of part icles for finite density must be 
infinite. Of course, the time-honoured strategy is to 
calculate everything that one wants to know in a fini te 
volume, and then let this volume tend to infinity (and the 
number of particles also) whilst keeping the density 
constant, to obtain the limiting thermodynamic behaviour of 
the system. The key insight of Araki and Woods was that the 
density operator, if it exists, must be a constant in any 
given representation. In an irreducible representation it is 
easy to see this from a straightfoward calculation of the 
infinite volume limit of the commutator of a bounded 
function of the density operator with an arbitrary element 
W(q:» of the Weyl algebra; this commuator vanishes in the 
limit, so that the density operator must lie in the 
commutant of the Weyl algebra. In particular, in an 
irreducible representation the commutant is trivial and the 
density operator must then be a multiple of the identity. In 
the Fock case, since this representation is irreducible, its 
11 
With minor modifications the rest of the material in this 
section is contained in Saunders [1988]. 
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value can be calculated on any state, in particular the 
vacuum, where of course its value is zero as expected. 
It actually follows that the density must be a constant on 
any cyclic representation, with a value given by its 
expectation value on the cyclic vector. We now note that 
although the Fock representation does not contain arbitrary 
infinite particle states we can still use this 
representation to define states of this character; one 
defines a finite density functional ~F v on 
, 




conditions on the boundary of the volume V), which generates 
a finite-volume Fock representation, and then lets V tend to 
infinity. Both ~ and its infinite volume limit ~ are 
F,V F 
states in 6; the latter defines a new representation by the 
GNS construction, which, as Araki and Woods showed, 
describes a system of infinite volume and finite density. 
They also found that the density operator always lies in the 
centre of the resulting representations. This being so, it 
may be considered a classical observable, in the sense of 
(2.3.5). 
This strategy for defining non-Fock representations for the 
infinite-volume limit is quite general; one must start with 
the finite volume system in the Fock representation, pick a 
state which is in some way typical of any finite sub-volume 
of the infinite system one wants to describe, allow the 
volume to go to infinity to arrive at a new state (which 
will not lie in the original Hilbert space), and then use 
this state to define a new representation. We shall speak of 
such representations as thermodynamic or collective 
representations. In general the states which one arrives at 
in this way are not pure, so that one ends up with reducible 
representations. One might expect this to be so, because 
appl ication of elements of the algebra to vectors in the 
Hilbert space of the Fock representation result in a change 
in particle number; on this intuition, and since an infinite 
system of non-zero density cannot be affected by any finite 
change in particle number, there should be some degeneracy 
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12 present to reflect this fact . 
Araki and Woods also extended their analysis to the finite 
temperature case with and without macroscopic occupation of 
the ground state; the general feature seems to be that 
intensive properties such as entropy density, chemical 
potential, temperature, and density are uniquely associated 
with a representation. Significant results have also been 
obtained in connection with the Bardeen, Cooper, and 
Schrieffer model of superconductivity (BCS model; see 
Schrieffer [1964], Haag [1962], and Jelinek [1968]) and for 
a class of Weiss models for ferro- and antiferromagnetism 
(Emch and Knopps [1970]). In all these cases the states 
which generate these equilibrium representations satisfy the 
KMS condition (after Kubo [1957] and Martin and Schwinger 
[1959]), first formulated as a boundary condition on the 
analytic behaviour of thermal Green's functions. 
This condition arises naturally as an equilibrium condition, 
as can be seen from the following argument: consider the 
Gibbs state for a finite volume system p = e-~H/Tr[e-~H] at 
a temperature ~=lIkT wi th Hami I tonian 
automorphic time evolution a one has: 
t 
Tr[e-~HelHtA e-iHtB] 
<p; a [A]B> = 
t Tr[ e -~H] 
= 
Tr[e -~~ et(t+i~)H A e -t(t+l~)H] 
Tr[e -~H] = <p; 
In particular for B=1 and analytically 
imaginary time, one sees that p must be 
H' , under the 
Ba ~[A]> t+l 
continuing to 
time-invariant. 
Quite generally, any state p statisfying <p; a [A]B> = 
t 
<p;Ba alA]> is called a KMS state for the temperature ~; t+i,... 
this condition is called the KMS condition. It can be shown 
that a Gibbs ensemble of a finite system with temperature ~ 
and chemical potential ~ for a finite system satisfies the 
KMS condition as the volume tends to infinity (wi th ~,~ 
fixed) if the infinite volume limit of the local densities 
12 
Note that the particle number Is not defined In non-Fock 
representations. 
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exists. The group of automorphisms with respect to which the 
generating state is KMS may be identified with the abelian 
Lie group of time translations and gauge transformations 
(one for each species of particle); see Haag et al [1967]. 
On the other hand, any time-invariant state which is stable 
with respect to local perturbations is KMS with respect to 
such a symmetry group (Haag and Trych-Pohlmeyer [1974]). The 
one exception is when the state is a ground state. This is a 
limiting case of a KMS state, and remarkably (Kastler and 
Takesaki [1979]) the KMS condition there goes over to the 
positivity of the spectrum of the Hamiltonian (and the 
limiting KMS state may be identified with the vacuum). 
The KMS states are the most important state-based 
characterization of the classical properties of a system; 
such observables may also be characterized directly, and we 
conclude with two methods for doing this. The first 
explici tly emphasises the intuit i ve notion of a classical 
observable as the mean value of some microsopically defined 
observable. There are many ways of doing this, but a general 
formulation may be defined when a symmetry group G is 
present: consider again an invariant mean ~ (as defined in 
(3.5.3)); ~ defines a natural mapping ~: A --7 A from A to 
~ •• its double dual A by ~<<fJ; a [A]> = <<fJ; A > such that 
9 ~ •• 
a [A ] = A (here a is the extension of a to A ). For each 
9 ~ ~ 
A E A, we may think of A 
~ 
as the mean of A over G. We shall 
call such observables global observables. That a global 
observable is classical follows if we can show that A 
~ 
commutes with all elements of A. This is plausible when G is 
the group of space-translations; the fact that A is the 
algebra of local observables together with microcausali ty 
appear intuitively to demand commutati vi ty. However, this 
property does not follow merely from the definition of A : 
~ 
in fact, it cannot even be formulated as it stands, because 
A wi 11 not in general exist in A. Instead one must go to 
~ 
the uni veral representation n of A as operators in 1{. One 
u u 
may then postulate that ~ is a map from n (A) --7 n (A)' {'\ 
u u 
n (A)". A closely related condition, which avoids the 
u 
introduction of the univeral representation, is that for all 
<fJ E 6, and all A,B E A, one has: 
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~<¢;a [A]B-Ba [A]> = 0 
9 9 
When this condition holds the system (A,6,G,~) is said to be 
~-asymptotically abelian (Doplicher et al [1969]); for 
further discussion, and several related conditions, see Emch 
[1972 2. 2d]). 
The other formulation of the idea of a classical observable 
that we shall consider is due to Lanford and Ruelle [1969]. 
Consider again the construction of the quasi-local algebra 
(2.5.3); for each open bounded region B in spacetime 
(denote the set of all such ~) let A(B ) be the quasi-local 
algebra generated by all A(D), De ~ with Brill = fZJ. For any 
representation n of A the von Neumann algebra f = 
n 
~ n(A(B )" is called the algebra of observables at 
iO£ini ty in the representation n. It automatically follows 
that f ~ n(A)'n n(A)" so that an observable at infinity is 
n 
classical. 
3.5.6. Theory of measurement: general theory. 
In what follows we shall frequently speak of macroscopic 
observables; these are observables, in the widest sense of 
the term (i. e. not necessarily self adjoint elements in a 
• C -algebra), which we suppose figure directly in our 
experience of the world, and which therefore ought to be 
classically described. We suppose that the basic problem of 
measurement theory is to show that such observables are 
indeed classical; from the preceding remarks we see that at 
least some macroscopic observables (the density of an 
infini te gas, for example), are classical, because they 
appear as c-numbers associated with thermodynamic or 
collective representations. This fact opens the way to an 
approach to measurement theory on the basic philosophy that 
a measurement process always arises as a collective or 
thermodynamic phenomenon (and, more generally, that 
classical or directly observable phenomena always have this 
character). The simplest and most telling argument here is 
that such processes are always irreversible. 
This emphasis, on the irreversible character of measurement, 
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is equally a feature of the Copenhagen interpretation and 
its subjectivist elaborations; what distinguishes the 
present approach is that one is able to show that properties 
defined in the thermodynamic limit are truly classical in 
the probabilistic behaviour as a purely mathematical 
consequence of quantum theory. 
The measurement problem is, however, specifically a realist 
issue. It will not be solved until one provides an analysis 
free of any critical dependence on unphysical idealizations. 
In the present context that means relaxing the thermodynamic 
limit: what then emerges is that there is a precise parallel 
between thermodynamic behaviour and classical behaviour; 
both must be understood as idealizations. 
The first task, however, is to understand the positive 
contribution of the present approach to the measurement 
problem. It will be important in what follows to distinguish 
the states in 6 which are given as vector states ~ e ~ in a 
1l 
representation n; any such ~ defines a state in 6 which we 
shall denote j (~) (where there is no ambiguity we may 
1l 
denote this state j(~». The central fact to be exploited is 
that not all the states in 6 arise in this way (nor as 
convex sums of the form a j(~ )+a j(~ )+ ... with ae IR, L a 
1 1 2 2 1 1 
= 1, which correspond to the density matrices on ~). The 
n 
states in 6 which can be obtained in this way we denote 
6 ; another set of states which we shall need is the set j(nl 
of all states on ll(A), which is itself a (concrete) 
• C -algebra. We denote this set 6 . 
1l 
Recall that the essential difficulty in measurement theory 
is to describe the transition j(A+~: + A_~~) ~ IA+12j(~:) 
+ IAJ2j(~~), A± e C, IA+12+IAJ 2 = 1, that must surely be 
effected in a simple two-valued measurement M with final 
state j(~:) corresponding to the possible experimental 
outcomes. The fundamental problem is most succinctly 
expressed in the Schrodinger cat paradox. Classical 
properties are invariably subject to an ignorance 
interpretation of probability; that is to say, it must make 
sense to assume, at any instant, that they have some 
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definite (if unknown) value. This interpretation of coherent 
superpositions is known to be untenable; from the analysis 
(Section 2.2) of propositional systems which admit coherent 
superpositions, we know that their lattice of propositions 
must be non-Boolean. We have therefore arrived at the 
classic measurement problem: how to effect the transition 
from coherent superpositions to incoherent mixtures. A less 
widely appreciated problem also arises: how to show that the 
resulting mixtures (convex sums of states) determine a 
unique classical probabi I i ty theory over the experimental 
outcomes (see below). 
The expectation value of some observable A e A" (the algebra 
of observables associated with the system plus measurement 
apparatus) in the coherent superposition j(A I/J" + A I/J") 
+ + - -
differs from that in the incoherent mixture by cross terms 
of the form I(A I/J",AA 1/J")1 2 , where (. ,.) is the inner 
+ + --
product on the representation space R This leads to the 
idea that if all such cross-terms vanish for the macroscopic 
observables of a system, then the foregoing difficulties do 
not arise, because this description will then be equivalent 
to the description of the system as in an incoherent 
mixture, with respect to all macroscopic observables. 
This idea plays a central role in the Daneri, Prosperi, and 
Loinger (DLP) theory of measurement (Daneri et al [1962]), 
where the macroscopic observables are those which do not 
induce transitions between states belonging to distinct 
"channels" of the measurement apparatus. These observables 
are typically time-averaged (Heisenberg picture) 
observables. A similar idea underlies Jauch's ([1964]) use 
of the partial trace to reduce pure states (of the composite 
system) to mixtures (with respect to the macroscopic -
actually all - observables of the measuring instrument). 
In the present theory one can go much further, with no 
appeal to time-averages or conditionalization over the 
states of the microscopic system. It is a remarkable fact 
that in the algebraic approach one can actually show that 
not only do cross sterms vanish for a large class of 
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macroscopic observables, but for the whole algebra of 
observables. To understand this result, we need the notion 
of disjolntness. Consider any faithful representation n of a 
• C -algebra A, so that vectors 4>,4> in 1f determine pure 
1 2 n 
states J(4)l)' J(4)2) in 6 and their associated GNS 
representations n, n are irreducible. Obviously each of 
1 2 
these representations is unitarily equivalent to some 
sub-representation of n (the restriction of n to some stable 
subspace in 1fn' namely that on which 4>1' 4>2 respectively are 
cyclic. Will they be unitarily equivalent to each other? The 
answer is affirmative if for some A e A, (4)l,n(A)4>2)1f ~ O. 
n 
Any two states w, w 
1 2 
e 6 are said to be disjoint when no 
sub-represent at ion of n 
w 
1 
is uni tari ly equivalent to any 




w are disjoint if and only if for every representation n 
2 
such that there exist ,I. ,I. e 
""1' ""2 
1,2, and for every A e A one has 
that no finite-dimensional Weyl 
states. 
1f with w = j(l/Jl)' 1 = 
n 1 
(1/J1,n(A)1/J2)1f = O.Note also 
n 
system possesses disjoint 
As we have seen «3.5.5» macroscopically distinguishable 
irreducible representations are unitarily inequivalent, 
hence their states are disjoint. The fact that such states 
differ in the expectation values of macroscopic observables 
alone is enough to ensure that all cross-terms vanish for 
every A e A, so that no observable whatever can distinguish 
0-
their coherent superposit~n from their incoherent mixture. 
This is just what is needed to make sense of an ignorance 
interpretation of microphysical probabilities; a definite 
(if unknown) event occurs on the microscopic scale precisely 
when the component states which enter into a coherent 
superposition evolve into disjoint states (because of some 
coupl ing with a measurement instrument) . Indeed, any 
macroscopic event (whether or not a measurement) should be 
described in this way, so that quite generally it is from 
the transition to disjoint states that the probabilistic 
nature of classical experience is to derive. 
In this connection, a cautionary note: in general an 
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-. 
incoherent mixture of states does not admit an ignorance 
interpretation of probability. This fact is intimately 
linked to the possibility of forming the coherent 
superposition of states which enter into the convex sum of 
the mixed state. In this way the component states which 
enter into a convex sum are not uniquely defined. What is 
required is that the component states form a simplex 
(Choquet and Meyer [1963]). The set of states, even pure 
• states, on a C -algebra is much too large. 
In general we must deal with reducible representations. An 
important class of representat ions - which are "almost" 
irreducible are the primary representations (i.e. such that 
n(A) I I is a ~11.(...~"'; states which generate primary 
representations are called primary). It is a simple theorem 
(Hepp [1972]) that primary states which differ on global 
densities are disjoint. The importance of primary 
representations is this: they are associated with pure 
thermodynamic phases (Emch and Knopps [1970]). In 
particular, extremal KMS states are primary. These are the 
extremals of the convex set of KMS states at a given 
temperature; their interpretation as pure thermodynamic 
phases was first proposed by Ruelle ([1965]), who also 
showed (Ruelle [1967], [1969]) that these are the only 
equilibrium states which are dispersion free on global 
densities (see also Sewell [1986 Sec.4.4., App.B] for an 
extension of this result). As such they must yield distinct 
values to such observables and hence are also disjoint. 
Moreover, they form a simplex (Emch [1972 Th. 2. 2.15], and 
KMS states for different temperatures are also disjoint 
(Takesaki [1970]). 
These results are about as good as one could hope for; the 
KMS condition is defined relative to a symmetry group on the 
quantum system (3.5.5) and there are good reasons to believe 
this condition is ultimately a consequence of locality and 
an ergodic property of the symmetry group (Kastler and 
Takesaki [ 1982] ) ; in thi s sense the DPL theory of 
measurement is not so far removed from the present theory, 
except in the important respect that spa,tial averages, _ not 
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time averages, play the central rOle. Summarizing the DPL 
theory, Prosperi has declared: 
In conclusion the possibility seems to exist of getting 
out of the paradoxes connected with the occurrence of 
interference terms among macroscopically distinguishable 
states, assuming that physical observables uncompatible 
wi th the macroscopic quant it ies or at least wi th some 
pri vileged set of such quanti ties do not exi st. Since 
however the idea that every self-adjoint operator (apart 
from superselection rules) corresponds to an observable, 
at least in principle, is quite naturally builtin the 
mathematical structure of quantum mechanics, a consistent 
and logically satisfactory introduction of such a 
principle should require some kind of reformulation of the 
theory and perhaps some deep change in it (Prosperi 
[1971]). 
It should be clear that the algebraic theory provides just 
such a reformulation of quantum mechanics and that, on the 
contrary, for systems of infinitely many degrees of freedom 
realizations of the algebra on some Hilbert space 1( appear 
qui te naturally as smaller that ~(1f). One way of putting 
this situation is that macroscopic observables induce 
superselection rules on the representation of the algebra. 
3.5.7. Theory of measurement; idealization, approximation, 
and real ism. 
There are two fundamental objections to the theory of 
measurement as outlined above. The first is that the 
thermodynamic representat ions cannot be interpreted in a 
realist way; that they explicitly describe infinite systems, 
of infinite particle number. As discussed in (3.5.2) this 
objection need not apply in general to non-Fock 
representations on the philosophy that the ultimate ontology 
of the world is a quantum field; nevertheless, this 
objection is ceded for these particular non-Fock 
representations. Of course, whether there exist alternative 
non-Fock representations w~ich do not suffer from the 
lC. 
unphysical characteris~ of the thermodynamic 
representations (infinite volume, energy and mass) remains 
an open question. 
The other problem, equally obvious, is in some sense even 
more intractable: KMS states, as all thermodynamic 
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equilibrium states, are time invariant. One can express this 
problem in an even more distressing manner as follows. Let « 
• e Aut(A) be an automorphism of a C -algebra A; for any state 
• 4> e 6 define the linear functional «[4>]: A --+ [: by 
• <<< [4>];A> = <4>;«[A]>, for all AeA. It is easy to show that 
• • 
« (4)) is a state and that« is a bijective affine map on 6. 
Therefore pure states are preserved under any automorphic 
time-evolution. As in the usual notion of superselection 
sectors, one can understand disjoint states as states which 
cannot be superposed to form pure states; therefore (there 
is a simple direct proof) disjoint states are also preserved 
by automorphic time-evolutions. This shows that if one 
insists that the time evolution is automorphic, there is no 
point in looking for non-Fock non-equilibrium 
representations, because the mechanism which is exploited to 
generate classical outcomes of experiments cannot be 
modelled as an automorphic evolution. We already gained some 
insight into this situation from the 
Section 2.2; we refer in particular 
discussion of reduction theory ((2.2.5)). 
lattice theory of 
to the concluding 
One concludes that here, as in other applications, the 
thermodynamic limit is a tool for capturing certain features 
of the phenomenology, whilst at the same time introducing 
unphysical characteristics which are not present in 
finite-volume models. It is instructive to review some 
typical features of the finite and infinite volume analysis 
in connection with thermodynamic phenomena: in a 
phenomenological sense, physical systems have properties 
which are insensitive to the actual geometry of the system 
(intensive properties); phase transitions appear to be 
sharply defined with associated discontinuities in the 
thermodynamic potentials; distinct pure phases appear to 
coexist in equilibrium; and such systems appear to evolve 
irreversibly. None of these properties can be modelled 
within a finite-volume analysis: global averages of finite 
systems only converge to definite val ues as the number of 
degrees of freedom becomes infinite (Ruelle [1969]), 
thermodynamic variables are continuous (indeed analytic) for 
any finite system ( Lebowitz [1968]), there exists a single, 
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unique KMS state (hence extremal) for a fini te system at 
given volume, temperature, and mass, (hence no co-existence 
of distinct pure phases), and one can even show that 
metastable states (such as superheated or supercooled 
liquids) cannot be described in the standard finite theory 
(Fisher [1964]). To this list it seems one must add: a 
strict ignorance interpretation of probability can only be 
given in the infinite limit. 
The analogy with Poincar~ recurrences and the second law is 
helpful; in the classical theory a qualitative feature 
(reversibility and sensitivity to intial conditions) at the 
microscopic level cannot be eliminated in any finite model. 
Going to the thermodynamic limit one eliminates these 
features, but in the limit no dynamic behaviour can be 
described. This ~is more than a mere analogy - essentially 
the same mathematical technique is being used here as to 
destroy coherence in the quantum theory. In a sense the 
thermodynamic I imi t has long provided a theory of 
measurement for statistical mechanics (relating microscopic 
properties to thermodynamic ones); what is remarkable in the 
quantum case is not that the same representation theory 
yields a quantum thermodynamic description but that the 
space of states of this system should form a simplex. 
The probabilistic behaviour of macroscopic systems therefore 
arises from the quantum indeterminism in the same way that 
irreversibility arises from a microscopic reversible system 
- as a theory of statics. How should we interpret this 
situation? The simplest idea is that the classical 
properties of the quantum system are to be understood as 
idealizations of certain properties of macroscopic systems; 
that is, any weakly coupled system of at least (say) 104 
massive degrees of freedom over a time-scale of the order of 
the thermal relaxation time at usual temperatures (about 
10-14 secs). Of course classical methods have been 
successfully used at much smaller scales than this, but our 
brief is the question of coherence, which is not a typical 
preoccupation 
length scales 
of the chemist or crystallographer. These 
-8 (of order 10 m. for dilute systems) are 
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certainly sufficiently small to generate a classical field 
theory along the lines of Noll [1958], i. e. a continuum, 
fluid or thermodynamics. 
However it is by no means clear that one can exclude the 
influence of systems past timelike or even spacelike to this 
volume in the measurement context; Einsteinian locality 
cannot be presumed in this field (so much is the moral of 
the Aspect experiments). Nevertheless we make the most 
simple assumption that the Cauchy problem is well-posed on a 
Cauchy volume for the system of indicated size, at least 
when taken in isolation (an assumption that is still true of 
each separated system in an EPR-type correlation). This 
leads to a considerable increase in the particle number of 
the "effective" system - taken with its local environment 
-6 10 determined in this way, of order 10 m and 10 degrees of 
freedom. 
The drift of these remarks is that a "nice" decay of 
coherence with particle number would be "sufficiently" rapid 
such that systems of this order of scale have 
"approximately" classical properties. This raises the very 
serious problem of a residual coherence, however small and 
rapidly decaying, in the realm of macroscopic experience. 
There is a long and honourable tradition in physics of 
simply ident ifying the infinite 1 imi t with an empirical 
context in which the limit is palpably not reached; in 
quantum physics the most prominant example is in scattering 
theory, where the formulation of theory in terms of 
asymptotic limits is not just a mathematical convenience but 
seems forced upon us by Haag's theorem. But here, as in so 
much else, the measurement problem imposes its own harsh 
discipline. If the question "when is a scattered particle 
free?" has limited philosophical interest (there may not, 
after all, exist any truly free particles), the notion that 
some "residual" coherence, however small, may contaminate 
the description of macroscopic events has profound 
significance for our notions of macroscopic realism. 
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In developing models of the measurement process which make 
use of infinite systems it is crucial that one obtains 
estimates on large but finite systems of which we suppose 
the infinite systems are idealizations. Failing this, at 
least let us be clear as to what length scale is supposed to 
be identified with the infinite volume limit. One might 
m s~ize the possible interpretations by means of the 
comparison of the several length scales which follow from 
general considerations the cosmological, local 
environment, small-macroscopic, and microscopic - with the 
two qualitative distinctions available in the present theory 
the local and the global. It is not even that the 
ambiguity concerns only the reference of the global 
properties of the system. There is a long tradition, 
particularly in the more mathematical literature, of 
interpreting the local observables (quasi-local algebra) 
with possible experiments that can be performed in the 
associated space-time region. This is surely of local 
{\ 
envirofent or small-macroscopic length scale. 
With so many problems besetting the use of infinite systems 
one might wonder whether after all we may not resign 
oursel ves to dealing with the measurement problem with the 
more elementary techniques of finite systems. I feel the 
strongest counter-argument is this: solving the measurement 
problem on a realist basis must at the same time provide a 
description of the approach to equilibrium of many-particle 
systems, since that is what actually occurs in any physical 
experiment (and in all macroscopic phenomena). One might be 
optimistic in a fringe acti vi ty like measurement theory of 
finding a simple, finite resolution of the problem, but in 
statistical mechanics one has a major part of modern 
h . 13 P YSICS . 
13 
It does not seem coincidental that in one 
of' a "simple, finite resolution", namely the 
"many-worlds" interpretation, one is inexorably 
question of how to define the ensemble of 
identify the world of our experience, as 
evolve, from the class of all worlds. This 




led to the 
worlds which 
it appears to 
is statistical 
A more physical response is that one cannot formulate the 
dynamical approach to equil1brium of a closed and finite 
system in any asymptotic sense. That is because as time 
evolves, more and more particles enter the causal 
environment of the system studied and the effective particle 
number must increase as the cube of the time. Only in the 
infinite limit can this change in particle content leave the 
representation invariant and permit the use of asymptotic 
time limits. 
P~rsuing this line one might think that the proper approach 
is to consider finite open systems, in particular that the 
evolution of such a system which takes account of the 
influence of the causal environment should be a contraction 
semi-group (Davies [1976]). That it must be non-automorphic 
is clear. There is, further, a general theory due to Lewis 
and Thomas [ 1975] , which shows us how to construct an 
(infinite) classical enviroment and an automorphic evolution 
act ing on the finite system embedded in this enviroment 
'a 
which mimics the original evolution. Maf.sen ([ 1982]. 
[1984]), and Hannabus ([1984]) have provided quantized 
versions of the Lewis and Thomas dilation theory (in the 
bose and fermion case respectively); the latter, in 
particular, has shown that in the limit of an underdamped 
1\ 
system the combined state of the system and envir<fnent 
become disjoint in the infinite time limit. 
There are obvious attractions to this approach; there is a 
qualitative distinction available between the finite 
measuring apparatus and its infinite environment, and one 
can choose to consider the infinite environment as a 
convenient mathematical artifice for obtaining asymptotic 
I imi ts on the "real" finite system. However it remains 
unclear how the disjointness obtained in the limit is to be 
understood in terms of this finite system. For all that, the 
synthesis of ideas contained in this theory of measurement 
is an impressive achievement. 
The first algebraic theory of measurement tried rather to 
confront the original difficulty head on. This is the theory 
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of Klaus Hepp ([1972]), apparently an elaboration of ideas 
of M. Fierz and R. Jost. The idea is to find an infinite 
system A and a group of automorphisms a -(leI), which evolve 
I 
a state w "close to" some disjoint state Wi. In this limit 
we know that no automorphism can actually map w onto Wi; 
therefore for any I there will be some element AeA such that 
* <a [w]-w/;A> * O. Can we be sure that, whilst non-zero, such 
I 
a cross-term can always be made small? The answer is 
negati ve: if this were so, i. e. for any e we can find a 
* number N(e) such that <a [w]-w/;A> < e for n > N(e) and for 
n * 
any A e A, the sequence a [w] would be strongly convergent 
I 
on the (disjoint) state Wi. This means that, in any 
* representation n in which a [w] e 6 then so too would Wi 
n J (n) 
e 6 (since this set is norm-closed by definition) so that 
n 
Wi could not be disjoint, a contradiction. Recalling, 
however, that 6 is the weak • closure of 6 «2.3.9» 
n * J(n) 
one might hope to find a sequence {a [w]} which is weak • 
convergent on Wi, i.e. that for any e and any finite set M c 
* A there is a number N(e,M) such that <a [w]-w/;A> < e for n 
n 
> N(e,M) and for all A e M. 
* It is not too surprising that if w = a [w], 1 = 1,2 are l,n n 1 
two such sequences, weakly convergent on two disjoint states 
WI' then all cross-terms in any represent at ion converge 
weakly to zero. More precisely, let nn be a sequence of 
representations of A with w = j n( f/> ), f/> e 1f n; then l,n n l,n l,n n 
for anye, M, there is an N(e,M) with (f/> ,n (A)f/> )"U < l,n n 2,n J\ n 
n 
e for all n > N(e,M) and AeA (Hepp [1972 Lemma 3]). 
This result has a natural positivist interpretation (cf. 
(2.3.9»: that for any finite set of measurements (and the 
number of observations that have ever been or will ever be 
made is finite) the coherence terms vanish as t ~ 00. 
Repudiating this positivist philosophy, Bell has remarked: 
While for any given observable one can find a time for 
which the unwanted interference is as small as you like, 
for any given time one can find an observable for which it 
is as big as you do not like (Bell [1975]). 
All of the asymptotic models constructed by Hepp lead to 
asymptotic disjointness; the analogy, that 
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The introduction of an asymptotic condition into 
measurement theory is as natural as elsewhere in 
microphysics, where S-matrix theory is sometimes 
considered the ultimate receptacle of all physics. 
(Hepp [1972]). 
has already been found wanting. Incidentally, it should be 
clear that there is no general obstacle to the approach to 
disjointness in finite times if one is prepared to consider 
non-automorphic evolutions. For closed systems, however, 
this appears unacceptable for a variety of reasons. I shall 
not attempt to deal with this issue here. 
There is another issue at stake, and that is the (usually 
impl ici t) shift in emphasis from the global to the local 
observables as the proper objects of macroscopic experience. 
Bell makes this shift explicitly, although he offers no 
justification for it. Neither does he offer any realist 
critique on the use of infinite systems. Yet this question 
is fundamental: it is, after all, a bonus that we should 
obtain a strict ignorance interpretation of microphysical 
probabi li ty U. e. lack of coherence between states which 
describe different experimental outcomes with respect to all 
microscopic observables); this is even more than the 
projection postulate. Would any residual coherence here be 
observable? Of course we use data on macroscopic observables 
to deduce the expectation values of some microscopic 
observables; these should not be subject to any residual 
coherence. Bell's objection loses its purchase, if the 
observables for which the coherence "is as big as you do not 
like" are not macroscopic. But there remains the much more 
pressing question: when do the macroscopic properties of a 
measurement device change? 
These ambiguities weaken a widely held interpretation of the 
various models that have been proposed (Frigerio [1976); 
Whitten-Wolfe and Emch [1976]; Hannabus [1984]; Zurek 
[1981]), that the coherence is never really lost, but 
propagates out over vast regions of space where it is no 
longer observable. The difficul ty is that the macroscopic 
properties are globally defined, typically as the algebra of 
.observables at infinity. One wants simultaneously to assert 
484 
that the global observables describe small macroscopic 
systems, yet there exist local observables which describe 
properties pertaining to "vast" regions of space. One does 
not have enough qualitatively distinguished length scales in 
the theory. 
One might conclude that the macroscopic observables of a 
system play a merely technical rOle in the present approach 
to measurement theory. Yet this is to abandon the 
fundamental intuition that directly observable phenomenology 
both with respect to probabilistic behaviour and to 
thermodynamic behaviour - arises as collective phenomena 
which can be directly described by macroscopic observables. 
There is surely something inconsistent with the view that 
observed thermodynamic properties be associated with 
classical observables in the context of statistical 
mechanics yet be rele"gated to a purely technical role in 
measurement theory. 
Considering this difficulty, one feels a certain 
exasperation. The association of large length scales, on the 
one hand with macroscopic properties, on the other hand with 
an unobservable residual coherence, is too simplistic on 
both scores. It is rather a matter of the kind of 
observable: whether approximating a quasi-equilibrium 
collective property, or (possibly long-range) correlations 
among microscopic properties. And it is in the latter that 
we might hope to dispose of any residual coherence. This is 
only to say that the latter, regardless of length scale, 
should not count as macroscopic properties. The difficulty 
may be apparent rather than real. 
This conclusion is reinforced by a closer analysis of how, 
in fact, such residual coherence might be invasive at the 
macroscopic level. The point is, that although we have no 
idea what such macroscopic quantum coherence (MlC) would 
look like, it is the sort of thing which falls off extremely 
rapidly with time and with particle number of the effective 
system. There is an extremely strong disturbance effect of 
measurement: the coupling of one experimental system to 
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another enormous ly increases the complexi ty of the total 
effective system. In this way the von Neumann infinite 
regress that appears to follow from elementary quantum 
mechanics is rapidly damped. 
One of the most important phenomenological considerations is 
the nature of subject i ve exper ience itse If. The subJecti ve 
experience of radiation is a very sensitive measurement 
device (observers have been known to detect light levels 
involving only a few quanta). The effective system that we 
must consider has, however, a very large number of degrees 
of freedom (of the order of the human brain, say 1028 ). If 
the fall-off in coherence is fast enough for a system of 
this scale the subjective experience of MQC will be of 
negligible duration in comparison to the time-scale of 
subjective experience. This will apply a fortiori to the 
perceptible behaviour of laboratory instruments. 
Nevertheless, there are indirect methods; in particular it 
may be possible to exploit the Bell inequality as a test for 
MQC in the behaviour of certain types of macroscopic 
systems. Consider a macroscopic system with some property Q 
which, on measurement, is always found to have one of two 
values ± 1. Fix a time interval T and time t and define the 
observables Q~j , l,j = 0,1,2, where Q~j = Q(t+lT)Q(t+jT). 
Prepare an ensemble of such systems in a similar way at time 
t and define the ensemble average <Qt >; if now we assume 
o lj 
that the measurement of Q(t+lT) does not effect the value of 
Q(t+jT) (this is equivalent to what is usually, and 
misleadingly, called the locality assumption in standard 
treatments of the Bell inequality), then the inequality 
I <Qt >+<Qt >+<Qt >_<Qt > I ::!:: 2 13 23 14 24 
will hold if Q(t+lT) always has a definite value (whether or 
not it is measured; see, e.g. Clauser and Shimony [1978]). 
The Bell inequal i ty therefore provides, under the stated 
conditions, a phenomenological test for discovering MQC. The 
theoretical problem of selecting a "suitable" class of 
systems, and in particular of justifying the condition on 
the independence of the Q( t+ jT) and on the choice of t-t , 
o 
T, is, however, somewhat daunting. We refer to Legett [1985] 
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for a proposal in which the magnetic flux trapped in one of 
two potential minima of a SQUID (superconducting quantum 
interference device) and oscillating between them via 
quantum tunelling olays the role of the observable Q above. 
On estimates: Frigerio [1976] considered a finite apparatus 
coupled to an infinite environment as a finite volume of a 
1-dimensional spin 1/2 lattice. In this model local 
observables were again considered as measurable; the 
l-n , 
estimate t was obtained (with n the number of lattice 
sites) for the ratio of the interference terms to the 
difference of the expectation values of such observables in 
a suitable class of states. Obviously the most pressing need 
is to produce estimates for more realistic models for their 
associated macroscopic observables. The indications are that 
for these observables we may expect the falloff to be so 
rapid as to be effectively instantaneous. If successful in 
this task, one wi 11 have the curious si tuat ion that these 
effects will occur whether or not they are considered 
relevant to the measuring process, as remarked by Hannabus 
[ 1984]. 
We do not yet have a satisfactory measurement theory. But 
the fundamental ideas seem to be all in place. The problems 
appear to be well-defined mathematical ones, susceptible to 
analysis in the usual way. The fundamental ideas, moreover, 
appear to be physically compelling, and not merely the 
exploitation of mathematical finesse. In support of this 
claim I will conclude with a curiosity, a fragment of a 
personal memo, written at about the same time that Segal was 
• perfecting the representation theory of C -algebras: 
When you start out to measure the property of one (or 
more) atom, say, you get, for example, a spot on a 
photographic plate which you then interpret. But such a 
spot is really only more atoms and so in looking at the 
spot you are again measuring the properties of atoms, only 
now it is more atoms. What can we expect to end up with if 
we say we can't see many things about one atom precisely, 
what in fact can we see? Proposal: Only those properties 
of a single atom can be measured which can be correlated 
(with finite probability) (by various experimental 
arrangements) with an unlimited number of atoms. 





A realist reconstruction of quantum theory is possible. It 
is necessary to introduce the primitive concepts of measure, 
observable, and state, in terms of which physical entities 
are described. We identify the observables with entities in 
the world, so that a description of the world is given by 
defining the state of the observables. This description 
must be such that when a set of observables is described by 
numerical magnitudes, then the usual algebraic relationships 
obtain. This leads to the classical theory under mild 
conventionalist assumptions, when we insist that maximal 
desciptions of all observables always exist. Relinqushing 
this requirement one has an abstract algebra which with 
• similar assumptions is a C -algebra. A quantum _field theory 
is such an abstract system, together with a way of 
associat ing sUb-systems with a field of subsets of 
spacetime, such that it is possible to formulate the Cauchy 
problem. A spacetime symmetry group automatically defines a 
continuous family of • automorphisms of the algebra. 
The quantization of linear classical systems is not directly 
formulated in these terms (nor is it clear that such a 
procedure should have a realist interpretation), but through 
the notion of a Weyl algebra over a linear classical phase 
space. The central feature of QFT, namely that there exist 
• inequivalent representations of the abstract C -algebra, 
then shows that thermodynamic properties are characterized 
by a representation. The primitive notion of measure is 
shown to admit a probabilistic interpretation for such 
properties. The measurement problem is resolved in the sense 
that coherent superpositions of states in which 
thermodynamic properties differ do not exist. The remaining 
problem is similar to that in the realist interpretation of 
the thermodynamic limit: that this limit is an idealization. 
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Linear relativistic quantum fields in the usual formalism 
are described as a representation of the generators of the 
Weyl and Clifford algebras over a classical phase space. 
This is exactly the same procedure as in NRQFT, and in all 
cases it is necessary, in order to define an action of the 
field on the Fock space over the classical phase space, to 
select a real symplectic (Weyl) or orthogonal (Clifford) 
transformation on the classical phase space (a positive 
compatible complex structure), which enables us to look at 
the classical evolution as at once a group of symplectic 
(orthogonal) transformations, and also a group of unitary 
transformations on this same space. 
The non-relativistic and relativistic quasi-free theories 
differ in this choice of complex structure. That is the only 
difference at this level in the two theories. In particular 
both fermion and bosonic theories have exactly the same 
complex structure, and in an identical way describe the 
negative frequency states as positive energy anti-particle 
states. One can turn this procedure around, and starting off 
with this complex structure on the classical solution space, 
now regarded as the l-particle Hilbert space, perform a 
canonical second quant izat ion: there is no need for normal 
ordering, and the equivalence of field and many-particle 
system is exactly as in the NRQT. The charge conjugation 
operator becomes unitary in both l-particle theory and field 
theory. 
Imposing a Born interpretation does two things: first, the 
natural parameterization of the classical solution space 
(or l-particle Hilbert space) is then non-locally related 
to the covariant parameterization used previously, and 
second it is not covariant. But in this form (position 
space) the canonical creation and annihilation fields are 
q-causal, and an exact q-local correspondence exists between 
field theory and l-particle theory for all q-local 
observables. 
From this point of view, it is merely a curiosity that one 
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may recover the same theory by canonically second quantizing 
the identical system, but using the natural complex 
structure, and then imposing the previous particle 
interpretation (by normal ordering with respect to the 
action of the fields on the Fock space over the solution 
manifold equipped with the particle complex structur~. The 
creation and annihilation operators defined with respect to 
the natural complex structure are automatically linear 
combinations of creation and anihilation operators defined 
with respect to the particle complex structure. In this way 
we obtain an interpretation of the prescriptions of the 
Dirac hole theory, and we see that the Dirac vacuum is what 
the true particle vacuum looks like from the point of view 
of the natural complex structure. However the present 
interpretation applies to the bosonic case as well. 
We now note two things: first, the natural complex structure 
.is c-Iocal and is invariant under any linear interaction (as 
a symplectic or orthogonal transformation on the classical 
solution manifold); second, the particle complex structure 
is non c-Iocal and is not invariant in this way. 
The interact ing theory could be formulated as a q-Iocal 
interaction in the canonical way of NRQM; the result ing 
theory would not be covariant, 
creat ion and annihilat ion 




not lead to 
Instead the 
the natural 
creation and annihilation operators and then expresses the 
action of the resulting observables in terms of the particle 
complex structure. Because the latter does not in general 
commute with the Hami I tonian, such operators lead to pair 
creat ion and annihi lat ion processes. These are pair 
processes, because the interactions are assumed invariant 
under rotations in the natural complex structure. Because in 
this approach the (non)local action of the complex structure 
is tied directly to (non)causality, we learn that the 
creation and annihilation operators defined by the natural 
and particle complex structures are c-causal and q-causal 
respecti ve ly. 
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