We give an overview of several works of Victor Katsnelson published in 1965-1970, and pertaining to the complex and harmonic analysis and the spectral theory.
A Paley-Wiener-type theorem
The paper [14] was, probably, the first published work of Katsnelson. Therein, he studied the following question raised by Boris Levin. Given a convex compact set K ⊂ C with the boundary Γ = ∂K, let L 2 (Γ) be the L 2 -space of function on Γ with respect to the Lebesgue length measure. How to characterize entire functions F represented by the Laplace integral
1)
with f ∈ L 2 (Γ)?
In the case when K = Γ is an interval, the answer is provided by the classical Paley-Wiener theorem. In this case, it is convenient to assume that Γ ⊂ iR. Then we can rewrite (1.1) as follows
and, by the Paley-Wiener theorem, a necessary and sufficient condition for this representation with some a < b is that F is an entire function of exponential type (EFET, for short) and F ∈ L 2 (R). Now, assume that the convex compact K is not an interval, that is, is a closure of its interiour, and put Ω K = C \ K. Note that the Laplace transform of F coincides with the Cauchy integral of f :
The RHS is analytic in Ω K , vanishes at infinity, and belongs to the Smirnov space E 2 (Ω K ), which can be defined, for instance, as the closure in L 2 (Γ) of analytic functions in Ω K , continuous up to the boundary, and vanishing at infinity. Thus, Levin's question can be reformulated as follows: Given a convex compact set K with non-empty interiour, find a complete normed space B K of EFET such that the Laplace integral L defined in (1.1) gives a bounded bijection E 2 (Ω K ) L → B K . Note that the representation (1.1) yields that all functions F ∈ B K have the growth bound
where h K (θ) is the supporting function of K.
The first result in that direction is due to Levin himself who considered in [24, Appendix I, Section 3] the case when K is a convex polygon and noticed that in this case the answer is a straightforward consequence of the classical version of the Paley-Wiener theorem. Then, M. K. Liht [26] considered the case when K is a disk centered at the origin and of radius h. He showed that in this case one can take B K being a Bargmann-Fock-type space, which consists of entire functions F satisfying
The starting point of Katsnelson's work [14] was a remark that a more accurate version of the Liht argument yields an isometry
Then, Katsnelson proves that representation (1.1) yields a uniform bound
The proof is based on the following lemma close in the spirit to known estimates due to Gabriel and Carlson.
Lemma 1.1. Suppose that K is a convex compact set, Γ = ∂K, Ω K = C \ K, and f ∈ E 2 (Ω K ). Then, for any supporting line ℓ to Γ,
The constant on the RHS does not depend on ℓ and f .
One can modify Levin's question replacing the space E 2 (Ω K ) by another space of functions analytic in Ω K . If functions in that space do not have boundary values on Γ, then one needs to replace the integral over Γ on the RHS of (1.1) by the contour
where γ is a simple closed contour in Ω K , which contains K in its interiour. This integral is called the Borel transform of f . It acts on the Taylor coefficients as follows:
f (w) = n 0 a n w n+1 → F (z) = n 0 a n n! z n .
One of possible modifications of Levin's question was considered in [14] . Katsnelson introduces the weight
where a j (w), j = 1, 2, are supporting points for the line supporting to Γ that passes through w ∈ Ω K (the weight ρ Γ (w) is not defined when w belongs to the supporting line to Γ that has a common segment with Γ). The last result proven in [14] is a curious isometry
where σ is the Lebesgue area measure.
Works of Liht and Katsnelson had follow-ups. In [30] , Lyubarskii extended Liht's theorem to convex compact sets K with smooth boundary. The decisive word was said by Lutsenko and Yulmukhametov. In [29] they proved that the Laplace integral L defines an isomorphism 1 between E 2 (Ω K ) and a space of EFET such that
and d∆(θ) = (h ′′ (−θ)+h(−θ))dθ (understood as a distribution). One of the novelties in their work is the fact that the identity map provides an isomorphism between the Smirnov space E 2 (Ω K ) and the space of analytic functions in Ω K vanishing at infinity, with finite Dirichlet-type integral
The proof of that fact relies on Lemma 1.1. We mention that Yulmukhametov together with his pupils and collaborators proved several other non-trivial results related to Levin's question (see, for instance, [28, 13] ) and that Lindholm [27] extended the Lutsenko-Yulmukhametov theorem to analytic functions of several complex variables.
Riesz bases of eigenvectors of non-selfadjoint operators
One of the central questions in the spectral theory is the expansion in eigenfunctions (more generally, of root vectors) of non-selfadjoint operators. It originates in the theories of ordinary and partial differential equations and of integral equations. In the middle of the 1960s the corresponding completeness problem was already understood relatively well, first of all, due to the pioneering works by Keldysh and
Matsaev. A portion of their works can be found in the classical Gohberg-Krein book [10] , another portion became available later in [22] and in [31, 32] . The situation with convergence of the series of eigenfunctions was understood much less clear.
Though a few results, due to Glazman, Mukminov, and Markus, were known (all of them were summarized in [10, Chapter VI]), no general methods existed until in [15] Katsnelson discovered a novel approach to the Riesz basis property of eigenfunctions of arbitrary contractions and dissipative operators. His approach is based on a deep result of Carleson pertaining to the interpolation by bounded analytic functions in the unit disk.
We start with some definitions. First, we remind the notion of Riesz basis of a system of subspaces (X k ) of a Hilbert space H. The details can be found in [10,
Chapter VI]. In the case when all subspaces (X k ) are one-dimensional, this notion reduces to the usual notion of the Riesz basis of vectors in H.
Let (X k ) be a collection of linear subspaces of H, and X be the closure of their linear span. The subspaces (X k ) form a basis in X if any vector x ∈ X has a unique decomposition into a convergent series x = k x k , x k ∈ X k . To simplify notation, we assume that the linear span of the subspaces (X k ) is dense in H, i.e., that X = H.
Let P k be projectors on X k . Then the system (X k ) forms a basis if and only if P k P j = δ kj P k , and sup n n k=1 P k < ∞. The subspaces (X k ) form an orthogonal basis if all P k s are orthogonal projectors, that is, for any x, x 2 = P k x 2 + (I − P k )x 2 . The subspaces (X k ) form a Riesz basis if there exists an invertible operator A from H onto H such that subspaces (AX k ) form an orthogonal basis. Gelfand's theorem [10, Chapter VI, $ 5] says that a basis of subspaces (X k ) is a Riesz basis if and only if it remains a basis after any permutation of its elements. The least value m is called the order m(λ) of the eigenvalue λ. The following theorem is the main result of [15] .
Theorem 2.1. Let (λ k ) be some eigenvalues of a contraction T, let (X k ) be the corresponding root subspaces, and let (m k ) be the orders of (λ k ). Suppose that
1)
Then the system of root subspaces (X k ) forms a Riesz basis in the closure of its linear span.
In [15] Katsnelson only sketches the proof of this result, some details can be found in Nikolskii's survey paper [36, § 3] . Here are the main steps of the proof. T can be discarded. He also assumes that the linear span of the root subspaces X(λ k ) is dense in H (otherwise, he considers the restriction of T on the closure of this linear span). Keeping in mind Gelfand's theorem, it suffices to find projectors
where the supremum is taken over all finite subsets J of the set of all indices j.
Fix a finite set J. Suppose that we succeeded to find an analytic in the unit
Suppose momentarily that the function f J is analytic on a neighbourhood of the closed unit disk (that is, that the set (λ j ) is finite). Then, by the F. At the next step, Katsnelson again uses a piece of the F. Riesz operator calculus.
The projectors P j can be defined by the contour integrals
where C j is a circumference of a small radius which separates the point λ j from the rest of the spectrum and traversed counterclockwise. Whence,
and therefore, 
he brings a simple construction (the idea of which, according to [15] , is due to Furthermore, the operator I − T * T is one-dimensional.
Among other results brought in [15] , there is a version of Theorem 2.1 for dissipative operators, i.e., the operators A such that Im Ax, x 0, for any x in the domain of A. This version is reduced to Theorem 2.1 by an application of the Caley transform A → (A − iI)(A + iI) −1 . 
In [16] Katsneslon estimates the norms of the projectors P ± = P ± (z 1 , . . . , z n ; w 1 , . . . , w m ) from E onto the corresponding subspace E ± . The main result of that work is the following theorem: it is quite natural that the proof of Theorem [16] uses the Fourier transform. The proof is nice and not too long and the reader can find its details in [16] 
with a positive numerical constant C.
A simple example shows that the order of growth of the RHS cannot be improved.
Put
Then
The proof of Theorem 3.2 is short and elegant (and accessible to undergraduate students). As a byproduct of that proof he obtains Theorem 3.3. Let P be a polynomial of degree n 2 such that
Then P has no zeroes in the strip
where c is a positive numerical constant.
Slightly earlier a similar estimate was obtained by Gelfond [9] . Gelfond's proof was rather different (and more involved). The question about the size of the strip around the real axis free of zeroes of P was raised by Gorin in [11] , first results in that direction were obtained by him and then by Nikolaev in [33] . The final word in this question was said by Danchenko, who proved in [6] that under assumption of Theorem 3.3, the polynomial P has no zeroes in the strip | Im z| c M · log log n log n , and that the order of decay of the RHS cannot be improved.
Twenty five years later, Katsnelson returned in [20, 21] (c)
Note that whenever w −1 ∈ L 1 (m) the space PCH 2 (w) is trivial, i.e., contains only constant functions f . Indeed, convergence of the integrals
yields that f ∈ L 1 (m), and then, by a version of the removable singularity theorem that goes back to Carleman, the function f is entire, and since it is bounded, by
Lioville's theorem it is a constant function.
Given a set of points S ⊂ D + ∪ D − satisfying the Blaschke condition The starting point of Katsnelson's work [20] is the inclusion n R(S n ; w) ⊂ PCH 2 (w), which follows from classical results of Tumarkin [42] , see also [43, 44] .
Katsnelson observes that this inclusion might be a strict one, that is, generally speaking, not every function in the space PCH 2 (w) can be approximated in L 2 (w) by a sequence of functions r n ∈ R(S n ; w). The main result of [20] is the following approximation theorem. In [21] Katsnelson extends this result to a more general approximation scheme by simple fractions with poles at a given [1, 24, 25] and in the survey paper [12] . Interestingly, Bernstein's inequality is also closely related to the theory of Banach algebras.
An element a of a Banach algebra A is called hermitian if e iat = 1 for every t ∈ R. For instance, hermitian elements of the algebra of all bounded operators in a Hilbert space are self-adjoint operators. Another, more special, example is the differentiation operator D = 1 i d dx considered in various Banach spaces of EFET equipped with some translation-invariant norm, in which case the exponent e iDt is realized by the translation. It is well-known that the operator norm of a selfadjoint operator in a Hilbert space coincides with its spectral radius. Making use of the Bernstein inequality, Katsnelson proved in [17] the following result, which, independently (and more or less simultaneously), was also found by Browder [4] and Sinclair [39] . ϕ(a n ) z n n! .
Applying, first, the formula, which expresses the exponential type of an entire function via its Taylor coefficients, then a crude estimate of n!, and then Gelfand's formula for the spectral radius, we estimate the exponential type of F :
n |ϕ(a n )| n! 1/n 1 e lim sup n→∞ n a n n! 1/n = lim sup n→∞ a n 1/n = ρ(a) ,
where ρ(a) denotes the spectral radius of a. Since the element a is hermitian, we have |F (x)| = |ϕ e iax | e iax = 1, whence, by the Bernstein inequality,
and then, by the Hahn-Banach theorem, a ρ(a). This completes the proof of Let D be the differentiation operator in the Bernstein space B σ of EFET at most σ bounded on R. As we have already mentioned, the exponential function e iDt acts on B σ as the translation by t, so D is a hermitian operator in B σ . To evaluate the spectral radius of D, we need to estimate from above the norms D n , that is, sup R |F (n) |, F ∈ B σ . By Cauchy's estimate for the derivatives of analytic functions, combined with the bound |F (x+w)| e σ|w| sup R |F | valid for any F ∈ B σ , we obtain |F (n) (x)| n! r −n e σr F for any r > 0 and any x ∈ R. Optimising the RHS, we get |F (n) (x)| n! exp[n − n log n + n log σ] F , that is, D n n! exp[n − n log n + n log σ], and finally, ρ(D) = lim D n 1/n = σ. Thus, for any function F ∈ B σ and any x ∈ R, we have |F ′ (x)| = |(DF )(x)| D · F = ρ(D) F σ F , proving the Bernstein inequality. ✷
In this context, it is also worth mentioning that a bit later Bonsall and Crabb [3] found a simple direct proof of Theorem 4.1, which yields another proof of the Bernstein inequality. Their proof is based on the following lemma, which is a simple exercise on the functional calculus in Banach algebras: The values c n are positive and their sum equals arcsin(1) = π/2. By Lemma 4.2, a n 1 c n sin a n . Since the element a is hermitian, sin a 1, and therefore, a n 1 c n = π/2. ✷ * * * In the reference list, referring to the papers in Russian published in journals translated from cover to cover, we mention only the translations. Today, the original Russian versions of these papers can be found at the Math-Net.Ru site (http://www.mathnet.ru).
