A framework for multi-objective linear optimisation under uncertainty is proposed. The uncertainty and the multiple objectives are modelled as parameters. The optimal solution is expressed as explicit functions of the parameters. 
1. Introduction
Optimisation under uncertainty
Variations in key parameters and data used to mathematically model a system can often lead to unexpected deviation from the predicted behaviour of the system. For example, parameters like raw material quality, machine availability, safety measures and market requirements can fluctuate with respect to time. In energy and process systems, uncertainty can be either epistemic, such as the value of heat transfer coefficient or the kinetic constant of a reaction, or aleatory such as the demand of energy for the next month or the price of raw material used in a process.
To deal with the uncertainty, a number of formulations and solution techniques, including stochastic programming, fuzzy mathematical programming and multiperiod optimisation, have been proposed in the literature [1] [2] [3] [4] [5] . In fuzzy mathematical programming, the random parameters are treated as fuzzy numbers, the constraints as fuzzy sets and some constraint violations are allowed. Fuzzy mathematical programming can be either flexible or possibilistic with regard to where the uncertainty is located in the optimisation problem [6] . In the stochastic programming approach, the decision maker has access to probability distributions which describe the nature of the uncertainty. For the case when the distributions are continuous, a discretisation scheme is employed to compute the discrete probability distributions. The deterministic model is then transformed into a multistage stochastic programming problem and a number of scenarios are considered for different realisation of uncertainty [4] . In the two stage stochastic programming approach the optimisation variables are classified in two groups: the first-stage ones which must be determined before the realisation of the uncertainty and the secondstage ones that enact in a recursive way after the value of uncertain parameters has been realised. Another technique used to approach uncertainty that was initially introduced from Bellman [7] , is stochastic dynamic programming, where multistage decision processes are considered and the uncertainty is part of the dynamic scheme. Grossmann and Morari [8] , introduced the concept of flexibility analysis to deal with design and operation of process systems. Multi-parametric programming on the other hand, is an optimisation based methodology that provides a complete map of the optimal solution in the entire range of parametric variability [9] .
Multi-objective optimisation
A decision maker has to usually deal with a number of objectives to be optimised, for example, cost, environmental impact, energy efficiency, etc. Multi-objective optimisation, offers a wellfounded framework for such problems, with a variety of different approaches such as weighted sum method, goal programming and -constrained methods [10] [11] [12] . In the weighted sum method, the decision maker evaluates the relative importance of each objective function with different weighted coefficients and then performs the optimisation by adding the weighted objective functions together. Although this method can be characterised as computationally efficient, since it generates strong non-inferior solutions, the main disadvantages are the difficulty in the determination of the most adequate weighting coefficients for the problem, as well as the fact that it does not guarantee Pareto optimality [13] . In goal programming, one sets targets for all the objectives that appear in the MO 2 problem and then seeks solutions that are closest to the target they have already stated, with the objective to minimise the deviation from the goals set. In the -constrained method, the optimisation is performed for one objective function, i.e. the most preferred one, with the rest of the objectives bounded between appropriate lower and upper bounds [14, 15] .
In the MO 2 framework, a DM solves a multi-criteria optimisation problem, and chooses between different alternatives acting in pursuit of their own choice and as a result, the concept of optimality in MO 2 is replaced with what is known as ''Pareto optimality". Energy systems are typical examples of systems in which a performance index can conflict with an environmental or financial restriction as seen in the recent work of Luo et al. [16] , where the multi-objective scheme was used for the synthesis of utility systems over the financial cost, the environmental impact and the maximisation of the exergy efficiency. A multi-objective optimisation problem was formulated to account for both the environmental impact and the economic efficiency of the system; the authors solved the resulting MO 2 problem with weighted sum and -constrained method. Zhang et al. [17] examined the optimal design of CHP-based microgrids coupled with life cycle assessment analysis. problem. In addition, integrated systems of renewable energy resources, such as hydro-photovoltaic power systems [27] can be studied through a MO 2 U 2 framework as the minimisation of the variance of power output and the maximisation of generated energy form two conflicting objectives and uncertainty in weather conditions and ratio coefficients make the decision making in such system quite complex. In this work, a novel and unified modelling framework for solving multi-objective optimisation problems under uncertainty is presented. The key advantages of this unified framework are that only one optimisation technique is employed and useful insights are obtained from the explicit functions thus obtained. The remainder of the paper is organised as follows: Section 2.1 presents the mathematical preliminaries for multi-objective optimisation, multi-parametric programming and parametric programming under uncertainty. In Section 2.2 the proposed algorithm for the unified framework is outlined. Then, in Section 3 two case studies for the proposed unified framework are presented, a thermal power generation and distribution system and a turboboiler power co-generation system, along with a discussion of the results. Finally, in Section 4, concluding remarks are drawn. 
where i is the number of objective functions, h(x) is the vector of equality constraints, g(x) is the vector of inequality constraints. Typically h corresponds to conservation equations, e.g., mass and energy balances while g(x) corresponds to specifications, e.g., product purity and maximum safe temperatures, pressures, etc. 
In the context of Pareto optimality, the minima are within the boundaries of the feasible region, or in the locus of the tangent points of the objective functions. For example, considering a biobjective optimisation problem in which the DM wants to reduce cost, namely f 1 and simultaneously decrease the environmental impact of the process, namely f 2 , the set of points defining the bold line in Fig. 1 is called Pareto front. Note that these two objectives are conflicting as a reduction in cost results in increase in the environmental impact and vice versa.
Multi-parametric programming
A multi-parametric programming problem is of the following form [28] [29] [30] :
Solving the system described in (2) results in a solution of the following general structure:
. . where x is the vector of optimisation/decision variables and / is the vector of (uncertain) parameters. Typically / corresponds to uncertain parameters such as raw material quality and product demands [9] . The solution of a multi-parametric program provides the optimal vector of optimisation variables as explicit functions of the problem's parameters as well as a number of Critical Regions (CR) in which each solution is optimal. Graphically this is shown in Fig. 2 where 3 CRs have been computed and solution z 1 ð/Þ is valid in CR 1 , z 2 ð/Þ is valid in CR 2 and z 3 ð/Þ is valid in CR 3 . 
Multi-objective optimisation using multi-parametric programming
where the identification of the lower and upper bounds of the parameters, w, results in a new optimisation problem for each of the scalar objective functions separately. Bemporad and Munoz de la Pena [35] , proposed a multi-objective explicit model predictive control framework, where the Pareto optimal solution based on the weighted sum method was computed offline using multiparametric programming. Recently, [36] , presented an approximate algorithm with tunable suboptimality for the explicit calculation of the Pareto front of MO 2 problems with convex quadratic objective functions within the framework of -constraint method. While an extensive research work has been reported for solving MO 2 problems using multi-parametric programming, to the best of our knowledge no previous research work has considered for MO 2 under uncertainty, within the -constraint methodology, using multi-parametric programming.
Multi-objective optimisation under uncertainty
In this work, we consider linear multi-objective optimisation problems (of the form given in Eq. (4)) when they also involve uncertain parameters. This is achieved by augmenting the uncertain parameters (/) with the parameters corresponding to the multiple objectives (w), resulting in the following problem:
zðhÞ ¼ min x f 1 ðx; hÞ hðx; hÞ ¼ 0 gðx; hÞ 6 0
where I denotes the number of the multiple objective functions apart from the main one, i.e. f 1 , that are involved in the MO 2 problem, x is the vector of the decision variables and h is the vector of the augmented parameters that refer to both the uncertainty (/Þ and the multi-objective (wÞ parameters for the scalar functions.
Adopting this framework for MO 2 under uncertainty problems the solution is computed once, as a multi-parametric program. An outline of the proposed algorithm is given in Algorithm 1. The solution is given by xðhÞ i.e., the optimal decision variables as a function of uncertain parameters as well as multiple-objectives. Two case studies are presented in the next section to illustrate the key concepts and ideas.
Algorithm 1. mp-MO 2 under uncertainty
Step 1: Choose the main objective function of the MO 2 , i.e. f 1 as it is shown in problem (4). Reformulate the MO 2 as an mp-MO 2 U 2 , i.e. Problem (5), by treating the scalar objective functions as inequality constraints with respect to the parameters, w.
Step 2: Solve two optimisation problems for each of the rest of the scalar objective functions in order to compute the lower ðw lo Þ and upper ðw up Þ bounds of the parameters w.
Step 3: Solve the resulting mp-MO 2 U 2 , compute the optimal values, z i , as explicit functions of the mp-MO 2 U 2 parameters, i.e h as shown in problem (5), along with the corresponding critical regions, CR i .
Case studies

Thermal power generation and distribution under uncertainty
Consider the following power generation problem where four different types of power generation exist, namely, lignite fired, [37] and the data are shown in Table 1 . The yearly demand is 64,000 GW h and is characterised by a load duration curve which can be divided into three types of load: base load (60%), medium load (30%) and peak load (10%). The lignite fired units can be used only to cover base and medium load, the oil fired units for medium and peak load, the RES units for base and peak load and the natural gas fired units for all types of load. The endogenous sources are lignite and RES. We consider two objective functions: f 1 , for the minimisation of production cost and f 2 , for the minimisation of CO 2 emissions.
The mathematical formulation of this MO 2 problem is given as follows:
subject to :
x 1 6 31; 000 ð12Þ
x 2 6 15; 000 ð13Þ
x 3 6 22; 000 ð14Þ x 4 6 10; 000 ð15Þ
x 11 þ x 31 þ x 41 P 38; 400 ð16Þ
The MO 2 problem is then reformulated as a multi-parametric problem:
x 1 6 31; 000 ð24Þ x 2 6 15; 000 ð25Þ x 3 6 22; 000 ð26Þ x 4 6 10; 000 ð27Þ
x 11 þ x 31 þ x 41 P 38; 400 ð28Þ
h 2 45; 180; 82; 620
½ ð32Þ
In addition to the original problem the existence of uncertainty in the capacity of lignite is considered, i.e. h 1 which can be expressed as x 1 6 31; 000 À h 1 . The mp-MO 2 U 2 problem is therefore formulated as follows:
x 1 6 31; 000 À h 1 ð38Þ
x 2 6 15; 000 ð39Þ
x 3 6 22; 000 ð40Þ x 4 6 10; 000 ð41Þ
h 1 9000; 12; 000 ½ ; h 2 45; 180; 82; 620
In the present problem, two parameters were considered: h 1 for the variations in the capacity of lignite and h 2 which is the parameter for the objective function for minimum CO 2 emissions. In order to compute the boundaries for h 2 , two additional optimisation problems were solved for the second objective function of the problem with the same constraints. The problem was solved using multi-parametric programming on the space of h 1 and h 2 , resulting in the optimal values as explicit functions of the parameters as well as the critical regions in which those values are valid. A discussion of the numerical results follows.
In Fig. 3 , the evolution of minimum production cost is depicted with respect to h 1 and h 2 space. The minimum production cost as shown, is affected by the uncertainty in lignite capacity and by the environmental restrictions concerning the CO 2 emissions. Less use of lignite as a source of energy leads to less production cost and stricter environmental policies tend to decrease the production cost. The optimal values of the minimum production cost, z i ðhÞ, with the corresponding critical regions, CR i , are as follow: Graphically the critical regions, in the parametric space of h 1 and h 2 , are shown in Fig. 4 :
As shown Figs. 3 and 4 and also from the parametric solutions, the optimal solutions, z 2 , z 3 , are more sensitive to h 1 (uncertainty in lignite capacity) in CR 2 and CR 3 , respectively. In CR 1 ; h 1 has no impact as the minimum production cost is an explicit function only of h 2 (minimum CO 2 emissions). Such results are very useful for the decision making for the optimal operation of power plants under uncertainty in the presence of more than one objectives to be optimised. Furthermore, by calculating the optimal explicit function of the main objective in the MO 2 U 2 problem, the decision maker can systematically analyse cases as the one demonstrated in the present example where if the uncertainty is located in CR 1 , then any variation in the demand has no impact on the profitability of the process. Explicit solution of the optimisation problem and the additional insight obtained through the explicit solution, are useful for fast and efficient decision making especially for the complex problem of MO 2 U 2 that would otherwise require the employment of two different solution strategies.
Turbo-boiler power co-generation under uncertainty
In the second study a slightly modified version of the boiler/ turbo-generator system from Edgar et al. [38] was examined, as shown in Fig. 5 . The notation for the turbo-boiler co-generation system is shown in Table 2 .
In the present version, except from the original objective function which stands for the minimisation of the hourly operational cost, a second objective function for minimisation is considered, namely f 2 , which represents the environmental impact of the power generated by the system. Uncertainty in this example is considered in the power demand, i.e. h 1 . Data about the process is given in Table 3 for the turbines, in Table 4 for the steam headers, in Table 5 for the energy and in Table 6 the demands on the system are listed.
The mathematical model of the system is given by (47)-(72) and the resulting problem is a Linear Programming (LP) problem. Uncertainty in the power demand, h 1 , is considered to vary as: À1000 6 h 1 6 8000 and for the second objective The problem includes 16 optimisation variables, 8 equality constraints, 35 inequality constraints and 2 objective functions. The solution procedure is initialised by treating the problem's parameters as continuous variables varying between their upper and lower bounds in order to compute a feasible solution for a certain point in the parametric space. Then according to the basic sensitivity theorem and a redundancy test [39] the CRs and the explicit solutions of the mp-LP were computed. Because of the linear nature of the problem, the corresponding CRs are polyhedral. Despite the fact that the problem is linear, the methodology presented is generic. 
