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Abstract
Building on a result of Blondel, we show that there exists a piecewise a3ne dynamical system
whose stability (local asymptotic stability, global asymptotic stability and global convergence)
is equivalent to the correctness of ZF set theory—a property which must be assumed to hold
but which cannot be proved within ZF.
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1. Introduction
Hybrid systems [5–7,10] have a simple description in terms of logic-based switching
between subsystems where each subsystem is described by a continuous di>erence
equation.
Suppose, we are given a collection of systems described by di>erence equations of
the following form:
x(t + 1) = fi(x(t)); fi(x(t)) ∈ {f1(x(t)); : : : ; fm(x(t))}; (1)
where x is a n-dimensional vector, t is time and fi(x) is an n-dimensional vector func-
tion. A hybrid system is constructed by switching between the component subsystems
described by (1).
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This paper deals with a speciHc form of switched system known as a piecewise
a3ne system in which the fi(x) in Eq. (1) are a3ne functions of x. For 	⊆;Rn a
piecewise a.ne function on 	 is a function given by
x(t + 1) = fi(x(t)) = Ai(x(t)) + bi when x ∈ Hi;
for some Ai ∈Qn×n and bi ∈Qn where the Hi form a partition of 	 and each Hi
is deHned by an intersection of Hnitely many halfspaces. In particular, Hi = {x∈	 :
Cx + d∈Qi} where C is a m× n matrix, d is a m-dimensional vector and Qi is the
m-dimensional equivalent of an octant.
In this paper, we will be concerned with the stability of hybrid systems. Roughly
speaking, the problem of deducing the stability of a dynamical system is concerned
with determining whether the state vector x remains bounded, and ultimately converges
to zero from arbitrary initial conditions as time evolves.
This leads us to deHne the following concepts:
Denition. A system is
• globally convergent if every initial point x converges to equilibrium x0,
• locally asymptotically stable if for any neighbourhood U of equilibrium, x0, there is
another neighbourhood V of x0 such that every point x in V converges to x0 without
leaving U ,
• globally asymptotically stable if it is globally convergent and locally asymptotically
stable.
Despite the fundamental importance of stability, Blondel et al. [2] have shown that
for discontinuous piecewise a3ne systems, which occur naturally as models of simple
hybrid systems, the above stability properties are, in general, undecidable (there is no
algorithm which, for a general description of such a system, determines if the property
holds. See [3] for an introduction to undecidability in general.)
2. Work of Blondel et al.
The results described in this paper are nothing more than a set of observations that
follow from the intriguing result obtained in [2] where it is shown that the behaviour
of an arbitrary n-counter Minsky machine (an abstract computer, see [9] for details)
can be modelled by a corresponding piecewise a3ne system.
Any abstract model of a computing device will have a way of representing the
following two concepts (i) input to the machine—for example what is written on a
tape or stored in a register and (ii) the state of the machine—which determines how
the machine will behave given what it is reading from the input and what changes the
machine will then make to the tape or registers. A con3guration is a snapshot of the
machine at a given time. It is a description of what is currently stored in the registers
together with the state of the machine. An instruction maps a machine conHguration
to its successor.
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Blondel et al. consider discrete time dynamical systems of the form
x(t + 1) = f(x(t));
where f;Rn→Rn is a (possibly discontinuous) piecewise a3ne function. They show
that a 2-counter machine can be simulated by such a piecewise a3ne dynamical system
in a way that associates a legitimate machine conHguration to all points in the state
space of the system. The dynamics of the system will then represent the instructions
mapping each conHguration to its successor.
The rest of this section is taken, with minor alterations, from the paper [2] of Blondel
et al.
“An n counter machine is an abstract synchronous deterministic computing machine
with a Hnite number of internal states Q = {q0; q1; q2; : : : ; qm−1}. It operates on a Hnite
number of nonnegative integer registers R1; : : : ; Rn. Depending on its internal state and
whether registers are equal to 0 it can (a) leave the registers unchanged or (b) increase
or decrease a register by 1.”
“The instructions for the counter-machines are tuples
[i; b1; : : : ; bn; j; D; qk ];
where i∈Q represents the present state, bj ∈{true; false} represents whether register
Rj is null, j the register which is modiHed by the instruction, D∈{Increment; Decrement;
NoChange} the operation, and k ∈Q the new internal state.”
“The value of the registers together with the internal state of the machine constitutes
a conHguration of the machine represented as (R1; R2; : : : ; Rn; q). If a conHguration has
a corresponding instruction, the result of applying it is another conHguration, a succes-
sor of the original. A conHguration for which there is no instruction is said to be a
halting conHguration. There is no loss of generality in assuming that the only halting
conHguration is the one where the internal state is q0 and where the registers have
value 0.”
In order to establish a correspondence between machines and dynamical systems we
need to exhibit a mapping #′ from one to the other which commutes with the mappings
describing each of them.
“Given an n-counter m-state machine P with transition function fP :C→C where
fP :C→C is the function that maps non-halting conHgurations to their successors,
and the halting conHguration (0; : : : ; 0; q0) to itself one can construct a piecewise a3ne
function gP :N ∗→N ∗ and an encoding function #′ :N ∗→C such that the following
conditions hold:
(i) N ∗= [0; m)× [0; 1)n−1 and #′(N ∗)=C.
(ii) #′(x) is equal to the halting conHguration (0; : : : ; 0; q0) of P if and only if x∈
[0; 12 )
n; and in this case gP(x)= 0.
(iii) for all x∈N ∗; fP(#′(x))= #′(gP(x)).”
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What does #′ actually look like?
#′ is deHned so that it maps a point
(x1; : : : ; xn) ∈
[
q+ 1− 1
2w1
; q+ 1− 1
2w1+1
)
×
[
1− 1
2w2
; 1− 1
2w2+1
)
· · ·
· · · ×
[
1− 1
2wn
; 1− 1
2wn+1
)
to the unique conHguration (w1; : : : ; wn; q). “Let B be a box of the form [q+ '; q+ '+
1
2)× [(1; (1 + 12) · · · × [(n−1; (n−1 + 12) where q∈ 0; : : : ; m− 1 and '; (i;∈ {0; 12}. Then
the next state q′ and the operations to be applied to the counters are the same for all
conHgurations in #′(B)”.
The following deHnition of gP is the natural one allowing the system dynamics to
mirror the behaviour of the n-counter machine.
“In the box [0; 12 )
n, corresponding to the halting conHguration (0; : : : ; 0; q0) of P, we
set gP(x1; : : : ; xn) = (0; : : : ; 0). In other boxes we proceed as follows. For (x1; : : : ; xn)∈B,
we take gP(x1; : : : ; xn) = (x′1; : : : ; x
′
n) where 1−x′i = ai(1−xi) i ¿ 1 and 1− (x′1−q′) =
b(1 − (x1 − q)). Each constant ai and b is set to 2 if the corresponding counter is
decremented, to 12 if it is incremented, or to 1 if it is unchanged”.
Such fP; gP; and #′ satisfy conditions (i)–(iii).
3. Result of Blondel
Denition. A function f is recursive if there is a Turing machine (TM) which com-
putes f(n) for any given n in a Hnite number of steps.
Lemma 3.1. Given a recursive function f : N→N there exists a 2-counter machine
P with transition function fP mapping initial con3gurations (n; 0; q1) to halting con-
3gurations (f(n); 0; q0) and further there exists a piecewise a.ne function with an
associated rank 2 dynamical system Mf simulating f in the manner described above.
Proof. It is a result due to Minsky [8] that the Hnite state 2 counter machines described
above can be used to simulate TMs. Essentially one register can be made to code the
part of the tape to the left of the read head of the TM the other codes the part to
the right and the increment/decrement action of the counter machine can be used to
simulate the read write head of the TM. The required piecewise a3ne system exists
by the result of [2] quoted above.
In what follows we will talk about the dynamical system sending initial conHgura-
tions (n; 0; q1) etc. to halting conHgurations (f(n); 0; q0) etc. when we mean that the
dynamical system is acting on the boxes corresponding to those conHgurations.
Lemma 3.2. There is a rank 5 system, call it M ′′, which halts on every con3guration
i8 a given f : N→N is recursive i.e. i8 the associated system, Mf, halts on every
(n; 0; q1)
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Proof. This follows from the simulation in the Hrst part of Theorem 1 of [2] with
some minor adjustment. Blondel et al. begin with a general 2-counter machine M and
a speciHc conHguration s = (as; bs; qs).
They then describe a 4-counter machine M ′s which in state q
′ and with registers
containing (a; b; v; w) simulates M acting on the conHguration (a; b; q′), but only for
a number of steps bounded by v. If M acting on (a; b; q′) halts in less than v steps
then M ′s halts, otherwise M
′
s goes on to simulate M acting on the special conHguration
s = (as; bs; qs) for v + 1 steps. If this does not result in a halting conHguration M ′s
simulates M acting on the special conHguration s for v + 2 steps and so on. M ′s
therefore halts on all conHgurations i> M halts on s.
To prove the assertion of the lemma we deHne a machine M ′′ with Hve registers as
follows. Say the Hfth register contains n. Unless the Hrst four registers are empty and
the state is q0 M ′′ leaves the Hfth register unchanged and acts on the remaining four
in the same way as a machine M ′sn deHned above where sn is the special conHguration
(n; 0; q1) and M is Mf. Otherwise M ′′ reduces the Hfth register by 1 until empty. M ′′
halts on all conHgurations whose Hfth register contains n i> Mf halts on sn. If Mf
halts on sn it halts in conHguration (f(n)); 0; q0). Hence Mf halts on every sn i> f(n)
is recursive and the lemma follows.
4. Result
For the system described here it follows from an argument in [2] that all three sta-
bility properties described earlier, local asymptotic stability, global asymptotic stability
and global convergence are equivalent. Let us refer to them generally as stability. In
[2] the authors go on to show that there is no algorithmic procedure which, given a
description of a piecewise a3ne dynamical system, can decide if it is stable or not.
We will describe a system that allows us to add a twist to this in that the stability of
the system is still undecidable yet we must believe it to be stable.
Blondel et al. prove the existence of systems for which stability is undecidable.
However such systems require inHnite precision in their speciHcation or identiHcation.
In what sense are they real? Such systems are deHned abstractly using all the tools and
concepts of modern mathematics without restriction. All mathematical concepts can be
built up from a notion of set. To describe all of the mathematical tools available to us
we simply need to deHne the underlying set theory we are using to deHne these tools.
The simplest commonly accepted theory of sets is Zermelo Frankel set theory (ZF).
We need not go in to details here about ZF except to say that it accords with our
intuitive notion of what a theory of sets should contain (see [1,4] for an introduction
to axiomatic Set theory). We will only need one property of ZF, namely correctness,
which we will deHne below. A question then arises as to whether all the dynamical
systems described by a mathematics based on such a theory of sets actually exist in
the real world.
Let us Hrst point out that believing that the pathological examples described in
[2] have their counterparts in the real world involves two assumptions. First there is
the assumption, which everyone makes, that ZF is consistent i.e. it does not contain
360 J. Foy / Theoretical Computer Science 328 (2004) 355–361
a contradiction and, therefore, has some model. Everyone believes this to be true
otherwise every possible statement in mathematics would be true. Second there is an
assumption implicit in [2] that all the statements of a mathematics based on ZF set
theory are true when applied to the physical picture we have of the world, built up by
experiment and measurement. No further motivation is given by Blondel et al. for the
belief that the pathological systems described there will be encountered in reality.
Unfortunately, if both these assumptions are made then there exists a piecewise a3ne
system which can be deHned up to an arbitrary degree of accuracy and which has the
worrying property that everyone believes it to be stable but no one could ever prove it.
Why do we believe it is stable? Because if the system were unstable we could show
that it follows that the theory of dynamical systems would be inconsistent and every
possible statement would be true. On the other hand, we can also show that we cannot
actually prove the stability of this system. We are accepting that being able to prove
stability is no longer our only guide when it comes to deciding which systems are
stable and which are not.
Lemma 4.1. There exists a piecewise a.ne dynamical system N which is stable i8
ZF set theory is correct.
Proof. Lemma 4.1 above says that for any recursive function g :N→N we can deHne
a piecewise a3ne system which simulates g(n). Let Tf(n) be the nth provably halting
TM in some enumeration. f(n) can be recursively deHned by enumerating all proofs
and checking which of them prove the halting of a TM. The required dynamical system
N simulates the recursive function g(n) which does the following. g(n) Hrst computes
f(n), and then runs the TM associated with f(n) on input n until it halts. Finally, it
adds 1 to this output i.e. g(n) = Tf(n)(n) + 1.
As above this dynamical system will be stable if the TM Tg computing g(n) halts
on all inputs. Given the way g(n) has just been deHned it seems on Hrst glance that it
must. Its halting depends only on the halting of the TMs indexed by f(n) and each of
these can be proved to halt. But can we actually prove that Tg halts? If we could we
would be proving the existence of a halting TM Tg which by construction has output
di>erent to every halting TM. (It di>ers from Tf(n) on n.)
We can resolve the paradox this way. What Tg is actually doing is the following. It
searches for a proof that machine f(n) halts. Then it runs Tf(n) on n in the expectation
that it will halt. And when Tf(n) running on n halts, Tg adds 1.
We expect Tf(n) running on n to halt because there is a proof that this is so. This
idea that if a statement can be proved then it is actually true is at the crux of the
matter. It is a property of a formal mathematical system known as correctness and is
an assumption without which it is impossible to imagine how we might do mathematics.
In our context it is equivalent to being able to prove the halting of Tg and the stability
of the dynamical system N . However it is a consequence of Godel’s theorem that,
as necessary as it might be to assume the correctness of the formal system we are
working in, systems as rich as ZF cannot prove their own correctness.
Hence, we must assume N is stable while recognizing that we cannot prove it in
any theory based on ZF.
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The results of Blondel et al. are only relevant if we believe that all the dynamical
systems that can be described in a mathematical theory based on ZF actually have
counterparts in the real world. They then show that such a theory cannot successfully
encapsulate our notion of truth—there are systems which are truly stable which we
cannot prove to be stable. Here we draw the further conclusion that such a mathe-
matical theory does not even successfully capture our notion of proof. The stability
of N is equivalent to the correctness of ZF, which leads to the following paradoxical
conclusion. Assuming that our means of making deductions in ZF is correct we can
conclude that the dynamical system N described above is stable. Intuitively this would
seem to constitute a proof of the stability of N . And yet we have shown that there is
no proof in ZF that the system N is stable. If we are assuming, as the authors of [2]
do, that the world described by a mathematics based on ZF is the world encountered
in systems science we are accepting that we cannot codify what engineers think of as
a proof.
Is ZF a proper basis for a mathematical description of the world of dynamical
systems? Maybe we are better o> not believing in the reality of such a description.
Maybe it is time to restrict our attention to a tamer mathematical theory comprising
those objects familiar to engineers; the world of constructible systems.
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