In an Euclidean SU(2) ⊗ U(1) gauge theory without fermions, we identify scalar-field variables, functionals of the gauge fields and coming in different representations of isospin, which (i) are of mass dimension one in d = 4, (ii) couple to their parent gauge fields through suitable gaugecovariant derivatives, and (iii) can be endowed with a hypercharge despite their parents having none. They can be interpreted as projections of the gauge vectors onto an orthonormal basis that is defined by the fields themselves. We inquire as to whether these scalars can perform the usual tasks, normally fulfilled by external scalar fields, of spontaneous symmetry breaking and mass generation through vacuum expectation values. The gauge Lagrangian, expressed in terms of these scalars, automatically has quartic and cubic terms; an extra coupling constant for quartic scalar self-interactions is not needed. There are nine massive Higgs particles, a neutral triplet at a mass of m Z √ 2 ≈ 129 GeV, and three pairs of conjugate charged ones at m W √ 2 ≈ 114 GeV; another triplet of neutrals remains massless. On the other hand among the four scalars populating the potential-energy minimum, there are now two electrically neutral fields capable of forming VEVs; the ratio between the latter is a new and unknown parameter. Formation of the heavy-vector masses is then possible, but the derivation is less predictive than in the standard scenario. It also requires a somewhat more elaborate mixing pattern in defining the physical, charged and neutral vector fields.
In search of "intrinsic" scalars
The Lorentz-scalar Higgs fields providing for spontaneous symmetry breaking and mass generation in present-day electroweak theory are introduced in addition to the gauge-vector fields. In this article we refer to those as scalars external to the gauge system. It is a valid question whether such fields could, alternatively, arise from the dynamics of the gauge fields themselves. The latter, after all, possess self-interactions that could in principle stabilize scalar combinations with distinguishable experimental signals. Clearly, such intrinsic scalars, if indeed they are to play their assigned roles in electroweak theory, would from the outset have to meet nontrivial restrictions. To make mass formation along the known lines feasible, they would, in addition to being true Lorentz scalars, have to couple to their parent gauge fields through something like gauge-covariant derivatives. For this, in turn, they would need to be, like ordinary scalar fields, of mass dimension one in d = 4 dimensions ( or 1−ǫ in d = 4−2ǫ dimensions ) in order for these interactions to fit into, or be derivable from, the known renormalizable gauge-field action. They would, moreover, have to carry the extra property of hypercharge, since it is only through this quantum number that the abelian U(1) field can couple dynamically. It is not clear a priori whether all these properties can be realized simultaneously. The question is not merely one of economy : it is known that the quartic self-interaction of the "external" scalar fields does not allow for asymptotic freedom, and it is still true that "there is today a widespread feeling that interacting quantum fields that are not asymptotically free .... are not mathematically consistent" [1] . In the following we hope to elucidate some sides of the above questions, not least because their study may reveal aspects of gauge theory itself that do not seem to have attracted attention previously.
In what follows, section 2 initiates, and section 3 completes, the identification of "intrinsic" scalar fields with desirable properties as functionals of the gauge-vector fields. This is done for the simplest case of a pure U(2) gauge theory, without either charged-vs.-neutrals mixing or coupling to fermions. Without the introduction of hypercharge, this theory is partly trivial, since in the absence of both fermions and external scalars, and without neutral-sector mixing, the abelian field decouples. It will however provide a simple workspace in which to try things out.
Section 4 leads, in several steps, to the identification of these scalars with projections of the gauge vectors onto an orthonormal basis defined by the vector fields themselves. Section 5 discusses the rewriting of the gauge action in terms of "intrinsic" scalars, for the case where the latter are not yet endowed with a hypercharge. Still for the same case, section 6 describes the modification of the usual concept of a covariant derivative that becomes necessary in building gauge or BRS-invariant terms for the action. Section 7 suggests a way of conferring a hypercharge onto the scalars, despite the fact that their parent gauge fields carry none, and of adapting the covariant-derivative concept to this situation. On this basis, section 8 then discusses a "mixed" formulation of the action, where both types of fields, and their relationship as enforced through suitable delta functionals, make their appearance.
In this framework, section 9 finally takes up the issue of mass formation for the heavy vector bosons, after the necessary "mixing" transformation to charged vs. neutral vectors, and of masses for the scalars. Here a new situation emerges, where two, rather than one, of the electrically neutral scalar fields must be allowed to develop vacuum expectation values ( VEVs ). The ratio of those represents a new and unknown parameter, which diminishes the predictivity of the derivation. For the same reason, diagonalizing the mass matrix calls for a more elaborate version than usual of the field mixing.
That one and the same action functional, when written in different variables, should describe different excitations of the same underlying field system is not, of course, a new phenomenon. A wellknown example is Coleman's rewriting [8] of the massive Thirring model in terms of sine-Gordon solitons, where the solitonic excitation appears as a kind of coherent state built from the "particle" excitations. The analogy is not as farfetched as it would seem : we shall see in sect. 3 that the "intrinsic" scalars contain factors that can indeed be read as coherent superpositions of gauge-vector excitations.
Introducing the Scalar Fields
The many composite scalar fields that may be formed from the set of four vector fields of an SU(2) ⊗ U(1) theory clearly are not the answer to our needs, as they all are of higher mass dimension. Although we will begin with a simple field of this type -one that is easily identifiable in the standard gauge Lagrangian -we will then have to perform a process of "extraction of roots", in a sense to be made precise below, to arrive at fields of mass dimension one.
We denote, as usual, by A a µ ( x ) the three SU(2) fields with isospin indices a = 1, 2, 3, and by B µ ( x ) the U(1) field in a four-dimensional Euclidean x space, but we shall soon be in need of a uniform notation for all four fields and thus write with a capital index running over the four directions of an extended isospace ( technically, the adjointrepresentation space of the group U(2) ), while lower-case indices will continue to take their three values. Thus in the standard ( Euclidean ) gauge-field action
where S GF G contains gauge-fixing-and-ghosts terms, and where S (2 ,3 ,4) denote the bilinear, trilinear, and quadrilinear portions of the classical action, the bilinear term might be written as
whereas the S 3,4 terms would involve lower-case isospin indices only. We begin by inspecting
The observation of this being a contraction of a Lorentz tensor ǫ abc A b µ A c ν with itself, could motivate a definition of this tensor as a composite new field, and ( since a glance at its gauge behavior would quickly suggest its completion to the non-abelian field-strength tensor G a µ ν ) this would naturally lead to the introduction of the G a µ ν as new, tensorial field variables, as envisaged in the field-strength formulation of Halpern [2, 3] . But we might pair off the Lorentz indices the other way around and introduce the Lorentz, or rather Euclidean, scalar composite fields
which form a symmetric tensor in isospace, of mass dimension two, and evidently positive semi-definite in the Euclidean. As a collection of the scalar products between three vectors, this isotensor resembles what in linear algebra is called a Gramian matrix, except that the number of vectors does not fit the spatial dimension. At this point, in order to avoid a rather repetitious later discussion, we anticipate that we will be forced to consider the extension of (2.5) to a four-dimensional matrix in extended isospace, 6) in spite of the fact that only its 3 × 3 submatrix Ξ appears in ( the non-abelian part of ) the action. This is now a genuine Gramian matrix, and it is well known [5] that this matrix, at a certain Euclidean point x, encodes the linear-dependence properties of the set of four vectors at that point: it is nonsingular if and only if those vectors are linearly independent. In that case, it is then also positive definite. We will follow [2] in assuming that this is in fact the generic case, i.e. that a vanishing determinant of X will at most occur along lower-dimensional submanifolds of the E 4 space that make zero contribution to the action integral. For our purposes, X is then a generically positive definite 4 × 4 matrix field. The process we referred to as extracting a root now consists in invoking the simple fact [5] that a symmetric and positive semi-definite matrix like X can always be decomposed as
with T denoting a matrix transpose. If X is nonsingular, so is Q, but otherwise Q is a general 4 × 4 matrix field, of mass dimension one in d = 4, and with 16 independent component fields. Note that this is now a matrix factorization in the extended isospace that in contrast to eq. (2.6) no more involves the Lorentz indices. Clearly the choice of Q is not unique, as a given Q can always be transformed, without changing X, into Q · O with O an orthogonal 4 × 4 matrix. Thus in order to parameterize Q, we may start with the simplest possibility, Q = X 1 2 , where X 1 2 is, at each space point x, the positive semi-definite matrix square root of X and is, like X itself, a symmetric matrix. It thus provides ten independent component fields. Then the general Q can be represented as
where the orthogonal-matrix field is generated by
an antisymmetric and dimensionless 4 × 4 matrix field, which provides the remaining six independent component fields. Thus exp { Ω(x) } is an element of SO(4), the real orthogonal group in four dimensions, but it is to be noted that the rotation here takes place, not in the Euclidean space, but rather in the four-dimensional extended isospace referred to by the upper-case indices. Eq. (2.8) represents what is known as the right polar decomposition of Q, a decomposition of type modulus × phase. The determination of exp { Ω(x) } by further requirements will be the subject of the next section. Since X has a distinguished upper-left 3×3 submatrix (2.5) that enters the quadrilinear action S 4 , it seems natural to adopt three-plus-one partitionings for both X and its "root" Q, writing
Here χ a = Q a4 , a = 1, 2, 3, is a column 3-vector, (η T ) a = Q 4a , a = 1, 2, 3, a row 3-vector, and ψ = Q 44 a singlet in isospace, but these designations are to be taken with a grain of salt -they do not, in these cases, imply homogeneous transformation properties under local-gauge and BRS transformations. Here, since all our scalars are defined through the gauge fields, they will inherit in some form the inhomogeneous transformation laws of the latter. ( We collect the gauge / BRS variations in appendix A; they will typically feature, in addition to an homogeneous piece, an inhomogeneous term involving derivatives ∂ µ θ A (x) of the gauge functions θ A ). The 3 × 3 matrix Φ carries a reducible representation of isospin that naively would be expected to reduce according to the dimension count 9 = 1 + 3 + 5, but a glance at eq. (A5) shows that in this case we rather have a set of three ( global ) isotriplets :
11)
The χ entry provides a further ( global ) isotriplet. Similarly, the last line of (2.10) comprises four ( global ) isosinglets, so the sixteen-dimensional representation Q gets reduced according to
We reemphasize that because of the special gauge / BRS behavior of our scalars, we may at most speak of global isomultiplets, i.e. multiplets under spatially constant but not under local gauge transformations. Using (2.10) and its transpose, the X of eq. (2.7) now gets partitioned as
The point here is that the upper-left 3 × 3 matrix Ξ does not appear simply as Φ · Φ T , as it would if we had "extracted a root" from Ξ alone, but has an additional separable term χχ T that still preserves its ( generically ) positive definite character. In terms of components, then,
For later use, we note that a similar decomposition may also be given for the complete four-dimensional matrix X : from eq. (2.13) we have,
where P is the 4 × 4 matrix with three-plus-one partitioning
while ϕ denotes the 4-isovector
The difference from eq. (2.14) is that obviously det P = 0 and therefore
More precisely, P and P P T are generically of rank three. With these scalar-isomatrix fields, the quadrilinear part (2.4) of the action can now be rewritten in either of two equivalent forms : the first,
is, by eq. (2.14), bilinear in our scalar fields. It is thus a scalar-gauge interaction of the "seagull" type. The second,
is a quadrilinear self-interaction of the scalar fields. Recall that these two kinds of interactions appear separately in the standard-model Higgs action, whereas here they are equivalent forms of the same term.
The foregoing construction of the matrix field Q makes essential use of the theory operating in Euclidean space, since it is only there that the scalar products in X are positive definite. It may therefore not be redundant to recall one of the basic tenets of Euclidean field theory : analytic continuation to the Minkowskian domain is to be performed for the final, c-number correlation functions ( Schwinger functions ) generated, not in the equations of motion, or the path integrals, of the theory, whose treatment must be performed entirely in the Euclidean.
The trilinear coupling
We have rewritten the four-fields term S 4 as an interaction between the new scalars Q and their "parent" gauge fields. We now wish to do the same for the trilinear term S 3 . This will turn out to also determine partially, though not completely, the orthogonal-matrix factor exp(Ω) of eq. (2.8). Of course, the gauge-invariant way of generating both types of coupling is through ( scalar contractions of ) gauge-covariant derivatives, but here we defer the introduction of a suitable concept of covariant derivative to section 5, where it will be facilitated by the use of an orthonormal vector system attached, in a sense, to the gauge fields. The results of the present section will in fact lead directly to that very convenient tool.
For physical reasons, we expect the trilinear term to assume the form of a coupling of the gauge field to scalar-field currents. We inspect the S 3 term of (2.2), which again features only lower-case isospin indices :
With some index reshuffling, this can be rewritten as
where the usual notation, A ← → ∂ B = A(∂B) − (∂A)B, has been employed. The desired structure will emerge if we can choose our matrix-of-scalars Q such that
( of which, again, only the 3 × 3 submatrix (B, C) → (b, c) enters into (3.2) ), but at first sight this seems an unlikely prospect : the freedom we have in Q at this point consists in the six independent components of Ω, eq. (2.9), but while the two sides of (3.3) are antisymmetric in their U(2) indices, the relation is to hold for each of the four values of µ and thus implies 6 × 4 = 24 conditions. Obviously, this can work only if substantial constraints apply among the four µ values. It is all the more remarkable, and perhaps a piece of insight into the structure of gauge theory, that such constraints can be identified and are in fact fulfilled. The key to bringing eq. (3.3), which as a condition on Ω is rather unwieldy, to a transparent form making the necessary constraints evident, is the introduction of a quadruple of vector fields obtained by orthonormalizing the four gauge fields. This is possible by means of the Gram matrix X of (2.6) : X being generically nonsingular, so is its matrix root X 1 2 , and we can define
the second equation holding due to the symmetry of X − 1 2 . It is immediate to see that these form an orthonormal system :
Moreover, in 4-dimensional Euclidean space they are a complete set, which translates as
This orthonormalization process is known as Löwdin orthogonalization [7] and was first developed for applications in quantum chemistry. In our context, the basis constructed is different at each point x in E 4 . Thus we have a bundle of orthonormal frames, attached to all points of space. The only change such a basis can undergo while maintaining its orthonormality is a rigid rotation, so N bases at different points of E 4 differ at most by an SO(4) rotation. Definition (3.4) may be turned around to give an expansion of the A(x) field in terms of the orthonormal system at x :
Using this expansion on the l. h. s. of eq. (3.3), we have
Orthonormality turns the curly bracket in eq. (3.8) into a δ D E , so the second lines of both sides drop out from the condition. Note that this simplification, which is crucial to the entire subsequent development, would not happen if we were to scale both sides of eq. (3.3) by different numerical factors. The result, as desired, is purely a condition on e Ω :
From the trivial relations 11) it follows that on both sides of (3.10), the second ( minus ) term of the ← → ∂ µ construct equals the first -in other words, both sides are antisymmetric matrices in the U(2) space, and are thus structurally compatible. We may then simplify condition (3.10) to read 12) with the 4 × 4 matrices M µ given by
14)
The latter two forms are again valid because of (3.11).
It is now evident which constraints must be met for eq. (3.3) to be solvable by a suitable choice of Ω in (2.8) : these constraints are identical with the compatibility conditions for the system of four partial differential equations (3.12) :
(3.15)
If these are fulfilled, the four right-hand sides of (3.12) are in fact first partial derivatives of a single antisymmetric 4 × 4 matrix quantity, with six independent components, so the freedom in Ω is just sufficient for building that quantity. Upon working out these conditions [6] , one finds 
This time it is completeness of the N 's, eq. (3.6), that turns the curly bracket in (3.18) into δ κ λ and, remarkably, makes the two quantities cancel. It now becomes obvious why we had to work with the four-gauge-vectors formulation, rather than with the non-abelian fields alone: had we proceeded from the 3-dimensional Ξ of eq. (2.5), we would have obtained, from the analog of eq. (3.4), a set of three orthonormal vectors that would have been incomplete in four Euclidean dimensions. It is interesting that in the present context, the additional U(1) is not simply an empirical fact but is forced upon us by the formalism. An explicit form of the solution of system (3.12) will not be absolutely necessary in the following, but is convenient to have. Since M µ is both x-dependent and a noncommuting quantity, such a solution can in any case be exhibited only in a formal sense, as a path-ordered exponential :
where
Here we employ the obvious matrix notation Third, since O[A; C; x) involves a path C, which we always take from a conventional starting point x 0 to x, it is prima vista a nonlocal functional of the original gauge fields A, in apparent contrast to the X 1 2 factor in (2.7), which is built purely from the fields at its own argument x. Since the M µ in the integral is not a pure gradient, this path dependence seems to be unavoidable. The ( provisional ) functional notation in eq. (3.19) refers to this feature.
However, such a conclusion would not do justice to the nonabelian nature of the expression, as encoded in the path ordering P. To examine this question, we first parameterize C as
The path ordering P now turns into a time ordering T with respect to the path parameter t. The tool of choice is then a quantity that interpolates O[A; C; x) in this curve parameter [10] ,
U is a unitary-matrix function obeying the differential equation
and the boundary conditions,
where in the last term we omitted the functional dependence on A. (Notation : 1 n and tr n are the unit matrix and trace, respectively, in n isodimensions, for n = 2, 3, 4). The infinitesimal change in U ,
produced by an infinitesimal change in the path,
is given by a standard formula for T -ordered functionals [9] ,
By spelling out the bracketed functional derivative, applying partial integration, using the differential eq. (3.24) as adapted to the variable τ , and setting t = 1, one finally obtains,
A glance at eq. (3.16) then shows that δ C O = 0. Contrary to appearances, the matrix O is therefore not a path functional; it continues to depend functionally on the gauge fields, which we may call its parents, but otherwise is just a local function of x.
In the following, when we wish to refer to a completely specified quantity, we will therefore choose, without loss of generality, the straight path
With the possibility of eq. (3.
3) now assured, we may finally rewrite (3.2) in the form envisaged, that of a set of scalar-field currents coupling to the SU(2) gauge fields :
In terms of the component fields of eq. (2.10), the Q current gets partitioned as
The last entry obtains because
One sees that the upper-left submatrix that enters into (3.32),
again involves not only the 3 × 3 matrix Φ but has an additional, separable χ term.
Constant orthonormal frame
This section is a technical interlude which does, however, lead up to something conceptually significant: the interpretation, in eq. Since these are obtained from the N ′ s by an orthogonal transformation in extended isospace, they too form an orthonormal and complete system :
At this point they seem to depend on x, like the N vectors. By eqs. (3.4) and (2.8), they can be expressed asÑ
Using orthonormality, this can be turned around to give an instructive representation of the Q-matrix elements :
While once again presenting them as Lorentz scalars, this formula identifies the Q A B as the sixteen projections of the four gauge fields onto the four orthonormalÑ vectors. The salient property of the latter emerges when relation (3.3), now established, is combined with the derivative of (2.7),
By adding and subtracting these one finds the relation
and its transpose. Or, by combining this with eq. (4.4),
Upon comparing this with the partial derivatives of eq. (4.5), we conclude that
Thus each partial derivative of anÑ vector is orthogonal to all gauge vectors. The latter being generically linearly independent, we conclude that, generically, theÑ 's are spatially constant :
This somewhat unexpected property shows that the transformation of eq. (4.1) has undone the xdependent 4-rotation by which the original Löwdin frames at various points differed. It is clear that the x-independence property simplifies calculations in these frames significantly.
Of course, we cannot exclude that theÑ 's, while spatially constant in a given gauge-field configuration 
and choosing the "integration constant" as
we see that the once-more-modified Löwdin orthonormal system,
is always equal toÑ B µ [ A 0 ] for the reference configuration, and contrary to appearances is therefore independent of both x and of the gauge-field configuration A :
Since the latter change may arise from a gauge or BRS transformation, the n system is, in particular, a gauge and BRS invariant. A slight modification of the Q matrix,
which is still of the general form of eq. (2.8), then has matrix elements
which are the scalar projections of the A vectors onto the n vectors -a pleasantly simple, geometric interpretation. We emphasize that for our task of reformulating the gauge action, it is not necessary to actually construct quantities such as Γ 0 [A] orÑ λ [ A 0 ] explicitly; it suffices to know that a BRSinvariant basis n B λ exists and that the Q ′ matrix obeying eqs. (4.17) and (4.18) continues to fulfill relations (2.7) and (3.3). In the main text we therefore drop the prime, referring to it again as Q.
Note that there is a difference, both conceptual and practical, between these projections and the components of A in the arbitrary and fixed coordinate system tacitly understood when writing them as A C µ . These are not scalars but vector components. The orthonormal n-frame vectors, while spatially constant and independent of field configuration, do change their components in the arbitrary external basis in the same way as the A vectors do when that basis is changed, in such a way as to keep the contraction over Lorentz indices in eq. (4.18) unchanged. In this sense the Q elements are indeed scalar fields.
Action in terms of Q's
We seek to rewrite the generating functional of Euclidean correlation functions,
in a way that facilitates a study of the dynamics of either the scalar Q fields among themselves, or of their coupling to their parent gauge fields. In eq. (5.2), since we are not interested here in ghost amplitudes, we have omitted sources for the ghost fields, but we do carry sources K = { K A B } for easier generation of correlations of the Q scalars, which at this point are viewed as functionals Q [A] of the A's. Like the gauge-field sources J, they are of mass dimension three. Standard scalar-product notation such as (J,
has been employed. Here and in section 8, we examine two ways of reformulating Z using the scalar fields.
First, we might consider a complete reformulation in terms of scalars, which formally turns gauge theory into a theory of scalar fields interacting through tri-and quadrilinear couplings. For this, one uses the inversion of eq. (4.18) via the completeness relation for the n basis,
and in particular, for B = b = 1, 2, 3 ,
Thanks to the configuration independence of the n basis, this relation is effectively linear, and the functional Jacobian is a constant that drops out of the ratio (5.1). The J-source term may now be omitted from eq. 
In the latter equation, we note the occurrence of the invariant, orthonormal-basis vectors n C µ , introduced in eq. (4.15), in the tensorial combination
Eq. (5.5) shows that the "diagonal" piece alone of S 2 already yields the complete, normalized kinetic term for the scalars :
On the other hand, eq. (5.6) for the "longitudinal" piece of S 2 illustrates the fact that in this formulation, uncontracted n-basis vectors remain in some, though not all, terms of the action. This feature will reoccur, in particular, in the trilinear terms such as S 3 and the fermion-gauge and ghostgauge interactions. For these, the formulation is intrinsically awkward, since it tends to obscure the vector nature of these couplings. The explicit n vectors present an artificial element, conceptually different from but practically somewhat similar to the constant external vectors that one introduces in the axial gauges for vector gauge theories. The piece (5.6) with its n-tensor (5.7) is best treated together with the gauge-fixing term in S GF G . By contrast, the "all-Q's" formulation is quite suitable for an inspection of the S 4 term, in the form of eq. (2.20), in which all n's drop out by contraction. Upon applying, as usual, the SU(2)-specific relation
that term assumes the form,
Note that the coupling constant here is the usual g 2 of the non-abelian sector; in the present context there is no need to introduce an extra constant ( usually denoted λ ) for the quartic scalar term. For a positive-definite matrix such as Ξ, the integrand in curly brackets is nonnegative,
( proof: write the difference in terms of the eigenvalues of Ξ ) and the minimum value of zero is attained, apart from the trivial case Ξ = 0, when Ξ becomes proportional to a projector onto a one-dimensional subspace ( facts familiar from the properties of the density matrix ). A glance at (2.14) shows that there is a natural candidate for a term proportional to a projector -the χχ T matrix. The minimum of zero is thus assumed when
Recall that in the standard Higgs action, a nontrivial minimum of the quartic potential at a finite value of the scalar field is ensured through the addition, by hand, of a "wrong-sign mass term", − µ 2 φ † φ, which is really just a device for creating a minimum at a finite and constant value φ † φ = 1 2 v 2 , where v ∝ µ. It is interesting to observe that at least for the U(2) gauge group, an essentially similar structure, with a minimum at finite field values, is naturally present in the S 4 term. Also, the term quartic in χ cancels in the integrand of eq. (5.10), so that the difference (5.11) may be rewritten
( remember Φ is real ). What is different here is that the minimum field configuration is not a constant but rather an x-dependent quantity, proportional to the projector
onto the χ direction in isospace, locally at x. Thus in general it minimizes only the S 4 term of the action, whereas the standard ϕ = 1 √ 2 v also makes derivative terms vanish, and thus pushes the entire Higgs-field action into its minimum. We may however select a constant one among the minimum configurations (5.12), based on the vacuum expectation values of our scalar fields, which are expected to settle in the classical potential minimum but are x-independent. Thus, with a hat denoting quantum-field operators,
(5.16) Here u a is a constant unit isovector, u a u a = 1, and the field χ ′a (x), an isovector under global gauging, sweeps the non-constant remainder of the configurations (5.12).
On the other hand, the field degrees of freedom describing deviations from the minimum configuration, Ξ − Ξ min = Φ · Φ T , being given by the elements of the Φ matrix, are nine in number, rather than the four of the usual Higgs scenario. Of course, not all of these need be physical degrees of freedom -they exhibit a gauge dependence ( see eq. (A5) of appendix A ), involving the first three of the four local gauge functions θ A (x), that could be used to transform three of them away, in similar fashion as in the "unitary gauge" for the standard Higgs case. We do not dwell on this here but note instead that the "mass matrix" of eq. (5.14) now takes the form,
proportional to a projector onto a two-dimensional subspace. The S 4 portion of the action therefore splits off a mass term
with a mass of m 2 scalar = ( ν g 2 ) 2 , for only 3×2 = 6 of the nine Φ fields, while the other three, contained in Φ ′′ = Π Φ, remain massless. It is the latter three fields that one may envisage transforming away by a gauge choice.
The complete "all-Q's" action, upon putting in the S 2 pieces from eqs. (5.5) and (5.6) and the S 3 term from eqs. (3.32) and (3.34), comes out as
To limit the proliferation of terms, we have refrained from introducing the splitting Φ = Φ ′ + Φ ′′ of the Φ field in the 3rd and 4th lines of eq. (5.19), as well as in the first term.
Although we will be led below to the introduction of a minimal complex extension of our present real Q fields, this discussion of the S 4 term will be seen to remain valid, provided we replace the transpose Φ T everywhere by the hermitean conjugate, Φ † . More important will be the generalization of S 4 obtained in sect. 7 below, which aims at bringing all four vector fields into play.
A covariant derivative
Conceptually more interesting would be a mixed A-and-Q formulation, describing vector and scalar field variables on the same level. For this it is obviously necessary to be able to formulate the interaction of the scalars with their "parent" fields in a gauge-invariant way in terms of ( a scalar contraction of ) covariant derivatives. This, in particular, is the only known, gauge-invariant way of generating the seagull-type terms that can provide for vector-mass generation through vacuum expectations of scalars.
Now the very concept of a covariant derivative, as usually understood, tacitly presupposes homogeneous gauge/BRS transformation properties in the fields acted upon, as illustrated by the standard Higgs doublet. We already emphasized that the scalars considered here exhibit gauge changes ( appendix A ) that are at least partly inhomogeneous, but in building action functionals we require a modified form of covariant derivative for Q scalars which still transforms homogeneously so its contraction with itself will form an invariant. It is interesting that such a construct, gauge-transforming homogeneously in spite of the fact that the scalars acted upon do not, is in fact feasible, and again possesses a relatively simple interpretation. We approach this construct heuristically, discussing in this section the pure SU(2) case, and extending it in the following section to the U(2) context through the introduction of hypercharge.
We start from the usual form of a covariant derivative for an U(2) local gauge group,
where the 4 × 4 matrices I c have three-plus-one partitions,
Here F c are the hermitean SU(2) generators in the adjoint representation,
while the hermitean, 4 × 4 hypercharge matrix Y should commute with the three I c 's,
and therefore must assume the diagonal and real form ( Schur's lemma ):
Clearly, y 2 , g 2 refer to the SU(2), and y 1 , g 1 to the U(1) factor of the gauge group. Since our construction so far has been entirely in terms of gauge fields, which carry zero hypercharge, we start in this section by assuming 6) which amounts to omitting the g 1 B µ Y term from definition (6.1) altogether, and to considering
instead. We straightforwardly evaluate, using the properties of the matrices (6.3), the infinitesimal gauge variation ofD µ Q under the nonhomogeneous gauge variation of Q, eqs. (A9 / A10). The result is
where we used the generic coupling constant
On the r.h.s. of eq. (6.8), the first term gives the infinitesimal form of an homogeneous transformation law, while the second collects the contributions arising from the inhomogeneous parts ( containing derivatives of the gauge functions δθ f (x) ). We recast the latter term in a form with the order of the two derivatives interchanged. This leads tõ
. (6.10) Using this result in eq. (6.8), bringing its first term to the l.h.s. of that formula, and applying eq. (5.3), we conclude that the modified covariant derivative for Q fields without hypercharge,
obeys a purely homogeneous gauge-transformation law,
despite the nonhomogeneous law for Q itself. In eq. (6.12), one observes again the occurrence of the tensorial combination (5.7) of n-basis vectors.
In this no-hypercharge case, the homogeneous-transformation property of∇Q can also be seen in a different way, namely by formally rewriting it entirely in terms of A fields and n vectors, using again eq. (4.18). One finds for A = a = 1, 2, 3,
where G a µ, ν are the components of the nonabelian field strength, while for A = 4,
with F µ, ν the abelian field strength. Just like the Q fields themselves can be viewed as scalar projections of the gauge-vector fields, the components of∇Q can thus be interpreted as projections, with respect to the second of their tensorial indices, of the field strengths onto the same n-vector system. Since the field strenghts transform homogeneously ( F µ, ν being a trivial case ) while the n system is invariant, we again conclude that∇Q, too, transforms homogeneously. By using completeness of that system in the form
we then obtain the gauge-invariant, four-isospace contraction of two such modified derivatives in the form
In a sense, this contraction is therefore just a fancy rewriting of the classical gauge action -a rewriting, though, that captures the interaction between two different excitations, scalar and vector, of the same gauge field. It is instructive to digress briefly on how far one can go with this no-hypercharge scenario in the direction of vector-mass formation. For this purpose one would declare
as the interaction term in a mixed A-and-Q formulation of the problem, as detailed in sect. 8 below.
Upon writing this out, one finds, first, a "kinetic" term bilinear in the Q fields, which after partial integrations reproduces the integral of the sum of the two terms encountered already in eqs. (5.5) and (5.6). Second, the trilinear, two-Q's-one-A pieces, after some rewriting, turn into the S 3 action term in the "mixed" form of eq. (3.32). Our focus at this moment is on, third, the quadrilinear piece, which turns into the S 4 action term, again in its "mixed" form as given in eq. (2.19), and which can be written, for the bare-mass ratio, for which the standard scenario offers no clue. This would hardly qualify as an accurate pre-or postdiction, but in view of the utter simplicity of the reasoning advanced here in its favor, its cost-to-benefit ratio may nevertheless be deemed acceptable.
The occurrence of the projector 1 3 − Π, as in eq. (5.17), is of course welcome, as it allows for the appearance of a massless photon. But at the same time, the result shows clearly that without hypercharge we have one interacting vector field too few in the mass game, and this forces the next point upon us.
Hypercharge ?
In order to introduce hypercharge, as a means of bringing in one more vector field capable of mass formation, it is of course not sufficient to simply restore the g 1 B µ Y term in eq. (6.1). A gaugecovariant construct can result only if the Q fields acted upon are first endowed with hypercharge, in the sense of a homogeneous transformation behavior under a local U(1) group, and this is not trivial -we have built the Q's wholly from gauge fields, which carry no hypercharge. Can we confer upon our scalar fields a quantum number that their "parents" do not have ? The answer offered in the following is tentative, and it has drawbacks that we shall discuss. It does, however, establish the required transformation behavior, allows for a covariant extension of eq. (6.12), and, after the introduction of vector mixing, goes quite some way in the vector-mass problem. In the following we proceed heuristically, arguing that the natural way of embarking on this problem is to try to further exploit the freedom in Q as encountered in choosing the exp( Ω(x) ) "phase" factor in eq. (2.8). Instead of taking the phase matrix purely real and orthogonal, we now allow for a minimal complex extension, writinḡ
where h denotes the integral
This depends on the path C from a starting point x 0 to X, but its two essential infinitesimal properties,
3)
do not. TheQ fields are now complex. The use of complex "dressing factors" as in eq. (7.1) is again not new ; similar factors have been used as far back as the 1930's by Dirac [11] to define physical-field variables for charged fermions.
We now explore the consequences of postulating theQ's, rather than the Q's, to be the physical scalar fields ( apart perhaps from a linear mixing that parallels the usual charged-plus-neutrals mixing among the gauge vectors ). From eq. (7.4) one infers that theQ's now have acquired the sought-after, homogeneous terms in their gauge variations for hypercharge transformations, i.e. for local U(1) transformations with parameter θ 4 (x) ( see appendix A ). From eqs. (7.3) and (6.4) it follows that
Using these relations, it is now straightforward to establish that the quantity
relates to the∇ of (6.12) by the simple formula
and therefore possesses the homogeneous U(2) transformation law
Thus ∇ µ is our new covariant derivative with hypercharge, designed to act on complexQ rather than real Q fields. It can be written more explicitly as
where ∇ µ , in addition to being an Euclidean four-vector, now emerges as a fourth-rank tensor over the four-dimensional isospace :
The first line here generates in eq. (7.9) the part linear in fields and containing differential operators. The second line produces terms bilinear in fields; these comprise, as expected, the terms familiar from the "old"eq. (6.1), but also a new, unfamiliar term
This can be written, using the A − Q relations of eqs. (4.18 / 5.3), in various equivalent forms, among which we choose, heuristically, by arguing that a covariant derivative in Euclidean direction µ should provide coupling to vector fields A µ , not A ν . Thus the form
is indicated for expression (7.11) -incidentally, it is also the only form having no uncontracted n vectors. Then eq. (7.10) assumes the form
featuring the four 4 × 4 matrices
, (7.14)
with E = 1 . . . 4. Here y (D) is defined exactly like the g (C) of eq. (6.9). Still proceeding heuristically, we dismiss as exotic the idea that the matrices in a covariant derivative could have an x dependence through the function h(x), as would be the case here forĨ 1, 2, 3 ( inĨ 4 , there is no danger of such a dependence since y (4) = y 1 ). So we require
The hypercharge eigenvalue y should be integer or at least fractional, but we again dismiss as exotic the idea of combining an integer isospin with a fractional hypercharge, and in what follows -still claiming heuristic procedure -restrict ourselves to the most plausible, lowest value y = 1, i.e., Y = 1 4 .
(7.16)
Thus Y commutes with everything not only in the three-dimensional but also in the four-dimensional isospace. This allows us to get rid of a minor awkward feature of definition (7.1) as combined with eq. (2.8): so far, the complex "phase" matrix stands to the left, the real one to the right of the X 1 2 "modulus" matrix, but now we may writē
with a single, unitary-matrix factor, exp Ω (x) = P exp
The M µ portion of the exponent is real and antisymmetric, the i B µ 1 4 portion imaginary and symmetric. For simplicity, we have integrated both along the same path C from x 0 to x. With this, our basic factorization of eq. (2.7) generalizes simply to
The matrices (7.14) now become duly constant and are,
Note that these matrices, by definition, now include the coupling constants g 2 , g 1 . Note also thatĨ 4 , the counterpart of the old Y matrix, and the matrix now governing the coupling of our scalars to the A 4 µ = B µ field, is diagonal :
Up to a factor it is, in fact, the projector onto the 3-dimensional isospace. By contrast, theĨ 1, 2, 3 matrices each have one −g 1 y entry in their fourth columns. Together, the four matrices no more obey the U(2) commutation relations -in this sense, the covariance property of eq. (7.8) is no more manifest. This comes as no surprise, since in writing eq. (7.13) we have torn apart the natural unit of eq. (7.5) into its two pieces, in order to separate "kinetic" and "interaction" parts. With the expression resulting from (7.13),
the contraction-of-covariant-derivatives action with hypercharge,
finally has terms with zero, one, and two vector fields,
where C 2 now is a kinetic term for theQ scalars analogous to ( the integral of ) the sum of terms (5.5) and (5.6),
, (7.26) and C 3 is a trilinear interaction of the vector fields with a "current" of theQ scalars,
a generalization of eq. (3.32) to four isodimensions. Finally, C 4 denotes the seagull-type, four-fields term,
a generalization of eqs. (2.19) and (6.19) . Note that in C 3 and C 4 there are no explicit coupling prefactors; the gauge couplings, as emphasized before, are contained in theĨ C matrices. Eq. (7.28) will be the starting point for section 9 below. It is clear from the combination of eqs. (6.17) and (7.7) that the action of eq. (7.24) is still a fancy rewriting of the classical gauge action. Since the latter "knows nothing" about the coupling g 1 , it follows that (7.24), contrary to appearances, is in fact independent of g 1 . This invariance will be broken, along with the gauge symmetry itself, by the spontaneous formation of VEV's in certain scalars, which takes place at a definite, nonzero value of g 1 . In the world of "intrinsic" scalars, once they have been endowed with hypercharge in the way explored here, there is therefore the possibility of "spontaneous creation of a coupling".
Mixed-variables action
Enforcing the A−Q Relation. We now need to address the fact that use of an action like (7.24/7.25) makes sense only in a mixed A-and-Q formulation of the problem -which, incidentally, would also lend itself best to a comparison with the standard Higgs scenario. Such a formulation involves rewriting the path integral (5.2) as an integral over both vector and scalar fields, while imposing the relation between these. In this section we discuss this rewriting on the simplest level of the original, real A and Q fields, leaving the modifications for the complex W ± ( section ) andQ fields to the reader. On this level, we have to enforce the relation (4.18) between the two kinds of variables by inserting
into a double path integral :
Exponentiation of the delta functional, in order to convert it into additional action terms, can be achieved by various techniques. One might insert
as is done in the field-strength formulation of ref. ([3] ). This is technically unobjectionable, but as an action term the imaginary exponent seems somewhat out of place in an Euclidean theory ( except when, as in ref.
( [3] ), it is immediately absorbed by a Gaussian integration ). Alternatively, one could utilize the limit representation,
which, before the limit is executed, would resemble the method of Kondo [4] for introducing new functional variables defined "on the Gaussian average". The ( infinite ) constant again drops out of the ratio (5.1).
There is yet a third method, more specifically attuned to the context of a gauge theory, on which we concentrate in the following. It consists in appealing to a functional theorem that underlies the De Witt-Fadde'ev-Popov quantization procedure. In the formulation of [1] , and with minimally adapted notation, the theorem runs as follows :
Theorem : Let φ n (x) be a set of gauge and matter fields and Dφ = n,x dφ n (x) their functional volume element. Let G[φ] be a functional of the φ n satisfying the gauge-invariance condition 
Then the functional integral
is actually independent ( within broad limits ) of the noninvariant functionals f A [φ, x), depends on the choice of the functional B[f ] only through an irrelevant constant factor, and in fact equals
is the irrelevant constant, and where
is the volume of the gauge group ( in other words, ρ[θ] is the invariant or Haar measure on the space of group parameters ). This theorem is usually applied for the purpose of changing between gauge-fixing schemes, but it can also be used as a method of enforcing relations between functional variables. In the present context, it evidently cannot be applied to the D[Q] D[A, c,c] integration of eq. (8.2) as a whole, since the obvious choice for the "initial" functional f ,
would, in the presence of the "initial" B functional
be effectively gauge invariant under combined gauge transformation of both the A and Q fields ( the kernel F of eq. (8.6) would vanish ). It can, however, be applied to the "inner" A integration at any fixed configuration Q of the "outer" integration of (8.2) , where reference to the fixed Q breaks invariance under gauging of A alone. We also require a slight modification of the above theorem, since the f (0) of (8.10) now also carries a spacetime index µ. µ ; the inverse determinant, which in the presence of the δ functionals effectively depends only on Q, can be shifted into the "outer" Q integration. The theorem then permits, for one µ at a time, the replacements 
The inverse determinants of these kernels, having accumulated outside the A integration, form a product-inverse determinant that can be represented by a path integral over bosonic ghost fields :
with volume element,
Since F (0) has unit mass dimension, the b's andb's are bosonic variables with the unconventional mass dimension of 3/2. For the "final" functionals of the process, which should provide for the desired exponentiation of the delta functionals, we follow closely the gauge-fixing examples by choosing
with ζ a dimensionless, real parameter. Then B[f ] is accompanied by the product of the determinants of the four functional-derivative kernels
Since this can be written as
and since the determinant of the square-bracketed kernel in the first line is a field-independent factor that cancels in the ratio (5.1), we may as well replace µ , but depending on A rather than Q. ( Remember the delta functional, at this stage, is no more available ). Then
can be represented as an integral over additional Grassmannian ghost fields, but one may of course also opt for a purely bosonic-ghosts representation of the quotient kernel (
. We see no necessity to spell these alternatives out in detail. The point of this exercise has been to show that the task of enforcing the Q − A relation in the double path integral can be shifted onto a purely kinetic addition, eqs. (8.16)/ (8.17), to the A − Q action, at the expense of a substantial increase in the number of ghost-field integrations.
The still unbroken invariance of the combined A − Q path integrand under simultaneous gauge transformation of both A's and Q's should, at least for a perturbative treatment, be dealt with by standard schemes of gauge fixing, such as those implemented by the term S GF G and the concomitant Grassmann ghostsc, c in eq. (8.2).
As for the extension to "hypercharged"fields, we remark on only one point: as long as there is no convincing way of tying the newly introduced, one-too-much scalar h(x) to the vector or the other scalar fields, one cannot avoid including a path integral over this function -which is essentially an integral over the curve function s µ (t, x) -in the generating functional of (8.2).
A-Q Action functional. We must also reorganize the action to describe both A ′ s and Q ′ s and their interplay. At first sight, it would seem possible to work with an arbitrary mixture
( in self-explanatory notation ), with α real. But then we have to provide normalized kinetic energies S 2 for both sets of variables, which calls for a rescaling of the latter of the form
The infinite Jacobian for this rescaling is again a constant that drops out of the ratio (5.1) ). However, we emphasized already in connection with condition (3.3) that scaling its two sides differently would invalidate the derivation of eq. (3.12) and the entire subsequent construction of Q right down to eq. (4.18). If we wish to hold on to that construction, then apart from the trivial cases α = 0 and α = 1, the choice α = 1 − α = 1 2 is the only one admissible. The ensuing rescaling with
produces a sum of normalized kinetic terms as in (2.3) for A ′ and in (5.5 / 5.6) for Q ′ . In the tri-and quadrilinear terms, it produces in addition a rescaling g −→g = g √ 2 of the coupling constant g 2 , or more generally of the g employed in the next section ( see eq. (9.4) ). It also extends to the ghost fields and coupling constant in S GF G . Since the quartic term (7.28) of the A − Q action (7.24) is needed both as a mass generator for the vectors and for the Higgs-type scalars, and since with the rescaling of g it appears effectively with a factor of two, we may use another equal-weights decomposition here, writing, with couplings now indicated as additional arguments,
Each of the latter two terms carries the original, unrescaled coupling, whereas the other terms, such as C 3 or the pure-A part of the action, appear with rescaled couplings. ( That the total is still gauge invariant is then no more immediately visible ). The schematic structure of the action is
To this should be added the exponent of expression (8.16), 
Mass Formation
The question of mass formation for the vector fields now poses itself anew, since eq. (7.28), in contrast to eq. (6.19), now indeed involves all four vector fields. However in order to tackle it, we should first allow for a transformation of these vectors to the physical, charged and neutral fields. Again proceeding heuristically, we start from what is familiar, and try to adapt it in steps.
The familiar side. From the original U(2) fields A C µ (x), C = 1 . . . 4, the charged and
are obtained by the transformation,Ṽ
2) whose 4 × 4 matrixŨ
is x-independent, block diagonal, and in its "neutral" block depends on the weak mixing angle ϑ W . The latter, in turn, is related to the gauge couplings by
The tildes on everything in (9.1) -except for the photon field A µ (x), which is going to retain its familiar form -warn of the provisional nature of these definitions. The interaction term of ∇ µQ in the second line of eq. (7.23) becomes,
with matrix combinations, now marked by lower indices,
in which we employed the usual abbreviations,
We relegate the listing and discussion of these matrices to appendix B, since the object of interest here, the quadrilinear A −Q interaction term with hypercharge of eq. (7.28), now takes its form with "intermediate", i.e. provisional physical fields,
which involves only matrix bilinears of typeĨ † KĨ L , and these in some respects have simpler properties. This will provide the starting point for a discussion of vector masses.
VEV formation. In sect. 5 we pinpointed, on the basis of minimality properties, the separable χ a χ b term of eq. (2.14) as the place where formation of vacuum-expectation values occurs. In the present, four-fields situation, the natural extension is to rely instead on the decomposition of eq. (2.15), generalized, as in eq. (7.19), to read To find out which scalars can develop nonzero VEV's, we should examine the eigenvalues of the matrix of electric charges, i.e., of the matrixĨ A of (9.7), which by eq. (9.5) contains the couplings ofQ scalars to the photon field. That matrix, given in eq. (B8) of appendix B, is not diagonalizable in the usual sense ( by a unitary or similarity transformation ), but can be related to its diagonal form by a two-sided transformation ( a "biequivalence" in mathematical terms [5] ), which involves just the above field-transformation matrixŨ , both at ϑ W = 0, where its "neutral" block becomes a unit matrix 1 2 , and at general ϑ W :
There are two messages here : First, since the eigenvalues of electric charge must be integer multiples of gc W s W = e, the positron charge, transformation of the VEV-forming scalars to charge eigenstates will not be achieved byφ −→Ũ (ϑ W )φ alone, since the corresponding third eigenvalue, s W , is not a multiple of e. To adjust the electric charges, we are forced to introduce a ( hermitean and diagonal ) scaling matrix,
( we could replace c W by nc W with any nonzero integer n, but again refuse to deal in exotics ) and to redefine as physical, charged-and-neutral ϕ scalars the elements of the four-isovector
It is this four-isovector field which, by extension of eq. (5.16), we may postulate to develop nonzero VEVs :
with v a constant, real isovector. On the other hand, among the transformed matrices for the U(2) covariant derivative,T
the fourth,T A , is now an admissible electric-charge matrix :
featuring charges of 2, 1, and zero units. We note in passing that strictly speaking we have established the representation of electric charge only on the four-dimensional subspace spanned by the φ-vector elements. Since these are assigned a distinguished role, it is not impossible that different representations should take place on the other isoquartets, as assembled in the P matrix of eqs. (2.16)/(9.10). With eq. (9.14), the "seagull" action of eq. (9.9) now splits off a mass-squared-matrix term for theṼ vector fields,
18) a positive-semidefinite, real, and symmetric matrix. Second, since it is the fields with zero charge eigenvalues that are eligible for VEV formation, we now see from eq. (9.16) that the VEV isovector in the present context has the general form,
where we introduced an angle ϑ v through
This stands in contrast to the standard scenario, where only one of the four real fields in the complex Higgs doublet is assumed to develop a VEV. Since the relative magnitude of the two VEVs, v 2 /v 4 = tan ϑ v , is unknown, this introduces, in comparison with the standard treatment, an additional parameter, which spoils the apparent advantage of not having to introduce a four-Higgs coupling constant. We will soon be in a position to see that postulating one of the two v's to vanish is no cure : the W ± -to-Z mass ratio, which should be c W , will then come out either too large or too small, namely, as
The two VEVs are here to stay, and this immediately leads to a further complication.
Non-diagonal mass matrix. In the traditional setting, the presence of a VEV in only one Higgs component, in conjunction with the simple mixing scheme of eqs. (9.22) which in the integrand of eq. (9.17) are the coefficients ofW + µ (x)Z µ (x) andW − µ (x)Z µ (x) respectively, are nonzero. Together with the diagonal combinations
which give the coefficients of
and ofZ µ (x)Z µ (x) respectively, they turn the integrand of eq. (9.17) into the bilinear form
, this represents a curious mixture of "old" and "intermediate" fields. Another peculiar feature worth noting in eq. (9.23) is that the mass-squared coefficient of the charged-fields combination (9.25) arises solely from the (M 2 ) +,+ element, whereas (M 2 ) −,− vanishes.
The statement of eq. (9.21) is now plain. It is obvious that for our scalar fields the simple mixing scheme of eqs. (9.2)/ (9.4) is not sufficient to produce a diagonal mass matrix.
Diagonalization. Physical vector fields.
Determination of the additional field mixing required to render the bilinear form (9.26) diagonal, under the additional condition that among the transformed fields there should be exactly two complex and conjugate ones, is an elementary but tedious matter; the essentials are recorded in appendix C. The result takes the form of a further linear transformation,Ṽ 
The 4 × 4 matrix of this transform,
is 3 + 1 block diagonal, with unit lower-right entry so as to leave the photon field unchanged. The 3 × 3 block pertaining to the charged and Z fields features two new mixing angles, ϑ m and ϑ c , and their functions
which both depend on ϑ W and therefore, unlike ϑ W itself, do not represent new constants of nature. They appear also in the entries
By the construction of appendix C, this transformation now finally renders the vector-mass matrix diagonal, in the sense that
This is a congruence transformation [5] , rather than a unitary one. Such a transformation preserves symmetry and positive-definiteness, but not the spectrum. It is therefore not surprising that the charged-fields mass term now comes not only from (M 2 ) +,+ but also from (M 2 ) −,− . In detail, we obtain In the standard setting, the correct ratio of masses, m W /m Z = c W , would have automatically emerged no later than this point. In the new situation, involving our "intrinsic" scalars, this gets thwarted by the presence of the new parameter ϑ v , which encodes the relative magnitude of the two VEVs. The best one can do here, in view of the observation of eq. (9.21), is to use the correct value as an input, which for eqs. (9.33) means to impose the condition,
Of course, this is a clear decrease in predictivity. Condition (9.34) now determines ϑ v in terms of ϑ W ( see eq. (C21) of appendix C ). Working backwards, one then determines the angles ϑ m and ϑ c and their functions we encountered. In order to present actual if approximate numbers, we use the rounded-off current empirical value for θ W [12] , s 2 W ≈ 0.23, which of course is slightly inconsistent since the empirical number, which includes all radiative corrections, should not be fed into tree-level relationships as discussed here. However we are only after a first orientation, and the ≈ relations in what follows therefore do not claim more than about percent accuracy. Then µ c = µ 3 is given by (C31) of appendix C, and
The latter number, within our accuracy, is indistinguishable from
The various angles come out as in eqs. ( C33 / C34 / C35 ) of appendix C; here we only quote
The upshot of the procedure is that the final physical fields making the mass matrix diagonal, and forming normalized combinations ( sum of moduli squared of coefficients equal to unity ) of the original U(2) fields, are defined by the combined transformation,
which we write out in full, 3 − √ 17 , is negative and thus outside the physical range. One may take the view that a limit such as eq. (9.42) is not particularly interesting for a quantity that is already well known empirically, but the fact that a limit should exist at all for such a constant of nature still has something intriguing about it.
The end result of this section then is the desired form of the vector-mass term (9.17) in the action, 
Scalar masses revisited.
The discussion of sect. 5 on mass formation for the scalars, based purely on the Ξ fields, also needs to be reconsidered in the new context created by the introduction of hypercharge. A convenient starting point is eq. (7.28), where the transformation to a four-Q's term is effected simply by applying eq. (7.19) to the A-fields product :
The product ofĨ matrices possesses the symmetry property
as shown by its explicit form obtainable, after some rewriting, from the definitions in (7.20) / (7.21) :
Here both the imaginary part, and the real part given by
display the symmetry, but the former, through its ǫ tensors, also has an antisymmetry with respect to either (C, D) or (A, B), so that it cannot contribute to K 4 . Upon introducing the decomposition of eq. (9.10) into (9.44), the mixedP -φ term,
48) then appears with a factor of 2, whose origin is the same as for the 2 in the mixed Φ-χ term of eq. (5.13), and which will again be crucial for the scalars-to-vectors mass ratio. In addition, there is of course a four-P 's self-interaction term ( K 4 ) (4) , which we do not discuss. What is interesting, however, is that just as in (5.13), there is no four-ϕ's term ( K 4 ) (0) , as can be checked by contracting expression (9.47) withφφ † from both sides. We also recognize in the first line of eq. (9.47) the term of (5.9), which induces positive-semidefiniteness analogous to eq. (5.11). Moreover, the second-line term involving s 2 W is also positive-semidefinite : when contracting it with X in both index pairs, it gives 2 s
Using the unitary matrix R which carries X to its diagonal form X diag = R X R † , with nonnegative eigenvalues λ A , A = 1 . . . 4, this becomes,
50) from which, since |R| 2 's are between zero and unity, one concludes
Thus the integrand of K 4 has a minimum of zero at X = ϕ ϕ † , i.e. at P = 0, a situation largely analogous to the one in three isodimensions at the end of sect. 5. We can expect massive Higgs-type particles in those P directions where there is a stable minimum, but this time with more fields in the game.
We may now retrace the steps which in the vector case led from eq. (7.28) to the isolation of the mass term (9.17), after replacingφφ † → v v T . We find that (9.48) splits off a scalar-mass term, • Our attempt to give the "intrinsic" scalars hypercharge begs for a better solution. It leads to overcounting of the degrees of freedom, as it introduces a seventeenth scalar function, h(x).
Moreover it makes this function a path functional, depending on an unknown curve s µ (x, t).
There is no natural way in sight of expressing this function in terms of the other scalars. The ugliness in the non-hermitean matrices of eq. (7.20) may well be a symptom of these deficiencies. The problem is mitigated a little by the fact that in the quantized theory we are after BRS rather than full classical gauge invariance, where BRS variations are effectively infinitesimal. Thus at least the BRS properties related to h(x) should be amenable to discussion in terms of the infinitesimal variation of eq. (7.4) alone, which makes no reference to the curve function.
• The true nature of the ϕ(x) isotriplet-plus-singlet fields is arguably not fully understood. They populate the space in which the quartic scalar potential K 4 assumes its minimum of zero, and some of them help in giving other particles a mass by developing VEV's, while remaining themselves massless. But the Higgs-type scalars H also include a massless isotriplet -what precisely is the difference ? The ϕ(x) fields, as long as one abstains from using the unnatural all-Q's form of the trilinear C 3 term that obscures its current-to-vector-coupling nature, appear no more than bilinearly in the action, and their dynamical parts ϕ ′ could therefore, if desired, be integrated out by Gaussian path integration after the VEV work is done. Is this a sign of their being in fact superfluous ?
• Our heuristic route to the vector-mass problem with charged-plus-neutrals field mixing, with its plethora of intermediate quantities marked by tildes, and its constant need of intervention by heuristic guessing, is very cumbersome and not very transparent. It is not inconceivable that the true reason for the necessity of imposing the m W /m Z ratio, which the standard scenario produces painlessly as a result, is hidden behind this heuristic fog. What is needed is a single, more abstract principle that leads more directly, and cogently, to the more elaborate field-mixing scheme, and makes m W /m Z again a painless matter.
Gauge variations ofQ scalars. From the definition ofQ, eq. (7.1), and our choice (7.16) of the hypercharge matrix Y , extension of the above to the complexQ scalars is simple : 
The results can be collected in a compact form by writing
where, by the parametrization (9.4) of g 2 and g 1 ,
and where the summation convention does not apply to (A). It is understood that for d = 1, 2, 3,,
B Explicit Matrix Representations
The matricesĨ E defining the interaction part ( second line of eq. 
The latter matrix, as already observed, is diagonal, and in particular has the scalarsφ 1, 2, 3 =χ 1, 2, 3 of eq. (9.10) coupling to the B µ field with equal strengths g s W , while the scalarψ =φ 4 does not couple to B µ at all. The matrix combinations (9.6) and (9.7), written with lower indices, that accompany the "intermediate" charged and neutral fields of eq. (9.1) are now readily formed : 
The latter two matrices are 2 + 2 block diagonal, and both have a vanishing (4, 4) element. The matricesT K defined through the transformation of eq. (9.15), which carriesĨ A to its diagonal form, are enumerated next. The notations 
The latter matrix is diagonal and, by construction, exhibits charges of 2, 0, 1, 0 in terms of the elementary electric charge g c W s W = e. Note that the zero charge occurs twice. Finally we list the matrixD −1 appearing in the definition eq. (9.38) of the physical vector fields,D
