The classical result by Itô on the existence of strong solutions of stochastic differential equations (SDEs) with Lipschitz coefficients can be extended to the case where the drift is only measurable and bounded. These generalizations are based on techniques presented by Zvonkin [15] and Veretennikov [12] , which rely on the uniform ellipticity of the diffusion coefficient.
Introduction
In this article we are going to consider a d-dimensional time-homogeneous stochastic differential equation (SDE) of the form dX t = µ(X t ) dt + σ (X t ) dW t .
(1)
Itô's well-known existence and uniqueness theorem for SDEs states that for (locally) Lipschitz µ, σ there exists a unique (maximal local) strong solution, see, e.g., [7] . However, in this article, we are interested in the case where µ is not Lipschitz. Zvonkin [15] (for the one-dimensional case) and Veretennikov [12] (for the multi-dimensional case) prove that if σ is bounded and Lipschitz and the infinitesimal generator of the SDE is uniformly elliptic, i.e., if there exists a constant λ > 0 such that for all x ∈ R d and all v ∈ R d we have v ⊤ σ (x)σ (x) ⊤ v ≥ λ v ⊤ v, then there still exists a strong solution, even if µ is only measurable and bounded. Veretennikov [13] generalizes the result by requiring that uniform ellipticity needs to hold only for those components in which the drift is non-Lipschitz.
Zvonkin's method is extended by Zhang [14] to a locally integrable drift function and non-degenerate diffusion. Beyond the aforementioned classical results one can find several approaches for dealing with discontinuous drift coefficients in the literature. A very natural way is to use smooth approximations for discontinuous coefficients and analyze the corresponding limiting process. Such a procedure is presented in a general form by Krylov and Liptser [5] , but still the presence of ellipticity is crucial. This technique is also related to the question of stability of SDEs, see Protter [9, Chapter V.4] , for which results commonly ask for the a-priori existence of the limiting process. In Meyer-Brandis and Proske [8] the existence question for the situation of a measurable drift function and non-degenerate diffusion coefficient is dealt with by techniques from Malliavin calculus.
Another method, different in spirit, is introduced by Halidias and Kloeden [3] who prove existence of a solution to a SDE with a drift that is increasing in every coordinate via a construction using sub-and super solutions. For our result, no monotonicity of the drift is needed and it is therefore a much more general existence and uniqueness result for the degenerate setup.
That ellipticity plays a crucial role can be illustrated by the following example for which uniform ellipticity fails: consider the 2-dimensional SDE
with X 0 = (0, 0). If (2) had a strong solution then we see from adding the two equations that there would exist a one-dimensional adapted processX = X 1 + X 2 satisfying
For the sake of completeness we show in Section 4 that such a processX cannot exist.
The aim of this article is to give sufficient conditions on µ, σ such that the SDE has a solution for the case where σ σ ⊤ fails to be uniformly elliptic and where µ is allowed to be discontinuous and unbounded. This question is motivated by an example from Leobacher et al. [6] , where a SDE appears that clearly violates the classical conditions of the theorems by Itô, Zvonkin and Veretennikov and does not necessarily include an increasing drift like the example in Halidias and Kloeden [3] . In fact, we are especially interested in cases where the drift is decreasing. We will present the example from Leobacher et al. [6] as an application of our results in Section 4.
The first main result of our contribution is Theorem 3.1 which states that there exists a unique maximal local solution of (1), if σ is sufficiently smooth, (σ σ ⊤ ) 11 ≥ c > 0, and if µ is discontinuous in {x 1 = 0}, but sufficiently smooth everywhere else. The result can be generalized by a transformation of the domain, to allow for a discontinuity along a hypersurface, but what remains is a certain dependence of the result on the geometry of the discontinuities of the drift coefficient.
The contribution of this article is two-fold: first, it closes a gap in combined filtering-control problems, namely that of admissibility of threshold and banded-strategies, which are very common types of optimal strategies. Second, it contributes to the theory of SDEs, not only by giving one of the most general existence and uniqueness results for the degenerate-elliptic case, but also by highlighting intriguing connections between the geometry of a discontinuity of the drift on the one hand and the diffusion vector field on the other hand.
The paper is organized as follows. In Section 2 we first fix notations and present the classical notions of strong, local, and maximal local solutions. Towards the statement of the main theorem a technical lemma and a particular form of Itô's formula are proven. In Section 3 we prove the main results of this paper, and in Section 4 we apply our results to a concrete problem coming from mathematical finance.
Definitions and first results
In the whole paper we work with a filtered probability space (Ω, F , (F t ) t≥0 , P), where the filtration satisfies the usual conditions. Furthermore, we consider a d-dimensional standard Brownian motion W = (W t ) t≥0 on that space. By · we always denote the d-dimensional Euclidean norm. When using the notion "solution" we always refer to "strong solution".
First, let us recall the definitions of local, maximal local, and global solutions of SDEs. Consider an SDE of the form
(Ω), where
Definition 2.1 ([12] ). An R d -valued stochastic process (X t ) 0≤t≤T is called a solution of (4) (4) if X 0 = x 0 , and, moreover, there is a non-decreasing sequence {ζ k } k≥1 of (F t )-stopping times such that 0 ≤ ζ k ↑ ζ a.s. and Furthermore, recall that a function φ on R d is locally Lipschitz if for all n ∈ N, there is a constant L n > 0 such that for those x 1 , x 2 ∈ R d with max{ x 1 , x 2 } ≤ n the following condition holds:
We consider the following system of SDEs on R d :
Assumption 2.4. We assume the following for the coefficients of (5).
The function µ : R d −→ R is allowed to be discontinuous. However, the form of the discontinuity needs to be a special one. Assumption 2.5. We assume the following for µ:
Remark 2.6. The value of µ for x 1 = 0 is of no significance for us since, due to Assumption 2.4 (iii) a solution X to (5) does not spend a positive amount of time in the hyperplane {x 1 = 0}. Now, we are going to study the existence of a solution to system (5) . Suppose first that a solution to (5) exists and define
For the sake of readability we are going to skip the arguments in the following. Heuristically using Itô's formula we calculate
Now we would like to choose g 1 ≡ 0 such that
to eliminate the problematic term µ 1 . This extends the idea of Zvonkin [15] . A solution g 1 can be obtained as follows.
We are free to choose
Note that
Note further that for j = 1 the terms of the
are locally Lipschitz since µ j is locally bounded and
is zero on {x 1 = 0}. Using similar considerations we can find g k :
for which we get a special solution
where
by the method of variation of constants. Note that for all k = 1 and all j = 1, . . . , d we have
where C is of the form
for some C 0 ∈ R and a and c are such that
Proof
]). Thus we get that
are Lipschitz for i, j = 1.
Next we show that
is locally Lipschitz for all j. Let r > 0 and let x, y ∈ B r (0).
exist and are bounded on B r (0), say by K. Consider first the case where x 1 , y 1 > 0 (i.e., both points lie on the same side of the hyperplane {x 1 = 0}):
If exactly one of the x 1 , y 1 is zero, the same estimate holds. If x 1 < 0 < y 1 , let z be the intersection of the hyperplane {x 1 = 0} with the line connecting x and y. Now make the same estimate as above twice.
Finally, let
For proving that
, i, j = 1, is locally Lipschitz we need that a has continuous third derivatives w.r.t. (x 2 , . . . , x d ), as warranted by our assumptions on the function a. The proof then runs along the same lines as above.
From Lemma 2.7 together with Assumptions 2.4 (ii) and 2.5 it follows that for all
In particular, due to the inverse function theorem [10, Theorem 9.24], G is locally invertible, i.e., for every x 0 ∈ R d there exist r > 0 and H : G(B r (x 0 )) → R d such that
Note that H inherits the smoothness from G.
Before proceeding we need to clarify the notion local in our context. Below we are going to use the locally defined function H for establishing the existence of a solution to (5) . Naturally, for X 0 = x 0 the -still to be constructed -solution X will exists on B r (x 0 ).
∈ B r (x 0 )} for k ∈ N in Definition 2.2 we will have that (X t∧ζ k ) t≥0 fulfills (5). Therefore it is a local solution in the sense of Definition 2.2 but on the restricted domain B r (x 0 ) we will have existence of a unique solution to (5) for every initial point X 0 ∈ B r (x 0 ). It is maximal in the sense that there will be no explosion before reaching the boundary of B r (x 0 ). Now, let us assume for the moment that a solution X to the SDE (5) exists. Let Z t := G(X t ). The functions g k for k = 2, . . . , d are defined in a way to guarantee that the drift of Z k is locally Lipschitz, i.e., the discontinuities are removed from the drift. Now, let us consider the following 'transformed' SDE: Proof. The drift and diffusion coefficients of (8) For proving our main result we need an Itô-type formula for the function H and the solution Z. There is a great number of extensions of the classical Itô formula for functions that are not necessarily C 2 , c.f. Russo and Vallois [11] , Föllmer and Protter [2] , Eisenbaum [1] , but usually they rely on non-degeneracy of the diffusion coefficient of the argument process, either explicitly, or implicitly, by having Brownian motion as the argument.
Theorem 2.9 (Itô's formula). Let D ⊆ R d be an open set and f
Furthermore, let X be an Itô process,
Proof. Let
Furthermore, let for every n ∈ N,f n be a C 2 function with lim
} and such that for all n we have
Since f n ∈ C 2 we may apply Itô's formula:
Let us consider the term with the second derivative w.r.t.
by bounded convergence. From [4, Chapter 3, Theorem 7.1] we know that
where Λ t (a) denotes the local time of X 1 in a up to time t. Thus, for n → ∞ all terms in (9) converge to the corresponding term with f n replaced by f .
Main result
Theorem 3.1. Let Assumptions 2.4 and 2.5 be fulfilled. Let Z be the unique maximal local solution of (8) . Then
is the unique local solution to (5) .
and if x 1 = 0, then also z 1 = 0. Furthermore, the components of H fulfill the assumptions of Theorem 2.9. Therefore, Itô's formula still holds. Its application to X = H(Z) yields
which proves the claim.
From Theorem 3.1 we know that a unique local solution of system (5) exists. Now it remains to prove that there is a unique maximal local solution. Proof. The proof consists of three steps.
Step 1: For each x ∈ R d there is a ball B ε x (x) with radius ε x > 0 such that (5) with X 0 = x has a unique local solution due to Theorem 3.1.
Step 2: Let D n , n ∈ N be compact subsets of
there is an n 0 ∈ N such that x ∈ D n for all n ≥ n 0 . We have to show that a unique local solution to (5) with X 0 = x exists on D n 0 . We know from above that for all x ∈ D n there is a radius ε x > 0 such that (5) with X 0 = x has a unique local solution on B ε x (x). Clearly, D n ⊆ x∈D n B ε x (x) and since D n is compact, there exists m < ∞ such that D n ⊆ m k=1 B ε x k (x k ), i.e., the covering is finite. Now, consider some fixed x ∈ D n , x ∈ B ε x k 1 (x k 1 ), . . . , B ε x km (x km ) for {k 1 , . . . , km} ⊆ {1, . . . , m} andm ≤ m. Since we have uniqueness of the solution on every ball, we have uniqueness on any finite intersection
In detail, this means there exist mappings
such that
• Θ and ζ are measurable (cf. [9, Chapter V.6, Theorem 31] and due to a continuous transformation of a measurable function),
} is a stopping time w.r.t. our filtration, ζ x > 0 a.s.
We can now use this to construct a solution on D n . Let ω ∈ Ω. Define
and
Then, due to the strong Markov property (cf. [9, Chapter V.6, Theorem 32]), X x stopped at ζ D n := inf{t ≥ 0|X
x,n t / ∈ D n } defines a unique local solution to (5) on D n .
Step 3: It remains to extend the solution to the whole domain R d . We already know that for each x ∈ R d there is an n 0 ∈ N such that for all n ≥ n 0 , x ∈ D n . The sequence of stopping times ζ D n = inf{t ≥ 0|X
x,n t / ∈ D n } is increasing in n and thus we may defineζ := lim n→∞ ζ D n . From Step 2 we know that for all such n ≥ n 0 a unique local solution
Therefore, define
which is our unique maximal local solution.
We proved existence and uniqueness of a unique maximal local solution of system (5) under Assumptions 2.4 and 2.5. Naturally, by imposing stronger conditions on the coefficients we can show the corresponding global result. Proof. For the unique maximal local solution X we need to show that
for all stopping times ζ . Now, let ζ be a stopping time with P(ζ < ∞) > 0. Furthermore, let (T n ) n≥0 be the sequence of stopping times defined by Let D 1 , D 2 be as above.
By Doob's L 2 -inequality and Itô's isometry we get
where C 1 ,C 2 are constants independent of n and L is the maximum of all appearing Lipschitz constants. Thus, we have Sending n → ∞ we arrive at E sup t≤T X t 2 ≤ C(T ) < ∞.
Since the above expectation is finite for each T , we can conclude 
