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Abstract
In this paper we give an explicit bound on the distance to chisquare for the likelihood
ratio statistic when the data are realisations of independent and identically distributed ran-
dom elements. To our knowledge this is the first explicit bound which is available in the
literature. The bound depends on the number of samples as well as on the dimension of the
parameter space. We illustrate the bound with three examples: samples from an exponential
distribution, samples from a normal distribution, and logistic regression.
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1 Introduction
One of the most celebrated theorems in theoretical statistics is Wilks’ Theorem, which states
that under appropriate conditions, 2× a log-likelihood ratio statistic is approximately chisquare
distributed. This result is very useful when testing the null hypothesis H0 : θ ∈ Θ0 against
the alternative hypothesis H1 : θ ∈ Θ, where Θ0 ⊂ Θ using a generalised likelihood ratio test.
Such tests arise for example in the area of model reduction, with the aim of finding a relatively
simple model which explains the data reasonably well, see for example Chapter 6.5 in Cox
(2006). For this test the degrees of freedom of the asymptotic chisquare distribution under the
null hypothesis is df = dim(Θ) − dim(Θ0); see Wilks (1938), as well as Lehmann and Romano
(2006) and Van der Vaart (1998) for more details.
Here is a sketch of the argument. Let X = (X1, . . . ,Xn) be independent and identically
distributed (i.i.d.) observations from a distribution with probability density function f(x|θ),
where θ= (θ1, . . . , θd)
⊺ ∈ Θ ⊂ Rd. Note that we do not make any assumptions on the space
where the observations live. The test problem is
H0 : θ0,j = 0, j = 1, . . . , r
against the general alternative H1 : θ ∈ Θ. Assume that dim(Θ) = d; then Θ0 = {θ ∈ Θ : θ0,j =
0 for j = 1, . . . , r} has dimension d − r. Writing θ = (θ[1:r],θ[r+1:d])⊺ where θ[1:r] is the vector
of the first r components of θ and θ[r+1:d] is the vector of the remaining d− r components of θ,
the null hypothesis translates to H0 : θ0,[1:r] = 0.
Let L(θ;x) =
∏n
i=1 f(xi|θ) denote the likelihood function which is assumed to be regular,
so that the maximum likelihood estimate exists and is unique, and having derivatives of up to
third order with respect to θ. The conditions will be made precise in Section 2. Set
θˆres(x) = argmaxθ∈Θ0L(θ;x) =
(
0[1:r], θˆ
∗
[r+1:d](x)
)⊺
θˆn(x) = argmaxθ∈ΘL(θ;x).
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In the sequel we often abbreviate θˆ∗(x) = θˆ∗[r+1:d](x). The log-likelihood ratio statistic is
− 2 log Λ = 2 log
(
T1
T2
)
with T1 =
L(θˆn(x);x)
L(θ0;x)
and T2 =
L(θˆres(x);x)
L(θ0;x)
(1.1)
with θ0 the unknown true parameter. Thus, T1 is the likelihood ratio for testing the simple null
hypothesis that θ = θ0 against the alternative that θ ∈ Θ, whereas T2 is the likelihood ratio
for testing the simple null hypothesis that θ = θ0 against the alternative that θ ∈ Θ0. The
Fisher information matrix for one random vector is denoted by I(θ0), which again is assumed
to exist. We write ℓ(θ;x) = log(L(θ;x)) =
∑n
i=1 log(f(xi|θ)) and we also abbreviate ℓxi(θ) =
log(f(xi|θ)). In addition, let Yj = ∇ℓXj(θ) = (Yi,j, j = 1, . . . , d) with ∇ = ( ∂∂θi , i = 1, . . . , d)⊺
the gradient operator, so that Yi,j =
∂
∂θi
log(f(Xj |θ)). A key observation is that Yj, j = 1, . . . , n
are i.i.d. vectors of possibly dependent entries. Under the regularity assumptions in this paper,
for every fixed i the sum
∑n
j=1 Yi,j satisfies a law of large numbers as well as a central limit
theorem.
As ∂∂θi ℓ
(
θˆn(x);x
)
= 0, for i = 1, 2, . . . , d, a Taylor expansion gives
2 log T1 ≈ n
(
θˆn(x)− θ0
)⊺
I(θ0)
(
θˆn(x)− θ0
)
. (1.2)
A similar approximate expression for 2 log T2 holds, but with θˆn(x) replaced by θˆ
res(x). The
score function for θ0 is
S(θ0) = S(θ0,x) = ∇ logL(θ0;x) =
√
n
(
ξ(θ0,x)
η(θ0,x)
)
(1.3)
with column vectors ξ = (ξ1, . . . , ξr)
⊺ ∈ Rr and η = (η1, . . . , ηd−r)⊺ ∈ Rd−r. We omit the
arguments x and θ when they are obvious from the context. Under the regularity conditions
in this paper, the (d× 1) score function and the d× d Fisher information matrix are connected
through the equality
E[S(θ0)S(θ0)
⊺] = nI(θ0). (1.4)
By Taylor expansion,
√
n
(
ξ(θ0,x)
η(θ0,x)
)
≈ nI(θ0)(θˆn(x)− θ0).
Re-arranging and (1.2) yields
2 log T1 ≈
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
. (1.5)
Similarly to (1.5) we obtain an expression for 2 log T2. Because ξ = 0 under H0, then only the
lower right corner, denoted by C, of the expected Fisher information matrix plays a role, so that
under H0,
2 log T2 ≈ η⊺C−1η. (1.6)
For the likelihood ratio statistic, (1.5) and (1.6) give that under H0,
−2 log Λ ≈
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
− η⊺C−1η. (1.7)
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This difference is an even function in (ξ,η). Hence, chisquare approximation results from
Gaunt and Reinert (2016) for symmetric test functions apply to (ξ,η). These results lead to an
overall bound to the chisquare distribution with r degrees of freedom.
For any such generalised likelihood ratio test there are only finitely many observations avail-
able, and the quality of the approximation will depend on the number of observations, and
also on the distribution of the observations under the null hypothesis. To date, bounds on the
distance to the chisquare distribution are only available in special cases. This paper addresses
the problem through the use of Stein’s method. The key ingredients are Anastasiou (2016),
where the distance to normality for maximum likelihood estimators is bounded using Stein’s
method for multivariate normal approximation, and Gaunt et al. (2017), where Stein’s method
for chisquare approximation is developed. We shall apply these results in order to obtain our
main theorem, Theorem 2.1. This theorem gives an explicit bound on the distance between the
log-likelihood ratio statistic and the corresponding chisquare distribution.
In some instances the bounds will not be small. Indeed likelihood ratio tests are not generally
asymptotically chisquare distributed when the number of parameters is not negligible compared
to the number of observations, see for example Sur et al. (2017), and hence the bounds should
not always be small.
Our results are the first ones which give an explicit bound to the chisquare distribution
in Wilks’ theorem under a general setting. Our bounds in this paper are not optimised with
respect to the constants. Their importance is of theoretical nature, but they can also be viewed
as indicative of situations when the chisquare approximation does not hold. To illustrate this
point, if d is the dimension of the parameter space and n the number of observations, then our
bounds are of order d7/
√
n. Hence the dimension of the parameter space is allowed to increase
with n, but only very slowly. In particular in the regime considered in Sur et al. (2017), that
d grows linearly with n, our bounds will tend to infinity with increasing sample size, as they
should in this case.
In Gaunt et al. (2017), for the Pearson chisquare statistic with fixed number of cells, a bound
to the chisquare distribution of order n−1 is obtained, through making use of the quadratic
form of the chisquare statistic. In contrast, Theorem 2.1 gives a bound of the order n−1/2 for
fixed d, with no clear possibility of improving the bounds. While the proof of Theorem 2.1
approximates the log-likelihood ratio by a quadratic form, this approximation is bounded by a
quantity of order n−1/2 . It has been suggested in the past that Pearson’s chisquare statistic
is closer to a chisquare distribution than the corresponding log-likelihood ratio statistic, see for
example the chapter on historical perspective in Read and Cressie (2012). It is probable that
including a Bartlett correction in the log-likelihood ratio statistic as in Wit and Bakewell (2012)
will improve its asymptotic performance, see Chapter 6.11 in Cox (2006). In future work it will
be interesting to explore the discrepancy between the two tests further.
In this paper the observations X are assumed to be independent and identically distributed.
As our proof is mainly based on Stein’s method, generalisations to weakly dependent observations
are straightforward in principle, see for example Chen et al. (2010) and references therein. The
results from Gaunt and Reinert (2016) which we use are established for independent vectors of
possibly dependent observations. For simplicity of exposition this paper concentrates on the
classical i.i.d. case.
The conditions in our paper are such that the log-likelihood is locally linear, and hence
resembles a quantitative approach to locally asymptotically normal models in the sense of Le
Cam Le Cam (1960). In contrast to Le Cam’s general theory, instead of considering any small
perturbation around the true parameter we restrict attention to the maximum-likelihood esti-
mator. This restriction allows to apply results from Anastasiou and Reinert (2017). Expanding
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the results to provide a quantitative framework for Le Cam’s theory will be part of future work.
The paper is structured as follows. Section 2 gives the general result. The proof is presented
in modular form as a collection of propositions, lemmas and corollaries, because the different
steps in the approximation may be of independent interest. In particular, the right results could
be adapted to provide the distance to chisquare for the score statistic. Section 3 illustrates the
result in three examples. Firstly we consider an example with a one-dimensional parameter,
namely the exponential distribution. The second example is that of the normal distribution
with two-dimensional parameter (µ, σ2). The last example is logistic regression.
2 The general result
We now make the argument from the Introduction precise. Let X = (X1,X2, . . . ,Xn) be i.i.d.
observations from a distribution with probability density function f(x|θ), where θ ∈ Θ ⊂ Rd.
Let dim(Θ) = d so that Θ0 = {θ0 ∈ Θ : θ0,j = 0 for j = 1, . . . , r} has dimension d− r. The test
problem is H0 : θ0,[1:r]= 0 against the general alternative. Expectations are taken under the
true parameter θ0.
2.1 The regularity assumptions
In this section we specify the regularity assumptions in the multidimensional case. The as-
sumptions are made to ensure that the maximum likelihood estimator (MLE) for θ exists, is
unique, asymptotically consistent and asymptotically normal. There are different sets of such
assumptions available; here we shall use the set-up for asymptotic normality as in Section 4.4.2
of Davison (2008). The subscript θ in Eθ signifies that the expectation is taken under f(x|θ).
From now on, we write
I(θ0) =
(
A B
B⊺ C
)
, (2.1)
where for any r ∈ {1, 2, . . . , d}, A = A⊺ ∈ Rr×r, B ∈ Rr×(d−r), and C = C⊺ ∈ R(d−r)×(d−r).
Following Davison (2008), we make the following assumptions:
(R.C.1) The densities defined by any two different values of θ are distinct;
(R.C.2) ℓ(θ;x) is three times differentiable with respect to the unknown vector parameter, θ,
and the third partial derivatives are continuous in θ;
(R.C.3) for any θ0 ∈ Θ and for X denoting the support of the data, there exists ǫ(θ0) > 0
and functions Mrst(x) (they can depend on θ0), such that for θ = (θ1, θ2, . . . , θd) and
r, s, t, j = 1, 2, . . . , d,∣∣∣∣ ∂3∂θr∂θs∂θt ℓ(θ;x)
∣∣∣∣ ≤Mrst(x), ∀x ∈ X, |θj − θ0,j| < ǫ(θ0),
with E[Mrst(X)] <∞;
(R.C.4) for all θ ∈ Θ, Eθ[ℓXi(θ)] = 0;
(R.C.5) the expected Fisher information matrix for one random vector, I(θ) is finite, symmetric
and positive definite. For r, s = 1, 2, . . . , d, its elements satisfy
n[I(θ)]rs = Eθ
{
∂
∂θr
ℓ(θ;X)
∂
∂θs
ℓ(θ;X)
}
= −Eθ
{
∂2
∂θr∂θs
ℓ(θ;X)
}
.
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This condition implies that nI(θ) is the covariance matrix of∇(ℓ(θ;x)). We also assume
that the submatrices in (2.1) satisfy that C is invertible and that A−BC−1BT is positive
definite.
Under (R.C.1)-(R.C.5), Davison (2008) proves that
√
n
(
θˆn(X)− θ0
)
d−−−→
n→∞ [I(θ0)]
− 1
2 Z, (2.2)
where for d fixed, Id×d is the d×d identity matrix and Z ∼ Nd(0, Id×d). In addition, d−→ denotes
convergence in distribution. Under (R.C.1)-(R.C.5), Anastasiou (2016) gives an explicit upper
bound to the distance of the distribution of the MLE to the normal for i.i.d. random vectors; un-
der stronger conditions bounds are also given for the case of non-identically distributed random
elements.
Some notation follows. Let the subscript (m) ∈ {1, 2, . . . , d} denote an index for which∣∣∣θˆn(x)(m) − θ0,(m)∣∣∣ is the largest among the d components;
(m) ∈ {1, . . . , d} such that
∣∣∣θˆn(x)(m) − θ0,(m)∣∣∣ = max
j=1,...,d
∣∣∣θˆn(x)j − θ0,j∣∣∣
and similarly (m∗) ∈ {1, 2, . . . , d− r} is defined with θ0 replaced by θ∗ = (θ∗,1, . . . , θ∗,d−r). For
our main result, we assume:
(O1) For any θ0 ∈ Θ there exists ǫ(θ0) > 0 and functionsM∗k∗j∗l∗(x),∀k∗, j∗, l∗ ∈ {1, 2, . . . , d− r}
such that for all 0 < ǫ ≤ ǫ(θ0) it holds that
∣∣∣ ∂3∂θk∗+r∂θj∗+r∂θl∗+r ℓ(θ∗,x)
∣∣∣ ≤ M∗k∗j∗l∗(x) for
all θ∗ such that |θ∗j − θ∗,j| < ǫ ∀j ∈ {1, 2, . . . , d− r}.
(O2) With Mkjv(x) as in (R.C.3) and M
∗
k∗j∗l∗(x) as in (O1), then for every 0 < ǫ ≤ ǫ(θ0) and
for κ = 2, 4,
E
(
(Mkjv(X))
κ
∣∣∣∣∣∣θˆn(x)(m) − θ0,(m)∣∣∣ < ǫ) <∞
E
((
M∗k∗j∗v∗(X)
)κ∣∣∣∣∣∣θˆ∗(x)(m∗) − θ∗,(m∗)∣∣∣ < ǫ) <∞.
(O3) The random variables Yi,j(θ) =
∂
∂θi
log f(Xj |θ) have finite absolute moments up to fifth
order.
Condition (O1) can be read as the version of (R.C.3), under the null hypothesis, where θ0,j = 0
for j = 1, 2, . . . , r. Our main result is as follows.
Theorem 2.1. Let X1,X2, . . . ,Xn be i.i.d. R
t-valued, t ∈ Z+, random vectors with probability
density (or mass) function f(x1|θ), for which the parameter space Θ is an open subset of Rd.
Assume that the MLE exists and is unique and that (R.C.1)-(R.C.5) as well as (O1), (O2) and
(O3) are satisfied. Then for −2 log Λ as in (1.1), h ∈ C2b(R) and K ∼ χ2r, it holds that
|E [h (−2 log Λ)]− E[h(K)]| ≤ 2(||h
′||+ ||h′′||)√
n
R
(
(ξ,η) , (A−BC−1BT )−1, BC−1)
+
1√
n
(‖h′‖(K1(θ0) +K∗1 (θ0)) +K2(θ0) +K∗2 (θ0)) , (2.3)
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where R ((ξ,η) ; ·, ·) will be defined in Equation (2.21) in Proposition 2.5. In addition, for
0 < ǫ ≤ ǫ(θ0),
K1(θ0) = 3n
d∑
j=1
d∑
k=1
[
E
(
Q2jQ
2
k
)] 1
2
[
Var
(
∂2
∂θj∂θk
log f(X1|θ0)
)] 1
2
(2.4)
+
d∑
l=1
d∑
m=1
[
[I(θ0)]
−1
]
lm
d∑
j=1
d∑
k=1
√
Var
(
∂2
∂θl∂θj
log f(X1|θ0)
) [
E
(
Q6j
)
E
(
Q6k
)
E
(
T 6mk
)] 1
6
and
K2(θ0) = 2
√
n
‖h‖
ǫ2
E

 d∑
j=1
Q2j

 (2.5)
+
√
n‖h′‖7
3
d∑
j=1
d∑
k=1
d∑
l=1
[
E
(
Q2jQ
2
kQ
2
l
)] 1
2
[
E
[
(Mjkl(X))
2
∣∣∣∣∣Q(m)∣∣ < ǫ]] 12
+
‖h′‖√
n
d∑
q=1
d∑
k=1
∣∣∣∣[[I(θ0)]−1]kq
∣∣∣∣
d∑
j=1
d∑
l=1
d∑
s=1
√
E
(
Q2jQ
2
lQ
2
s
) [
E
(
T 4kj
∣∣∣∣Q(m)∣∣ < ǫ)] 14
×
[
E
(
(Mqsl(X))
4
∣∣∣∣∣Q(m)∣∣ < ǫ)] 14
+
‖h′‖
4
√
n
d∑
b=1
d∑
k=1
d∑
s=1
d∑
q=1
d∑
l=1
d∑
j=1
∣∣∣∣[[I(θ0)]−1]qb
∣∣∣∣
√
E
(
Q2kQ
2
sQ
2
jQ
2
l
)
×
[
E
(
(Mbsk(X))
4
∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 [E((Mqjl(X))4∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 .
and K∗1 (θ0),K
∗
2 (θ0) are the versions of K1(θ0) and K2(θ0), respectively, under the null hypoth-
esis. Here
Qj = Qj(X,θ0) := θˆn(X)j − θ0,j,∀j = 1, 2, . . . , d
Q∗j = Q
∗
j(X,θ∗) := θˆ
∗(X)j − θ∗j ,∀j = 1, 2, . . . , d− r,
Tlj = Tlj (θ0,X) =
∂2
∂θl∂θj
ℓ(θ0;X) + n[I(θ0)]lj , j, l ∈ {1, 2, . . . , d} ,
T ∗lj = T
∗
lj (θ0,X) =
∂2
∂θl+r∂θj+r
ℓ(θ0;X) + nClj, j, l ∈ {1, 2, . . . , d− r} .
(2.6)
Remark 2.2. (1) At first glance, the bound seems complicated. However, the examples that
follow show that the terms are easily calculated.
(2) For Qj as in (2.6), we have that E
(
Q2j
)
= O ( 1n). To see this better, use that from the
asymptotic normality of the MLE in (2.2),
√
nE
(
θˆn(X)− θ0
)
−−−→
n→∞ 0 and therefore
E (Qj) = o
(
1√
n
)
, ∀j ∈ {1, 2, . . . , d} .
In addition, Cov
(√
n [I(θ0)]
1
2
(
θˆn(X)− θ0
))
−−−→
n→∞ Id×d. Therefore, since I(θ0) is a symmet-
ric matrix, we have that
n [I(θ0)]
1
2 Cov
(
θˆn(X)
)
[I(θ0)]
1
2 −−−→
n→∞ Id×d. (2.7)
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It follows from (2.7) that
Var
(
θˆn(X)j
)
= O
(
1
n
)
, ∀j ∈ {1, 2, . . . , d} .
Combining these results,
E
(
Q2j
)
= Var
(
θˆn(X)j
)
+ [E (Qj)]
2 = O
(
1
n
)
. (2.8)
(3) With Tlj as in (2.6), using (R.C.5) and the fact that X1,X2, . . . ,Xn are i.i.d. yields
E
(
T 2lj
)
= E
(
∂2
∂θl∂θj
ℓ(θ0;X) + n[I(θ0)]lj
)2
= Var
(
∂2
∂θl∂θj
ℓ(θ0;X)
)
= nVar
(
∂2
∂θl∂θj
log (f(X1|θ0))
)
, (2.9)
showing that E
(
T 2lj
)
is O(n).
(4) For fixed d, the upper bound we give in (2.3) is O (n−1/2). The expression for
R
(
(ξ,η)), (A −BC−1BT )−1, BC−1) given in Proposition 2.5, is O(1). In addition, using (2.8)
and (2.9) it can be deduced that
K1(θ0) = O(1), K∗1 (θ0) = O(1), K2(θ0) = O(1), K∗2 (θ0) = O(1).
Hence, the upper bound in Theorem 2.1 is O (n−1/2).
(5) If the dimensionality of the parameter is not fixed but if the entries of I(θ0) are of order 1,
then c in (2.21) is of order r2(d − r). Therefore, we obtain that the first term of the bound is
O (r2(d− r)d4n−1/2). Using (2.8) and (2.9), we have that the second and third terms (related
to K1(θ0) and K
∗
1 (θ0)) of the bound are of order d
2n−1/2, while the fourth and fifth terms
(related to K2(θ0) and K
∗
2 (θ0)) are both O
(
d3n−1/2
)
. Hence, the overall order of the bound in
the chisquare approximation for the likelihood ratio test is d2max(d, r2d2(d− r))n−1/2 which is
at most of order d7n−1/2. The chisquare approximation is justified when d = o(n1/14).
(6) Due to the smoothness assumptions in this paper, the bound in Theorem 2.1 is not given in a
standard probability distance. Instead it could be re-phrased in terms of the integral probability
metric
d(µ, ν) = sup
h∈C2
b
(R):||h′||≤1,||h′′||≤1
|Eh(X)− Eh(Y )|
where X ∼ µ and Y ∼ ν. For more details on such metrics see for example Zolotarev (1983)
and Gibbs and Su (2002).
2.2 Proof of Theorem 2.1
The proof of Theorem 2.1 follows the outline from the introduction by bounding the error in
each approximation. The log-likelihood ratio statistic can be expressed as in (1.1). The expected
Fisher information matrix is given in (2.1); with C−1 assumed to exist. From now on, we will
be using the notation introduced in (2.6).
The different steps are disentangled into results which hold for every realisation x and results
which hold when taking expectations over test functions.
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2.2.1 Quantifying the approximation for 2 log T1 and for 2 log T2
The first step in the proof is to quantify the approximation (1.2) for 2 log T1.
Proposition 2.3. Under the assumptions of Theorem 2.1,
2 log T1 = n(θˆn(X)− θ0)⊺I(θ0)(θˆn(X)− θ0) +R1 +R2,
where using the notation in (2.6),
R1 = R1(X,θ0) = −
d∑
j=1
d∑
k=1
QjQkTkj
and
R2 = R2(X,θ0) =
d∑
j=1
d∑
k=1
d∑
s=1
QjQkQs
∂3
∂θj∂θk∂θs
(
1
3
ℓ
(
θ˜;X
)
− ℓ
(
˜˜
θ;X
))
for some θ˜,
˜˜
θ between θˆn(X) and θ0.
Proof. The regularity conditions and a third order Taylor expansion of ℓ(θ0;x) about θˆn(x)
yield
ℓ(θ0;x) = ℓ
(
θˆn(x);x
)
−
d∑
j=1
Qj
∂
∂θj
ℓ
(
θˆn(x);x
)
+
1
2
d∑
j=1
d∑
k=1
QjQk
∂2
∂θk∂θj
ℓ
(
θˆn(x);x
)
− 1
6
d∑
j=1
d∑
k=1
d∑
s=1
QjQkQs
∂3
∂θj∂θk∂θs
ℓ
(
θ˜;x
)
,
where θ˜ is between θ0 and θˆn(x). As
∂
∂θj
ℓ(θˆn(x);x) = 0, ∀j ∈ {1, 2, . . . , d},
2 log T1 = −
d∑
j=1
d∑
k=1
QjQk
∂2
∂θk∂θj
ℓ
(
θˆn(X);X
)
+
1
3
d∑
j=1
d∑
k=1
d∑
s=1
QjQkQs
∂3
∂θj∂θk∂θs
ℓ
(
θ˜;X
)
= n
d∑
j=1
d∑
k=1
[I(θ0)]kj QkQj −
d∑
j=1
d∑
k=1
QjQk
(
∂2
∂θk∂θj
ℓ
(
θˆn(X);X
)
+ n [I(θ0)]kj
)
+
1
3
d∑
j=1
d∑
k=1
d∑
s=1
QjQkQs
∂3
∂θj∂θk∂θs
ℓ
(
θ˜;X
)
.
Then, a first order Taylor expansion of ∂
2
∂θj∂θk
ℓ
(
θˆn(x);x
)
about θ0 yields
2 log T1 = n
d∑
j=1
d∑
k=1
[I(θ0)]kj QkQj +R1 +R2
= n(θˆn(X)− θ0)⊺I(θ0)(θˆn(X)− θ0) +R1 +R2. (2.10)
This finishes the proof.
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From Proposition 2.3 the next approximation of the log-likelihood ratio is almost immediate.
Using (1.1), Proposition 2.3 and its analogous expression for 2 log T2 with θˆn(x) replaced by
θˆres(x),
−2 log Λ = n(θˆn(X)− θ0)⊺I(θ0)(θˆn(X)− θ0) +R1 +R2 (2.11)
− n(θˆres(X)− θ0)⊺C(θˆres(X)− θ0)−R∗1 −R∗2,
where R1 and R2 are as in Proposition 2.3 and R
∗
1 and R
∗
2 are the corresponding expressions
with θˆn(x) replaced by θˆ
res(x) .
2.2.2 Quantification of the approximation for the score function
Proposition 2.4. Under the assumptions of Theorem 2.1,
n(θˆn(X)− θ0)⊺I(θ0)(θˆn(X)− θ0) =
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
(2.12)
− (R3 +R4)⊺ (R3 +R4) + 2
√
n
(
θˆn(X)− θ0
)⊺
[I(θ0)]
1
2 (R3 +R4),
with
R3 = R3(X,θ0) =
1√
n
[I(θ0)]
− 1
2
d∑
j=1
Qj
(
∇
(
∂
∂θj
ℓ(θ0;X)
)
+ n[I(θ0)][j]
)
R4 = R4(X,θ0) =
1
2
√
n
[I(θ0)]
− 1
2
d∑
j=1
d∑
q=1
QjQq
(
∇
(
∂2
∂θj∂θq
ℓ(θ;X)
∣∣∣
θ=θ∗0
))
.
(2.13)
for some θ∗0 between θ0 and θˆn(x).
Proof. For θ∗0 between θ0 and θˆn(x), using results from Anastasiou (2016), we have that
n
d∑
j=1
[I(θ0)]kjQj =
∂
∂θk
ℓ(θ0;x) +
d∑
j=1
QjTkj
+
1
2
d∑
j=1
d∑
q=1
QjQq
(
∂3
∂θk∂θj∂θq
ℓ(θ;x)
∣∣∣
θ=θ∗0
)
.
which holds ∀k ∈ {1, 2, . . . , d} and therefore
√
n[I(θ0)]
1
2 (θˆn(x)− θ0)
=
1√
n
[I(θ0)]
− 1
2

∇(ℓ(θ0;x)) +
d∑
j=1
Qj
(
∇
(
∂
∂θj
ℓ(θ0;x)
)
+ n[I(θ0)][j]
)

+
1
2
√
n
[I(θ0)]
− 1
2


d∑
j=1
d∑
q=1
QjQq
(
∇
(
∂2
∂θj∂θq
ℓ(θ;x)
∣∣∣
θ=θ∗0
))
 ,
where [I(θ0)][j] is the j
th column of the matrix I(θ0). Using the score vector notation (1.3), we
have that √
n[I(θ0)]
1
2 (θˆn(X)− θ0) = [I(θ0)]−
1
2
(
ξ
η
)
+R3 +R4, (2.14)
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where R3 and R4 are as in (2.13). Using (2.14) and that I(θ0) is a symmetric matrix leads to
n(θˆn(X)− θ0)⊺I(θ0)(θˆn(X)− θ0) (2.15)
=
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
+ (R3 +R4)
⊺ (R3 +R4) + 2
(
ξ
η
)⊺
[I(θ0)]
− 1
2 (R3 +R4) .
However, from (2.14),(
ξ
η
)⊺
[I(θ0)]
− 1
2 =
√
n
(
θˆn(X)− θ0
)⊺
[I(θ0)]
1
2 − (R3 +R4)⊺,
so that (
ξ
η
)⊺
[I(θ0)]
− 1
2 (R3 +R4) =
√
n
(
θˆn(X)− θ0
)⊺
[I(θ0)]
1
2 (R3 +R4)
− (R3 +R4)⊺ (R3 +R4) .
Using this in (2.15) yields the assertion.
A similar result holds for T2. Following exactly the same steps as for Proposition (2.4), but
now with θ∗ instead of θ0,
2 log T2 = η
⊺C−1η −R∗1 +R∗2 − (R∗3 +R∗4)⊺ (R∗3 +R∗4)
+ 2
√
n
(
θˆ∗(X)− θ∗
)⊺
C
1
2 (R∗3 +R
∗
4). (2.16)
Combining (1.1), Proposition 2.3 and (2.16) gives
− 2 log Λ =
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
− η⊺C−1η +RA1 +RA2 +RB1 +RB2 , (2.17)
where
RA1 = R1 −R⊺3R3 + 2
√
n
(
θˆn(X)− θ0
)⊺
[I(θ0)]
1
2R3
RA2 = −R1∗ + (R∗3)⊺R∗3 − 2
√
n
(
θˆ∗(X)− θ∗
)⊺
C
1
2R∗3
RB1 = R2 −R⊺4(R3 +R4)−R⊺3R4 + 2
√
n
(
θˆn(X)− θ0
)⊺
[I(θ0)]
1
2 R4
RB2 = −R∗2 + (R∗4)⊺(R∗3 +R∗4) + (R∗3)⊺R∗4 − 2
√
n
(
θˆ∗(X)− θ∗
)⊺
C
1
2R∗4.
(2.18)
Here R1, R2 are as in Proposition 2.3 and R
∗
1, R
∗
2 are their respective versions when we work
under the null hypothesis. Furthermore, R3 and R4 are as in Proposition 2.4, andR3
∗ and R4
∗
are the corresponding remainder terms from Proposition 2.4 with θˆn(x) replaced by θˆ
res(x).
Note that RA1 and RB1 contain the terms that are obtained through 2 log T1, whereas RA2 and
RB2 contain the quantities that are due to 2 log T2.
From now on, let
g(ξ,η) =
(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
− η⊺C−1η. (2.19)
It is straightforward to simplify this expression to give
g(ξ,η) = (ξ −BC−1η)⊺ (A−BC−1B⊺)−1 (ξ −BC−1η). (2.20)
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2.2.3 Quantifying the Chisquare approximation
Now we use a multivariate r-dimensional normal approximation for ξ−BC−1η which is based on
the asymptotic normality of (ξ,η)⊺ (of dimension d). Noting that for any positive semidefinite
r×r matrix U , (ξ−BC−1η)⊺U(ξ−BC−1η) is a quadratic form and therefore we can apply results
from Gaunt and Reinert (2016) for symmetric test functions to obtain an overall bound to the
chisquare distribution with r degrees of freedom. Here is the more detailed setup. Let Z have
the standard d-dimensional multivariate normal distribution, so that for a positive definite d×d
matrix Σ = (σj,k), j, k = 1, 2, . . . , d, we have Σ
1/2Z ∼ MVN(0,Σ). For a matrix A ∈ Rk1×k2 , we
use the L∞-matrix norm
|||A|||∞ := max
1≤i≤k1
k2∑
j=1
|Ai,j |.
Proposition 2.5. Let Yi,j(θ) =
∂
∂θi
log f(Xj |θ), and W = (ξ,η) with
ξi =
1√
n
n∑
j=1
Yi,j(θ0), i = 1, . . . , r; ηi =
1√
n
n∑
j=1
Yi,j(θ0), i = r + 1, . . . , d.
For D an r × (d− r) matrix and U a positive semidefinite r × r matrix, set
g(x,y) = (x−Dy)⊺U(x−Dy).
Then, under the assumptions of Theorem 2.1, for h ∈ C2b (R),∣∣∣E [h(g(W ))] − E [h(g ([I(θ0)]1/2Z))]∣∣∣ ≤ 2(||h′||+ ||h′′||)√
n
R(W , U,D)
with
R(W , U,D) :=
c
n
min
1≤s≤d
E
∣∣∣([I(θ0)]−1/2 Z)
s
∣∣∣ n∑
i=1
d∑
j,k,l=1

E |YjiYkiYli|
+8cd
d∑
t=1
(
4E |YjiYkiYli|E
(
W 2t
)
+
4
n
E
∣∣YjiYkiYliY 2ti ∣∣+ E
∣∣∣([I(θ0)]−1/2 Z)
s
Z2t
∣∣∣
E
∣∣∣([I(θ0)]−1/2 Z)
s
∣∣∣ E |YjiYkiYli|
)
+ 2 |E (YjiYki)|

E |Yli|+ 16cd d∑
t=1

4E |Yli|E (W 2t )+ 4nE
∣∣YliY 2ti ∣∣
+
E
∣∣∣([I(θ0)]−1/2 Z)
s
Z2t
∣∣∣
E
∣∣∣([I(θ0)]−1/2 Z)
s
∣∣∣ E |Yli|





 . (2.21)
Here,
c = c(U,D) = max
{|||U |||∞, |||DTUD|||∞, |||DTU |||∞} . (2.22)
Remark 2.6. 1. Note that while Gaunt et al. (2017) also provide a bound of order n−1 for this
approximation, the terms in the bound require higher moment conditions. As the overall
order of the bound in Theorem 2.1 is n−1/2, we use the simpler bound from Gaunt et al.
(2017) here.
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2. Proposition 2.5 can also be applied to the score-test like statistic(
ξ
η
)⊺
[I(θ0)]
−1
(
ξ
η
)
(2.23)
which is closely related to the classical score test statistic in which I(θ0) is replaced by
I(θˆ). For the statistic (2.23) the order n−1 bound in Gaunt et al. (2017) would apply.
Using Taylor expansion to assess [I(θ0)]
−1 − [I(θˆ)]−1 it is straightforward to obtain a
bound on the distance to the appropriate chisquare distribution for the score test. Due to
space issues we do not pursue this application here.
Proof. Recall that by Assumption (R.C.5) the covariance matrix ofW is I(θ0), which is positive
definite. In order to apply Theorem 2.3 in Gaunt and Reinert (2016) we need to show that the
function g in the assertion belongs to the class C2P (R
d). A function g : Rd → R is said to belong
to the class C2P (R
d) if all second order partial derivatives of g exist and there exists a dominating
function P : Rd → R+ such that, for all w ∈ Rd, the partial derivatives satisfy∣∣∣∣ ∂kg(w)∏k
j=1 ∂wij
∣∣∣∣
2/k
≤ P (w) := A+
d∑
i=1
Bi|wi|ri , k = 1, 2,
where A ≥ 0, B1, . . . , Bd ≥ 0 and r1, . . . , rd ≥ 0. The first partial derivatives of g are
∂
∂xi
g(x,y) = 2
r∑
j=1
Uj,i
(
xi −
d−r∑
s=1
Di,sys
)
, i = 1, . . . , r
∂
∂yi
g(x,y) = −2
r∑
j=1
r∑
l=1
Dj,iUj,l
(
xl −
d−r∑
s=1
Dl,sys
)
, i = 1, . . . , d− r.
Hence with c given in (2.22),∣∣∣∣∂g(x,y)∂xi
∣∣∣∣
2
≤ 4c2
(
|xi|+
d−r∑
s=1
|ys|
)2
;
∣∣∣∣ ∂∂yi g(x,y)
∣∣∣∣
2
≤ 4c2
(
r∑
i=1
|xi|+
d−r∑
s=1
|ys|
)2
.
So with w = (x,y) the concatenation of x and y,∣∣∣∣∂g(w)∂wi
∣∣∣∣
2
≤ 4c2
(
d∑
i=1
|wi|
)2
≤ 4dc2
d∑
i=1
|wi|2.
Similarly, for the second partial derivatives, with c given in (2.22) and w = (x,y) the concate-
nation of x and y, ∣∣∣∣ ∂2g(w)∏2
j=1 ∂wij
∣∣∣∣ ≤ 2c.
All higher partial derivatives of g vanish. Hence for k = 1, 2∣∣∣∣ ∂kg(w)∏k
j=1 ∂wij
∣∣∣∣
2/k
≤ A+
d∑
i=1
Bi|wi|ri ,
with A = 2c,Bi = 4c
2d, ri = 2 for i = 1, . . . , d. Now applying Theorem 2.3 in Gaunt and Reinert
(2016) gives that∣∣∣E [h (g (W ))]− E [h(g ([I(θ0)]1/2 Z))]∣∣∣ ≤ 2(||h′||+ ||h′′||)√
n
R(W , U,D)
with R(W , U,D) as in (2.21), which gives the assertion.
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2.2.4 Bounding the remainder terms
In this section we shall bound expectations of the log-likelihood ratio statistics under smooth
test functions. Let h ∈ C2b(R) and K ∼ χ2r . Using the triangle inequality and (2.17),
|E [h (−2 log Λ)]− E[h(K)]| = |E [h (g(ξ,η) +RA1 +RA2 +RB1 +RB2)]− E[h(K)]|
≤ |E [h (g(ξ,η) +RA1 +RA2 +RB1 +RB2)− h (g(ξ,η) +RB1 +RB2)]|
+ |E [h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η))]|+ |E [h (g(ξ,η))]− E [h(K)]| .
The terms to bound are hence
|E [h (g(ξ,η) +RA1 +RA2 +RB1 +RB2)− h (g(ξ,η) +RB1 +RB2)]| (2.24)
and
|E [h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η))]| (2.25)
as well as
|E [h (g(ξ,η))]− E [h(K)]| . (2.26)
We now bound these three terms in order to complete the proof of Theorem 2.1.
1.Bounding Term (2.24)
For t(X) between g(ξ,η)+RA1 +RA2+RB1 +RB2 and g(ξ,η)+RB1 +RB2 , a first order Taylor
expansion yields
(2.24) =
∣∣E [h′(t(X))(RA1 +RA2)]∣∣ ≤ ‖h′‖E [|RA1 |+ |RA2 |] .
We start by bounding E |RA1 |, where
E |RA1 | ≤E |R1|+ E |R⊺3R3|+ 2
√
nE
∣∣∣(θˆn(X)− θ0)⊺ [I(θ0)] 12R3∣∣∣ . (2.27)
With the notation in (2.6),
E |R1| ≤
d∑
j=1
d∑
k=1
E |QjQkTkj | ≤
d∑
j=1
d∑
k=1
[
E
(
Q2jQ
2
k
)] 1
2
[
E
(
T 2kj
)] 1
2
=
√
n
d∑
j=1
d∑
k=1
[
E
(
Q2jQ
2
k
)] 1
2
[
Var
(
∂2
∂θj∂θk
log f(X1|θ0)
)] 1
2
. (2.28)
Using Ho¨lder’s inequality twice,
E |R⊺3R3| ≤
1
n
d∑
l=1
d∑
m=1
[
[I(θ0)]
−1
]
lm
d∑
j=1
d∑
k=1
E |QjQkTljTmk| (2.29)
≤ 1√
n
d∑
l=1
d∑
m=1
[
[I(θ0)]
−1
]
lm
×
d∑
j=1
d∑
k=1
√
Var
(
∂2
∂θl∂θj
log f(X1|θ0)
)[
E
(
Q6j
)
E
(
Q6k
)
E
(
T 6mk
)] 1
6 .
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Moreover,
2
√
nE
∣∣∣(θˆn(X)− θ0)⊺ [I(θ0)] 12R3∣∣∣ ≤ 2 d∑
l=1
d∑
j=1
E |QlQjTlj |
≤ 2√n
d∑
l=1
d∑
j=1
√
E
(
Q2lQ
2
j
)√
Var
(
∂2
∂θl∂θj
log f(X1|θ0)
)
. (2.30)
Combining the results in (2.27), (2.28), (2.29), and (2.30), yields to
E |RA1 | ≤
1√
n
K1(θ0),
with K1(θ0) as in (2.4). In order to bound E |RA2 |, we follow exactly the same process that
was followed to bound E |RA1 |, but now under the null hypothesis, to conclude that E |RA2 | ≤
1√
n
K∗1 (θ0), and therefore
(2.24) ≤ 1√
n
(K1(θ0) +K
∗
1 (θ0)) . (2.31)
2.Bounding Term (2.25)
The terms in RB1 and RB2 of (2.18) may not be uniformly bounded in θ. The triangle inequality
leads to
(2.25) ≤ |E [h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η) +RB2)]| (2.32)
+ |E [h (g(ξ,η) +RB2)− h (g(ξ,η))]| . (2.33)
Bound for (2.32): Let 0 < ǫ ≤ ǫ(θ0). With Q(m) as in (2.6), the law of total expectation, the
Cauchy-Schwarz inequality, and Markov’s inequality yield
(2.32) ≤ E |h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η) +RB2)|
≤ 2‖h‖P (|Qm| ≥ ǫ)
+ E
[|h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η) +RB2)|∣∣∣∣Q(m)∣∣ < ǫ]P (∣∣Q(m)∣∣ < ǫ)
≤ 2‖h‖
ǫ2
E

 d∑
j=1
Q2j


+ E
[|h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η) +RB2)|∣∣∣∣Q(m)∣∣ < ǫ] .
A first order Taylor expansion yields
E
[|h (g(ξ,η) +RB1 +RB2)− h (g(ξ,η) +RB2)|∣∣∣∣Q(m)∣∣ < ǫ]
≤ ‖h′‖E [|RB1 |∣∣∣∣Q(m)∣∣ < ǫ]
≤ ‖h′‖E [(|R2|+ |R⊺4 (R3 +R4)|+ |R⊺3R4|
+2
√
n
∣∣∣(θˆn(X)− θ0)⊺ [I(θ0)] 12 R4∣∣∣)∣∣∣∣∣Q(m)∣∣ < ǫ] . (2.34)
From now on, we denote
∆qsl := ∆qsl (X,θ0) =
∂3
∂θq∂θs∂θl
ℓ(θ∗0;X) (2.35)
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and we bound the terms in (2.34) in turns.
Bound for E |R2|: With R2 as in Proposition 2.3, it is straightforward that for ∆qsl as in
(2.35),
E
(|R2|∣∣∣∣Q(m)∣∣ < ǫ) ≤ 43
d∑
j=1
d∑
k=1
d∑
s=1
E
(|QjQkQs∆jks|∣∣∣∣Q(m)∣∣ < ǫ)
≤ 4
3
d∑
j=1
d∑
k=1
d∑
s=1
√
E
(
Q2jQ
2
kQ
2
s
) [
E
(
(Mjks(X))
2
∣∣∣∣∣Q(m)∣∣ < ǫ)] 12 . (2.36)
Bound for E
(|R⊺4R3|∣∣∣∣Q(m)∣∣ < ǫ) and E (|R⊺3R4|∣∣∣∣Q(m)∣∣ < ǫ): With ∆qsl as in (2.35) and
Tkj as in (2.6), using Ho¨lder’s inequality and Anastasiou (2016), Lemma 4.1, we obtain that
E
(|R⊺4R3|∣∣∣∣Q(m)∣∣ < ǫ) (2.37)
≤ 1
2n
d∑
q=1
d∑
k=1
∣∣∣∣[[I(θ0)]−1]kq
∣∣∣∣
d∑
j=1
d∑
l=1
d∑
s=1
E
[|QjQlQsTkj∆qsl|∣∣∣∣Q(m)∣∣ < ǫ]
≤ 1
2n
d∑
q=1
d∑
k=1
∣∣∣∣[[I(θ0)]−1]kq
∣∣∣∣
d∑
j=1
d∑
l=1
d∑
s=1
√
E
(
Q2jQ
2
lQ
2
s
) [
E
(
T 4kj
∣∣∣∣Q(m)∣∣ < ǫ)] 14
×
[
E
(
(Mqml(X))
4
∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 .
Since R⊺3R4 = R
⊺
4R3, E
(|R⊺3R4|∣∣∣∣Q(m)∣∣ < ǫ) can also be bounded by (2.37).
Bound for E
(|R⊺4R4|∣∣∣∣Q(m)∣∣ < ǫ): Again with Anastasiou (2016), Lemma 4.1 and the Cauchy-
Schwarz inequality, and with ∆qsl as in (2.35),
E
(|R⊺4R4|∣∣∣∣Q(m)∣∣ < ǫ) (2.38)
≤ 1
4n
d∑
b=1
d∑
k=1
d∑
s=1
d∑
q=1
d∑
l=1
d∑
j=1
∣∣∣∣[[I(θ0)]−1]qb
∣∣∣∣E [|QkQsQjQl∆bsk∆qjl|∣∣∣∣Q(m)∣∣ < ǫ]
≤ 1
4n
d∑
b=1
d∑
k=1
d∑
s=1
d∑
q=1
d∑
l=1
d∑
j=1
∣∣∣∣[[I(θ0)]−1]qb
∣∣∣∣
√
E
(
Q2kQ
2
sQ
2
jQ
2
l
)
×
[
E
(
(Mbsk(X))
4
∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 [E((Mqjl(X))4∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 .
Bound for E
(
2
√
n
∣∣∣(θˆn(X)− θ0)⊺ [I(θ0)] 12 R4∣∣∣∣∣∣∣∣Q(m)∣∣ < ǫ): A similar process as the one
to obtain the bounds in (2.37) and (2.38) yields
E
(
2
√
n
∣∣∣(θˆn(X)− θ0)⊺ [I(θ0)] 12 R4∣∣∣∣∣∣∣∣Q(m)∣∣ < ǫ) (2.39)
≤
d∑
l=1
d∑
j=1
d∑
q=1
E
(|QlQjQq∆ljq|∣∣∣∣Q(m)∣∣ < ǫ)
≤
d∑
l=1
d∑
j=1
d∑
q=1
√
E
(
Q2lQ
2
jQ
2
q
) [
E
(
(Mljq(X))
2
∣∣∣∣∣Q(m)∣∣ < ǫ)] 12 .
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Combining the results for the bound on (2.32), (2.34), (2.37), (2.38), and (2.39), we conclude
that
(2.32) ≤ 1√
n
K2(θ0), (2.40)
with K2(θ0) as in (2.5).
Bound for (2.33): With Q∗(m) as in (2.6), the law of total expectation, the Cauchy-Schwarz
inequality, and Markov’s inequality yield
(2.33) ≤ E |h (g(ξ,η) +RB2)− h (g(ξ,η))|
≤ 2‖h‖P (|Q∗m| ≥ ǫ)
+ E
[
|h (g(ξ,η) +RB2)− h (g(ξ,η))|
∣∣∣∣∣∣Q∗(m)∣∣∣ < ǫ]P (∣∣∣Q∗(m)∣∣∣ < ǫ) .
Finding an upper bound for this expression follows the same arguments as the one to bound
(2.32) and therefore, it will not be repeated; the result is
(2.33) ≤ 1√
n
K∗2 (θ0), (2.41)
where K∗2 (θ0) is the version of K2(θ0) under the null hypothesis.
3.Bounding Term (2.26)
From (2.20),
g(ξ,η) =
(
ξ −BC−1η)⊺ (A−BC−1B⊺)−1 (ξ −BC−1η)
and
E [h (g (ξ,η))]− E[h(K)] = E [h (g (ξ,η))]− E
[
h
(
g
(
[I(θ0)]
1/2Z
))]
.
With
U =
(
A−BC−1BT )−1 ; D = BC−1,
Proposition 2.5 yields∣∣∣E [h (g(ξ,η))]− E [h(g ([I(θ0)]1/2 Z))]∣∣∣ ≤ 2(||h′||+ ||h′′||)√
n
R ((ξ,η) ;U,D)
where R ((ξ,η) ;U,D) is as in Proposition 2.5.
To see that E [h(K)] is indeed E
[
h
(
g
(
[I(θ0)]
1/2
Z
))]
, let
N =
(
A−BC−1B⊺)1/2Z ∈ Rr
so that N ∼ MVN r
(
0, A−BC−1B⊺), and N⊺ (A−BC−1B⊺)−1N ∼ χ2r, as A − BC−1B⊺
is positive definite. Moreover we can create N through the following construction (see for
example Theorem 3.2.3 in Mardia et al. (1979)). Let M ∼ MVN d(0, I(θ0)), and decompose
M =
(
M1:r,M r+1:d
)
, thenM1:r−BC−1M r+1:d ∼MVN r
(
0, A−BC−1B⊺) . Thus E [h(K)] =
E [h (g (M))] .
Hence we conclude that for (2.26)
|E [h (g(ξ,η)) − h (K)]| ≤ 2(||h
′||+ ||h′′||)√
n
R ((ξ,η) ;U,D) . (2.42)
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The results in (2.42), (2.31), (2.40) and (2.41) conclude the proof of Theorem 2.1. 
The next section gives three examples to illustrate the approach. Firstly we consider an
example with a one-dimensional parameter, namely the exponential distribution. The second
example is that of the normal distribution with two-dimensional parameter (µ, σ2). The last
example is logistic regression.
3 Examples
3.1 Single-parameter-case example: the exponential distribution
Here, we apply Theorem 2.1 in an example from a single-parameter distribution. We highlight
that in the single-parameter case the interest is on assessing the asymptotic χ21 distribution
of 2
(
l
(
θˆn(X);X
)
− l(θ0;X)
)
, where θ0 is the true value of the unknown parameter θ. The
log-likelihood ratio in (1.1) reduces to −2 log Λ = 2 log T1, so that there is no need to introduce
T2 as defined in (1.1) and the terms K
∗
1 (θ0) and K
∗
2 (θ0) in the expression of (2.3) vanish.
To illustrate the single-parameter case, we consider an example from the exponential dis-
tribution with mean θ0. For X ∼ Exp
(
1
θ
)
, θ > 0 the p.d.f. is f(x|θ) = 1θ exp
{−1θx} , for
x > 0.
Corollary 3.1. Let X1,X2, · · · ,Xn be i.i.d. random variables that follow the Exp
(
1
θ0
)
dis-
tribution. The MLE exists, it is unique, equal to θˆn(X) = X¯ and the regularity conditions
(R.C.1)-(R.C.5) as well as (O2) and (O3) are satisfied. For h ∈ C2b(R) and K ∼ χ21, we have
that ∣∣∣E [h(2(ℓ(θˆn(X);X) − ℓ(θ0;X)))]− E [h (K)]∣∣∣ < 8‖h‖
n
+
√
2
θ80
√
π
(
19θ40 + 325θ
2
0 + 2733 +
36973
n
)
+
‖h′‖√
n

6
√
3 +
6
n
+
√
15 +
130
n
+
120
n2

1120
3
+
320
(
3 + 6n
) 1
4 + 4√
n


+
6400√
n
√
105 +
2380
n
+
7308
n2
+
5040
n3

 . (3.1)
Remark 3.2. (1) The upper bound in (3.1) is O
(
1√
n
)
.
(2) The normal approximation should be poor when θ0 is close to zero since the variance is
then very large. This is reflected in our bound, which is small only when θ0 is such that
√
nθ80
is large.
Proof. It is easy to check that the assumptions of Theorem 2.1 hold. Here we choose ǫ(θ0) =
1
2θ0
and with x¯ = 1n
∑n
i=1 xi,
Mi,j,k(x) =M1,1,1(x) =
96
θ40
n∑
i=1
xi +
16
θ30
=
96n
θ4
(
3x¯+
1
2
θ0
)
.
In addition, straightforward calculations lead to θˆn(X) = X¯ . The expected Fisher information
number for one random variable is i(θ0) =
1
θ2
0
. We start with the calculation of the first term of
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the bound in (2.3). Since d = 1, r = 0, the vectorW = (ξ,η) reduces to η = 1√
n
∑n
j=1 Yj, where
Yj =
d
dθ log f(Xj |θ0) =
Xj−θ0
θ2
0
. From the definition of U , D, for c as in (2.22), c = max
{
1
θ2
0
, 0
}
=
1
θ2
0
. Therefore, for Z ∼ N(0, 1) the aim is to bound
R(η, U,D) =
1
nθ20
E |θ0Z|
n∑
i=1

E|Y 3i |+ 8θ20
(
4E|Y 3i |E
(
η2
)
+
4
n
E|Y 5i |+
E
∣∣θ0Z3∣∣
E |θ0Z| E|Y
3
i |
)
+2
∣∣E (Y 2i )∣∣
[
E|Yi|+ 16
θ20
(
4E|Yi|E
(
η2
)
+
4
n
E|Y 3i |+
E
∣∣θ0Z3∣∣
E |θ0Z| E|Yi|
)]
 .
With
E |Z| =
√
2
π
, E
∣∣Z3∣∣ = 2
√
2
π
, E |Yi| ≤ 1
θ0
, E
(
Y 2i
)
=
1
θ20
E
∣∣Y 3i ∣∣ ≤
√
265
θ30
, E
∣∣Y 5i ∣∣ ≤
√
1334961
θ50
, E
(
η2
)
=
1
θ20
,
then
R(η, U,D) <
√
2
θ80
√
π
(
19θ40 + 325θ
2
0 + 2733 +
36973
n
)
. (3.2)
The next task is to bound K1(θ0) as in (2.4), for d = 1. Using the definition of Qj in (2.6),
Q1 = X¯−θ0. The moments of Q1 are calculated using standard results from Kendall and Stuart
(1969) along with the fact that X¯ ∼ G
(
n, nθ0
)
, giving
3n
√
E (Q1)
4
[
Var
(
d2
dθ2
log f(X1|θ0)
)] 1
2
= 6
√
3 +
6
n
. (3.3)
For the second quantity in (2.4), with the definition of T11 in (2.6),
1
i(θ0)
[
Var
(
d2
dθ2
log f(X1|θ0)
)] 1
2 [
E
(
Q6
)] 1
3
[
E
(
T 611
)] 1
6
= 2
[
E
(
X¯ − θ0
)6] 13 [
E
(
−2nX¯
θ30
+
2n
θ20
)6] 16
=
4n
θ30
√
E
(
X¯ − θ0
)6
=
4√
n
√
15 +
130
n
+
120
n2
. (3.4)
Combining (3.3) and (3.4),
K1(θ0) = 6
√
3 +
6
n
+
4√
n
√
15 +
130
n
+
120
n2
. (3.5)
We proceed to find a bound for K2(θ0), as defined in (2.5). The calculation of the first term is
straightforward;
2
√
n
‖h‖
ǫ2
E
(
X¯ − θ0
)2
=
2‖h‖θ20√
nǫ2
. (3.6)
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The second term of (2.5) requires the calculation of conditional expectations related toM111(X).
For ǫ = 12θ0,
√
n‖h′‖7
3
√
E
(
Q61
) [
E
[
(M111(X))
2
∣∣∣|Q1| < ǫ]] 12 (3.7)
=
√
n‖h′‖7
3
√
E
(
X¯ − θ0
)6 [
E
[
962n2
θ8
(
3X¯ +
1
2
θ0
)2∣∣∣∣∣∣∣X¯ − θ0∣∣ < 12θ0
]] 1
2
<
448‖h′‖θ30
3θ40
√
15 +
130
n
+
120
n2
(
2θ0 +
1
2
θ0
)
=
1120
3
‖h′‖
√
15 +
130
n
+
120
n2
.
Bounding the third term of (2.5) requires the calculation of conditional expectations related to
T11 of (2.6) and M111(X). It is easy to see that T11 can be written as a continuous, increasing
function of Q1. Therefore, employing Lemma 2.1 of Anastasiou and Reinert (2017), leads to
‖h′‖√
n
1
i(θ0)
√
E
(
Q61
) [
E
(
T 411
∣∣∣∣|Q1| < 12θ0
)] 1
4
[
E
(
(M111(X))
4
∣∣∣∣|Q1| < 12θ0
)] 1
4
<
128n
3
2‖h′‖
θ50
√
θ60
n3
(
15 +
130
n
+
120
n2
)[
E
(
X¯ − θ0
)4] 14 5
2
θ0.
An upper bound for the fourth term of (2.5) is found in a similar way. Collecting these bounds
gives
K2(θ0) <
8‖h‖√
n
+ ‖h′‖
√
15 +
130
n
+
120
n2
(
1120
3
+
320(3)
1
4√
n
(
2
n
+ 1
) 1
4
)
+
6400‖h′‖√
n
√
105 +
2380
n
+
7308
n2
+
5040
n3
(3.8)
Combining now the results in (3.2), (3.5), and (3.8) yields the assertion.
Remark 3.3. We chose ǫ(θ0) to be the mid-point of the interval (0, θ0) as there is a trade off
on its choice for K2(θ0). A more systematic choice of ǫ(θ0) based on numerical solutions of
inequalities could be of interest in principle. As our bounds are not optimised with respect to
the constants, for space reasons this systematic choice is not carried out.
Here is a numerical example of the behaviour of the bound in (3.1), using a specific function
and a specific value for the parameter θ0. The function is ht(x) =
1
x2+2
, and from simple
calculations,
‖ht‖ ≤ 1
2
, ‖h′t‖ ≤
3
√
1.5
16
, ‖h′′t ‖ ≤
1
2
,
meaning that ht ∈ Cb(R). Taking θ0 = 3 and n = 105, the bound is equal to 1.216. It is
instructive to examine the contributions to this bound:
2
(||h′t||+ ||h′′t ||)√
n
R
(
(ξ,η) , (A −BC−1BT )−1, BC−1) < 0.004
‖h′t‖√
n
K1(θ0) = 0.008
1√
n
K2(θ0) < 1.204.
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The bound is heavily dependent on the quantity related to K2(θ0), whereas the values for
K1(θ0) and R
(
(ξ,η) , (A−BC−1BT )−1, BC−1) are very small. This arises from the large and
non-optimised constants in K2(θ0) of (3.8).
3.2 Example: the normal distribution
Here, we apply Theorem 2.1 in the case of X1,X2, . . . ,Xn i.i.d. random variables from N(µ, σ
2)
with θ = (µ, σ2) ∈ R× R+. We consider the test problem H0 : µ = 0 against the general alter-
native. It is well-known that under the alternative, the MLE is equal to θˆn(X) =
(
µˆ, σˆ2
)⊺
=(
X¯, 1n
∑n
i=1(Xi − X¯)2
)⊺
; see for example Davison (2008), p.116. Under the null, simple calcu-
lations show that the MLE for σ2 is θˆ∗(X) = 1n
∑n
i=1X
2
i . In addition, the regularity conditions
(R.C.1)-(R.C.5) are satisfied.
Corollary 3.4. Let X1,X2, . . . ,Xn be i.i.d. random variables that follow the N(µ, σ
2) distri-
bution. We have that θˆn(X) =
(
X¯, 1n
∑n
i=1(Xi − X¯)2
)⊺
and the interest is to test H0 : µ = 0
against the general alternative. For h ∈ C2b(R) and K ∼ χ21, it holds that
|E [h (−2 log Λ)]− E[h(K)]| ≤ 47, 456σ
2 (‖h′′‖+ ‖h′‖)√
nπ
max{1, σ−9}
+ 418, 433, 114
‖h′‖√
n
max{1, σ4}+ 8‖h‖
n
(
4 +
1
σ2
)
. (3.9)
Remark 3.5. (1) For fixed σ2, the upper bound in Corollary 3.4 is of order 1√
n
. There is no
claim that the constants are optimal.
(2) The normal bound is only small when σ2 is neither too large nor too small, so that n−1/7 ≪
σ2 ≪ n1/4.
Proof. We will use the result of Theorem 2.1. In this case d = 2 and r = 1. The expected Fisher
Information matrix for one random variable is
I(θ0) =
(
1
σ2
0
0 1
2σ4
)
, so that [I(θ0)]
−1 =
(
σ2 0
0 2σ4
)
. (3.10)
The assumptions (R.C.1)-(R.C.5) and (O1)-(O3) are verified for ǫ(θ0) <∞ and we have that
sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ31 ℓ(θ;X)
∣∣∣∣ = 0 =:M111(X)
as well as
sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ32 ℓ(θ;X)
∣∣∣∣ = sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣∣− nθ32 +
3
θ42
n∑
i=1
(Xi − θ1)2
∣∣∣∣∣
<
n
(σ2 − ǫ)3 +
9n
(σ2 − ǫ)4
(
σˆ2 +
(
X¯ − µ)2 + ǫ2) =:M222(X). (3.11)
Moreover,
sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ1∂θ22 ℓ(θ;X)
∣∣∣∣ = sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ22∂θ1 ℓ(θ;X)
∣∣∣∣
<
2n
(σ2 − ǫ)3
(∣∣X¯ − µ∣∣+ ǫ) =:M122(X) (3.12)
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and
sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ21∂θ2 ℓ(θ;X)
∣∣∣∣ = sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ ∂3∂θ2∂θ21 ℓ(θ;X)
∣∣∣∣
= sup
θ:|θs−θ0,s|<ǫ
∣∣∣∣ nθ22
∣∣∣∣ < n(σ2 − ǫ)2 =:M112(X). (3.13)
We start with the calculation of the first term of the bound in (2.3). From the definition of
U , D, we have that for c as in (2.22),
c = max
{
σ2, 0
}
= σ2.
In addition Y1,i =
1
σ2 (Xi − µ), Y2,i = − 12σ2 + 12σ4 (Xi − µ)2, and
W1 = ξ =
1√
n
n∑
i=1
Y1,i, W2 = η =
1√
n
n∑
i=1
Y2,i.
We have that E
(
W 21
)
= 1
σ2
and E
(
W 22
)
= 1
2σ4
. Due to the fact that R((ξ, η), U,D), as defined in
(2.21), is the minimum of a quantity over s ∈ {1, 2}, then it is upper bounded from the quantity
obtained when s = 1. For ease of understanding and presentation, let R((ξ, η), U,D)
(j,k,l)
1 be the
value of R((ξ, η), U,D), when s = 1 and for any value of j, k, l ∈ {1, 2}. Then,
R((ξ, η), U,D) ≤
2∑
j,k,l=1
R((ξ, η), U,D)
(j,k,l)
1
=
2∑
l=1
{
R((ξ, η), U,D)
(1,1,l)
1 + 2R((ξ, η), U,D)
(2,1,l)
1 +R((ξ, η), U,D)
(2,2,l)
1
}
(3.14)
and we proceed with the calculation of each of these quantities. Firstly, for Z1 and Z2 being
two independent standard normal random variables,
E
∣∣∣([I(θ0)]−1/2Z)
1
∣∣∣ = σE |Z1| = σ
√
2
π
; E
∣∣∣([I(θ0)]−1/2Z)
1
Z21
∣∣∣ = 2σ
√
2
π
;
E
∣∣∣([I(θ0)]−1/2Z)
1
Z22
∣∣∣ = σ3
√
2
π
.
The Cauchy-Schwarz inequality and simple calculations lead to
E |Yi,1| =
√
2
σ
√
π
, E |Yi,2| ≤ 1√
2σ2
, E
(
Y 2i,1
)
=
1
σ2
, E
(
Y 2i,2
)
=
1
2σ4
,
E (Yi,1Yi,2) = 0, E
∣∣Y 3i,1∣∣ = 2
√
2
σ3
√
π
, E
∣∣Y 3i,2∣∣ ≤
√
1510
4σ6
, E
∣∣Y 2i,1Yi,2∣∣ ≤
√
3√
2σ4
,
E
∣∣Yi,1Y 2i,2∣∣ ≤
√
15
2σ5
, E
∣∣Y 5i,1∣∣ = 8
√
2
σ5
√
π
, E
∣∣Y 5i,2∣∣ ≤ 3
√
2688194
8σ10
, E
∣∣Y 3i,1Y 2i,2∣∣ ≤ 152σ7 ,
E
∣∣Y 2i,1Y 3i,2∣∣ ≤
√
4530
4σ8
, E
∣∣Y 4i,1Yi,2∣∣ ≤
√
105√
2σ6
, E
∣∣Yi,1Y 4i,2∣∣ ≤
√
74417
4σ9
.
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From (3.14), we conclude that
R((ξ, η), U,D) <
σ4√
π

 1σ9
(
57408
n
+ 504
)
+
1
σ8
(
18694
n
+ 336
)
+
1
σ7
(
7463
n
+ 1295
)
+
1
σ6
(
3709
n
+ 898
)
+
1
σ5
(
1242
n
+ 893
)
+
1
σ4
(
1156
n
+ 776
)
+
428
σ3
+
385
σ2
+
105
σ
+ 109

 , (3.15)
which is then used to obtain an upper bound for the first term in the general expression of (2.3).
We now proceed to bound K1(θ0) in (2.4). In regards to the first quantity, the expressions for
the partial derivatives of the log-likelihood and the fact that in the case of i.i.d. random variables
from the normal distribution, X¯ and σˆ2 are independent random variables (Casella and Berger,
2002, p.218), lead to
3n
2∑
j=1
2∑
k=1
[
E
(
Q2jQ
2
k
)] 1
2
[
Var
(
∂2
∂θj∂θk
log f(X1|θ0)
)] 1
2
= 3n
√
E
(
σˆ2 − σ2
)4√
Var
(
1
σ6
(X1 − µ)2
)
+ 6n
√
E
(
X¯ − µ)2 E(σˆ2 − σ2)2
√
Var
(
1
σ4
(X1 − µ)
)
< 3n
√
16σ8
n2
√
2
σ8
+ 6n
√
2
σ6
n2
√
1
σ6
= 18
√
2. (3.16)
For the second quantity in (2.4), let Gκ ∼ χ2κ; then
E
(
Q61
)
= E
(
X¯ − µ)6 = 15σ6
n3
E
(
Q62
)
= E
(
σˆ2 − σ2
)6
=
σ12
n6
E (Gn−1 − n)6
=
σ12
n3
(
120 +
940
n
− 114
n2
− 945
n3
)
<
1060
n3
σ12. (3.17)
Using now (3.10),
E
(
T 611
)
= 0, E
(
T 612
)
= E
(
T 612
)
=
1
σ18
E
(
n∑
i=1
(
Xi − µ
σ
))6
=
15n3
σ18
,
E
(
T 622
)
=
1
σ24
E (Gn − n)6 = 40n
3
σ24
(
3 +
52
n
+
96
n2
)
≤ 6040n
3
σ24
.
With inequalities (3.10) and (3.17),this yields
2∑
l=1
2∑
m=1
[
[I(θ0)]
−1
]
lm
2∑
j=1
2∑
k=1
√
Var
(
∂2
∂θl∂θj
log f(X1|θ0)
) [
E
(
Q6j
)
E
(
Q6k
)
E
(
T 6mk
)] 1
6 (3.18)
<
212√
n
.
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Combining the results in (3.16) and (3.18),
K1(θ0) < 26 +
212√
n
. (3.19)
Following the same steps as in (3.16) and (3.18) under the null hypothesis µ = 0, with θˆ∗(X)1 =
1
n
∑n
i=1X
2
i ,
K∗1 (θ0) < 33 +
220√
n
. (3.20)
We proceed to find a bound for K2(θ0), as defined in (2.5). The calculation of the first term is
straightforward and
2
√
n
‖h‖
ǫ2
2∑
j=1
E
(
Q2j
)
= 2
√
n
‖h‖
ǫ2
(
σ2
n
+
σ4
n
(
2− 1
n
))
<
2‖h‖σ2√
nǫ2
(
1 + 2σ2
)
. (3.21)
Using (3.11), (3.12), and (3.13), we are able to find an upper bound for the second term in (2.5).
Simple calculations yield
√
n‖h′‖7
3
2∑
j=1
2∑
k=1
2∑
s=1
[
E
(
Q2jQ
2
kQ
2
s
)] 1
2
[
E
[
(Mjkm(X))
2
∣∣∣∣∣Q(m)∣∣ < ǫ]]12 (3.22)
= ‖h′‖

 7
√
6σ4
(σ2 − ǫ)2 +
56
√
2σ5
(σ2 − ǫ)3
√
σ2
n
+ ǫ2
+
7
√
2120σ6
3 (σ2 − ǫ)3
√
1 +
162
(σ2 − ǫ)2
(
(ǫ+ ǫ2 + σ2)2 +
3σ4
n2
)
 .
The third term of (2.5) requires the calculation of conditional expectations related to Tkj of
(2.6) and Mqml(X), where k, j, q,m, l ∈ {1, 2}. It is easy to see that both T12 and T22 can be
written as continuous, increasing functions of Q1 and Q2. Therefore, with Q(m) as in (2.6) and
for Gn ∼ χ2n, employing Lemma 4.1 of Anastasiou (2016), leads to
E
(
T 411
∣∣∣∣Q(m)∣∣ < ǫ) = 0 (3.23)
E
(
T 412
∣∣∣∣Q(m)∣∣ < ǫ) = E

 1
σ16
(
n∑
i=1
(Xi − µ)
)4∣∣∣∣∣∣
∣∣Q(m)∣∣ < ǫ


≤ n
4
σ16
E
(
X¯ − µ)4 = 3n2
σ12
E
(
T 422
∣∣∣∣Q(m)∣∣ < ǫ) = E

( n
σ4
− 1
σ2
n∑
i=1
(Xi − µ)2
)4∣∣∣∣∣∣
∣∣Q(m)∣∣ < ǫ


≤ E
(
n
σ4
− 1
σ2
n∑
i=1
(Xi − µ)2
)4
=
1
σ16
E (Gn − n)4 = 12n
2
σ16
(
1 +
4
n
)
≤ 60n
2
σ16
.
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Using the results of (3.11), (3.12), and (3.23), then after simple calculations, we get for the third
term of (2.5) that
‖h′‖√
n
2∑
q=1
2∑
k=1
∣∣∣∣[[I(θ0)]−1]kq
∣∣∣∣
2∑
j=1
2∑
l=1
2∑
s=1
[
E
(
Q2jQ
2
lQ
2
s
)] 1
2
[
E
(
T 4kj
∣∣∣∣Q(m)∣∣ < ǫ)] 14 (3.24)
× [E (M4qml(X)∣∣∣∣Q(m)∣∣ < ǫ)] 14
<
‖h′‖√
n
(
35σ4
(σ2 − ǫ)2 +
339σ6
(σ2 − ǫ)3
(
3
n2
+
( ǫ
σ
)4) 14)
+
2700σ6‖h′‖√
n (σ2 − ǫ)3
(
1 +
52488
(σ2 − ǫ)4
((
ǫ+ ǫ2 + σ2
)4
+
105σ8
n4
))1
4
.
To find an upper bound for the fourth term of (2.5), using (3.10), (3.11), (3.12),
‖h′‖
4
√
n
2∑
b=1
2∑
k=1
2∑
s=1
2∑
q=1
2∑
l=1
2∑
j=1
∣∣∣∣[[I(θ0)]−1]qb
∣∣∣∣
√
E
(
Q2kQ
2
sQ
2
jQ
2
l
)
(3.25)
×
[
E
(
(Mbmk(X))
4
∣∣∣∣∣Q(m)∣∣ < ǫ)] 14 [E((Mqjl(X))4∣∣∣∣∣Q(m)∣∣ < ǫ)] 14
<
‖h′‖√
n
{
13σ8
(σ2 − ǫ)4 +
147σ10
(σ2 − ǫ)5
(
3
n2
+
( ǫ
σ
)4) 14
+
1361σ12
(σ2 − ǫ)6
√
3
n2
+
( ǫ
σ
)4
+
(
1 +
52488
(σ2 − ǫ)4
((
ǫ+ ǫ2 + σ2
)4
+
105σ8
n4
)) 1
4
×
(
12σ10
(σ2 − ǫ)5 +
369σ12
(σ2 − ǫ)6
(
3
n2
+
( ǫ
σ
)4)14)
+
√
362096σ12
(σ2 − ǫ)6
√
1 +
52488
(σ2 − ǫ)4
(
(ǫ+ ǫ2 + σ2)4 +
105σ8
n4
)
.
}
The bounds in (3.21), (3.22), (3.24), and (3.25) depend on the constant ǫ as defined in the
statement of Theorem 2.1. For the choice of ǫ, (3.11), (3.12) and (3.13) require that 0 < ǫ < σ2.
There is trade off related to the choice of ǫ between the expressions (3.21), and (3.25). We
choose ǫ = σ
2
2 . Using this value in (3.21), (3.22), (3.24), and (3.25), leads to
K2(θ0) <
8‖h‖√
nσ2
(
1 + 2σ2
)
+ ‖h′‖

28
√
6 + 448
√
2
n
+
σ2
2
+
348√
n
(3.26)
+860
√√√√1 + 648
((
3
2
+
σ2
4
)2
+
3
n2
)
+
7416√
n
(
3
n2
+
σ4
16
) 1
4
+
1√
n
(
1 + 839808
((
3
2
+
σ2
4
)4
+
105
n4
)) 1
4
(
21984 + 23616
(
3
n2
+
σ4
16
) 1
4
)
+
87104√
n
√
3
n2
+
σ4
16
+
38512√
n
√√√√1 + 839808
((
3
2
+
σ2
4
)4
+
105
n4
)
 .
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It remains to find an upper bound for K∗2 (θ0), which is the version of K2(θ0) under the null
hypothesis of µ = 0. This requires the calculation of conditional expectations related to T ∗11 of
(2.6) and M∗111(X) as defined in (O1). Simple calculations yield
M∗111(X) =
n
(σ2 − ǫ)3 +
3
(σ2 − ǫ)4
n∑
i=1
X2i , T
∗
11 =
n
σ4
− 1
σ6
n∑
i=1
X2i .
Using the above results and Lemma 4.1 from Anastasiou (2016), we obtain that for ǫ = σ
2
2 ,
K∗2 (θ0) = 2
√
n
‖h‖
ǫ2
E (Q∗1)
2 +
√
n‖h′‖7
3
√
E (Q∗1)
6
√
E
[
(M∗111(X))
2
∣∣∣∣∣∣Q∗(m)
∣∣∣ < ǫ] (3.27)
+
2‖h′‖σ4√
n
√
E
(
Q∗j
)6 [
E
(
(T ∗11)
4
∣∣∣∣∣∣Q∗(m)∣∣∣ < ǫ)] 14 [E((M∗111(X))4∣∣∣∣∣∣Q∗(m)∣∣∣ < ǫ)] 14
+
σ4‖h′‖
2
√
n
√
E (Q∗1)
8
√
E
(
(M∗111(X))
4
∣∣∣∣∣∣Q∗(m)
∣∣∣ < ǫ)
<
16‖h‖√
n
+ 15958‖h′‖+ 13527046√
n
‖h′‖.
Applying the results of (3.15), (3.19), (3.20), (3.26), and (3.27), to the expression of the general
upper bound in (2.3) yields the assertion of the corollary as expressed in (3.9).
3.3 Example: Logistic regression
In binomial regression, the data are i.i.d. observations (Xi, Yi), i = 1, . . . , n, whereXi ∈ Rd and
Yi ∈ {0, 1}, see for example Van der Vaart (1998), p.66. The binary regression model is that
Pθ(Yi = 1|Xi = x) = ψ(θ⊺x)
for θ ∈ Rd and ψ : R → [0, 1] continuously differentiable, monotone, with derivatives bounded
away from 0 and ∞. For logistic regression,
ψ(θ) =
1
1 + e−θ
and in this example we restrict ourselves to this case, although generalisations are straightfor-
ward. We assume that the distribution of X is such that X has finite moments up to order
6. To ensure that the MLE θˆn(X) for θ exists and is unique, we assume that the Xi’s do not
concentrate on a (d− 1)-dimensional affine subspace of Rd.
Consider as in Sur et al. (2017) to test the simple hypothesis that θ0 = 0 against the general
alternative. The likelihood in this case is
L(θ; (xi, yi), i = 1, . . . , n) =
n∏
i=1
{
ψ(θ⊺xi)
yi(1− ψ(θ⊺xi))1−yi
}
so that the score function is
S(θ) =
y − ψ(θ⊺x)
ψ(θ⊺x)(1− ψ(θ⊺x))ψ
′(θ⊺x)x
while the Fisher information matrix is I(θ) = E [ψ′(θ⊺X))XX⊺] . For testing H0 : θ1 = 0 we
have for x = (x1, . . . , xd)
ξ(x) =
1√
n
(y1 − ψ(θ⊺x))x1
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and
η(x) =
1√
n
((y2 − ψ(θ⊺x))x2, . . . , (yp − ψ(θ⊺x))xp)⊺ .
To check the assumptions on the third derivative of the log-likelihood we calculate
∂3
∂θk∂θj∂θi
ℓ(θ; (x, y)) =
eθ
⊺x(1 + e2θ
⊺x − 4eθ⊺x)
(1 + eθ⊺x)
4 xixjxk
so that ∣∣∣∣ ∂3∂θk∂θj∂θi ℓ(θ; (x, y))
∣∣∣∣ ≤ |xixjxk| =:Mk,j,i(x).
In particular E(Mk,j,i(X)
2) = E(X2iX
2
jX
2
k) and E(Mk,j,i(X)
4) = E(X4i X
4
jX
4
k).
In order to apply Proposition 2.5 we use the variables
Zi,j =
∂
∂θj
(yi logψ(θ
⊺xi) + (1− yi) log(1− ψ(θ⊺xi)) = (yi − ψ(θ⊺xi)) xi,j
for i = 1, . . . , n, j = 1, . . . , d; they play the role of the Yi,j from Proposition 2.5. Due to the
binomial structure and the fact that |yi−ψ(θ⊺Xi)| ≤ 1 it holds that E|Zi,j| ≤ E|Xi,j |.We bound
the third and fifth moments in (2.21), by defining
µ
(3)
j = max
i1,i2,i3∈{1,2,...,d}
{E|Yi1,jYi2,jYi3,j|, |E (Yi1,jYi2,j)|E |Yi3,j |}
µ
(5)
j = max
i1,i2,...,i5∈{1,2,...,d}
{E|Yi1,jYi2,jYi3,jYi4,jYi5,j|, |E (Yi1,jYi2,j)|E |Yi3,jYi4,jYi5,j|} .
In this example, for k = 3, 5,
µ
(k)
j ≤ max
i1,...,ik∈{1,...,d}
E
∣∣∣∣∣
k∏
s=1
Xj,is
∣∣∣∣∣ .
Note that for logistic regression the MLE in general does not have a closed form. Hence we cannot
evaluate (2.6) explicitly, although with given data sets a numerical evaluation is possible. For
our purposes it suffices to illustrate the applicability of the bound as well as its behaviour in
terms of d and n.
From Remark 2.2. (5), the overall order of the bound in the chisquare approximation for
the likelihood ratio test is at most d7n−
1
2 and therefore, the chisquare approximation is justified
when d = o(n
1
14 ). This bound is lower than the bound of d = o(n
2
3 ) reported in Portnoy (1988),
but our bound is explicit and is derived in a more general setting.
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