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Abstract
We consider the model equations for the Timoshenko beam as a first order system in
the framework of evolutionary equations as developed in [2]. The focus is on boundary
damping, which is implemented as a dynamic boundary condition. A change of material
laws allows to include a large class of cases of boundary damping. By choosing a partic-
ular material law, it is shown that the first order approach to Sturm-Liouville problems
with boundary damping is also covered.
1 Introduction
The homogeneous Timoshenko beam model is given by a second order system of the form
ν1∂
2
0φ− ∂1κ−11 ∂1φ+ κ−12 (∂1u+ φ) = f1.
ν2∂
2
0u− ∂1κ−12 (∂1u+ φ) + d∂0u = f2, (1)
Here u denotes the radial displacement of the beam and φ its angular displacement. The real
time independent parameters ν1, κ1, ν2, κ2, d, describe physical and geometrical properties of
the beam, which, however, we will not elaborate upon further, since for the analysis their
interpretation is not important. It may be interesting to note that these equations are the
1-dimensional version of the Reissner-Mindlin plate model, compare [3]. To reformulate (1)
as a first order system we introduce the velocities η := ∂0φ and s := ∂0u as new unknowns.
Moreover, we let
V2 := κ
−1
2 (∂1u+ φ) (2)
and
V1 := κ
−1
1 ∂1φ. (3)
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Now (1) can be written as
ν1∂0η − ∂1V1 + V2 = f1
ν2∂0s− ∂1V2 + ds = f2
together with the spatial differentiated equations (2) and (3) resulting in the temporal equa-
tions
∂0κ1V1 − ∂1η = 0,
∂0κ2V2 − ∂1s− η = 0.
Written as a system we have∂0M0 +M1 +

0 −∂1 0 0
−∂1 0 0 0
0 0 0 −∂1
0 0 −∂1 0



V1
η
s
V2
 =

0
f1
f2
0
 ,
where
M0 :=

κ1 0 0 0
0 ν1 0 0
0 0 ν2 0
0 0 0 κ2
 , M1 :=

0 0 0 0
0 0 0 1
0 0 d 0
0 −1 0 0

Here ν1, κ1, ν2, κ2 are positive real time independent parameters. It is essentially the latter
form in which we will approach the issue of boundary damping, since it will allow us to utilize
the framework of [2]. The structural features of the first order system allow us also to make
– almost effortlessly – the transition to more general media.
2 Functional Analytic Framework
Key to the approach presented here is the closure of the differentiation operator on C1 (R, H)-
functions with compact support, i.e. acting on C˚1 (R, H). It may assist the reader to consult
[2, 4, 5, 7] for extra details on the approach used here. In particular we consider differentiation
as an operator in H̺,0 (R, H), ̺ ∈ (0,∞), a weighted L2-type space with inner product
〈ϕ|ψ〉̺,0,0 :=
ˆ
R
〈ϕ (t) |ψ (t)〉
0
exp (−2̺t) dt,
where 〈 · | · 〉
0
denotes the inner product of H , which, as a matter of convention, we assume
to be linear in the second factor. The resulting operator
∂0 : D (∂0) ⊆ H̺,0 (R, H)→ H̺,0 (R, H)
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turns out, [4, 5], to be normal. In particular, ∂∗0 = −∂0 + 2̺ and so
Re ∂0 =
1
2
(∂0 + ∂
∗
0) = ̺. (4)
This observation, or direct computation, gives that for bounded selfadjoint positive M0 : H →
H , bounded M1 : H → H and skew-selfadjoint A : D (A) ⊆ H → H
Re 〈u| (∂0M0 +M1 + A) u〉̺,0,0 = 〈u| (̺M0 +ReM1) u〉̺,0,0
for u ∈ D (∂0) ∩D(A). With the assumption that
̺M0 +ReM1 ≥ c0 > 0 (5)
for all sufficiently large ̺ ∈ (0,∞), we get that the closure ∂0M0 +M1 + A and its adjoint
∂0M0 +M
∗
1 − A = (∂0M0 +M1 + A)∗ both have continuous inverses bounded by 1c0 . In par-
ticular, the null space of ∂0M0 +M1 + A and (∂0M0 +M1 + A)
∗ are both trivial. Thus, we
have the following well-posedness result, see e.g. [4, 5].
Theorem 2.1 Let Mk : H → H, k = 0, 1, be continuous linear operators, M0 selfadjoint,
such that (5) holds for some c0 ∈ (0,∞) and for all ̺ ∈ (̺0,∞) with ̺0 ∈ (0,∞) sufficiently
large. Moreover let A : D (A) ⊆ H → H be skew-selfadjoint. Then
∂0M0 +M1 + Au = f
has for any f ∈ H̺,0 (R, H) a unique solution u ∈ H̺,0 (R, H). Furthermore, u depends on f
continuously, i.e.
∂0M0 +M1 + A
−1
: H̺,0 (R, H)→ H̺,0 (R, H)
is a continuous linear operator for ̺ ∈ (̺0,∞).
As a refinement of (4) we find from integration by parts that for u ∈ C˚1 (R, H) (and so for
u ∈ D (∂0M0 +M1 + A)) we have
Re
〈
u|χ
(−∞,a]
(∂0M0 +M1)u
〉
̺,0,0
≥ c0
〈
χ
(−∞,a]
u|χ
(−∞,a]
u
〉
̺,0,0
,
since |u(a)|2e−2a̺ ≥ 0. This yields that we have also causality in the sense of the following
theorem.
Theorem 2.2 (Causality) Under the assumptions of Theorem 2.1 we have
χ
(−∞,a]
∂0M0 +M1 + A
−1
= χ
(−∞,a]
∂0M0 +M1 + A
−1
χ
(−∞,a]
for all sufficiently large ̺ ∈ (0,∞) .
We plan to approach the topic of boundary damping for the Timoshenko beam within this
abstract framework, which simplifies matters in so far as we need only ensure that the spatial
operator A is skew-selfadjoint and that assumptions of the type (5) hold for M0, M1.
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3 Boundary Damping
For implementing suitable boundary conditions we consider first a simple example of boundary
conditions for the Timoshenko system. Assuming that the beam is described by the unit
interval (−1/2,+1/2), which can always be achieved by translation and re-scaling, following
[8] we consider the case of the set of boundary conditions:
V1 ( · ,−1/2 + 0) = 0,
V1 ( · , 1/2− 0) + cη ( · , 1/2− 0) = 0,
s ( · ,−1/2 + 0) = 0,
s ( · , 1/2− 0) = 0.
(6)
To implement these boundary conditions we consider, in the spirit of abstract grad-div systems
as discussed in [6] , the modified system
(
∂0M
(
∂−10
)
+ A
)

V1(
η
τ+
)
s
V2
 =

0(
f1
0
)
f2
0
 , (7)
with material law of the simple form
M
(
∂−10
)
= M0 + ∂
−1
0 M1
with
M0 :=

κ1 (0, 0) 0 0(
0
0
) (
ν1 0
0 0
) (
0
0
) (
0
0
)
0 (0, 0) ν2 0
0 (0, 0) 0 κ2
 ,
M1 :=

0 (0, 0) 0 0(
0
0
) (
0 0
0 c
) (
0
0
) (
1
0
)
0 (0, 0) d 0
0 (−1, 0) 0 0
 ,
where, we allow d to be a continuous linear operator and ν1, κ1, ν2, κ2 continuous selfadjoint
and strictly positive definite operators in L2 (−1/2, 1/2). For c : C → C we assume that c
is just multiplication by a positive real number. Finally we set A to be the skew-selfadjoint
operator
A =

0 B∗ 0 0
−B
(
0 0
0 0
) (
0
0
) (
0
0
)
0 (0, 0) 0 −∂1
0 (0, 0) −∂˚1 0
 .
4
The differentiation operator ∂1 denotes the weak derivative in L
2 (−1/2, 1/2) and the notation
∂˚1 indicates the use of Dirichlet boundary conditions, which has adjoint −∂1 making ∂˚1 and
∂1 skew-adjoint to each other.
Here we take B : D (B) ⊆ L2 (−1/2, 1/2) → L2 (−1/2, 1/2) ⊕ C ≡
(
L2 (−1/2, 1/2)
C
)
,
where D (B) := {ϕ ∈ H1 (−1/2, 1/2) |ϕ (−1/2 + 0) = 0}, given by
B =
(
⊲
∂1
δ{1/2−0}
)
. (8)
Here
⊲
∂1 denotes ∂1 with the domain constraint that it only acts on functions in D (B), which
in particular vanish at −1/2.
The 1st, 3rd and 4th boundary conditions follow from the definitions of the domains of ∂˚1
and
⊲
∂1. The first row of this system is the equation
B∗
(
η
τ+
)
+ ∂0(κ1V1) = 0.
For u ∈ D (B) with respect to the inner product 〈 · | · 〉 in L2(−1/2, 1/2) we have〈
u
∣∣∣B∗( η
τ+
)〉
+ 〈u|∂0(κ1V1)〉 = 0
so 〈
Bu
∣∣∣ ( η
τ+
)〉
+ 〈u|∂0(κ1V1)〉 = 0
i.e. 〈(
∂1u
u(1/2− 0)
) ∣∣∣( η
τ+
)〉
+ 〈u|∂0(κ1V1)〉 = 0.
Restricting to u ∈ H˚1 (−1/2, 1/2) the above equation yields
−∂1η + ∂0(κ1V1) = 0.
Now for u ∈ H˚1 (−1/2, 1/2) with u(−1/2 + 0) = 0, integrating by parts we have
τ+u(1/2− 0) + η(·, 1/2− 0)u(1/2− 0)− η(·,−1/2+ 0)u(−1/2+ 0) =
ˆ
1/2
−1/2
(∂1η − ∂0(κ1V1))u
which gives
τ+ + η(·, 1/2− 0) = 0.
The second term of the second row in our system gives
−V1(·, 1/2− 0) + cτ+ = 0
5
which combined with the previous expression gives
V1(·, 1/2− 0) + cη(·, 1/2− 0) = 0.
The fact that system (7) falls into the class of abstract operators considered in [2] now
yields the following well-posedness theorem.
Theorem 3.1 Let c be a positive real number, ν1, κ1, κ2 continuous, selfadjoint, strictly pos-
itive definite linear operators in L2 (−1/2, 1/2). For the operators ν1 and d we require
̺ν2 +Re d ≥ c0 > 0
for all sufficiently large ̺ ∈ (0,∞) . Then for any right-hand side F = (0, (f1, 0) , f2, 0) ∈
H̺,0 (R, H) with
H = L2 (−1/2, 1/2)⊕ (L2 (−1/2, 1/2)⊕ C)⊕ L2 (−1/2, 1/2)⊕ L2 (−1/2, 1/2)
there is a unique solution (V1, (η, τ+) , s, V2) ∈ H̺,0 (R, H).
Remark 3.2 In particular, the boundary conditions (6) are satisfied in the sense of H̺,−1 (R,C),
which is the space of distributional temporal derivatives of H̺,0 (R,C). Moreover, F = (f0, (f1, g1) , f2, f3) ∈
H̺,0 (R, H) can be completely arbitrary so that automatically an inhomogeneous boundary con-
dition of the form
V1 ( · , 1/2− 0) + cη ( · , 1/2− 0) = −g1
can be incorporated. Furthermore, the solution theory extends to data in the space H̺,−∞ (R,C)
of finite order distributional temporal derivatives of H̺,0 (R,C), see [2] for details.
4 Other Material Laws.
Another special case of boundary damping from the literature, allowing for a non-vanishing
right-hand side in [10], is, with adapted names of parameters and variables, given by replacing
the second equation of (6) with
∂0I˜η ( · , 1/2− 0) + V1 ( · , 1/2− 0) + cη ( · , 1/2− 0) = −g2.
This amounts to replacing M0 in the above with
M0 :=

κ1 (0, 0) 0 0(
0
0
) (
ν1 0
0 I˜
) (
0
0
) (
0
0
)
0 (0, 0) ν2 0
0 (0, 0) 0 κ2
 .
The parameter c along with the additional parameter I˜ are now allowed to be non-negative
reals with not both zero. In regards to the model equations used in [8], which differ slightly
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from the above system of partial differential equations for the Timoshenko beam, it may be
advisable to consider the more general variant
M1 :=

0 (0, 0) 0 0(
0
0
) (
0 0
0 c
) (
0
0
) ( −σ∗0
0
)
0 (0, 0) d 0
0 (σ0, 0) 0 0
 ,
with a non-vanishing number (or operator) σ0. It may be noteworthy that for d = 0 = c we
have a system in which the norm of
√
κ1 0 0 0
0
( √
ν1 0
0
√
I˜
)
0 0
0 0
√
ν2 0
0 0 0
√
κ2


V1(
η
τ+
)
s
V2

is conserved, assuming a pure initial value problem. We remark that in some model equations
in the literature the rotational displacement enters with the opposite sign. This is, however,
just a unitarily congruent version of our system obtained via the unitary transformation matrix
1 0 0 0
0
( −1 0
0 1
)
0 0
0 0 1 0
0 0 0 1
 .
This transformation changes only B and M1 slightly to
B =
(
− ⊲∂1
δ{1/2−0}
)
and
M1 :=

0 (0, 0) 0 0(
0
0
) (
0 0
0 c
) (
0
0
) (
σ∗0
0
)
0 (0, 0) d 0
0 (−σ0, 0) 0 0
 ,
Indeed, completely general material law operators M
(
∂−10
)
can be handled in the same
way, where M is a bounded operator-valued function, analytic in a ball of positive radius r
around the point r on the real axis. The crucial assumption is that the numerical range of
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∂0M
(
∂−10
)
is in the right half plane and uniformly bounded away from the imaginary axis for
all sufficiently large ̺ ∈ (0,∞):
Re
〈
u|∂0M
(
∂−10
)
u
〉
̺,0,0
≥ c0 〈u|u〉̺,0,0 (9)
for some c0 ∈ (0,∞) and all u ∈ D (∂0). This allows for a number of more intricate coupling
phenomena.
If we assume that
M
(
∂−10
)
=

M00
(
∂−10
)
M01
(
∂−10
)
0 0
M10
(
∂−10
)
M11
(
∂−10
)
0 0
0 0 M22
(
∂−10
)
M23
(
∂−10
)
0 0 M32
(
∂−10
)
M33
(
∂−10
)

the system actually decomposes1 into two 2 × 2-systems. Focusing on the first block system
we get
(
∂0
(
M00
(
∂−10
)
M01
(
∂−10
)
M10
(
∂−10
)
M11
(
∂−10
) )+ ( 0 B∗−B 0
)) V1( η
τ+
)  =
 0( f1
0
) 
where B is as in (8).
If we take
M˜(∂−10 ) =
(
M00
(
∂−10
)
M01
(
∂−10
)
M10
(
∂−10
)
M11
(
∂−10
) ) =

r + ∂−10 q 0
0
 s0 + ∂−10 s1 0 00 µ− (∂−10 ) 0
0 0 µ+
(
∂−10
)


then for s0 = p
−1 and s1 = 0 we obtain the undamped hyperbolic case, while for s0 = 0
and s1 = p
−1 we have the parabolic case of the first order formulation of time-dependent
Sturm-Liouville problems (in standard terms). Here we replace B by
B˜ =
 ∂1δ{−1/2+0}
δ{1/2−0}
 .
The resulting operator equation
(
∂0M˜(∂
−1
0 ) +
(
0 B∗
−B 0
))
V1 ητ+
τ−

 =

0 f10
0


1Indeed, the coupling of all four equations is due to the off-diagonal entries inM1 of the original first order
Timoshenko beam model.
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results in the first two boundary conditions of (6) being replaced by dynamic boundary con-
ditions
∂0µ+
(
∂
−1
0
)
η ( · , 1/2− 0) + V1 ( · , 1/2− 0) = 0
∂0µ−
(
∂
−1
0
)
η ( · ,−1/2 + 0)− V1 ( · ,−1/2 + 0) = 0
where µ+, µ− satisfy the assumption stated for M in (9). The point-wise evaluated Fourier-
Laplace transformed system (i.e. replacing ∂0 by z = iλ + ̺) is discussed in [1, 9] for the
parabolic case, i.e. s0 = 0, where R1 (z) := zµ+
(
1
z
)
, R0 (z) := zµ−
(
1
z
)
define rational
Nevanlinna functions R0 and R1 .
5 Other boundary conditions.
A variety of other boundary conditions are also accessible via the above approach. For ex-
ample, implementing dynamic boundary conditions in all unknowns and for both boundary
parts we replace A with
A˜ =

0 B˜∗ 0 0
−B˜ 0 0 0
0 0 0 B˜∗
0 0 −B˜ 0
 .
The system now becomes
(
∂0M
(
∂−10
)
+ A˜
)

V1 ητ0,−
τ0,+

s V2τ1,−
τ1,+


=

0 f10
0

0 f20
0


If here again we assume that
M
(
∂−10
)
=

M00
(
∂−10
)
M01
(
∂−10
)
0 0
M10
(
∂−10
)
M11
(
∂−10
)
0 0
0 0 M22
(
∂−10
)
M23
(
∂−10
)
0 0 M32
(
∂−10
)
M33
(
∂−10
)

also this system decouples into two 2× 2-systems. Focusing on the first block system we get(
∂0M˜(∂
−1
0 ) +
(
0 B˜∗
−B˜ 0
))
V1 ητ−
τ+

 =

0 f0
0

 .
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which results in dynamic boundary conditions as noted in the previous section, likewise with
the Sturm-Liouville case being a particular application.
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