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a b s t r a c t
For each n ≥ 2, we define an algebra satisfying many properties that one might expect to
hold for a Brauer algebra of type Cn. The monomials of this algebra correspond to scalar
multiples of symmetric Brauer diagrams on 2n strands. The algebra is shown to be free of
rank the number of such diagrams and cellular, in the sense of Graham and Lehrer.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that the Coxeter group of type Cn arises from the Coxeter group of type A2n−1 as the subgroup of
all elements fixed by a Dynkin diagram automorphism. Crisp [8] showed that the Artin group of type Cn arises in a
similar fashion from the Artin group of type A2n−1. In this paper, we study the subalgebra of the Brauer algebra Br(A2n−1)
of type A2n−1 (that is, the classical Brauer algebra on 2n strands) spanned by Brauer diagrams that are fixed by the
symmetry corresponding to this diagram automorphism. Such diagrams will be called symmetric (see Definition 2.5). First,
in Definition 2.1, we define the Brauer algebra of type Cn, denoted by Br(Cn), in terms of generators and relations depending
solely on the Dynkin diagram below.
Cn = ◦
n−1 ◦n−2· · · · · · ◦2 ◦1 < ◦0
The distinguished generators of Br(Cn) are the involutions r0, . . . , rn−1 and the quasi-idempotents e0, . . . , en−1 (here, a
quasi-idempotent is an element that is an idempotent up to a scalar multiple). Each defining relation concerns at most two
indices, say i and j, and is determined by the diagram induced by Cn on {i, j}. The group algebra of the Coxeter group of
type Cn is obtained by taking the quotient of the Brauer algebra of type Cn by the (two-sided) ideal generated by all quasi-
idempotents ei. It is isomorphic to the subalgebra generated by all ri. The subalgebra generated by all ei (i = 0, . . . , n− 1)
is isomorphic to the Temperley–Lieb algebra of type Bn defined by tom Dieck in [9]. The main result states that the algebra
Br(Cn) is isomorphic to the subalgebra SBr(A2n−1) of the Brauer algebra Br(A2n−1) linearly spanned by symmetric diagrams.
In order to distinguish them from those of Br(Cn), the canonical generators of the Brauer algebra of type A2n−1 are denoted
by R1, . . . , R2n−1, E1, . . . , E2n−1 instead of the usual lower case letters (see Definition 2.2). Although our formal set-up is
slightly more general, the algebras considered are mostly defined over the integral group ring Z[δ±1].
Theorem 1.1. Let n ∈ N. There exists a Z[δ±1]-algebra isomorphism
φ : Br(Cn) −→ SBr(A2n−1)
determined by φ(r0) = Rn, φ(ri) = Rn−iRn+i, φ(e0) = En, and φ(ei) = En−iEn+i, for 0 < i < n. In particular, the algebra Br(Cn)
is free over Z[δ±1] of rank a2n, where at is defined by a0 = a1 = 1 and, for t > 1, the recursion
at = at−1 + 2(t − 1)at−2.
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Fig. 1. Brauer diagrams corresponding to Ri and Ei .
A closed formula for the rank of Br(Cn) is
a2n =
n−
i=0
 −
p+2q=i
n!
p!q!(n− i)!
2
2n−i (n− i)!. (1.1)
A table of an for some small n is provided below.
n 0 1 2 3 4 5 6 7 8
an 1 1 3 7 25 81 331 1303 5937
The paper is structured as follows. In Section 2, we review the definition of a Brauer monoid of any simply laced Dynkin
type and introduce the notion of a Brauer algebra of type Cn, denoted Br(Cn). Section 3 reviews facts about the classical
Brauer algebra, denoted Br(An), and about admissible root sets as presented in [5]. These sets lead towards a normal form
of monomials closely related to cellularity. In Section 4, we derive elementary properties of Br(Cn). Next, we prove that the
image of φ is precisely the symmetric diagram subalgebra SBr(A2n−1) of Br(A2n−1) in Section 5. Furthermore, Section 6 is
devoted to the study of symmetric diagrams, the related algebra SBr(A2n−1), the action of the monoid of all monomials of
Br(Cn) on certain orthogonal root sets, and a normal form for monomials in Br(Cn). Using these results, we are able to prove
Theorem 1.1 in Section 6. Finally, in Section 7, we establish cellularity (in the sense of [13]) of the newly introduced Brauer
algebras and derive further properties.
We finish this introduction by illustrating our results with the first interesting case: n = 2. Consider the classical Brauer
algebra Br(A3). The corresponding Brauer diagrams consist of four nodes at the top and four at the bottom together with a
complete matching between these eight nodes. For interpretations of the Ri and Ei generators, see Fig. 1. A Brauer diagram is
called symmetric if the completematching is not altered by the reflection of the planewhosemirror is the vertical central axis
of the diagram. Clearly, e1 := E1E3, e0 := E2, r1 := R1R3, and r0 := R2 represent symmetric diagrams. Theorem 1.1 implies
that the subalgebra of Br(A3) generated by these diagrams has a presentation on these four generators by the relations given
in Definition 2.1 for n = 2, and moreover it coincides with SBr(A3), the linear span of all symmetric diagrams. In fact, it is
free and spanned by the following 25 monomials.
1, r0, r1, r0r1, r1r0, r1r0r1, r0r1r0r1, r0r1r0,
{1, r1}e0{1, r1r0r1}{1, r1},
{1, r0, e0}e1{1, r0, e0}.
Here, for subsets A, B, C and an element x of SBr(A3), the expression AxBC indicates the sequence of all elements axbc with
a ∈ A, b ∈ B, c ∈ C , and similarly for AxB. The first eight, appearing at the top line, span a subalgebra isomorphic to the
group algebra of the Coxeter group of type C2. This is in accordance with the construction of SBr(A3) and the fact that the
Coxeter group of type C2 occurs in the Coxeter group of type A3 as the subgroup of elements fixed by a Dynkin diagram
automorphism. The (two-sided) ideal of SBr(A3) generated by e1 is spanned by the 9 monomials on the bottom line. Also,
the complement in the ideal generated by e0 and e1 of the ideal generated by e1 is spanned by the 8 monomials on the
middle line. This division of the 25 spanning monomials into three parts along the above lines is directly connected to the
cellular structure of SBr(A3). The subalgebra of SBr(A3) generated by e0 and e1 has dimension 6 and is isomorphic to the
Temperley–Lieb algebra of type B2 introduced by tom Dieck [9]. As the root system obtained by the projection of the root
system of type A2n−1 onto the fixed space of the diagram automorphism (see Definition 5.1) is of type Cn, we name SBr(A3)
the Brauer algebra of type C2. Remarkably, the Temperley–Lieb algebra of type B2 defined by Graham [12] (see also Fan [11]) is
7-dimensional and tom Dieck’s version is a quotient algebra thereof, but we have not found a natural extension of Graham’s
algebra to an object deserving the name Brauer algebra of type C2.
2. Definitions
In this section, we give precise definitions of the algebras and the homomorphism φ appearing in Theorem 1.1. All rings
and algebras given are unital and associative.
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Definition 2.1. Let R be a unital commutative ring containing an invertible element δ. For n ∈ N, the Brauer algebra of type
Cn over R with loop parameter δ, denoted by Br(Cn, R, δ), is the R-algebra generated by r0, r1, . . . , rn−1 and e0, e1, . . . , en−1
subject to the following relations.
r2i = 1 for any i (2.1)
riei = eiri = ei for any i (2.2)
e2i = δ2ei for i > 0 (2.3)
e20 = δe0 (2.4)
rirj = rjri, for i ⊥ j (2.5)
eirj = rjei, for i ⊥ j (2.6)
eiej = ejei, for i ⊥ j (2.7)
rirjri = rjrirj, for i ∼ j (2.8)
rjriej = eiej, for i ∼ j (2.9)
riejri = rjeirj, for i ∼ j (2.10)
r1r0r1r0 = r0r1r0r1 (2.11)
r1r0e1 = r0e1 (2.12)
r1e0r1e0 = e0e1e0 (2.13)
(r1r0r1)e0 = e0(r1r0r1) (2.14)
e1r0e1 = δe1 (2.15)
e1e0e1 = δe1 (2.16)
e1r0r1 = e1r0 (2.17)
e1e0r1 = e1e0 (2.18)
Here i ∼ j means that i and j are connected by a simple bond in the Dynkin diagram Cn and i ⊥ j indicates that they are
not adjacent. If R = Z[δ±1]wewrite Br(Cn) instead of Br(Cn, R, δ) and speak of the Brauer algebra of type Cn. The submonoid
of the multiplicative monoid of Br(Cn) generated by δ, δ−1, {ri}n−1i=0 , and {ei}n−1i=0 is denoted by BrM(Cn). It is the monoid of
monomials in Br(Cn) and will be called the Brauer monoid of type Cn.
Observe that, for a distinguished invertible element δ, the ring R can be viewed as a Z[δ±1]-algebra and that it will follow
from Theorem 1.1 that Br(Cn, R, δ) ∼= Br(Cn) ⊗Z[δ±1] R. As a direct consequence of the above definition, the submonoid of
BrM(Cn) generated by {ri | i = 0, . . . , n− 1} is isomorphic to the Coxeter groupW (Cn) of type Cn.
Let us recall from [5] the definition of a Brauer algebra of simply laced Dynkin type Q . In order to avoid confusion with
the above generators, the symbols of [5] have been capitalized.
Definition 2.2. Let R be a commutative ring with invertible element δ and Q be a simply laced Dynkin graph. The Brauer
algebra of type Q over R with loop parameter δ, denoted Br(Q , R, δ), is the R-algebra generated by Ri and Ei, for each node i of
Q subject to the following relations, where∼ and⊥ are as before for Cn.
R2i = 1 (2.19)
E2i = δEi (2.20)
RiEi = EiRi = Ei (2.21)
RiRj = RjRi, for i ⊥ j (2.22)
EiRj = RjEi, for i ⊥ j (2.23)
EiEj = EjEi, for i ⊥ j (2.24)
RiRjRi = RjRiRj, for i ∼ j (2.25)
RjRiEj = EiEj, for i ∼ j (2.26)
RiEjRi = RjEiRj, for i ∼ j (2.27)
As before, we call Br(Q ) := Br(Q ,Z[δ±1], δ) the Brauer algebra of type Q and denote by BrM(Q ) the submonoid of the
multiplicative monoid of Br(Q ) generated by δ±1 and all Ri and Ei.
For any Q , the algebra Br(Q ) is free over Z[δ±1], as shown in [5]. Also, the classical Brauer algebra on m + 1 strands is
obtained when Q = Am.
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Fig. 2. A Brauer diagram and a visualization of it as the product R2R5E1R3R6E2E4VE3E5E7R2E4E6R1E3E5R2E4 , where V can be either the identity or the simple
crossing R1 .
Remark 2.3. As a consequence of the above relations, it is straightforward to show that the following relations hold in Br(Q )
for all nodes i, j, kwith i ∼ j ∼ k and i ⊥ k (see [5, Lemma 3.1]).
EiRjRj = EiEj (2.28)
RjEiEj = RiEj (2.29)
EiRjEi = Ei (2.30)
EjEiRj = EjRi (2.31)
EiEjEi = Ei (2.32)
EjEiRkEj = EjRiEkEj (2.33)
EjRiRkEj = EjEiEkEj (2.34)
Remark 2.4. In [2], Brauer gives a diagrammatic description for a basis of the Brauer algebra of type Am. Each basis element
is a diagram with 2m+ 2 dots andm+ 1 strands, where each dot is connected by a unique strand to another dot. Here we
suppose that the 2m+2 dots have coordinates (i, 0) and (i, 1) inR2 with 1 ≤ i ≤ m+1. Themultiplication of two diagrams
is given by concatenation, where any closed loops formed are replaced by a factor of δ. The generators Ri and Ei of Br(Am)
correspond to the diagrams indicated in Fig. 1.
Each Brauer diagram can be written as a product of elements from {Ri, Ei}mi=1. This statement is illustrated in Fig. 2.
Henceforth, we identify Br(Am) with its diagrammatic version. This identification makes it clear that Br(Am) is a free
algebra overZ[δ±1] of rank (m+1)!!, the product of the firstm+1 odd integers. Themonomials of BrM(Am) that correspond
to diagrams will be referred to as diagrams.
The map σ on the graph (or Dynkin type) Am given by σ(i) = m + 1 − i is the single nontrivial automorphism of this
graph. As the presentation of Br(Q )merely depends on the graph Q , the map σ induces an automorphism of Br(Am), which
will also be denoted by σ . This involutory automorphism is determined by its behaviour on the generators:
σ(Ri) = Rm+1−i, σ (Ei) = Em+1−i.
The automorphism σ may be viewed simply as a reflection of the corresponding diagram about its central vertical axis.
Definition 2.5. SupposeD1 andD2 are diagrams in Br(Am). The diagramD1 is symmetric to the diagramD2 ifD2 is the diagram
obtained by taking the reflection of D1 about its central vertical axis. If D1 = D2, then we say D1 is a symmetric diagram.
Hence a diagram (that is, a monomial in Ri and Ei) of Br(Am) is σ -invariant if and only if it is symmetric about its central
vertical axis. A monomial in BrM(Am) is fixed by σ if and only if it represents a symmetric diagram.
Lemma 2.6. Let m = 2n − 1, for some n ∈ N. The number of symmetric diagrams (with respect to σ ) in BrM(Am) is equal to
a2n, where at satisfies a0 = a1 = 1 and the recursion
at = at−1 + 2(t − 1)at−2.
Proof. Fix two sets X and Y , say, of size n and a permutation τ of X ∪ Y of order 2 interchanging X and Y . We define an as
the number of perfect matchings on X ∪ Y that are τ -invariant (that is, if {a, b} ⊆ X ∪ Y belongs to the matching, so does
{τ(a), τ (b)}). Identifying X with the set of dots left of the vertical axis of symmetry, Y with the set of dots to the right, and
τ with the permutation induced by σ , we see that a2n is the number of symmetric diagrams in BrM(Am).
It is obvious that a0 = a1 = 1. Fix a ∈ X . The number of perfect τ -invariant matchings containing {a, τ (a)} is equal
to an−1.
Suppose that we have a perfect τ -invariant matching of X ∪ Y containing {a, b} with b ≠ τ(a). The pair {τ(a), τ (b)}
then also belongs to the matching. The matching induces an−2 number of perfect τ -invariant matchings on (X ∪ Y ) \
{a, b, τ (a), τ (b)}. As there are 2n− 2 choices of b, we find an = an−1 + (2n− 2)an−2. 
A.M. Cohen et al. / Journal of Pure and Applied Algebra 216 (2012) 407–426 411
Corollary 2.7. The linear span SBr(A2n−1) of symmetric diagrams is a Z[δ±1]-subalgebra of Br(A2n−1). It is free over Z[δ±1] of
rank a2n.
Observe that Rn, RiR2n−i, En, and EiE2n−i are fixed under σ for all i ∈ {1, . . . , n}. Thus the image of themap φ of Lemma 2.8
below lies in SBr(A2n−1).
Lemma 2.8. The following map determines a Z[δ±1]–algebra homomorphism φ : Br(Cn)→ SBr(A2n−1).
φ(r0) = Rn, φ(ri) = Rn−iRn+i,
φ(e0) = En and φ(ei) = En−iEn+i, for 0 < i < n.
Proof. It suffices to verify that φ preserves the defining relations given in Definition 2.1. We demonstrate this for some of
the relations (2.1)–(2.18), and leave the rest as an exercise for the reader.
For (2.13):
φ(r1)φ(e0)φ(r1)φ(e0) = Rn−1(Rn+1EnRn+1)Rn−1En
(2.27)= Rn−1RnEn+1(RnRn−1En)
(2.26)= Rn−1RnEn+1En−1En
(2.24)+(2.26)= EnEn−1En+1En
= φ(e0)φ(e1)φ(e0).
For (2.14):
φ(r1)φ(r0)φ(r1)φ(e0) = Rn+1(Rn−1RnRn−1)Rn+1En
(2.25)= Rn+1RnRn−1(RnRn+1En)
(2.26)+(2.28)= Rn+1RnRn−1En+1RnRn+1
(2.23)= Rn+1RnEn+1Rn−1RnRn+1
(2.26)+(2.28)= EnRn+1RnRn−1RnRn+1
(2.25)= EnRn+1Rn−1RnRn−1Rn+1
= φ(e0)φ(r1)φ(r0)φ(r1).
For (2.18):
φ(e1)φ(e0)φ(r1)
(2.22)= En−1(En+1EnRn+1)Rn−1 (2.31)= En−1En+1RnRn−1
(2.24)+(2.28)= En+1En−1En = φ(e1)φ(e0). 
At this point, we have explained the algebras and themapφ occurring in Theorem1.1. The surjectivity ofφwill be proved
in Proposition 5.15 and its injectivity at the end of Section 6.
3. The classical Brauer algebra
Let m ∈ N. In this section, we describe the root system of the Coxeter group of type Am, focusing on special collections
of mutually orthogonal positive roots called admissible sets. Also, the notion of height for elements of the Brauer monoid
BrM(Am) is introduced and discussed. A major goal, established in Theorem 3.10, is to exhibit a normal form for elements
of the monoid BrM(Am) as a product of generators.
Definition 3.1. Let m ≥ 1 and let Φ denote the root system of the Coxeter group W (Am) of type Am. It is realized as
Φ := {ϵi − ϵj | 1 ≤ i, j ≤ m + 1, i ≠ j} in the Euclidean space Rm+1, where ϵi is the ith standard basis vector. Put
αi := ϵi − ϵi+1. The set {αi}mi=1 is called the set of simple roots ofΦ . Denote byΦ+ the set of positive roots inΦ with respect
to these simple roots; that is,Φ+ := {ϵi − ϵj | 1 ≤ i < j ≤ m+ 1}.
We have seen that, up to powers of δ, the monomials of Br(Am) correspond to Brauer diagrams. In order to work with
the tops and bottoms of Brauer diagrams, we introduce the following notion.
Definition 3.2. LetA denote the collection of all subsets ofΦ consisting of mutually orthogonal positive roots. Members of
A are called admissible sets.
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An admissible set B corresponds to a Brauer diagram top in the following way: for each β ∈ B, where β = ϵi − ϵj for
some i, j ∈ {1, . . . ,m+ 1}with i < j, draw a horizontal strand in the corresponding Brauer diagram top from the dot (i, 1)
to the dot (j, 1). All horizontal strands on the top are obtained in this way, so there are precisely |B| horizontal strands. The
top of the Brauer diagram of Fig. 2, corresponds to the admissible set {α1 + α2, α2 + α3 + α4 + α5, α5 + α6 + α7}.
Similarly, there is an admissible set corresponding to a Brauer diagram bottom. The bottom of the Brauer diagram of
Fig. 2, corresponds to the admissible set {α1 + α2 + α3 + α4 + α5 + α6 + α7, α2 + α3 + α4 + α5, α4}.
For any β ∈ Φ+ and i ∈ {1, . . . ,m}, there existsw ∈ W (Am) such that β = wαi. Then Rβ := wRiw−1 and Eβ := wEiw−1
are well defined (this is well known from the Coxeter group theory for Rβ ; see [5, Lemma 4.2] for Eβ ). If β, γ ∈ Φ+ are
mutually orthogonal, then Eβ and Eγ commute (see [5, Lemma 4.3]). Hence, for B ∈ A, we can define the product
EB :=
∏
β∈B
Eβ , (3.1)
which is a quasi-idempotent, and the normalized version
EˆB := δ−|B|EB, (3.2)
which is an idempotent element of the Brauer monoid.
Definition 3.3. The Brauermonoid BrM(Am) acts on the collectionA in the followingway. The generators Ri (i = 1, . . . ,m)
act by the natural action of Coxeter group elements on its root sets, where negative roots are negated so as to obtain positive
roots, and the element δ acts as the identity, and the action of Ei (i = 1, . . . ,m) is defined by
EiB :=

B if αi ∈ B,
B ∪ {αi} if αi ⊥ B,
RβRiB if β ∈ B \ α⊥i .
(3.3)
Wewill refer to this action as the admissible set action. Alternatively, this action can be described as follows for amonomial
a: complete the top corresponding to B into a Brauer diagram b, without increasing the number of horizontal strands in the
top. Now aB is the top of the Brauer diagram ab. We will make use of this action in order to provide a normal form for
elements of BrM(Am). In [5, Definition 3.2], it is shown that this action is well defined for any spherical simply laced type.
The admissible set action is a left action. Similarly, there is a right action of BrM(Am) onA. In order to interpret the right
action of a on B, the latter should be pictured as the bottom of a Brauer diagram, so that the bottom corresponding to Ba is
the bottom of ba. Observe that a∅ is the top of the Brauer diagram of a (i.e., the collection of top horizontal strands of a and
top row of points) and ∅a is its bottom (i.e., the collection of bottom horizontal strands of a and bottom row of points).
Recall that the height ht(β) of a positive root β ∈ Φ+ is h if it is the sum of precisely h simple roots. This definition will
be extended to a height function onA in such a way that ht({β}) = ht(β)− 1.
Definition 3.4. The height of an admissible set B, denoted by ht(B), is the minimal number of crossings in a completion of
the top corresponding to B to a Brauer diagram without increasing the number of horizontal strands at the top.
For example, the height of the top of the Brauer diagram of Fig. 2 is equal to 4 and the height of the bottom is equal to 3.
Definition 3.5. For every element a ∈ BrM(Am), we define the height of a, denoted by ht(a), as the minimal number of
generators Ri needed to write a as a product of the generators R1, . . . , Rm, E1, . . . , Em, δ, δ−1.
In terms of Brauer diagrams, the height of a is the minimal number of crossings needed to draw a. Consequently, the
height of an admissible set B is the minimal height over all possible Brauer diagram completions of B.
The Brauer diagram of Fig. 2 has height 7 if V is the identity and height 8 if V = R1. The lemma below states some useful
properties of this height function.
Remark 3.6. There is a natural anti-involution on Br(Am), denoted by x → xop, determined by
Ri → Ri and Ei → Ei.
By anti-involution, we mean a Z[δ±1]-linear anti-automorphism whose square is the identity.
Lemma 3.7. Let B, C ∈ A with |B| = |C |. There exists a unique diagram aB,C of height ht(B) + ht(C) in BrM(Am) such that
aB,C∅ = B and ∅aB,C = C. This diagram satisfies aB,CaopB,C = δ|B|EB as well as aB,CC = B and BaB,C = C.
Proof. The easiest proof to our knowledge is based on diagrams.
There is a unique way to complete a given top and bottom to a Brauer diagram with a minimal number of crossings:
connect the first dot at the top from the left that is not the endpoint of a horizontal strand at the top to the first dot at
the bottom that is not the endpoint of a horizontal strand at the bottom; proceed similarly with the second, and so on,
until the Brauer diagram is complete. If the top corresponds to B and the bottom to C , the resulting diagram is the required
monomial aB,C . 
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Lemma 3.8. Suppose B ∈ A has height 0. There are r = m − 2|B| diagrams of height 1 in the group of invertible elements in
EˆBBrM(Am)EˆB forming a Coxeter system of type Ar . (Here, invertibility is meant with respect to the unit EˆB of the monoid.)
Proof. As discussed above, a Brauer diagramwith top and bottom corresponding to B has r + 1 free dots at the top and also
r + 1 at the bottom. For a diagram to be an invertible element in EˆBBrM(Am)EˆB, the remaining strands need to be vertical,
so that they belong to the symmetric group on the r + 1 free dots at the top (or those at the bottom). Now, up to powers of
δ, the idempotent EˆB is the element in which all r vertical strands do not cross. By selecting diagrams in which the ith and
(i+ 1)st vertical strands cross and no others (for i = 1, 2, . . . , r), we find the required Coxeter system of type Ar . 
Definition 3.9. For B ∈ A of height 0, denote by KB the Coxeter group determined by Lemma 3.8.
In the middle part of the right hand side of Fig. 2, next to V , the element e3e5e7 = EB appears, where B = {α3, α5, α7} has
height 0. Now KB is a Coxeter group of type A1, generated by R1EˆB, so the choices for V are consistent with the possibilities
for V EˆB = EˆBV EˆB ∈ KB.
The following result is known; see for instance [7, Lemma 2.2].
Theorem 3.10. Let i ∈ {0, 1, . . . , ⌊m/2⌋} and let B be any admissible set of size i and of height 0. Each element a of BrM(Am)
with |a∅| = i can be written uniquely as
δkUVW
for certain k ∈ Z, U a diagram in BrM(Am)EB with UB = a∅, W a diagram in EBBrM(Am) with ∅a = BW, and V ∈ KB such that
ht(a) = ht(U)+ ht(V )+ ht(W ).
Proof. TakeU = aa∅,B andW = aop∅a,B. Then V = UopaW op has top and bottom equal to B and so belongs to KB. By Lemma 3.7
and (3.2),
UVW = aa∅,Baopa∅,Baa∅a,Baop∅a,B = δ4iEˆa∅aEˆ∅a = δka
for k = 4i. As ht(U) = ht(a∅) and ht(W ) = ht(∅a) and ht(V ) is the length of V with respect to the Coxeter system of
Lemma 3.8, this proves that a has a decomposition as stated.
As for uniqueness, suppose a = UVW is a product decomposition as stated. Then a∅ = UVB = UB = U∅ (as U = UEˆB)
and ∅U = B, so by Lemma 3.8 and minimality of the height of U , we find U = aa∅,B. Similarly,W can be shown to be equal
to aop∅a,B. Finally, V = EˆBV EˆB = δ−4|B|UopUVWW op = δ−4|B|UopaW op is uniquely determined by a, U , andW . 
4. Elementary properties of type C algebras
Let n ∈ N. In this section, we draw some easy consequences from the definition of a Brauer algebra of type Cn. The results
are of use in later sections.
Lemma 4.1. Let n ≥ 2. In Br(Cn, R, δ), the following equations hold.
r1e0e1 = e0e1 (4.1)
e0e1e0 = e0r1e0 (4.2)
e1r0r1e0 = e1e0 (4.3)
r0r1e0r1 = r1e0r1r0 (4.4)
e0r1e0r1 = e0e1e0 (4.5)
Proof. By Definition 2.1,
r1e0e1
(2.16)= δ−1r1e0e1e0e1 (2.13)= δ−1e0e1e0e1 (2.16)= e0e1,
proving (4.1). Therefore,
e0e1e0
(4.1)= r1e0e1e0 (2.13)= r1r1e0r1e0 (2.1)= e0r1e0,
giving (4.2).
It is easy to check that (4.3) follows from (2.17) and (2.2). Also, the identity (4.4) holds as
r0r1e0r1
(2.1)= r1(r1r0r1e0)r1 (2.14)= r1e0r1r0r1r1 (2.1)= r1e0r1r0.
Finally,
(e0r1e0)r1
(4.2)= e0(e1e0r1) (2.18)= e0e1e0,
proving (4.5). 
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As in the case of type Am (see Remark 3.6) there is similarly a natural anti-involution on Br(Cn). This anti-involution is
denoted by the superscript op, so the map is given by x → xop.
Proposition 4.2. The identity map on {δ, ri, ei | i = 0, . . . , n − 1} extends to a unique anti-involution on the Brauer algebra
Br(Cn, R, δ).
Proof. It suffices to check whether the defining relations given in Definition 2.2 still hold under the anti-involution. An easy
inspection shows that all relations involved in the definition are invariant under op, except for (2.9), (2.12), (2.13), (2.17),
and (2.18). The relation obtained by applying op to (2.9) holds as can be seen by using (2.10) followed by (2.1) together
with (2.9). The equality (2.17) is the op-dual of (2.12). Finally, (4.1) and (4.5) state that the op duals of (2.18) and (2.13),
respectively, hold. 
For each i ∈ {1, . . . , n}, we define the following two elements of BrM(Cn).
yi := ri−1ri−2 · · · r1r0r1 · · · ri−2ri−1, (4.6)
zi := ri−1ri−2 · · · r1e0r1 · · · ri−2ri−1. (4.7)
Proposition 4.3. Let n ≥ 2 and i ∈ {2, . . . , n} and consider the elements in BrM(Cn).
(i) ei, ri, yi, and zi commute with each of rj and ej for 0 ≤ j ≤ i− 2.
(ii) yi and zi commute with yj and zj for each j ∈ {1, . . . , n}.
Proof. (i). By Definition 2.1, both ei and ri commute with each element of {r0, . . . , ri−2, e0, . . . , ei−2}.
In order to prove that yi commutes with the indicated elements, we first establish the claim that yi+2 commutes with ri
and ei, for 0 ≤ i ≤ n− 2.
If i = 0, the claim follows from (2.11) and (2.14), respectively. If i > 0, we have
yi+2ri = ri+1ri · · · r1r0r1 · · · riri+1ri (2.8)= ri+1ri · · · r1r0r1 · · · ri−1ri+1riri+1
(2.5)= ri+1riri+1ri−1 · · · r1r0r1 · · · riri+1
(2.8)= riri+1ri · · · r1r0r1 · · · ri−1riri+1 = riyi+2,
and
yi+2ei = ri+1ri · · · r1r0r1 · · · riri+1ei (2.10)= ri+1ri · · · r1r0r1 · · · ri−1ei+1riri+1
(2.6)= ri+1riei+1ri−1 · · · r1r0r1 · · · riri+1
(2.10)= eiri+1ri · · · r1r0r1 · · · ri−1riri+1 = eiyi+2.
Now, for arbitrary i and all 0 ≤ j ≤ i− 2, using yi = ri−1 · · · rj+2yj+2rj+2 · · · ri−1 and (2.5), we find
yirj = ri−1 · · · rj+2yj+2rj+2 · · · ri−1rj = ri−1 · · · rj+2yj+2rjrj+2 · · · ri−1
= ri−1 · · · rj+2rjyj+2rj+2 · · · ri−1 = rjri−1 · · · rj+2yj+2rj+2 · · · ri−1
= rjyi.
Similarly for ej instead of rj, by the use of (2.6).
An analogous argument can be used for zi. Again, it suffices to show that zi+2 commutes with ri and ei. For i = 0, we verify
z2e0 = (r1e0r1)e0 (2.13)+(4.5)= e0(r1e0r1) = e0z2,
z2r0 = (r1e0r1)r0 (2.1)= r1e0r1r0r1r1 (2.14)+(2.1)= r0(r1e0r1) = e0z2.
For i > 0, it is straightforward to show that zi+2ri = rizi+2, using (2.5) and (2.8), and zi+2ei = eizi+2, by using a rearrangement
of (2.10). Thus, an argument similar to the above proves that zirj = rjzi and ziej = ejzi, for any i and all 0 ≤ j ≤ i− 2.
As yi and zi are conjugates of r0 and e0 by the same Coxeter group element, they commute by (2.2). It remains to verify that
yi and zi commutewith yi−1 and zi−1. But the latter two elements are products of generators from {r0, . . . , ri−2, e0, . . . , ei−2},
which have been shown above to commute with yi and zi. This finishes the proof of (i) and (ii). 
Remark 4.4. Using Proposition 4.3, one can prove that for any n ≥ 1,
BrM(Cn) = BrM(Cn−1){1, en−1, rn−1, yn, zn}BrM(Cn−1).
This ensures that Br(Cn) is of finite rank over Z[δ±1]. Details of the proof of the ensuing ‘normal form’ are suppressed here,
as this result is not used in this paper.
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5. Surjectivity of φ
Let n ∈ N. The goal of this section is to exhibit a collection of admissible sets onwhich BrM(Cn) acts aswell as to prove that
the map φ : Br(Cn) −→ SBr(A2n−1) introduced in Theorem 1.1 is surjective. To this end, we first construct the root system
of type Cn in terms of σ -fixed vectors in the reflection space forW (A2n−1) spanned by the root system Φ of Definition 3.1.
Note that the restriction of φ to the submonoidW (Cn) of BrM(Cn) generated by ri (isomorphic, as the notation suggests, to
the Coxeter group of type Cn) is known to be injective (see, for instance [15]), and that its image is the centralizer of σ in the
submonoidW (A2n−1) of BrM(A2n−1).
We adopt the notation of Section 3 with m = 2n − 1, and will use the root system Φ , the collection of admissible sets
A, and the admissible set action of BrM(A2n−1) onA of Definition 3.3. We let the involution σ act on the setΦ+ of positive
roots ofΦ in the following way, where αi are as in Definition 3.1. ForΣciαi ∈ Φ+ we decree
σ(Σciαi) = Σciα2n−i (1 ≤ i < 2n).
This map σ induces the permutation of the simple roots corresponding to the nontrivial automorphism of the Dynkin
diagram A2n−1. This permutation can be extended to the linear transformation of R2n, again denoted σ , determined by
σ(ϵi) = −ϵ2n+1−i. (Indeed, this transformation satisfies σ(αi) = α2n−i for each i ∈ {1, . . . , 2n− 1}). The vectors fixed by σ
form an n-dimensional subspace, to be denoted R2nσ , of the (2n− 1)-dimensional subspace of R2n spanned byΦ .
Definition 5.1. Let p : R2n → R2nσ be the orthogonal projection from R2n onto R2nσ , that is, p(x) = (x+ σ(x))/2 for x ∈ R2n.
Let α ∈ Φ . Then p(α) = α is of squared norm 2 if σ(α) = α and p(α) = 12 (α+ σ(α)) is of squared norm 1 if σ(α) ≠ α. The
image Ψ = p(Φ) of Φ under p is a root system of type Cn with simple roots β0 = p(αn) = αn and βi = p(αn−i) = p(αn+i)
for i = 1, . . . , n − 1. It is contained in R2nσ and spans it. As usual, Ψ+ is understood to be the half of Ψ lying in the cone
spanned by βi (i = 0, . . . , n− 1). Given α ∈ Φ we write Rα for the orthogonal reflection on R2n with root α. Given β ∈ Ψ
we write rβ for the orthogonal reflection on R2nσ with root β . We may identify Ri and rj with Rαi and rβj , respectively.
Recall that φ(r0) = Rn and φ(rj) = Rn−jRn+j for j ∈ {1, . . . , n − 1}. The following lemma collects some elementary
properties of the maps introduced so far, the proofs of which are omitted.
Lemma 5.2. The maps σ , p, and the restriction of φ to W (Cn) satisfy the following properties for each w ∈ W (Cn), α ∈ Φ , and
β ∈ Ψ .
(i) σφ(w) = φ(w)σ .
(ii) φ(w)x = wx if x ∈ R2nσ .
(iii) p(φ(w)α) = wp(α).
(iv) φ(rβ) = ∏γ∈p−1(β) Rγ and φ(eβ) = ∏γ∈p−1(β) Eγ . Here, the set p−1(β) has cardinality 1 or 2, corresponding to β ∈
W (Cn)β0 or β ∈ W (Cn)β1, respectively.
We next consider particular sets of mutually orthogonal positive roots in Ψ , and relate them to symmetric admissible
sets inA.
Definition 5.3. Denote by B ′, the collection of all sets of mutually orthogonal roots in Ψ+ and by Aσ the subset of
σ -invariant elements of A. As p sends positive roots of Φ to positive roots of Ψ , it induces a map p : Aσ → B ′ given
by p(B) = {p(α) | α ∈ B} for B ∈ Aσ . An element of B ′ will be called admissible if it lies in the image of p. The set of all
admissible elements ofB ′ will be denotedB.
Remark 5.4. Not all sets of mutually orthogonal roots in Ψ+ are admissible. For instance Y = {β1, β1 + β0} (two mutually
orthogonal short roots) belongs toB ′ (for n = 2) but not toB. For, if X ∈ Aσ would be such that p(X) = Y , then X should
contain α1 and α3 as well as α1+α2 and α2+α3; but these roots are not mutually orthogonal. On the other hand, for n ≥ 4,
the unordered pair {β1, β3} from anotherW (Cn)-orbit of mutually orthogonal short roots, is the image of the admissible set
{αn−1, αn+1, αn−3, αn+3} and so belongs toB.
Also {β0, 2β1 + β0} (two mutually orthogonal long roots) does belong toB (for n = 2) as it coincides with p(X), where
X = {αn, αn−1 + αn + αn+1}.
Proposition 5.5. The monoid BrM(Cn) acts onAσ under the composition of the admissible set action and φ.
Proof. It suffices to prove that Aσ is closed under the action of φ(BrM(Cn)). It is easy to see that σ(a)σ (B) = σ(aB), for
a ∈ BrM(A2n−1) and B ∈ A. Consequently, if a ∈ BrM(A2n−1)σ and B ∈ Aσ , then it follows that aB = σ(a)σ (B) = σ(aB).
This shows that aB ∈ Aσ . As φ(BrM(Cn)) ⊆ BrM(A2n−1)σ , the proposition follows. 
Proposition 5.6. The map p : Aσ → B is bijective and W (Cn)-equivariant, so p(φ(w)X) = wp(X) for X ∈ Aσ and
w ∈ W (Cn).
Proof. The map p is surjective by the definition of B. Let Y ∈ B and X ∈ p−1(Y ). If β ∈ Y , then there is α ∈ X such that
β = p(α). As X ∈ Aσ , it follows that σα ∈ X , so X = {α ∈ Φ | p(α) ∈ Y } is uniquely determined by Y . This shows that p is
injective.
Finally, if in addition,w ∈ W (Cn), then φ(w)X ∈ Aσ by Proposition 5.5, and, by Lemma 5.2,
p(φ(w)X) = {p(φ(w)α) | α ∈ X} = w{p(α) | α ∈ X} = wp(X). 
416 A.M. Cohen et al. / Journal of Pure and Applied Algebra 216 (2012) 407–426
Consider a positive root β and a node i of the Dynkin diagram Cn. If there existsw ∈ W such thatwβi = β , then we can
define the element eβ in BrM(Cn) by
eβ = weiw−1.
The following lemma implies that eβ is well defined.
Lemma 5.7. Let i and j be nodes of the Dynkin diagram Cn. Ifw ∈ W (Cn) satisfieswβi = βj, thenweiw−1 = ej.
Proof. Observe that wβi = βj only holds for distinct i and j if i, j > 0, in which case the existence of such a w is a direct
consequence of the known results on Coxeter groups. The full statement then follows from the fact that all the generators
of the stabilizer of βi inW (Cn) also stabilize ei, which we prove now.
Suppose i > 0. As
r1e1r1
(2.2)= e1,
r0(r1r0e1r0r1)r0
(2.12)+(2.17)= r0r0e1r0r0 = e1,
y3e1y3
4.3= e1y3y3 = e1,
rie1ri
(2.7)= e1riri = e1, for i > 3,
the elements r1, r0r1r0, y3, r3, . . . , rn−1 stabilize e1. But these elements are known to generate the full stabilizer inW (Cn) of
β1, sowβ1 = β1 implieswe1w−1 = e1 for everyw ∈ W (Cn).
If one of i and j is 0, then they both are, as (weiw−1)2 = δkweiw−1, where k = 2 if i > 0 and k = 1 otherwise (see (2.3)
and (2.4)).
It is known that the stabilizer of β0 is generated by r0, r1r0r1, and ri (i = 2, . . . , n− 1). These elements also centralize e0:
r0e0r0
(2.2)= e0,
r1r0r1e0r1r0r1
(2.14)= e0,
rie0ri
(2.6)= e0, for i > 1.
This ends the proof of the lemma. 
In general, we have
weβw−1 = ewβ ,
forw ∈ W (Cn) and β a root ofW (Cn). Note that eβ = e−β in view of (2.2).
In this perspective, we can reinterpret the element yi of (4.6) as rγ and zi of (4.7) as eγ , where γ = β0+2β1+· · ·+2βi−1.
Proposition 4.3 shows that, for each i ∈ {0, . . . , n− 1},
b(i) =
i∏
k=1
zk (5.1)
is well defined. The admissible set
Bi = p−1 ({β0, β0 + 2β1, . . . , β0 + 2β1 + · · · + 2βi−1}) (5.2)
inAσ is both the top and the bottom of φ(b(i)). In other words, the symmetric diagram of φ(b(i)) has horizontal strands from
(n + 1 − j, 1) to (n + j, 1) and from (n + 1 − j, 0) to (n + j, 0) for each j ∈ {1, . . . , i}. This is the special case, p = i of the
top displayed in Fig. 3. Later, below (5.5), we will use this fact.
Bi (i = 0, . . . , n) are a complete set ofW (A2n−1)-orbit representatives inA. Moreover, φ(b(i)) has height 0.
Proposition 5.8. Denote the Euclidean inner product on R2n by (·, ·). Let β and γ be positive roots of Ψ .
(i) eβrβ = rβeβ = eβ , e2β = δ2eβ if β is short, and e2β = δeβ if β is long.
(ii) If (β, γ ) = ±1 and β and γ are short, then eβrγ eβ = eβ , rβrγ eβ = eγ rβrγ = eγ eβ , and eβeγ eβ = eβ .
(iii) If (β, γ ) = ±1with β short and γ long, then the equations (2.11)–(2.18) and (4.1)–(4.5) still hold with the subscripts 1 and
0 replaced by β and γ , respectively.
(iv) If (β, γ ) = 0 and β and γ are both long, then eβeγ = eβeγ .
(v) If (β, γ ) = 0 and β and γ are both short, and there exists a long positive root α such that β = γ + α or β = γ − α, then
eβeγ = δrαeγ or eγ eβ = δrαeβ . In each case, eβeγ ≠ eγ eβ .
Proof. The assertions are easily proved after reduction to simple cases using Lemma 5.7. We illustrate the argument by
treating (v) now in greater detail.
Up to an interchange of β and γ , there existsw ∈ W (Cn) such thatwβ0 = α andwβ1 = γ and β = γ + α = rαγ . Now
eβeγ = rαeγ rαeγ = wr0e1r0e1w−1 (2.15)= δwr0e1w−1 = δrαeγ . The inequality stated at the end of part (v) follows from the
inspection of symmetric Brauer diagrams in the image of φ. 
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Fig. 3. The admissible set Bi,p .
As a consequence of Proposition 5.8(iv) and (2.7), the product of eβ , for β running over themembers of an admissible set,
does not depend on the order. Therefore, for each B ∈ B, we may define
eB :=
∏
β∈B
eβ . (5.3)
This is very similar to the definition of EB in (3.2). Proposition 5.8(v) shows that it is essential that B be admissible for a
set B of orthogonal roots to define a product as in (5.3): the elements eβ and eγ for mutually orthogonal short roots β and
γ , do not commute. This is consistent with Remark 5.4, in that the above set {β, γ } is not admissible. The admissible sets
of size 2 belong to W (Cn)-orbits of pairs of mutually orthogonal simple positive roots and so (5.3) is well defined thanks
to (2.7).
Lemma 5.9. If B ∈ Aσ , then EB = φ(ep(B)) and hence EB ∈ φ(Br(Cn)).
Proof. By Lemmas 5.2(iv) and 2.8,
EB =
∏
α∈B
Eα =
∏
β∈p(B)
Ep−1(β) =
∏
β∈p(B)
φ(eβ) = φ
 ∏
β∈p(B)
eβ

= φ(ep(B)), 
AsW (Cn) is a subgroup of the monoid BrM(Cn), it also acts onAσ (cf. Proposition 5.5). We will show that the admissible
sets defined below are orbit representatives for this action.
Definition 5.10. For i and pwith 0 ≤ p ≤ i ≤ n and i− p even, write
ei,p = ep+1ep+3 · · · ei−1, (5.4)
and
Bi,p = ep+1ep+3 · · · ei−1Bi.
In addition, for p′ ∈ Nwith 0 ≤ p′ ≤ i < n and i− p′ even, we write
bp,i,p′ = ei,pb(i)ei,p′ , (5.5)
where b(i) is as defined in (5.1).
Observe that Bi,i = Bi. The admissible set Bi,p is pictured in Fig. 3 as the top of a Brauer diagram.
Lemma 5.11. If 0 < p, p′ < i with i − p and i − p′ even, then φ(bp,i,p′) is a diagram of height 0 with top Bi,p and bottom Bi,p′ .
Moreover, φ(bp,i,p′) = aBi,p,Bi,p′ .
Proof. This is an easy verification involving the left and right monoid actions of Proposition 5.5 (use that eopi,p′ = ei,p′ ). 
Definition 5.12. Let i ∈ {0, . . . , n}. Define Eˆ(i) to be the idempotent in BrM(A2n−1) corresponding to b(i), that is, Eˆ(i) :=
δ−iφ(b(i)). Then Eˆ(i) = φ(bˆ(i)), where bˆ(i) := δ−ib(i). Furthermore, we write Ki instead of KBi as introduced in Definition 3.9.
Observe that Ki is generated by
Eˆ(i)Rn±⌊2+i/2⌋, Eˆ(i)Rn±⌊3+i/2⌋, . . . , Eˆ(i)Rn±(n−1), Eˆ(i)R0, (5.6)
where R0 stands for the longest reflection ofW (A2n−1), that is,
(R1R2n−1)(R2R2n−2) · · · (Rn−1Rn+1)Rn(Rn−1Rn+1) · · · (R2R2n−2)(R1R2n−1).
The definition of yi from (4.6) implies that φ(yn) = R0.
We will now prove that the σ -fixed part of Ki is contained in the image of φ, making use of the fact that Ki is a Coxeter
group of which the above generators are a Coxeter system, as given by Lemma 3.8.
Lemma 5.13. Let i ∈ {0, . . . , n}. The set (5.6) of simple reflections of Ki is invariant under σ . In fact, σ induces the nontrivial
automorphism on the Dynkin diagram of type A2(n−j)−1 of Ki, where j = 1 + ⌊i/2⌋. As a consequence, the subgroup of σ -fixed
elements of Ki is of type Cn−j and is generated by the images under φ of bˆ(i)rj+1, bˆ(i)rj+2, . . . , bˆ(i)rn−1, and bˆ(i)ynbˆ(i).
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Proof. Clearly, σ fixes Eˆ(i) = φ(bˆ(i)). Moreover, it fixes R0 and interchanges Rn−k and Rn+k, so indeed the Coxeter system of
Ki is σ -invariant and σ induces the nontrivial automorphism on the type A2(n−j)−1 of Ki. It is well known (cf. [15]) that the
subgroup of σ -fixed elements of Ki is generated by the Coxeter system
Eˆ(i)Rj+1R2n−j−1, Eˆ(i)Rj+2R2n−j−2, . . . , Eˆ(i)R1R2n−1, and Eˆ(i)R0
of type Cn−j. These generators coincide with the φ-images of the simple reflections in the statement of the lemma. 
The case i = 0 of the above lemma confirms that the restriction of φ to W (Cn) is an embedding of this group into
W (A2n−1)whose image coincides with the σ -fixed elements ofW (A2n−1).
TheW (A2n−1)-orbit of Bi,p contains Bi, but, for p < i, these two admissible sets are in distinctW (Cn)-orbits: for B ∈ B,
the numbers i, the size of B, and p, the number of roots in B fixed by σ , are constant on theW (Cn)-orbit of B inAσ . Moreover,
they determine this orbit uniquely.
Proposition 5.14. Let B ∈ Aσ be such that the number of σ -fixed roots in B is equal to p and such that B has cardinality i. There
exists an elementw of the subgroup W (Cn) of W (A2n−1) such thatwBi,p = B.
Proof. By Theorem 3.10 and the case i = 0 of Lemma 5.13, it suffices to find a symmetric diagramw in BrM(A2n−1)without
horizontal strands, moving Bi,p to B.
For each γ ∈ B with γ ≠ σ(γ ), where γ = αt + αt+1 + · · · + αs, 1 ≤ t ≤ s ≤ 2n − 1, we draw four vertical
strands inw as follows: from (t, 1) to (k, 0), from (2n+ 1− t, 1) to (2n+ 1− k, 0), from (s+ 1, 1) to (k+ 1, 0), and from
(2n− s, 1) to (2n− k, 0) with {αk, α2n−k} ⊂ Bi,p. For each γ ∈ B with γ = σ(γ ), where γ = αn−t + αn−t+1 + · · · + αn+t ,
0 ≤ t ≤ n− 1, we draw two vertical strands: from (n− t, 1) to (n− k, 0), and from (n+ t + 1, 1) to (n+ k+ 1, 0)where
αn−k + αn−k+1 + · · · + αn+k ∈ Bi,p. Between the remaining 2n− 2i dots at the top and 2n− 2i nodes at the bottom, we just
draw vertical strands in such a way that these strands do not cross. This provides the required diagramw. 
Proposition 5.15. The homomorphism φ : Br(Cn)→ SBr(A2n−1) is surjective.
Proof. It suffices to prove the statement for the corresponding monoids. So, let a ∈ SBr(A2n−1) be a monomial. Then a
represents a unique symmetric Brauer diagram.We proceed by induction on n, the case n = 1 being trivial. It is well known
thatW (A2n−1)σ = φ(W (Cn)), so every symmetric Brauer diagram without horizontal strands represents an element of the
image under φ. Therefore, we may assume that a has at least one horizontal strand at the top. By the action of W (Cn), we
may take this strand to correspond to either {αn} = B1 or {αn−1, αn+1}. A similar reasoning holds for the bottom.
If αn occurs at both top and bottom of a, then a = φ(v)EnbEnφ(w) = φ(ve0)bφ(e0w)with b ∈ SBr(A2n−3), up to a power
of δ. Here we view SBr(A2n−2t−1), for t ∈ {1, 2}, as the subalgebra of SBr(A2n−1) spanned by all the symmetric diagramswith
strands between (k, 1) and (k, 0) for k ∈ {n+ 1− t, n+ t}.
Ifαn−1 andαn+1 occur at the top of a, thenwe canuse theW (Cn)-action oncemore to find either {αn−1, αn+1} = p−1({β1})
or {αn, αn−1 + αn + αn+1} = B2 at the bottom, and similarly for top and bottom interchanged. As Ep−1({β1}) = φ(e1) and
EB2 = φ(b(2)) by Lemma 5.9, we have a = φ(f )bφ(g)with f , g ∈ {e1, b(2)} and b ∈ SBr(A2n−5) (again, up to a power of δ).
So b ∈ SBr(A2n−2t−1) with t = 1, 2 in the respective cases. By the induction hypothesis, b is in the subalgebra of
SBr(A2n−1) generated by {E ′n, R′n, φ(ei), φ(ri) | i = 1, . . . , n− 2t − 1}, where
E ′n = (Rn−t · · · Rn−1)(Rn · · · Rn+t−1)En(Rn−t · · · Rn−1)(Rn · · · Rn+t−1)
for some t ∈ {1, 2}, so E ′n = φ(zt+1). Similarly, R′n = φ(yt+1). It follows that a belongs to φ(BrM(Cn)), as required. 
6. Admissible sets and their orbits
Let n ∈ N. We continue with the study of the Brauer monoid BrM(Cn) of type Cn acting on Aσ , the subset of A of
σ -invariant admissible sets. This leads to a normal form for elements of BrM(Cn) to the extent where we can provide an
upper bound on the rank of Br(Cn). The bound found in Theorem 6.9 is instrumental in the proof at the end of Theorem 1.1.
Lemma 6.1. Let i ∈ {0, . . . , n} and p ∈ {0, . . . , i} be such that q = (i − p)/2 is an integer. The W (Cn)-orbit of Bi,p has size
n!/(p!q!(n− i)!).
Proof. By Proposition 5.14, the cardinality of the orbit of Bi,p under W (Cn) is equal to the number of diagram tops with i
horizontal strands of which precisely p strands are fixed by σ . This number is readily seen to be
n
p

n− p
2q

(4q− 2)(4q− 6) · · · 2 = n!
p!q!(n− i)! . 
Corollary 6.2. The rank a2n of SBr(A2n−1) satisfies
a2n =
n−
i=0
 −
p+2q=i
n!
p!q!(n− i)!
2
2n−i (n− i)!.
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Fig. 4. The φ-images of the elements t0,2 and t1,2 .
Proof. If in a symmetric diagram with 2i horizontal strands, all horizontal strands are fixed, the remaining 2(n− i) vertical
strands will be in one to one correspondence with the elements of the Coxeter group of type Cn−i and order 2n−i(n − i)!.
Therefore, the corollary follows from Lemma 6.1. 
Now we proceed to describe the stabilizer inW (Cn) of Bi,p.
Definition 6.3. Let i ∈ {0, . . . , n} and p ∈ {0, . . . , i} be such that i−p = 2q for some q ∈ N. By Ai,p, we denote the subgroup
ofW (Cn) generated by the following elements:
rj (j = 0, . . . , p− 1),
rp+2k−1 (k = 1, . . . , q),
t0,p = yp+1rp+1yp+1,
tk,p = rp+2krp+2k−1rp+2k+1rp+2k (k = 1, . . . , q− 1).
Furthermore, by Li we denote the subgroup of W (Cn) generated by yi+1, ri+1, . . . , rn−1. Finally, we set Ni,p = ⟨Ai,p, Li⟩ and
let Di,p be a fixed set of representatives for left cosets of Ni,p inW (Cn).
Fig. 4 depicts B6,2 as a top and two elements of the form tk,p.
It is easy to check that the generators of Ai,p and Li, and hence the whole group Ni,p leaves Bi,p invariant. The next lemma
shows that Ni,p is the full stabilizer of Bi,p inW (Cn).
Lemma 6.4. Let i ∈ {0, . . . , n} and p ∈ {0, . . . , i} with q = (i − p)/2 ∈ N. The subgroup of W (Cn) generated by {tj,p}q−1j=0 is
isomorphic to W (Cq) and the cardinality of Ai,p is 2ip!q!. Moreover, Li is isomorphic to W (Cn−i). Furthermore, Ni,p is the stabilizer
of Bi,p in W (Cn) and isomorphic to Ai,p × Li.
Proof. Put
A = ⟨r0, r1, . . . , rp−1⟩,
B = ⟨t0,p, t1,p, . . . , tq−1,p⟩,
C = ⟨rp+1, rp+3, . . . , ri−1⟩.
Being a parabolic subgroup of type Cp, the group A is isomorphic to W (Cp). Since the supports of the simple reflections
involved in A lie in {0, . . . , p − 1} and those of B ∪ C lie in {p + 1, . . . , i}, each element of A commutes with each element
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of B ∪ C . Now we claim that B is isomorphic toW (Cq). Ignoring the 2p vertical strands in the middle of the generators of B
in BrM(A2n−1), and comparing them with the canonical generators ofW (Cq) in BrM(A2q−1) gives an easy pictorial proof of
our claim.
Consider the diagrams of elements of B and C in BrM(A2n−1). Each diagram of B only has non-crossing strands starting
from (n− k− 1, 1) and (n− k+ 1, 1), for k = p+ 1, p+ 3, . . . , i− 1, which can never occur in nontrivial elements of C .
Hence B ∩ C = {1}. For the generators of B and C , the following equations hold.
t0,prp+2k−1t0,p = rp+2k−1, for 1 ≤ k ≤ q
tk,prp+2k−1tk,p = rp+2k+1, for 1 ≤ k ≤ q
ts,prp+2k−1ts,p = rp+2k−1, for 1 ≤ s, k ≤ q, and |s− k| > 1.
Therefore, the subgroup BC inW (Cn) is the semiproduct of C and Bwith C normal. Consider the diagrams of elements of BC
and A in Br(A2n−1). Each element in BC keeps the 2p strands in the middle invariant, but each element of A keeps the left
2n− 2p+ 2 strands invariant. Therefore, A ∩ BC = {1}. Thus, Ai,p = BC × A, and hence
|Ai,p| = |B||C ||A| = 2ip!q!.
The reflections yi+1, ri, ri+1, . . . , rn−1 have roots β0+ 2β1+ · · · + 2βi, βi+1, . . . , βn−1, respectively, which form a simple
root system of type Cn−i. Therefore, the subgroup Li is isomorphic toW (Cn−i).
In the Dynkin diagram A2n−1, we see that Ai,p ∩ Li = 1 and all elements in Li commute with all elements in Ai,p, so Ni,p is
the direct product of Li and Ai,p. This gives
|Di,p| = |W (Cn)||Ai,p||Li| =
n!
p!q!(n− i)! .
By Lagrange’s Theorem, the cardinality of Di,p is equal to the size of theW (Cn)-orbit of Bi,p. Therefore, by Lemma 6.1, Ni,p is
the stabilizer of Bi,p inW (Cn). 
The study of the stabilizer of Bi,p will now be used to rewrite products of bp,i,p′ with elements ofW (Cn). The result is in
Lemma 6.6 and needs the following special cases.
Lemma 6.5. Let i ∈ {0, . . . , n} and p ∈ {0, . . . , i} with i− p even.
(i) For each r ∈ Ai,p, we have rbp,i,i = bp,i,i.
(ii) For each v ∈ Li, we have vei,p = ei,pv and vbp,i,i = bp,i,iv.
Proof. (ii). By Lemma 4.3 and Definition 2.1, the two equations hold for the generators of Li. Therefore, they hold for each
element of Li.
(i) The roots βj and rjrj−1 · · · r1β0 are as in Proposition 5.8(iii), so
rjzjzj+1 = (rjzjrjzj)rj (2.13)= zj(ejzjrj) (2.18)= zjejzj (4.5)= zjrjzjrj = zjzj+1.
This proves that (i) is satisfied with r = rj for j = 0, . . . , p − 1. For the choices r = rp+2k−1 for k = 1, . . . , q this is
straightforward. Moreover, t0,pep+1 = yp+1(rp+1yp+1ep+1) = yp+1yp+1ep+1 = ep+1, and
tk,pep+2k−1ep+2k+1 = rp+2krp+2k+1rp+2k−1rp+2kep+2k−1ep+2k+1
(2.9)= (rp+2krp+2k+1ep+2k)ep+2k−1ep+2k+1
(2.9)+(2.7)= (ep+2k+1ep+2kep+2k+1)ep+2k−1
(2.32)= ep+2k−1ep+2k+1.
So (i) holds for all generators of Ai,p and hence for all of Ai,p. 
Lemma 6.6. Suppose r ∈ W (Cn). Let i ∈ {0, . . . , n} and p ∈ {0, . . . , i} with i− p even.
(i) There are u ∈ Di,p and v ∈ Li such that rbp,i,i = ubp,i,iv.
(ii) There are u′ ∈ Dopi,p and v′ ∈ Li such that bi,i,pr = v′bi,i,pu′.
Proof. Let r ∈ W (Cn). By Lemma 6.4 and Definition 6.3 for Di,p, there exist u ∈ Di,p, v ∈ Li, and a ∈ Ai,p such that r = uva.
By Lemma 6.5,
rbp,i,i = uvabp,i,i = uvbp,i,i = ubp,i,iv.
The second statement follows by applying Proposition 4.2 to (i). 
Our next step towards a normal form for elements of BrM(Cn) is to describe products of elements fromW (Cn)bp,i,p′W (Cn)
with generators ej. To this end we first prove two useful equalities.
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Fig. 5. Horizontal strands representing the three cases for a long root β .
Lemma 6.7. In Br(Cn), the following hold for i ∈ {2, . . . , n− 1}.
eizi+1 = eizi, (6.1)
ei−1zi+1zizi−1 = riri−1eizizi+1zi−1, (6.2)
eizi+1ziei = δ2ei. (6.3)
Proof. By Lemma 5.8(iii), eizi+1
(4.7)= eiriziri (2.2)= eiziri (2.18)= eizi. This proves (6.1).
Now (6.3) follows from Lemma 5.8(i) as
eizi+1ziei
(6.1)= eiz2i ei = δeiziei (2.16)= δ2ei.
As for (6.2), note that (2.13) and Proposition 5.8(iii) give zi−1ei−1zi−1 = ri−1zi−1ri−1zi−1 = zizi−1. Hence
ri−1riei−1zi+1zizi−1
(2.9)= eiei−1zi+1zizi−1 4.3= eizi+1ei−1zizi−1 (6.1)= δeiziei−1zi−1
(6.1)+4.2= δeizi−1ei−1zi−1 = δeizizi−1 (6.1)= eizi+1zizi−1,
and the equation follows by left multiplication with riri−1. 
The detailed information stated in the last sentence of the following propositionwill be needed for the proof of cellularity
of Br(Cn, R, δ) in the next section.
Proposition 6.8. Let i, p, p′ be natural numbers with 0 ≤ p, p′ ≤ i ≤ n and i− p and i− p′ even. For each root β ∈ Ψ+, there
are h ∈ {i, i+ 1, i+ 2}, k, m, m′ ∈ N, u ∈ Dh,m,w ∈ Doph,m′ , and v ∈ Lh such that
eβbp,i,p′ = δkubm,h,m′vw.
Moreover, if h = i, thenw = 1 and m′ = p′, while k, u, and v do not depend on p′.
Proof. We first sketch the general idea of proof. There are only two possible root lengths in the Coxeter root system Ψ of
type Cn. We call β ∈ Ψ short if (β, β) = 1 and long otherwise, in which case (β, β) = 2. In each case, only one root needs to
be considered, for all other roots of the same length are conjugate to this particular one under the natural action ofW (Cn),
and Lemma 6.6 can be applied to reduce to the representative root.
The top of bp,i,p′ is the admissible set Bi,p displayed in Fig. 3.
First suppose β is long. Then β can be written as β0 + 2β1 + · · · + 2βt−1, for some 1 ≤ t ≤ n, and so eβ = zt . We will
distinguish cases according to the relations among t , i, and p, and apply induction on t and i. In Fig. 5, the roots of the Cases
L1, L2, and L3 are displayed as the top, middle, and bottom horizontal strand, respectively.
Case L1. Suppose t ≥ i + 1. For any t > i + 1, we have zt = szi+1s−1, where s = rt−1 · · · ri+1. This implies that
ztbp,i,p′ = szi+1bp,i,p′s−1, with s ∈ Li. Lemmas 6.5 and 6.6 can be used to reduce this case to the case where t = i+ 1.
If p = p′ = i, then ei,p = ei,p′ = 1 and zi+1b(i) = b(i+1) by the definition of b(i) in (5.1), as required.
If p ≠ i = p′, it suffices to prove the equation
zi+1bp,i,i = rbp+1,i+1,i+1,
with r in the subgroup ofW (Cn) generated by r0, r1, . . . , ri. We proceed by induction on i. In view of Lemma 6.7, (below IH
is short for Inductive Hypothesis),
zi+1bp,i,i
(5.1)+(5.4)= zi+1ei−1ei−2,pzizi−1bi−2 4.3= ei−1zi+1zizi−1ei−2,pb(i−2)
(6.2)= riri−1eizizi+1zi−1ei−2,pb(i−2) 4.3= riri−1ei(zi−1bp,i−2,i−2)zizi+1
IH= riri−1eigbp+1,i−1,i−1zizi+1 = riri−1geibp+1,i−1,i−1zizi+1
= riri−1gbp+1,i+1,i+1,
where g is an element of the subgroup ofW (Cn) generated by r0, r1, . . . , ri−2. Hence the claim holds.
The case p = i ≠ p′ now follows by the use of Proposition 4.2.
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If p, p′ ≠ i then, by the above,
zi+1bp,i,p′ = rei+1,p+1bi+1ei,p′ = rei+1,p+1b(i)ei,p′zi+1 = rei+1,p+1b(i+1)ei+1,p′+1r ′
= rbp+1,i+1,p′+1r ′,
where r , r ′ ∈ W (Cn). By Lemma 6.5, we conclude that this expression can be written in the required form with h = i+ 1.
Case L2. Next suppose p+ 1 ≤ t < i+ 1. By definition of zi,
zi−1 = ri−1ziri−1,
zi−2 = ri−2ri−3ri−1ri−2ziri−2ri−3ri−1ri−2,
with ri−1, ri−2ri−3ri−1ri−2 ∈ Ai,p. By induction on t , we can find r ∈ Ai,p such that zt = rzir−1. By Lemma 6.5,
eβbp,i,p′ = ztbp,i,p′ = rzir−1bp,i,p′ = rzibp,i,p′ .
In view of Lemma 6.6, this reduces the problem to rewriting zibp,i,p′ in the required form.
Now
ziei−1zizi−1 = (ri−1zi−1ri−1ei−1)zi−1zi (2.2)+(4.1)= zi−1ei−1zi−1zi
(2.13)= (ri−1zi−1ri−1)zi−1zi = zizi−1zi
= δzizi−1,
so
zibp,i,i
(5.4)= ziei−1ei−2,pzi−1zib(i−2) 4.3= ziei−1zi−1ziei−2,pb(i−2)
= δzi−1zibp,i−2,i−2,
by the claim of Case L1 and Lemma 6.6, the above can be written as ubp+2,i,iv with u ∈ Di,p+2 and v ∈ Li, and so the
proposition holds in this case as zibp,i,p′ = ubp+2,i,p′v.
Case L3.We remain with the case where 1 ≤ t ≤ p. We have
ztbp,i,p′ = ei,pztb(i)ei,p′ = δei,pb(i)ei,p′ = δbp,i,p′ ,
and so the proposition holds with h = i.
We next consider the case where β is a short root, which means β = βs + βs+1 + · · · + βt with 0 < s ≤ t ≤ n − 1 or
β = β0 + 2β1 + · · · + 2βs−1 + βs + βs+1 + · · · + βt with 0 ≤ s ≤ t ≤ n− 1. We will distinguish seven cases by values of s
and t corresponding to the horizontal strands of Fig. 6. The seven cases occur in the order from top to bottom.
Case S1. Suppose that β is a linear combination of βj (j = i+ 1, . . . , n− 1). By Lemma 6.7,
ei+1bp,i,p′ = ei,pei+1b(i)ei,p′ (6.3)= δ−2ei,p(ei+1zi+2zi+1ei+1)b(i)ei,p′
= δ−2ei,pei+1zi+2zi+1b(i)ei+1ei,p′
(5.1)+(5.4)= δ−2ei+2,pb(i+2)ei+2,p′ = δ−2bp,i+2,p′ .
At the same time, for any such β ∈ Ψ+, there exists an element r ∈ Li such that β = rβi+1, thus eβ = rei+1r−1. Now
eβbp,i,p′ = δ−2rbp,i+2,p′ r−1, and hence the proposition holds with h = i+ 2.
Case S2. Suppose β = βs + βs+1 + · · · + βt , with p ≤ s ≤ i ≤ t ≤ n− 1.
If p = i, then ei,p = 1. First, consider the case t = s = i. Since
eizi+1zi
(6.1)= eizizi 5.8(i)= δeizi,
the use of the claim of Case L1 and Proposition 4.2 gives the existence of an element r ∈ W (Cn) such that
eibi,i,p′ = δ−1eizib(i)ei,p′ 5.8(i)= δ−1eizi+1b(i)ei,p′ 4.3= δ−1eibi,i,p′zi+1
L1= δ−1eibi+1,i+1,p′ r = δ−1bi−1,i+1,p′ r,
as required.
If t ≠ s, then eβ = rβ ′′ rβ ′eirβ ′ rβ ′′ , where β ′ = βs+· · ·+βi−1, β ′′ = βi+1+· · ·+βt , which implies that rβ ′ ∈ Ai,p, rβ ′′ ∈ Li,
and hence eβb(i)ei,p′ = rβ ′′ rβ ′eib(i)ei,p′ rβ ′′ . As in the argument for eibi,i,p′ above, this can be written in the required form with
h = i+ 1.
On the other hand, if p ≠ i , then ei,p ≠ 1. Therefore, for β = βs + βs+1 + · · · + βt , with p ≤ s ≤ i ≤ t ≤ n − 1, since
there is some l ∈ {p + 1, p + 3, . . . , i − 1}, such that eβel = rlrβel, implying that eβei,p = rlrβei,p and eβbp,i,p′ = rlrβbp,i,p′ .
By Lemma 6.6, the proposition holds with h = i.
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Fig. 6. Strands corresponding to 7 possibilities for the long root β .
Case S3. Suppose β = βs+βs+1+· · ·+βt or β = β0+2β1+· · ·+2βs−1+βs+· · ·+βt with 0 < s ≤ p and i ≤ t ≤ n−1.
First considerβ = βp+· · ·+βi. Following the argument for eizi+1zi = δeizi in the above case,we find that eβzi+1zi = δeβzi
holds, which implies
eβbp,i,p′ = ei,peβb(i)ei,p′ = δ−1ei,peβbi+1ei,p′ . (6.4)
Observe that
ri−1rieβei−1 = eβ−βi−βi−1 ri−1riei−1riri−1ri−1ri (2.10)= eβ−βi−βi−1eiri−1ri, and ri−1rib(i+1) 6.5= b(i+1).
Therefore, (6.4) can be written as
δ−1ei,peβbi+1ei,p′ = δ−1(ei−1riri−1)ei−2,peβ−βi−βi−1b(i+1)ei,p′
(2.10)= δ−1riri−1eiei−2,peβ−βi−βi−1b(i+1)ei,p′
= δ−1riri−1ei(eβ−βi−βi−1ei−2,pb(i−2))zi−1zizi+1ei,p′ .
By induction on i, we can use an argument as in the claim of Case S1, and the above can be written as
δ−1riri−1eigei−1,p−1b(i−1)zi−1zizi+1ei,p′ = riri−1geiei−1,p−1b(i−1)zizi+1ei,p′
= riri−1gei+1,p−1b(i)zi+1ei,p′
= riri−1gei+1,p−1bi,i,p′zi+1,
where g ∈ W (Cn) is a product of elements from r0, r1, . . . , ri−2. By Case L1 and Proposition 4.2, the proposition holds with
h = i+ 1.
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We return to the general setting of Case S3. There exists r ′ ∈ Li and r ′′ ∈ Ai,p such that r ′r ′′βˆ = β , with βˆ = βp+· · ·+βi.
Then
eβbp,i,p′ = r ′r ′′eβˆbp,i,p′ r ′,
hence the proposition holds in Case S3 due to Lemma 6.6.
Case S4. If β = β0 + 2β1 + · · · + 2βs−1 + βs + · · · + βt with p ≤ s ≤ i ≤ t ≤ n − 1, and let β ′ = βs + · · · + βt . Then
eβ = yseβ ′ys.When p = i = s, we see that ys ∈ Ai,p; when p ≠ i, there is some l ∈ {p + 1, p + 3, . . . , i − 1}, such that
eβel = rlrβel. This brings us back to the argument of Case S2.
Case S5. Ifβ = β0+2β1+· · ·+2βs+βs+1+· · ·+βt , with i < s ≤ t ≤ n−1, thenβ = ys+1β ′, withβ ′ = βs+1+βs+2+· · ·+βt ,
and ys+1 ∈ Li. Therefore,
eβbp,i,p′ = ys+1(eβ ′bp,i,p′)ys+1,
and we are back in Case S1.
Case S6. If β = β0 + 2β1 + · · · + 2βs + βs+1 + · · · + βt or β = βs + βs+1 + · · · + βt , with 0 ≤ s ≤ t and p ≤ t ≤ i − 1,
then there must be some ej ∈ {ep+2j−1}(i−p)/2j=1 such that β is not orthogonal to βj, or {β, βj} is not admissible, or β = βj. By
Lemma 5.8, there exists r ∈ W (Cn) such that eβei,p = rei,p or eβei,p = δrei,p. This implies that the proposition holds with
h = i.
Case S7. Ifβ canbewritten as a linear combination of {βj}p−1j=0 , thenβ is conjugate toβp−1 under the subgroupofAi,p generated
by {rj}p−1j=0 . We can find a r ∈ Ai,p such that rβp−1 = β , which implies
eβbp,i,p′ = rep−1r−1bi,i,p′ 6.5(i)= rep−1bi,i,p′ = rbp−2,i,p′ ,
so the proposition holds with h = i due to Lemma 6.6. 
Theorem 6.9. Each element in the monoid BrM(Cn) can be written as
δkubp,i,p′vwop,
where k ∈ Z and i, p, p′ ∈ {0, . . . , n} with i − p and i − p′ even, u ∈ Di,p, v ∈ Li, and w ∈ Di,p′ . In particular, Br(Cn) is free of
rank at most a2n.
Proof. Let U be the set of elements of BrM(Cn) of the indicated form. We show that U is invariant under left multiplication
by generators of BrM(Cn). To this end, consider an arbitrary element a = δkubp,i,p′vwop of U . Obviously δ±1a ∈ U . Without
loss of generality, we may take k = 0.
Let r ∈ W (Cn). By Lemma 6.6 applied to ru there are u′ ∈ Di,p and v′ ∈ Li such that ra = rubp,i,iei,p′vwop =
u′bp,i,iv′ei,p′vwop. By Lemma 6.5(ii), this is equal to u′bp,i,iei,p′v′vwop = u′bp,i,p′v′vwop and, as v′v ∈ Li, the set U is invariant
under left multiplication by Coxeter group elements.
Finally, consider the generator ej of BrM(Cn). Writing β = uopαj we have eja = ejubp,i,p′vwop = ueβbp,i,p′vwop and by
Proposition 6.8 this belongs to U again.
Now, by Proposition 4.2 we also find that U is invariant under right multiplication by generators. This proves that U is
invariant under both left and right multiplication by any generator of BrM(Cn). As it contains the identity (b0,0,0), it follows
that U coincides with the whole monoid.
As for the last assertion of the theorem, observe that freeness of Br(Cn) over Z[δ±1] is immediate from the fact that it is
a monomial algebra with a finite number of generators. By the first assertion, its rank is at most
n−
i=0
 −
p≡i (mod 2)
|Di,p|
2
· |Li|.
By Lemma 6.1, the cardinality ofDi,p is n!/(p!q!(n− i)!), where q = (i−p)/2, and, by Lemma 6.4, Li is isomorphic toW (Cn−i),
which has 2n−i(n− i)! elements. Therefore, the rank of Br(Cn) over Z[δ±1] is at most
−
i
 −
p,q:p+2q=i
n!
p!q!(n− i)!
2
2n−i(n− i)!.
Corollary 6.2 gives that this sum is equal to a2n. 
We are now ready to prove Theorem 1.1. Theorem 6.9 shows that Br(Cn) is free of rank at most a2n. By Proposition 5.15,
the homomorphism φ : Br(Cn)→ SBr(A2n−1) is surjective, so the rank of Br(Cn) is at least the rank of SBr(A2n−1), which is
known to be a2n by Corollary 2.7. Thus, the ranks of Br(Cn) and SBr(A2n−1) coincide and φ is an isomorphism.
A.M. Cohen et al. / Journal of Pure and Applied Algebra 216 (2012) 407–426 425
7. Further properties of type C algebras
Let n ∈ N. In this section, we prove that the algebra BrM(Cn, R, δ) is cellular, in the sense of Graham and Lehrer [13]. The
proof given here runs parallel to the proof of the corresponding result for Dn in [6, Section 6]. Thanks to [14], an alternative
proof is possible, which consists of showing that Br(Cn, R, δ) is a cellularly stratified diagram algebra; this implies that
Br(Cn, R, δ) is cellular if the group algebra ofW (Cn) over R is cellular (which is the case according to [10, 3.26]). This approach
is described by Bowman [1] on the basis of a preliminary version of our paper. We finish this section by discussing a few
more desirable properties of the newly found Brauer algebras.
Recall from [13] that an associative algebra A over a commutative ring R is cellular if there is a quadruple (Λ, T , C, ∗)
satisfying the following three conditions.
(C1) Λ is a finite partially ordered set. Associated to each λ ∈ Λ, there is a finite set T (λ). Also, C is an injective map
λ∈Λ
T (λ)× T (λ)→ A
whose image is an R-basis of A.
(C2) The map ∗ : A → A is an R-linear anti-involution such that C(x, y)∗ = C(y, x)whenever x, y ∈ T (λ) for some λ ∈ Λ.
(C3) If λ ∈ Λ and x, y ∈ T (λ), then, for any element a ∈ A,
aC(x, y) ≡
−
u∈T (λ)
ra(u, x)C(u, y) mod A<λ,
where ra(u, x) ∈ R is independent of y and where A<λ is the R-submodule of A spanned by {C(x′, y′) | x′, y′ ∈
T (µ) for µ < λ}.
The quadruple (Λ, T , C, ∗) is called a cell datum for A. We will describe such a quadruple for Br(Cn, R, δ).
For ∗we will use the anti-involution op determined in Proposition 4.2. Let i ∈ {0, . . . , n}. By Theorem 6.9, each element
in the monoid BrM(Cn) can be written in the form
δkubp,i,p′vwop,
where k ∈ Z and i, p, p′ ∈ {0, . . . , n} are such that i − p and i − p′ are even, u ∈ Di,p, v ∈ Li, and w ∈ Di,p′ . By [10, 3.26],
the group rings R[Li] (i = 0, . . . , n) are all cellular. By Lemma 6.4, the subalgebra RLi of Br(Cn, R, δ) (with unit bˆ(i) of
Definition 5.12) generated by Li is isomorphic to R[Li]. Let (Λi, Ti, Ci, ∗i) be a cell datum for RLi as in [10]. Observe that
the generators of Li in Definition 6.3 are fixed by op, so RLi is op-invariant. It is clear from [10] that ∗i is the map op on RLi
and so ∗i is the restriction of op to RLi.
The underlying posetΛwill be {Bi}ni=0, as defined in (5.2). We say that Bi > Bj if and only if i < j or, equivalently, Bi ⊂ Bj.
In particular, ∅ is the greatest element ofΛ.
The set T (Bi) is taken to be the set of all triples (u, ei,p, s) where u ∈ Di,p (see Definition 6.3), p ∈ {0, . . . , i} with i − p
even, and the product ei,p is given by (5.4), and s ∈ Ti. Clearly, this set is finite.
The map C is given by C((u, ei,p, s), (w, ei,p′ , t)) = uei,pCi(s, t)ei,p′wop. By Lemma 6.5(ii), ubp,i,p′vwop =
(uei,p)(b(i)v)(wei,p′)op, so the image of C is a basis by Theorems 1.1 and 6.9, and the fact that {Ci(s, t) | s, t ∈ Ti} is a
basis for RLi (which is a consequence of (C1) for (Λi, Ti, Ci, ∗i)). This gives a quadruple (Λ, T , C, ∗) satisfying (C1).
For (C2) notice that (uei,pCi(s, t)ei,p′wop)op = wei,p′Ci(s, t)opei,puop. Now Ci(s, t)op = Ci(t, s), by the cellularity condition
(C2) for RLi and so (C2) holds for the cell datum (Λ, T , C, ∗).
Finally, we check condition (C3) for (Λ, T , C, ∗). It suffices to consider the left multiplications by rj and ej of
uei,pCi(s, t)ei,p′wop. Up to linear combinations, we can replace the latter expression by uei,pb(i)vei,p′wop for v ∈ Li. Now,
by Lemma 6.6 for rj and Proposition 6.8 for ej (note the product lies in Br(Cn, R, δ)<Bi if h > i), (C3) holds for the cell datum
(Λ, T , C, ∗). Therefore, we have now proved the following theorem.
Theorem 7.1. If R is a unital commutative ring having an invertible element δ, then the quadruple (Λ, T , C, ∗) is a cell datum
for Br(Cn, R, δ), proving the algebra is cellular.
We continue by discussing some desirable properties of the Brauer algebra Br(Cn). First of all, for any disjoint unionM of
diagrams of type Q , for Q a simply laced graph, and of Dynkin diagrams of type Ck for k ∈ N, the Brauer algebra is defined
as the direct product of the Brauer algebras whose types are the components of M . The next result states that parabolic
subalgebras behave well.
Proposition 7.2. Let J be a set of nodes of the Dynkin diagram Cn. The parabolic subalgebra of the Brauer algebra Br(Cn), that is,
the subalgebra generated by {rj, ej}j∈J , is isomorphic to the Brauer algebra of type J.
Proof. In view of induction on n − |J| and restriction to connected components of J , it suffices to prove the result for
J = {1, . . . , n − 1} and for J = {0, . . . , n − 2}. In the former case, the type is An−1 and the statement follows from the
observation that the symmetric diagrams without strands crossing the vertical line through the middle of the segments
connecting the dots (n, 1) and (n + 1, 1) are equal in number to the Brauer diagrams on the 2n nodes (realized to the left
of the vertical line). In the latter case, the type is Cn−1 and the statement follows from the observation that the symmetric
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diagrams with strands from (1, 1) to (1, 0) and from (2n, 1) to (2n, 0) are equal in number to the symmetric diagrams
related to BrM(Cn−1). 
The reader may have wondered why the study of symmetric diagrams was restricted to type Am for m odd. The answer
is that, ifm = 2n is even, each symmetric diagram has a fixed strand from the dot (n, 1) to (n, 0). The removal of this strand
leads to an isomorphism of the algebra of the symmetric diagrams with SBr(A2n−1), and so this construction provides no
new algebra. This is remarkable in that the root system obtained by projectingΦ onto the σ -fixed subspace of the reflection
representation, as in Definition 5.1, leads to a root system of type Bn instead of Cn.
On the other hand, the presentation by generators and relations given in Definition 2.1 suggests, at least when δ = 1, the
definition of the Brauer algebra of type Bn as for Cn, but with the roles of 0 and 1 reversed in defining relations (2.11)–(2.18).
The dimensions for the Brauer algebras Br(Bn, R, 1)with n ≤ 5 thus obtained were found to be
n 1 2 3 4 5
an 3 25 273 3801 66315
It is likely that these algebras emerge with a construction similar to the one given for Cn but with A2n−1 replaced by Dn+1
and σ by the diagram automorphism interchanging the two short end nodes. Thiswill be the subject of further investigation.
At the time of writing, Chen [3,4] presented a definition of a generalized Brauer algebra of type I2(m). For m = 4, this
type coincides with C2, but Chen’s algebra has dimension 2m+m2 = 24, whereas our Br(C2) has dimension 25.
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