Abstract-In past research, two-pass repeat-geometry synthetic aperture radar (SAR) coherent change detection (CCD) predominantly utilized the sample degree of coherence as a measure of the temporal change occurring between two complex-valued image collects. Previous coherence-based CCD approaches tend to show temporal change when there is none in areas of the image that have a low clutter-to-noise power ratio. Instead of employing the sample coherence magnitude as a change metric, in this paper, we derive a new maximum-likelihood (ML) temporal change estimate-the complex reflectance change detection (CRCD) metric to be used for SAR coherent temporal change detection. The new CRCD estimator is a surprisingly simple expression, easy to implement, and optimal in the ML sense. This new estimate produces improved results in the coherent pair collects that we have tested.
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I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) coherent change detection (CCD) was first proposed by Jakowatz et al. in 1996 to detect anthropogenic temporal changes by using repeat-pass repeat-geometry SAR collections [1] . At the time, most repeatpass repeat-geometry coherent SAR collections were being exploited as interferometric SAR image pairs for terrain height measures using the interferometric fringe pattern between complex images [2] - [8] . Interferometric SAR research showed that the quality of interference fringes, which represent the phase difference between images, improves with the magnitude of the sample complex correlation coefficient, which is also called the degree of coherence [6] , [9] . It is defined as
where X 1k and X 2k represent the kth complex values of image 1 and image 2, respectively, and the * symbol denotes the com- plex conjugate operation. We differentiate between underlying parameters and their estimator by placing a hat over the latter. Equation (1) has been shown to be the maximum-likelihood estimate of the underlying SAR coherence [10] . Each summation in (1) occurs over a neighborhood (also called a "box" or a "window") of image samples, where N is the number of samples in the window and is generally known as the "number of looks." In practice, neighborhood box sizes range from 3 × 3 to 9 × 9, but are not limited to square dimensions. A 3 × 3 box results in nine looks, whereas a 9 × 9 box results in 81 looks.
The purpose of CCD is to detect subtle reflectance differences (magnitude and/or phase) that have occurred between two SAR image collects and is aimed at activity monitoring. Previous CCD methods predominantly utilized the sample degree of coherence as defined by (1) as it is able detect subtle magnitude and/or phase changes. Often, reflectance differences are not detected in the traditional detected SAR imagery because the activity randomizes the surface phase, but the overall reflectance magnitude remains unchanged. For example, vehicles that randomize the surface reflectance where they travel (e.g., on dirt roads) cannot be detected in the magnitude image but can be detected as a local loss of the coherence measure [1] , [11] .
Natural events such as rain or wind can also cause a change between image pairs. Natural events can be considered a nuisance to normal CCD as these occurrences can mask the detection of an activity of interest. However, in non-CCD applications, the sensitivity of the coherence measure to natural events has been exploited. Examples of this include tree canopy and land use analysis [12] , [13] and earthquake and severe weather damage assessment [8] , [14] .
The statistical performance of (1)'s sample coherence magnitude has been extensively studied [10] , [15] , [16] . It is well known that in situations where the clutter-to-noise ratio (CNR) is low, γ will provide a low value, indicating that temporal change has occurred. This makes it difficult to determine if true change has actually taken place in regions of low CNR.
CNR is defined as
where σ 2 c is the clutter power (signal power reflected by the clutter of the scene in a given neighborhood of image pixels), and σ 2 n is the noise power in the same window. Low coherence, or decorrelation, due to low CNR can occur for many features in the SAR scene, including hard-packed roads or other smooth surfaces, shadowed areas, smooth water surfaces, and materials that have low radar reflectivity for various reasons.
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ Several methods have been proposed to overcome low coherence measurements caused by low CNR in the imagery. Some authors suggest using CNR information from the SAR imagery pair to mask areas that may produce low coherence subsequently interpreted as temporal change [17] . Another technique uses three or more passes [18] . Here, the CCD result from passes 1 and 2 is assumed to capture a "no-change" state, providing a change map with which to compare subsequent CCD results. This technique requires more than two passes and assumes that no changes have occurred between the two passes that provide the "no-change" state. Other authors propose change methods based on a hypothesis testing framework with likelihood-ratiobased statistics used to gauge the relative consistency of the observed data with the competing hypotheses of no-change and complete-change [19] , [20] .
We take a different approach by using ML principles to derive a new grayscale measure of temporal complex SAR reflectance change. The result of the derivation is the complex reflectance change detection (CRCD) estimate. The resulting estimator can be used in place of the traditional coherence magnitude of (1) for many applications.
II. COMPLEX REFLECTANCE CHANGE ESTIMATOR
We assume that we are given two complex SAR images collected at different times. The images are of the same area and collection geometry. We are asked to determine the amount of reflectivity change that has occurred between the two collects on small pixel neighborhoods of the scene. We start with the model
where X 1k and X 2k are the kth complex values of image 1 and image 2, respectively, and represent the observed data. The quantity α is the change metric we wish to estimate. It is a measure of the complex reflectivity change that has occurred between images 1 and 2 and is defined to be on the interval [0 1], where 0 indicates complete-change, and 1 represents nochange between the collects. The term C 0k is the image data that have not changed between collects, whereas the term C 1k represents the data that have changed between collects. The quantity ϕ is the constant phase difference that exists between the two images in the local neighborhood of interest. This phase can be caused by terrain topography and/or slight collection geometry differences. This phase term is often exploited to produce very accurate height maps in many two-pass SAR collects, but is of no value to CCD and, therefore, treated only as a nuisance parameter here. The additive system thermal noise terms are denoted by n 1k and n 2k . The local neighborhood is typically a box of size ranging from 3 × 3 to 9 × 9 pixels. These complex-valued variables are modeled as independent and identically distributed (i.i.d.) zero-mean Gaussian random variables [21] with the following relationships:
Using the above definitions, we can write
where X 1k and X 2k are assumed to be wide-sense stationary, are jointly stationary, and are inherently ergodic in mean. Requiring ergodicity in mean, the ensemble averages can be substituted with the sample average in (8) and (9) [9], [16] .
The above equations define the data in a local neighborhood of pixels. The model allows the clutter and noise values to change on a neighborhood-to-neighborhood basis. The clutter value (σ 2 c ) represents the image power that can change throughout the scene. The noise term represents thermal noise. Although the model allows the noise level to change on a neighborhoodto-neighborhood basis, we consider it to be constant over the entire image [22] .
Rewriting the observations X 1k and X 2k of (3) and (4) in vector form, we have (vectors in bold)
where the covariance matrix Q is
The superscript H indicates the complex conjugate transpose (Hermitian) operation. Invoking the mutual independence of the observations, we can write a joint conditional density function that is given by
where
Q a is the adjoint of Q, and |Q| is the determinant defined by
The ML estimate of α is the value of α within the interval [0 1] that maximizes (12) or, equivalently, the log of (12) . We treat the phase term ϕ as an unknown nuisance parameter and use its ML estimate in the derivation [6] . The change estimate is found by taking the partial derivative with respect to α of the log of (12) , setting the result to zero and solving for α. The log of (12) is easily shown to be
Taking the partial derivative of (16) with respect to α and setting the result to zero gives
Using the definitions for Q a and |Q| defined in (14) and (15) in (17) and replacing ϕ with its maximum-likelihood (ML) estimate, we have, after a considerable amount of algebraic manipulation, the following cubic equation (see Appendix below for a detailed derivation):
, and [6] ), where the operator ∠ is the phase of the complex quantity. The only viable solution to (18) 
because the other two roots of (18) are not real. Equation (19) requires knowledge of σ 2 c in each local neighborhood. This value can be estimated from the measured data of the detected radar image in that neighborhood. Using the relationships in (8) and (9), we define an estimator of σ 2 c as follows:
Since the power estimates in (8) and (9) have been shown to be ML [23] , the expression in (20) is also an ML estimator of σ ). These values are often known from the system design specifications or from the SAR image metadata. If this information is not available, the noise values must be measured from the data. In this case, the expression in (20) should be considered approximately ML rather than strictly ML. If the noise values are not provided, a suggested method to measure the noise values from the detected images is given in the following section. For now, we assume that the image noise values are known.
Substituting (20) into (19), we can now write the closed-form solution as
The ML change estimate is not the same as the sample coherence magnitude of (1), which is an intrinsic measure of the complex cross-correlation. Rather, α is a unique estimate of the complex reflectance change as defined by (3) and (4) and named the complex reflectance change detection (CRCD) estimate. Nevertheless, CRCD given by (21) collapses to (1) if CNR 1 and
Using these approximations, we have the following relationship:
The new ML CRCD estimate will produce similar values as the sample coherence magnitude for high CNR, but will differ for low CNR.
In certain circumstances, it is possible for the values of α to lie outside the [0 1] interval. This situation is addressed later in the paper. However, it is noteworthy to point out that α should not be negative unless the data contain only noise (a shadow region). If it is negative in any other circumstance, it could be an indication that the noise estimate is incorrect.
The CRCD, as defined in (21) , requires the average reflective power in both images to be identical, and the level of thermal noise in each complex image to be known. Ideally, these values are provided as part of the image metadata. This is often the case with commercial spaceborne SAR systems [24] . If this is not the situation, the scale value needed to equalize the average reflective power of the images and the noise estimates must be measured from the SAR images. Not knowing the correct noise levels will have a significant negative impact on the utility of the algorithm. A procedure for determining these values, if they are not part of the metadata, is presented next.
III. IMPLEMENTATION
A. Image Scaling and Determining Thermal Noise Levels
To satisfy the model of the CRCD algorithm, one must ensure that the average reflectivity in the two images is approximately equal and has knowledge of the noise power in both images. The information needed to satisfy these requirements is often available in the metadata provided with the SAR imagery. If these quantities are not known and a shadow exists in the SAR image, then estimates can be computed from the detected SAR image. We propose the following procedure to estimate the unknown thermal noise levels and to assure that the average clutter in the two images is approximately the same.
1)
Step 1: Make four image measurementsP m1 ,P m2 ,σ , which is the sum of clutter power and noise power in image 1. Next, the average power in image 2 is measured. This is denoted P m2 =σ 2 mc2 +σ 2 mn2 , which is the sum of clutter power and noise power in image 2. Then, measure the noise for both image 1, i.e.,σ 2 mn1 , and image 2, i.e.,σ 2 mn2 . The noise values can be measured in a shadow region of the image [25] . These regions can be hand-selected by the user, or automated shadow detection algorithms can be employed [26] . Our goal is to measure only the thermal noise term as it can be considered to be constant throughout the scene [22] . Using this approach, care must be taken to avoid including multiplicative noise in the measurement. This can be done by avoiding shadow/clutter boundary regions when the measurement is done. Selecting an incorrect noise value will impact the final α results. Noise values larger than the true noise level will bias the change metric to higher values and have the inverse effect for noise values lower than the true noise level.
2)
Step 2: Scale image 2 by the factor:
). This ensures that the average clutter values in both images are the same and set to:σ
Step 3: Use the quantities: σ 
B. Alpha Estimates Outside the [0 1] Interval
The output of the coherence estimator (1) constrained γ to lie in the interval [0 1]. However, the output of the new estimator can produce estimates outside this interval. To illustrate the point, the probability density function of the coherence estimator and the new estimator are shown in Fig. 1(a) and (b) , respectively, for the cases of complete-change and no-change. The plots were generated using a Monte Carlo simulation and setting SNR = 10 dB with 49 looks (7 × 7 box). The data for the Monte Carlo simulation were generated using the model in (3) and (4) . Alpha was set to 1 or 0 to model the no-change/change state. It is clear that the coherence estimator does not produce results outside the [0 1] interval but is biased at both extremes. When there is complete-change, the performance of the CRCD estimator is similar to the coherence estimator in that there are no estimates below 0. When no-change exists, the output of the new estimator is centered at 1 (unbiased) with equal amounts of estimates below and above 1. This plot indicates that α estimates that are greater than 1 often occur when there is no underlying change between the two image patches. When this happens, we have chosen to set the estimate to 1 for the following reason. The fundamental problem statement is to find α in the [0 1] interval that maximizes the conditional probability function given in (12) . If the α that maximizes (12) is greater than 1 and the function is monotonically increasing to the left of that point, then the maximum within the [0 1] interval is precisely 1. The monotonic character of this function is proven by examining the sign of the partial derivative of (16) . The behavior of this function can be understood by examining (A34) and the subsequent discussion.
Negative α values should not occur unless the box is completely in a shadow region (where the denominator of (21) Fig. 1 . Plots showing the probability density functions for the change/ no-change condition. The plots were generated using a Monte Carlo simulation and setting CNR = 10 dB with 49 looks (7 × 7 box). The Monte Carlo simulation was generated using the model of (3) and (4) and setting α = 0 to indicate complete-change and setting α = 1 to indicate no-change. (a) The probability density functions of the coherence estimator. (b) The probability density functions of the CRCD estimator. becomes small). Negative α values occurring outside shadow regions could be an indication that the image noise levels are incorrect.
IV. CRCD ESTIMATOR PERFORMANCE COMPARISON
The CRCD introduced here is appropriately compared with the sample coherence magnitude of (1), as each of these two quantities represents a grayscale point estimator for a continuouschange parameter lying within the interval [0 1]. There are a number of ways to compare the performance of these estimators. However, for this paper, we chose to compare how well the two estimators can differentiate or separate a no-change state from a complete-change state as a function of CNR. Fig. 2 compares the ability of the two estimators to differentiate between a complete-change state and a no-change state. The results in these figures were generated using Monte Carlo simulations of the model in (3) and (4). Complete-change is realized by setting α = 0, and no-change is realized by setting Fig. 2 . Plots comparing the ability of the CRCD and coherence estimators to differentiate between a complete-change state and a no-change state. The results in these figures were generated using a Monte Carlo simulation of the model in (3) and (4). Complete-change is realized when α = 0, and no-change is realized when α = 1 in (4). The difference of the means of the no-change and complete-change states is shown as a function of CNR. The higher the value, the more discrimination ability exists to differentiate between these two states. (a) Results using a 5 × 5 averaging box. (b) Results using a 7 × 7 averaging box. (c) Results using a 9 × 9 averaging box. Fig. 3 . Two synthetic images were generated using random Gaussian complex numbers according to the model in (3) and (4). The vertical strip on the left side of both images had five times less power than the rest of the image. Different realizations of noise were added to each image with the same power as that of the lower power vertical strip on the left, giving a 0-dB level of CNR in that area. The underlying α was set to 1 for most of the image except the vertical strip on the right. In that region, it was set to 0. α = 1 in (4). The differences of the means of the no-change and complete-change states of the Monte Carlo simulation are shown as a function of CNR. The higher the value, the more likely the user is able to differentiate between these two states. Fig. 2(a)-(c) shows the results of averaging box sizes of 5 × 5, 7 × 7, and 9 × 9, respectively.
In all cases, the CRCD estimator outperforms the coherence estimator. The plots show that the larger the averaging box size, the better the improvement. The improvement is most apparent when the CNR is approximately between −10 and 20 dB. The performance of the CRCD and the coherence estimators converge at CNR values below and above this region. The CNR boundaries where the two estimator performances converge somewhat vary and depend on the averaging box size used, as shown in Fig. 2 . The discrimination ability of both estimators goes to zero below the lower CNR boundary, as would be expected. The plots also show that at a high CNR, the discrimination ability of both estimators converges at a value that is a function of averaging box size (∼0.82 for a 5 × 5 box and ∼0.90 for a 9 × 9 box).
V. SYNTHETIC DATA EXAMPLE
We now show two examples using simulated data that illustrate the deficiencies of the sample coherence magnitude of (1) and how the new estimator of (21) mitigates these shortcomings. The synthetic examples serve to illustrate the true nature of the estimator in a controlled environment.
The detected images of the first synthetic example are shown in Fig. 3 . The images shown represent the data from two collects, separated in time, that bracket a change. These images were generated using random Gaussian complex numbers according to the model of (3) and (4) . Both images contain a vertical strip on the left side of the image that simulates a value of microwave reflectivity (return) lower than is present in the remainder of the image. This region could represent a road in a scene that has lower return due to the smoothness of Fig. 4 . CCD results of the two synthetic images shown in Fig. 3 . The left is the result of the coherence operation (1) . The right shows the result of the CRCD estimator calculated using (21) . Both CCD results were done using a 7 × 7 pixel box (49 looks). The plots below both CCD results are the average of the CCD values in the vertical direction. Note that the average value of the CRCD estimator is increased in areas that have no true change, whereas the area that does have true change (the vertical strip on the right) remains approximately the same.
the surface. The power in this area is five times lower than the power in the rest of the image. The clutter data in this region are the same in both images [α = 1 in (4)] so that an ideal estimator should produce a change metric estimate of unity in this area. Another strip on the right side of the second image was generated with α = 0 representing a true physical change between collections. The data in this strip have the same power as the data surrounding it such that this true change area goes largely unnoticed in a casual viewing of the detected images shown in Fig. 3 . Different realizations of random Gaussian noise were added to both images to satisfy (3) and (4). The power of the noise was identical to the power in the low-return vertical stripe on the left of the images, resulting in a CNR value of 0 dB in that region.
The results of the sample coherence magnitude of (1) and the CRCD estimator of (21), with both using a 7 × 7 pixel box (49 looks), are shown in Fig. 4 . An ideal change map would produce a change estimate of 1 everywhere except in the right-hand strip, where the result would be zero. The result of the sample coherence magnitude is shown in the left side of Fig. 4 . Note that both the left and the right strip do show loss of coherence. The left strip has undesirable coherence loss because of low CNR, whereas the right strip decorrelates because it simulates an area of true physical change. The result of the CRCD estimator is shown on the right. Note the general improvement of coherence over the entire scene. The leftstrip coherence is near unity, even with the low CNR, whereas the right strip shows coherence loss due to true change. The average coherence for both techniques is shown in plots below the respective change results. These plots were generated by averaging the change results in the vertical direction.
The purpose of our second simulated example is to illustrate a situation where the sample coherence magnitude can mask a true change. The images are shown in Fig. 5 and represent the Fig. 5 . Two synthetic images were generated using random Gaussian complex numbers according to the model in (3) and (4). The vertical strip in the center of both images had five times less power than the rest of the image. Simulated vehicle tracks were added to the post image on the right. The power of the track data was identical to the power of the center stripe, making it difficult to see in the detected image. The tracks had an axle width of 30 pixels and a tire width of 5 pixels. The data in the tire track region were generated using the model in (3) and (4), where for each pixel in the track, α was randomly set to either 0 or 1. This is intended to represent realistic tire track disturbance on a dirt road. Different realizations of noise were added to each image with the same power as that of the lower power vertical strip on the left, giving a 0-dB level of CNR in that area. data from two collects, separated in time, that bracket a change. In this case, a simulated road running vertically is placed in the center of both images (lower-return area). Simulated vehicle tracks are inserted in the center of the road in the second (post) image. The vehicle tracks are the "true change" that we wish to detect. Both images were generated using random Gaussian complex numbers according to the model in (3) and (4). The power in the road is five times lower than the power in the rest of the image. The data in the road region are the same in both images [α = 1 in (4)]. The vehicle tracks are realized by two vertical strips (5 pixels wide and 30 pixels apart) in the center of the road in the second image. The vehicle track strips are generated using the model of (3) and (4), where for each pixel, α was randomly set to 0 or 1. This attempts to simulate the loss of coherence that a tire track causes in dirt road. Different realizations of random Gaussian noise were added to both images to satisfy (3) and (4). The power of the noise was identical to the power in the road area, and the CNR in that area is 0 dB.
The results of the sample coherence magnitude of (1) and the CRCD estimator of (21) using a 7 × 7 pixel box or 49 looks are shown in Fig. 6 . The result of the sample coherence magnitude is shown on the left side of Fig. 6 . Note that the vehicle tracks, although visible, are difficult to detect because of the decorrelation produced by the low return of the road itself. The result of the CRCD estimator is on the right. Note the general improvement of correlation over the entire scene. The decorrelation due to the low return of the road is greatly improved, leaving the "true change" caused by the tracks much more obvious. The average decorrelation for both techniques is shown in plots below the respective change results. These plots were generated by averaging the change results in the vertical direction. Note the increased level of discrimination between the "road" and the simulated vehicle tracks by comparing the 
VI. REAL DATA EXAMPLE
The CRCD was used on an example set of SAR images taken in a remote area with several dirt-packed roads. The data were collected by an airborne X-band system designed and operated by Sandia National Laboratories. The detected image from one of the collects is shown in Fig. 7 . A vehicle was driven from the top to the bottom on the far-right road. It traveled out of the scene and back in the scene on a road on the left of the image. This vehicle movement happened between the two radar Fig. 7 . The CCD results used the coherence estimate (1) with a box size of 7 × 7 pixels. Note that most of the untraveled roads of the "tick-tack-toe" array appear to have some decorrelation. It is difficult to discern if the decorrelation on many of the roads is due to true change or is simply the result of the low CNR. The corner reflectors also have some decorrelation caused by a phenomenon not addressed in this paper. Fig. 9 . CRCD change map of the scene shown in Fig. 7 . These results were from a box size of 7 × 7 pixels. The noise levels were estimated from a handselected shadow region shown in Fig. 7 . Note the improved detectability of the vehicle tracks going from top to bottom on the right side of the image. These tracks were essentially masked using the coherence estimator (see Fig. 8 ) since they resided in the low-CNR road area. Note that the CRCD estimator also removes the low correlation of many of the packed-untraveled road surfaces, leaving the true change information.
collections. Fig. 8 shows the resulting change map using the coherence change estimator of (1) . Note that the roads in the "tick-tack-toe" array, which were not traveled upon between collections, appear to have some decorrelation simply because of the relatively low microwave reflectivity of the smooth road. Results from using the sample coherence magnitude are inconclusive as to if the road on the right is decorrelated due to lower CNR or if a single vehicle or many vehicles actually traveled it. Fig. 9 shows the change map using the CRCD estimator. The thermal noise values were not provided for these images, and therefore, a shadow region was hand-selected and used to measure the image noise power. The small horizontal strip on the right side of the image was the shadow region used (shown in the detected image of Fig. 7) . Note that the detectability of a single vehicle traveling on the road to the right is dramatically improved over the sample coherence magnitude scheme (shown in Fig. 8 ). Using the sample coherence magnitude scheme, the road itself is decorrelated due to low CNR and was masking the true decorrelation caused by the vehicle tires. The CNR on the road area was measured to be approximately 0 dB. This is a situation very similar to the second synthetic example shown in Figs. 5 and 6. In addition, the ambiguities of the "tick-tack-toe" untraveled roads are removed.
VII. FUTURE WORK
The derivation of the CRCD assumes that we have two SAR collects of the same area with the same collection geometry. These collects were done with the same polarization. The formulation of the probability distribution in (12) lends itself to extending the change estimator for multipolarization SAR collects. Moreover, an in-depth analysis of the statistical performance of the single polarization and a possible multipolarization temporal ML change estimate is in order. Finally, a study to understand the benefit of replacing the coherence estimator with the CRCD estimator in multiple pass CCD techniques, such as that described in [18] , would be useful.
VIII. CONCLUSION
The sample degree of coherence can detect temporal decorrelation in repeat-pass repeat-geometry interferometric SAR imagery pairs. The sample coherence magnitude generally used for CCD and presented in (1) is an ML coherence measure, being used as a change measure. Using the sample coherence magnitude, real-world SAR CCD products exhibit decorrelation/ temporal change in areas of low CNR when there is actually no temporal change. Therefore, a new ML change estimator was derived incorporating changing CNR levels (21) . The resulting CRCD estimator is simple in form and easy to implement. The CRCD was calculated for both simulated and actual SAR imagery, demonstrating improved performance in areas of low CNR compared with the sample coherence magnitude, while preserving and improving the differentiation between change and no-change (see Fig. 2 ).
APPENDIX ESTIMATION OF α WITH NO CNR ASSUMPTIONS AND DIFFERENT IMAGE NOISE LEVELS
We start with the fundamental coherent change model of [see (3) and (4)]
where X 1k and X 2k are the kth complex values of image 1 and image 2, respectively, and represent the observed data from a neighborhood of N pixels. The quantity α is the change metric we wish to estimate. The definitions and assumptions for variables C 0k , C 0k , ϕ n 1k , and n 2k are given in Section II. These descriptions lead to the following:
Using the above relationships, we can also write (vectors in bold)
(A7) 
where H is the Hermitian conjugate operator. If X 1k and X 2k are zero-mean mutually i.i.d. random Gaussian variables, the probability distribution function as a function of phase and change is
Q a is the adjoint of Q, and |Q| is the determinant defined by 
To simplify the notation, the summation symbol N k=1 is replaced with from here to the end. Our goal is to maximize (A10) with respect to α or, equivalently, the natural log of (A10), i.e., 
