Inverse problems in computational mechanics consist of inferring physical fields that are latent in the model describing some observable fields. For instance, an inverse problem of interest is inferring the Reynolds stress field in the Navier-Stokes equations describing mean fluid velocity and pressure.
Introduction
Many problems in computational mechanics consist of known physics described by partial differential equations (PDEs) for some fields of interest (e.g. fluid velocity, solid displacement) but include other physical fields whose truth values are not known exactly. For instance these uncer-tain fields can be (1) initial conditions of the fields of interest, (2) constant physical properties such as mass (density field) or stress distribution, or (3) physical fields related to the fields of interest through unknown relationships, i.e. the problem is unclosed. Here we refer to such fields as latent physical fields, as they are embedded in the PDEs but not solved for directly. In inverse problems these are treated as model parameters that need to be inferred based on observations of the field of interest. For fields of interest u and latent fields τ such problems can be written as
where M represents the governing partial differential equations (PDEs) including geometry and boundary conditions on u. The fields of interest can be considered a function of the latent fields as
An example of such a problem is the Reynolds-averaged Navier-Stokes (RANS) equations, which describe the mean velocity and pressure fields of a fluid but include the unclosed Reynolds stress field. The unclosed Reynolds stress field is approximated through imprecise turbulence models.
Similarly, in many solid mechanics problems the field of interest is displacement and the latent field is the stress in the material, which can be a highly non-linear function of the strain and strain history. In the rest of this work the RANS equations are used as the working example. We are interested in the inverse problem: inferring the true latent fields using an initial estimate of the latent fields and sparse experimental observations of the output fields.
Inverse Problems in Computational Mechanics
There are many frameworks to improve the predicted fields by using sparse observations [e.g., 1, 2] [3, 4, for comprehensive reviews for RANS simulations], and the choice is between different representations of the uncertainty in the problem. If the governing PDEs are considered exact and therefore the only uncertainty is in the latent field, then the embedded uncertainty formulation by Oliver et al. [2] is most appropriate. In this formulation the problem is written as u = F(τ ) as in Equation (2) and the latent fields are considered uncertain and need to be inferred. This is in contrast to black box approaches where a correction to the model output (e.g. F(τ ) in Equation (2) for some approximation of τ ) is inferred. The embedded discrepancy formulation is used in this work since the Reynolds stress field is considered the major source of uncertainty in the RANS equations.
In Bayesian inversion approaches the uncertain field is considered a random field, and a statistical model describing this field must be specified. This is referred to as the prior distribution, which is later updated based on the observation data to obtain a posterior distribution. The chosen statistical model, particularly its covariance kernel, can have a large impact in the Bayesian inference.
For simplicity in writing the equations, in the rest of the paper it will be assumed that there is a single scalar latent field τ which needs to be modeled as a random field. The initial approximation (baseline solution) of the latent field is usually close to the truth, and, in the absence of additional information, the latent field is taken to be a Gaussian process with mean equal to this baseline solution τ [e.g. [5] [6] [7] [8] . The prior distribution is then
where K is the specified covariance. Using the embedded discrepancy formulation described by
Equations (2) and (3), observations of the output fields can be used to infer a posterior distribution for the latent field. The inferred latent field can then be propagated through the model in Equation ( 2) to obtain the inferred output fields of interest. There are many approaches to solve the Bayesian inversion problem directly or approximately, including ensemble based methods [e.g. 5, 9] and optimization/adjoint based methods [e.g. 6, 7] .
The Bayesian embedded discrepancy framework has been used in several works to address the RANS equations closure problem. Edeling et al. [10, 11] and Ray et al. [12] [13] [14] inferred model coefficients in turbulence models by using Markov Chain Monte Carlo methods. Dow and Wang [6] inferred the eddy viscosity by observing the velocity field, which was among the first efforts to infer a full field rather than model coefficients. Their work used the linear eddy viscosity approximation in the RANS equations, which allows the Reynolds stress tensor field to be represented by a single scalar eddy viscosity field. They obtained the maximum likelihood estimate using an adjoint method to compute the derivatives. Similarly, Singh and Duraisamy [7] also inferred the eddy viscosity by observing velocities but do so by inferring an embedded multiplicative discrepancy into the production term of the Spalart-Allmaras model for eddy viscosity. They obtained the maximum a posteriori (MAP) estimate using an adjoint method to compute the derivatives. Xiao et al. [5] inferred the components of the Reynolds stress tensor field by observing velocities at sparse locations. They used an iterative ensemble Kalman method to infer the Reynolds stress field. Meldi et al. [15, 16] integrated the Kalman method into CFD solvers in an intrusive manner for data assimilation of turbulent flows. Their approach has the advantage of involving only a single simulation rather than an ensemble of simulations as in the ensemble Kalman methods.
More recently, Edeling et al. [17] proposed transport equations to describe the deviation from the eddy viscosity model and use Bayesian inference to calibrate the constants in the transport equations. In related efforts, researchers have also used data-driven methods to address closure problems in large eddy simulations [18] and multiphase flows [19, 20] .
Ill-Posedness and Enforcing Physical Constraints
Inverse problems are inherently ill-posed in that numerous possible latent fields can result in output fields that are close to the observation values. One example is estimating the Reynolds stress from in-plane velocity measurements in a square duct case [5] . In this flow the in-plane velocities are driven by the imbalance τ 22 − τ 33 in the Reynolds stress, and any Reynolds stress field with the correct imbalance is a possible solution. Ill-posed problems are usually regularized by enforcing additional constraints, such as smoothness of the inferred field. For example, smoothness can be enforced by adding the magnitude of the gradient ||∇τ || into the cost function.
Because of the ill-posed nature of the problem, most previous research fails at inferring the true latent field while still obtaining global improvements in the fields of interest. Since the latent field is a physical field with known physical constraints, the search space for possible latent fields can be reduced by enforcing these constraints before any additional regularization. One type of physical constraints are global physical constraints that the solution must conform to in the entire domain.
These are constraints such as the divergence-free requirement for an incompressible velocity field or the positivity requirement for a pollutant concentration field. Some of these global constraints can be enforced by using a different choice for the statistical model of the random fields in Equation (3), i.e. using a more complex representation than a simple Gaussian process. The representation of the random latent field is chosen such that the physical constraints are automatically met by any realization of the random field. For example, a positivity constraint can be enforced by modeling the latent field as a lognormal process as
where the baseline solution is now the median of the distribution, and there is an implicit normalization of τ , τ , and K. Xiao et al. [5] use this statistical model to enforce positivity on the turbulent kinetic energy while Dow and Wang [6] use it to enforce positivity on the eddy viscosity.
A second type of physical constraints is boundary conditions (B.C.) on the latent field. Particularly, the two works described above [5, 6] both enforce the zero-value boundary condition at the wall on the latent fields thanks to the multiplicative nature of lognormal process used as the statistical model. Similarly, Cheung et al. [8] enforce the no-slip (zero-value Dirichlet) condition on the inferred velocity by inferring a multiplicative discrepancy on a baseline velocity that already satisfies the no-slip condition. However, there clearly has been no uniform approach to enforce general boundary conditions on physical latent fields in Bayesian inversion problems. In this work we demonstrate how to enforce arbitrary boundary conditions on the latent fields by choice of statistical model.
Contribution of Current Work
In this paper we demonstrate how to enforce general boundary conditions on physical latent fields by choice of the statistical model used to represent them in the Bayesian inversion. We start with the assumption that the latent field is represented by a Gaussian process or a function thereof (e.g. a lognormal process), and the boundary constraints are then enforced by choice of covariance matrix. An appropriate covariance matrix is obtained by first defining an initial Gaussian process and then modifying the covariance matrix in a way that enforces the boundary conditions. We also present how to enforce internal observations of the latent field, which is done in a mathematically similar way by modifying not only the covariance but also the mean of the initial Gaussian process.
This can be a realistic scenario since some observations of the latent field can be obtained in practice. For example, Reynolds stress can be obtained from instantaneous measurements of the velocity components. Enforcing both of these types of constraints further reduces the search space in the optimization for the latent field by ensuring it satisfies more of the known physics, driving the inference closer to the goal of obtaining the true latent field. The method is tested for fluid mechanics problems using the RANS equations, but we emphasize that the method is general with applications to many PDE-described physics problems.
Related Work
In what follows we differentiate our contribution from other works using Gaussian processes to represent physical fields. Gaussian processes are commonly used as the Bayesian framework for field inferrence from observations [21, 22] [e.g. 23, 24, for-contemporary-applications]. In these cases the field being inferred is the same field being observed. The class of problems considered here are inverse problems where the inferred field is related to the observed field through some model (set of PDEs, e.g. RANS equations). We focus on the statistical model used to represent the random field, and not on the particular choice of Bayesian framework used in the inversion. Specifically we seek a choice of statistical model that enforces the boundary conditions for all realizations of the random field. However, the methodology showcased here is directly adopted from these works that use the Gaussian process as the Bayesian framework. The theory of incorporating observed values and derivatives of the random field into the Gaussian process is well developed [25, 26] , but, to the author's knowledge, it has not been used in the context of enforcing boundary conditions on the inferred fields in inverse modeling. In many such problems the boundary conditions have simply been ignored as illustrated earlier.
Similarly, there are many works using Gaussian processes to represent solutions to stochastic PDEs [e.g. [27] [28] [29] . In these works the form of the PDE is embedded into the covariance kernel and realizations of this random fields satisfy the PDE. These are powerful techniques for solving PDEs in a stochastic sense and can be naturally used to solve the inverse problem for model parameters in the PDE [e.g. 30, 31] ). However this is not directly related to the class of problems considered here. Here we consider PDEs with an uncertain latent field which needs to be inferred, but the PDEs are solved deterministically for each proposed latent field during the chosen Bayesian optimization process. As mentioned earlier our focus is seeking a statistical model for the latent field that incorporates known physical constraints. Recently Wu et al. [32] presented a method that incorporates some aspects of Gaussian processes for stochastic PDEs into the problem of specifying a statistical model that incorporates known physical constraints. Specifically, for problems where the latent field is itself governed by PDEs with unclosed fields the structure of these PDEs are incorporated into the covariance kernel of the latent field. Note that this new set of PDEs could be solved directly in conjuction with the main set of PDEs and the latent fields would be the uncertain terms in these additional PDEs. In this sense the method proposed in [32] represents a hybrid approach with the benefit of reducing the number of coupled PDEs that need to be solved for each forward evaluation and reducing the number of latent fields that need to be inferred.
While the current work applies to any Bayesian inversion technique, an ensemble-based algorithm is used in the test cases. There are numerous on-going efforts in improving existing ensemblebased Bayesian inversion algorithms to allow for incorporating physical constraints [33] [34] [35] . The current work and that of Wu et al. [32] complement these efforts. The common overarching goal of these works is inferring latent physical fields with limited observation data.
The rest of the paper is organized as follows. Section 2 presents the method of embedding known boundary behavior into the prior statistical model. Section 3 presents the results from a series of test cases, where it is shown that all prior and posterior realizations of the random field satisfy the boundary conditions. Finally, Section 4 concludes the paper and offers some discussions.
Methodology
The goal is to ensure that the realizations of the random latent field satisfy any known values and derivatives, be that at internal locations or boundary conditions, by appropriate choice of statistical model for the random field. Internal observations come from experimental measurements and are fundamentally different from boundary conditions which come from physical constraints and modeling choices. However, they can be enforced in a mathematically similar way and thus both are considered here. We consider the cases where the latent field is treated as a Gaussian process (Equation (3)) or a function of a Gaussian process. Incorporating known values and derivatives into a Gaussian process consists of modifying the mean and covariance of the Gaussian process [25, 26] .
That is, after observations Equation (3) becomes
where the modified mean τ * conforms to all known values and derivatives, and the modified covariance K * ensures all realizations of the random field do too, within observation errors. This theory is summarized in Section 2.1 and is used to enforce internal observations. In Section 2.2 the application to enforcing boundary conditions is discussed.
In the case where the latent field is modeled as a function G of a Gaussian process δ as
the desired constraints on the latent field τ first need to be mapped to constraints on the Gaussian process δ. These modified constraints are then enforced in the same manner as for the general Gaussian process. In Section 2.3 we describe this procedure for the general case (Equation (6)) and show the results for the lognormal process (Equation (4)) in particular. The lognormal process not only serves as a specific example but is a particularly useful and prevalent formulation in fluid mechanics problems, including the problem we use in the results section to showcase this methodology.
To verify the approach, a Karhunen-Loève (KL) representation of the latent field is used and it is shown that the KL modes satisfy the boundary conditions. A stochastic process can be represented as an infinite linear combination of orthogonal functions through the Karhunen-Loève theorem.
The latent field in Equation (5) can then be written as
where λ i and φ i are the eigenvalues and unit eigenfunctions (modes) from the KL decomposition and N (0, 1) is the standard normal distribution. Realizations of the random process can be obtained by sampling the coefficients ω i , which have independent standard normal distributions. When the field is discretized, the limit of the summation becomes the number of cells. However, the modes corresponding to the largest eigenvalues account for most of the covariance and it is only necessary to retain a small subset of M modes corresponding to the M largest eigenvalues. The number of retained modes M can be chosen based on the desired coverage (e.g. 99%) of the variance of the field. From Equation (7) it can be seen that for the realizations to exactly satisfy known values at some locations the KL modes must be zero at those locations. To allow for observation errors, the KL modes must have small magnitudes at these locations. Similarly, the derivatives of the KL modes must be near zero at locations of known derivatives. Therefore, it is sufficient to simply verify that the KL modes satisfy these conditions to guarantee all realizations of the latent field will satisfy the desired conditions. Note that in the case of boundary conditions the values or derivatives of KL modes at these location must be exactly zero, since there are no observation errors.
In addition to showing that the modified mean and covariance guarantee any realization of the latent field satisfies the boundary conditions and internal observations, we also solve the inverse problem. The inverse problem consists of inferring the latent field from sparse observations of the output fields. There are many frameworks for solving the Bayesian inversion problem, from minimization of an objective function using adjoint methods to ensemble-based methods. Here we adopt the framework from Xiao et al. [5] , which is based on the iterative ensemble Kalman method developed by Iglesias et al. [9] . The details of the Bayesian inversion are presented in Appendix A. The mean of the posterior distribution is used as an estimate for inferred latent field, and correspond to the maximum a posteriori estimate.
For the Bayesian inversion we used a reduced order model consisting of the KL representation in Equation (7) with a truncated set of M modes to capture 99% of the variance. The state vector to be inferred now consists of the truncated coefficients ω = {ω i } M i=1 rather than the discretized values of the latent field directly. It is clear that with this representation the inferred latent field will satisfy the boundary conditions since the reduced order model is also a weighted sum of KL modes and the mean (Equation (7)). This representation is, however, not necessary since the ensemble Kalman filter ensures that the posterior samples are linear combinations of the prior samples [9] .
Note that if the observation error is not zero, the inferred state vector ω could result in a latent field that does not satisfies the known values or derivatives. This could be remedied with regularization to penalize the inferred state vector based on the likelihood that it came from the prior distribution, i.e. where each coefficient ω i has a standard normal distribution. For simplicity, in the test cases presented, we solve the inverse problem enforcing boundary conditions alone, without any internal observations of the latent field.
General Constraints on Gaussian Processes
If the values of a Gaussian process or its derivatives are known at some points, the Gaussian process can be modified to reflect this prior knowledge [25, 26] . To incorporate the known values and derivatives, first an augmented vector is defined as [τ, t] where τ is the sub-vector of the values of the Gaussian process (Equation (3)) at the inference locations and t is the sub-vector of known values and derivatives of the process at some points. From this point on all fields are discretized unless otherwise noted but the same symbols are used for simplicity. The locations for τ consist of the cell centers of the discretized domain, and the locations for t are not necessarily co-located with points in τ . Known derivatives in t are defined with respect to one of three orthogonal coordinate directions x 1 , x 2 , or x 3 . To account for derivatives in general directions, the derivative in the three coordinate directions are included in t separately for the same physical location. A Gaussian process is then assumed for the vector [τ, t] as
where t are the values of the baseline solution or its derivatives at the observation points, possibly obtained by interpolation, and K τ τ , K tτ , K τ t , and K tt are sub-matrices of the covariance matrix.
Finally, the distribution for inference values conditioned on known values and derivative is then also a Gaussian process given by [25, 26] 
where y is the vector of known values and derivatives and R y the corresponding error (covariance) matrix. Equation (9) now corresponds to Equation (5) and a derivative, and between two derivatives are given by [25, 26] 
respectively. The most common covariance kernel is the square exponential kernel K se , which depends only on the physical distance between two points. The square exponential covariance between two points is given by Equation (11a), where σ 2 is the variance and l i for i ∈ {1, 2, 3} are the length scales in each of the three spatial coordinate directions. With this choice of kernel, Equation (10) becomes
where δ K i,j is the Kronecker delta.
Boundary Conditions on Gaussian Processes
When enforcing Dirichlet, Neumann, and mixed boundary conditions there are several simplifications to the process described in Section 2.1. In Equation (8) assumed to satisfy the boundary conditions, and the difference between the observed value and the baseline value at the boundaries is then zero, i.e. y − t = 0. With these simplifications Equation (9) becomes
Equation (12) shows that only the covariance needs to be updated for enforcing boundary conditions and the mean is unchanged.
Periodic boundary conditions are also very common in computational physics, where they are used in modeling problems with certain types of symmetry. Periodic boundary conditions cannot be implemented through the modifications presented in Section 2.1, instead they can be implemented by choice of covariance kernel K. For instance, if the problem is periodic in the direction x 1 , a mixed kernel can be used with periodic covariance in direction x 1 and square exponential in the other two directions as
where p is the periodicity. In order for the length scale in the periodic direction l per to have a similar effect as a length scale l se in the square exponential kernel, it is chosen as
Constraints on Functions of Gaussian Processes
If the latent field is described by a function of a Gaussian process (Equation (6)), the constraints on the latent field need to be mapped to constraints on the Gaussian process. The function G(δ)
is assumed to be invertible and differentiable. If the value of the latent field at some point x m is known to be τ m = y val , the corresponding value for the Gaussian process at that point is
Similarly, if a derivative in direction x i of the latent field at some point x m is known to be (∂τ /∂x i ) m = y der , the corresponding constraints on the Gaussian process is
where δ
However, Equation (15) The lognormal process (G = log) is useful in problems where the physical latent field must be non-negative. If the process is lognormal then it has the form in Equation (4), and Equations (14) and (15) become
and
respectively. In general the derivative constraint still has infinite solutions and requires both the value and slope of the process to be defined at that point. There is however a unique solution for the special case of zero-gradient constraint, which is by far the most common derivative constraint in fluid mechanics. In this case y der = 0 and Equation (17) becomes
One issue with the lognormal process is that it is singular when the field has a zero-value condition, i.e. y val = 0 in Equation (16), and the common case of a zero-valued Dirichlet boundary is explored here in more detail. The problem could be addressed numerically by having the baseline solution have small value at the boundary. However, this would still cause the value of the Gaussian process δ in Equation (16) to be very large, albeit finite. This is also a problem for incorporating internal observations near such boundaries, where the baseline solution is close to zero. In such a case, a small difference between known values and the baseline solution corresponds to a large magnitude of the Gaussian process, approaching infinity as the baseline solution approaches zero.
This is most obvious when the normalization in Equation (4) is made explicit and the baseline is used for normalization. This gives
which emphasizes the multiplicative nature of the lognormal formulation. At a location where the baseline τ is close to zero, even a slightly different value of the latent field τ would require a large value of the Gaussian process δ. To address this singularity at the boundary we use the formulation in Equation (19) and take the baseline solution to satisfy the boundary condition. In this case the value of the observation y * val = y val / τ = 1 and Equation (16) becomes
for boundaries with zero-value Dirichlet conditions. Internal observations in the vicinity such boundaries should still be avoided. Another consequence of this singularity and the representation in Equation (19) is that since the baseline solution is already close to zero near the boundary, the boundary condition is enforced without need to modify the covariance. Here, however we do enforce the appropriate condition, Equation (20), at such boundaries. In summary, when using a lognormal distribution as in Equation (19) a zero-valued Dirichlet condition on the latent field implies the following:
(a) no internal observations of the latent field should be enforced near the boundary, (b) the equivalent boundary condition for the Gaussian process is as in Equation (20), however (c) the boundary condition is defacto enforced with no need to modify the covariance matrix.
Results
Two fluid flow problems are used as test cases: flow through a channel and flow over periodic hills. The latent field in both cases is the eddy viscosity, which has a positivity requirement and therefore a lognormal process is used to represent it. In Section 3.2 we perform an a priori study to highlight the methodology. The boundary conditions are enforced for both cases and an internal observation is enforced in the periodic hills case. In Section 3.3 Bayesian inversion is performed on both cases using sparse observations.
Test Cases
Two test cases are used to showcase the methodology. In both cases we solve the steady, incompressible, Reynolds-averaged Navier-Stokes (RANS) equations describing the mean properties of fluid flows. The linear eddy viscosity approximation is used to represent the Reynolds stress tensor field with a single scalar field, the eddy viscosity field. The RANS equations are then
and correspond to the model in Equations (1) and (2), where the output fields (u) are the components of velocity (U i ) and a pseudo pressure term (p) and the latent field is the eddy viscosity (ν t ).
The indices i and j refer to spatial direction, e.g. i, j ∈ {1, 2} for a two-dimensional problem. The The discrepancy in (d) is normalized based on the standard deviation of the prior distribution at each cell.
field. The wall boundary condition translates to different requirements for different fields. The velocities U 1 and U 2 are zero at the wall while the pressure has zero gradient normal to the wall.
The wall imposes a zero-value Dirichlet condition on the eddy viscosity field since the Reynolds stresses are zero at the wall and the velocity gradient is not necessarily zero. The eddy viscosity has a positivity constraint, and this is enforced by modeling it as a lognormal process as in Equation (4).
The boundary conditions are therefore not implemented directly as described in Section 2.2 but with the modifications described in Section 2.3. requires choosing a turbulence model for the eddy viscosity. Different turbulence models were chosen to create baseline and synthetic truth solutions that were sufficiently different to illustrate the methodology, and these are summarized in Table 1 . For the channel case the Spalart-Allmaras [37] and k-ε [38] turbulence models are used for creating the baseline and synthetic truth solutions, respectively. For the periodic hills case the k-ω turbulence model [39] is used for both the baseline and synthetic truth solutions, but the coefficient c µ is modified to c µ = 0.45 for the latter instead of its standard value of 0.09. The synthetic observations are obtained by taking a realization of a multivariate normal distribution with mean equal to the synthetic truth and with assumed uncorrelated errors.
The baseline solution, synthetic truth, and logarithm of the multiplicative discrepancy are shown in Figure 1 for the channel case and Figure 2 for the periodic hills. The baseline solutions are used for the formulation in Equation (19) and the logarithm of the multiplicative discrepancy is the value of the Gaussian process δ * that needs to be inferred. Note that the baseline solutions satisfy all boundary conditions. As discussed in Section 2.3, the lognormal formulation has singularities whenever the baseline solution is zero, as is the case on walls on both test cases. This can be seen in the large values for the discrepancies for both cases. Because of this we will avoid making observations near the singularities, which would drive the entire inferred field to an unrealistic solution. The inferred solutions are presented in Section 3.3, as well as quantitative measures of the discrepancies. To quantify the discrepancy ∆ θ between a field θ and the true field θ * we use
where · denotes the L 2 -norm of the field. 
Baseline Truth
Channel Spalart-Allmaras k-ε
Hills standard k-ω k-ω with c µ = 0.045
Enforcing Boundary Conditions and Internal Observations
This section presents the a priori results of enforcing boundary conditions and internal observations. Section 3.2.1 presents the results of enforcing boundary conditions on the channel case. shown that all realizations of the modified fields satisfy the boundary conditions and the internal observations.
Boundary Conditions -Channel
For the channel case the eddy viscosity has (1) a zero-value Dirichlet condition at the wall, (2) a zero-gradient Neumann condition at the symmetry plane, and (3) a periodic boundary condition in the flow direction. The boundary conditions are enforced by modifying the covariance of the Gaussian process δ * in Equation (19) . In general, the Dirichlet boundary condition at the wall requires the value of the Gaussian process δ * to be zero at the boundary. As discussed in Section 2.3 it is not necessary to enforce this condition but we still chose to do so. The zero-gradient Neumann condition at the symmetry plane requires that the gradient of δ * normal to the symmetry plane be zero. The periodic boundary condition is implicitly enforced since there is a single cell in the direction of periodicity.
The original covariance matrix consists of a square exponential kernel with variance σ 2 = 0.01 and length scale l 2 = 0.1H. This is then modified to enforce the Dirichlet and Neumann boundary conditions, by using Equation (12) . The original (square exponential) and modified covariance matrices are shown in Figures 3a and 3b is enforced, there is strong covariance with the immediate neighbors and a quick decrease as you move further away. Since the baseline solution has zero gradient at this boundary, this ensures that the gradient of any realization is also zero at the boundary.
As discussed earlier, ensuring that the KL modes satisfy their corresponding conditions is enough to ensure that any realization of the latent field satisfies the boundary conditions. The original and modified covariances require 10 and 9 modes respectively to capture 99% of the variance. These number of modes are used for the truncation. Figures 3c and 3d show the first five modes using the original and modified covariance matrices, respectively. It can be seen that the modified covariance does enforces zero gradients on the modes whereas the original covariance does not, as expected.
While it was shown that this condition is sufficient to ensure the realizations of eddy viscosity satisfy the zero gradient boundary conditions, it is helpful to actually visualize this. The realizations are created as in Equation (7) using the truncated modes. Figures 3e and 3f show created realizations using the original and modified covariance matrices, respectively. It can be seen that the gradient at the symmetry plane is zero for all realizations when using the modified covariance matrix, but is not the case when using the original covariance matrix.
Boundary Conditions -Periodic Hills
For the periodic hills case the eddy viscosity has a periodic boundary condition in the direction of the flow and zero-value Dirichlet conditions at the top and bottom walls. The periodic boundary condition is enforced by making the covariance kernel periodic in the x 1 direction, as in Equation (13) , with periodicity of 9H. Making δ periodic ensures that the eddy viscosity is also periodic with the same periodicity. The Dirichlet condition is enforced on the bottom and top walls using Equation (12) . Again, it is not necessary to enforce this condition but we still chose to do so.
The original and modified covariance matrices are constructed as before, using σ = 1.0 and l 1 = l 2 = 0.25H. Since this case is two-dimensional the covariance matrix is difficult to interpret and depends on the cell ordering. Instead, Figures 4a and 4b show the covariance at a selected point for the original and modified covariance matrices, respectively. The modified covariance can be seen to be periodic and the covariance with the wall is zero, as expected. Note that the plotted results are shown with the first half of the simulation domain shifted behind the second half to highlight when the periodicity constraint is met.
Ensuring that the KL modes satisfy their corresponding conditions is enough to ensure that any realization of the latent field satisfies the boundary conditions. Figures 4c and 4d 
Internal Observations -Periodic Hills
As a last test case the observed value of the eddy viscosity at an internal point is enforced in the periodic hills case. The observation is made at (x 1 /H, x 2 /H) = (8.5, 2.5) and the true value of the eddy viscosity ν t = 0.000795 is used. The observation is considered exact with no observation error. The mean and covariance are modified using Equation (9) . The modified baseline eddy viscosity is shown in Figure 5a for the cross-section x 1 = 8.5 passing through the observation point.
The modified baseline now satisfies the observation value. The first five KL modes for the modified covariance are shown in Figure 5b for the same cross-section, and can all be seen to have a value of zero at the observation location. Figure 5c shows ten realizations of the eddy viscosity field at the same cross section. All realizations satisfy the internal observation, as desired.
Bayesian Inversion
The inverse problem was solved for both the channel case and the periodic hills case using For the channel case two observations of velocity are used at locations x 2 /H = 0.1, 0.8. The inversion was done twice using both the original covariance matrix and the modified covariance matrix that enforces the boundary conditions. The inferred streamwise velocity and eddy viscosity fields for both cases are shown in Figure 6 , and the discrepancies are presented in Table 2 . In both cases the velocity is improved nearly everywhere. However, the predicted eddy viscosity does not show the same level of improvement over the baseline solution, and are actually significantly worst when considering the qualitative shape. The good match between velocities in spite of the mismatch in eddy viscosity is due to the ill-posedness of the problem, i.e. the same velocity field can come from different eddy viscosity fields. This situation has been common in previous research. Although at first the two inferred eddy viscosities might seem similarly wrong, the inferred eddy viscosity using the modified covariance matrix satisfies not only the positivity constraint but all boundary conditions. This is not the case for the inferred eddy viscosity using the original covariance matrix.
This can be seen at the symmetry plane location (x 2 /H = 1) where the inferred eddy viscosity has zero gradient when using the modified covariance but not when using the original covariance. This means that the inferred eddy viscosity using the modified covariance lies within a smaller subspace of possible solutions that includes more of the physics. The inferred field could be further improved by using regularization to enforce expected qualities such as smoothness, but it should be noted that the boundary conditions are hard physical constraints that should be enforced regardless of any additional regularization.
For the periodic hills case a single observation of velocity was used at location (x 1 /H, x 2 /H) = (8.5, 2.5). The inferred eddy viscosity field is shown in Figure 7c and profiles of both the inferred eddy viscosity and the propagated velocity are shown in Figures 7a and 7b , respectively. The discrepancy of the baseline and inferred fields with the truth, using Equation (22), are presented in Table 3 . Again the results show improvements in the predicted velocity nearly everywhere but Figure 2 but the result has a maximum of 267. The velocity can be seen to improve in the entire field, and the eddy viscosity can be seen to satisfy all boundary conditions (zero slip at walls and periodicity along x1). 
Conclusions
Problems in computational physics often consist of a forward model that solves a set of partial differential equations and associated boundary conditions for the output fields of interest. The forward model typically has latent physical fields that need to be estimated. For instance, the Reynolds-averaged Navier-Stokes equations describing the mean velocities and pressure of fluid flows contain the unclosed Reynolds stress field. In the inverse problem these latent fields can be treated as model parameters to be inferred. The inverse problem then consists of inferring these latent fields from sparse observations of the output fields. As is the case with the Reynolds stress, these latent fields often have clear physical meaning and constraints. However, the inherent illposedness of inverse problems means that numerous possible latent fields can result in improvements in the fields of interest and agreement with observations. Since the focus is usually on the fields of interest, improvements have often been obtained with unphysical latent fields. Particularly, the boundary conditions on these physical latent fields have been often ignored.
In this paper we demonstrate how to enforce known boundary conditions on the latent fields in Bayesian inversion of physical fields. This is done by appropriate choice of the statistical model used to represent the random latent fields. While this does not necessarily result in the true latent field (i.e. the problem is still ill-possed) it does ensure the inferred latent fields satisfy these important physical constraints. In particular, we start with a choice of statistical model consisting of a Gaussian process or a function of a Gaussian process with an initial covariance matrix and modify this matrix in a way that ensures all realizations of the field satisfy the boundary conditions. We demonstrate how to enforce Dirichlet, Neumann, and mixed boundary conditions in this fashion.
Particular attention is given to the lognormal process which is a common choice of statistical model for scalar fields with positivity constraint. Some idiosincracies of the lognormal model are explored, particularly the implications of the singularity at boundaries with zero-value Dirichlet conditions.
One consequence of this singularity is that observations should be avoided at locations near such boundaries. Additionally we demonstrate how to enforce periodic boundary conditions by choice of the initial covariance kernel and how to enforce internal observations of the latent field by modifying not just the covariance but also the mean of the Gaussian process.
As a test case, an iterative ensemble Kalman method was used as the Bayesian framework, and the Reynolds-averaged Navier-Stokes equations describing the mean velocity and pressure of fluid flows were used as the forward model. The inverse problem was solved for the eddy viscosity field from sparse observations of the velocity. The method was tested on two different flows: a onedimensional channel flow and two-dimensional flow over periodic hills. The results were compared to Bayesian inversion using the initial unmodified covariance, which does not enforce the boundary conditions. This comparison shows that the method is successful in enforcing boundary conditions on the inferred latent field while still resulting in similar improvements on the fields of interest and similar agreement with observations.
Appendix A. Framework for Bayesian Field Inversion
This appendix presents a summary of the Bayesian field inversion framework used in this paper.
The framework is adopted from Xiao et al. [5] and is based on the iterative ensemble Kalman method developed by Iglesias et al. [9] . Ensemble methods are used in practice to avoid calculating the derivatives (e.g. via adjoint methods) of complex computational physical models and use a finite number of samples to represent the distribution of stochastic fields. The ensemble Kalman method is presented first followed by the iterative ensemble Kalman method used in this work.
In the ensemble Kalman method the distribution for the state vector ω describing the field is represented by a finite number of N samples. The samples of the prior distribution are denoted ω (j) for j ∈ {1, 2, ..., N }. The observations consist of observation values d and observation error R (covariance matrix). The distribution representing the observations is also represented using N samples d (j) for j ∈ {1, 2, ..., N } obtained from the multivariate Gaussian distribution N (d, R) .
The operator H is the general mapping from state space to observation space and is linearized as with ω (j) 0 =ω (j) , where the subscript (n) indicates the iteration step. The Kalman gain at each iteration is given as
where a tilde indicates mean subtracted values, i.e. ω (n) = ω (n) − ω (n) H(ω) (n) = H(ω) (n) − H (ω) (n) , and the operator H operating on a matrix is the matrix of H operating on each column. Note that each iteration requires N evaluations of the model. One disadvantage of this framework is the collapse of the sample variance, which results in an accurate posterior mean but loses any information on the posterior variance.
