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Motivated by recent experiments on β−Li2IrO3 [1], we study the phase diagram of the Heisenberg-Kitaev
model on a three dimensional lattice of tri-coordinated Ir4+, dubbed the hyper-honeycomb lattice by Takagi
et. al. The lattice geometry of this material, along with Ir4+ ions carrying Jeﬀ = 1/2 moments, suggests
that the Heisenberg-Kitaev model may effectively capture the low energy spin-physics of the system in the
strong-coupling limit. Using a combination of semiclassical analysis, exact solution and slave-fermion mean
field theory, we find, in addition to the spin-liquid, four different magnetically ordered phases depending on the
parameter regime. All four magnetic phases–the Ne´el, the polarized ferromagnet, the skew-stripy and the skew-
zig-zag, have collinear spin ordering. The three dimensional Z2 spin liquid, which extends over an extended
parameter regime around the exactly solvable Kitaev point, has a gapless Majorana mode with a deformed
Fermi-circle (co-dimensions, dc = 2). We discuss the effect of the magnetic field and finite temperature on
different phases that may be relevant for future experiments.
I. INTRODUCTION
Recent studies show that 5d transition metal (Ir=iridium,
osmium) oxides,2–10 with large spin-orbit coupling, are
promising candidates for realizing a number of previously un-
known electronic phases of matter11–16 as well as providing
concrete material systems that may harbour some of the so far
theoretically studied novel quantum phases of electrons.17,18
To this latter category belongs the now well-known Kitaev
model.18 Originally proposed on a honeycomb lattice, the Ki-
taev model is an exactly solvable spin-1/2 Hamiltonian that
has a quantum spin-liquid ground state. Subsequent studies
found similar exactly solvable spin models on several other
two and three dimensional lattices.19–23
In an interesting work by Jackeli et al.24, it was pointed out
that in presence of strong SO coupling, spin Hamiltonians of
the kind proposed by Kitaev (quantum compass models) can
be realized in certain 5d transition metal oxide Mott insula-
tors with coordination number z = 3. While the almost si-
multaneous discovery of two honeycomb iridium oxide Mott
insulators (Na2IrO32 and Li2IrO33) have lead to a thorough in-
vestigation of these Hamiltonians on honeycomb lattice, there
are other tri-coordinated lattices in both two and three spa-
tial dimensions, where similar physics may become relevant
in context of materials.
In this work, we study such a three dimensional Ir based
Mott insulator where the magnetism may be correctly de-
scribed by a generalized quantum compass Hamiltonian. Our
work is directly motivated by the recent experiments by H.
Takagi et al.1 on β-Li2IrO3. In this material, the Ir4+ ions,
carrying Jeﬀ = 1/2 moments, sit on a three dimensional
network that has been dubbed as a hyper-honeycomb lattice
(face-centred-orthorhombic lattice with a 4-site unit cell) by
Takagi et al.1 (Fig. 1). Since each Ir site has three Ir neigh-
bours and is surrounded by an oxygen octahedron (see below),
we find that a spin-1/2 quantum compass model captures the
low energy spin physics of this system in the strong coupling
limit (with localized moments).
This is particularly interesting and our study shows that on
FIG. 1. (color online) The tri-coordinated orthorhombic lattice. The
orthorhombic unit cell is outlined in gray. The primitive unit cell
contains four Ir atoms colored yellow and are labeled from 1 to 4.
The ten blue sites show the smallest closed loop on this lattice. These
sites are labeled from a to j. All the other Ir atoms are colored gray.
The primitive vectors for the 4-site unit cell are given by ai. For the
Kitaev interactions, the red bonds refer to SxSx, the green to SySy ,
and the blue to SzSz interactions respectively. The orientation of the
global x, y, z coordinates are shown in the bottom right.
the present lattice the above Hamiltonian allows, apart from
fourmagnetically ordered phases, a quantum spin liquid phase
over an extended part of the phase diagram. This spin liq-
uid is adiabatically connected to the exactly solvable ground
state of the Kitaev model. We use a combination of semi-
classical analysis (Luttinger-Tisza approximation with zero
point corrections from spin-waves), exact solution and slave-
fermion mean field theory to find the details of the phase di-
agram over the entire parameter regime. We find that all the
magnetic phases, namely, the Ne´el, the polarized ferromag-
net, the skew-stripy (Fig. 4) and the skew-zig-zag (Fig. 8),
have collinear spin ordering. The last two phases (see be-
low) have interesting similarities and important differences
with their two dimensional counterparts obtained on the hon-
eycomb lattice.24,25 The spin liquid, on the other hand, is a
three dimensional Z2 spin liquid, with a gapless Majorana
spinon mode. The Majorana spinon has gapless line nodes
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with their two dimensional counterparts obtained on the hon-
eycomb lattice.24,25 The spin liquid, on the other hand, is a
three dimensional Z2 spin liquid, with a gapless Majorana
spinon mode. The Majorana spinon has gapless line nodes
AF ordering (no net magnetization) 
in zero magnetic field
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(jeff = 1/2) bands in (a). (d) jeff = 1/2 tight-binding model with
the parameter in Eq. (17). In the above plots, the Fermi level is at
0 eV , the DFT bands are plotted in blue, the tight-binding t2g bands
in green, and the tight-binding jeff = 1/2 bands in red. Each band is
doubly degenerate due to time-reversal and inversion symmetry.
  jeff = 1/2jeff = 3/2
-1.5 -1 -0.5 0
eV
FIG. 5. (Color online) Density of states for the DFT band structure
in Fig. 4 (a). The density of states is projected into the jeff = 1/2
(red) and jeff = 3/2 (blue) orbital sectors.
energy electronic degrees of freedom can be adequately de-
scribed by jeff = 1/2 orbitals. In turn, this lends credence
to our use of the jeff = 1/2 tight-binding model in the previ-
ous sections when modeling Ir-based hyperhoneycomb com-
pounds.
Next, we fit the t2g model in Eq. (10) to the DFT results
by adjusting the Slater-Koster parameters. Figure 4 (b) shows
the resulting electronic bands of the t2g model, which has fol-
lowing hopping parameters:
tσ = −0.4574 eV, tπ = 0.6098 eV,
tδ = −0.0041 eV, toxy = 0.1155 eV. (16)
In our fitting process, we adopted λ = 0.5797 eV from
Ref. 32 and adjusted the other parameters, tσ, tπ, tδ, and
toxy . The tight-binding model reproduces two overall features
found in the DFT computation: (1) well-separated jeff = 1/2
(top four) and jeff = 3/2 (bottom eight) bands and (2) a semi-
metallic phase, albeit with pockets at different positions from
those found in the DFT. However, quantitative details like
correct band curvatures and energy values are not recovered
within our model, indicating that further neighbor hopping
amplitudes are required for a quantitatively better fit. Accord-
ing to our Wannier function analysis within DFT,33 it is nec-
essary to include up to fourth-nearest-neighbor hopping am-
plitudes in the tight-binding model to recover the quantitative
features of the DFT band structure, thus we should take our
tight-binding fit as a “loose” fit that aims not to replicate ex-
act details but to reproduce qualitative features of the DFT re-
sults. Among the hopping amplitudes up to the fourth-nearest-
neighbors, the 1NN hopping amplitudes have the largest mag-
nitudes and determine the overall behavior of the band struc-
ture while further neighbor hopping amplitudes, which have
relatively small magnitudes, are responsible for detailed struc-
tures. This justifies the calculations in the previous section
where we have only taken the 1NN hopping amplitude in the
t2g Hamiltonian to be non-zero.
By mapping the t2g model obtained from the fitting proce-
dure to the effective jeff = 1/2 model in Eq. (13), we arrive
at the following values for the hopping amplitudes via the re-
lations given in Eq. (15):
txy,z = 0.1744 eV,
t2NN = −0.1150 eV,
vKM = −0.1331 eV,
v￿ = −0.0222 eV,
(17)
which corresponds to a point in the metallic region of Fig. 3,
with t22NN + v
2
￿ > 0.5
2. The band structure of the resulting
jeff = 1/2 model is plotted in Fig. 4 (d) for comparison with
the band structures of the t2g model and DFT results.
This concludes our discussions on the electronic struc-
ture. Below we shall investigate the effect of correlations in
stabilizing magnetic ordering in the intermediate correlation
regime.
VII. MAGNETIC ORDER AT INTERMEDIATE
COUPLING
In several iridate compounds where the 5d5 iridium ions
are octahedrally-coordinated with oxygen ions, magnetic or-
dering often occur at the iridium sites due to short-ranged
electronic correlations.6 As correlations are increased, the sys-
tem changes from a paramagnetic metal to a magnetically or-
dered metal which at higher correlations becomes an insula-
tor. In certain instances, the magnetic ordering and the metal-
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assumption of the separation of the jeff = 1/2 and jeff = 3/2
bands in that limit.
III. SYMMETRY-ALLOWED TIGHT-BINDING MODEL
Using various symmetries of the lattice discussed above, we
can write down the generic tight-binding model for the jeff =
1/2 electrons on the hyperhoneycomb lattice. The general
hopping Hamiltonian is given by:
Htb =
￿
ij
c†ihijcj (1)
with
hij = tijI+ ivij · σ (2)
where c†i = (c
†
i↑, c
†
i↓) are the creation operators in the jeff =
1/2 basis at site i, ￿σ = (σx,σy,σz) are the Pauli matrices,
and I is the 2× 2 identity matrix. tij and vij denote the scalar
and the spin-flip hopping respectively.25
Below, we determine the hopping Hamiltonian up to second
nearest-neighbor (2NN). A more microscopic approach based
on Slater-Koster parameters including various hopping paths
and its connection to the symmetry-allowed hopping parame-
ters is presented in Sec. V.
A. Nearest-neighbor
At the nearest-neighbor level (1NN), as noted earlier, there
are two symmetry-inequivalent sets of bonds to consider: the
x/y-bonds and the z-bonds . The symmetry-allowed 1NN
tight-binding hopping matrix Eq. (2) can be written as
h1NNx/y = txyI (3)
for the x/y bonds and
h1NNz = t
1NN
z I+ iv1NNz · σ (4)
for the z bonds. The absence of spin-dependent vector hop-
ping amplitudes on the x- and y-bonds is due to inversion
symmetry at their bond centers. Each z-bond, on the other
hand, has three C2 axes passing through its bond center,
which constrains the spin-dependent vector hopping ampli-
tudes to point in the ± (xˆ+ yˆ) direction. We use the con-
vention vˆ(12)z = (1, 1, 0)/
√
2 and, by symmetry, vˆ(34)z =
−(1, 1, 0)/√2, where the superscripts indicate sublattice in-
dices that are involved in the particular z-bond.
We note that in the purely 1NN model, the spin-dependent
vector hopping amplitude on the z-bonds can be eliminated
by a sublattice-dependent basis transformation. To see this,
we re-write the z-bond hopping amplitudes Eq. (4) as
h1NNz =
￿
(t1NNz )
2 + |v1NNz |2eiθvˆij ·￿σ. (5)
0 0.5 ∞
band insulator metal
txy/tz
FIG. 2. (Color online) Phase diagram for the strictly nearest-
neighbor hopping Hamiltonian. The band insulator is topologically
trivial and the metal has a closed one-dimensional line-node forming
the Fermi surface.
where, tan θ = |v1NNz |/t1NNz . Rotating the jeff = 1/2 elec-
trons on sublattices 2 and 3, for example, by exp (−iθvˆz · ￿σ)
would render hopping amplitudes on the z-bonds diagonal in
jeff = 1/2 pseudo-spin space without affecting the form of the
hopping on the x- and y-bonds which are already diagonal in
the pseudo-spin indices.
In other words, the generic symmetry-allowed 1NN jeff =
1/2 tight-binding model on the hyperhoneycomb can always
be written in a SU(2)-invariant form (in pseudo-spin space)
with the appropriate choice of basis. Immediately, we con-
clude that the generic band structure is particle-hole sym-
metric because the model is bipartite (see end of Sec. III B
and Appendix C for general discussion on particle-hole sym-
metry). In addition, all band insulators obtained from this
1NN model would be topologically trivial and a topologi-
cally non-trivial band insulator cannot be realized with 1NN
bonds alone. This is shown in the phase diagram (Fig. 2) of
the 1NN tight-binding model at half-filling as a function of
txy/tz .26 The phase diagram contains a trivial band insulator
and a metal. In the limit where txy = 0, the hyperhoneycomb
lattice reduces to independent dimers which is a topologically
trivial insulating state with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band structure remains gapped. At
2txy = tz , band-touching occurs at the Γ-point. The disper-
sion along the Γ-Z direction is linear near the band-touching,
while it is quadratic in the Γ-X and Γ-Y directions. As txy
increases such that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becomes a closed line-
node in the Γ-X-A1-Y -plane of the Brillouin zone. This is an
interesting feature of the strictly 1NN model that the metal
has a one-dimensional Fermi surface, i.e. a closed Fermi
line-node, instead of a regular two-dimensional Fermi surface.
However, this is not protected by symmetries and we shall find
this line-node is generally destroyed by further neighbor hop-
ping terms.
As described in Sec. V, starting with the t2g hopping
Hamiltonian on the ideal hyperhoneycomb lattice and taking
the strong SOC limit, we find that, to the lowest order, the re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. This falls in the metallic regime in the phase dia-
gram shown in Fig. 2. Here we point out that when distortions
are accounted for and/or higher order terms are included in the
perturbative series, txy and tz would be in general different
and θ may be finite.
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1NN model would be topologically trivial and a topologi-
cally non-trivial band insulator cannot be realized with 1NN
bonds alone. This is shown in the phase diagram (Fig. 2) of
the 1NN tight-binding model at half-filling as a function of
txy/tz .26 The phase diagram contains a trivial band insulator
and a metal. In the limit where txy = 0, the hyperhoneycomb
lattice reduces to independent dimers which is a topologically
trivial insulating state with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band structure remains gapped. At
2txy = tz , band-touching occurs at the Γ-point. The disper-
sion along the Γ-Z direction is linear near the band-touching,
while it is quadratic in the Γ-X and Γ-Y directions. As txy
increases such that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becomes a closed line-
node in the Γ-X-A1-Y -plane of the Brillouin zone. This is an
interesting feature of the strictly 1NN model that the metal
has a one-dimensional Fermi surface, i.e. a closed Fermi
line-node, instead of a regular two-dimensional Fermi surface.
However, this is not protected by symmetries and we shall find
this line-node is generally destroyed by further neighbor hop-
ping terms.
As described in Sec. V, starting with the t2g hopping
Hamiltonian on the ideal hyperhoneycomb lattice and taking
the strong SOC limit, we find that, to the lowest order, the re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. This falls in the metallic regime in the phase dia-
gram shown i Fig. 2. Here we point out that when distortions
are account d for and/or higher order terms are included in the
perturbative series, txy and tz would be in general different
and θ may be finite.
3
assumption of the separation of the jeff = 1/2 and jeff = 3/2
bands in that limit.
III. SYMMETRY-ALLOWED TIGHT-BINDING MODEL
Using various symmetries of the lattice discussed above, we
can write down the generic tight-binding model for the jeff =
1/2 electro s on the h perhon ycomb l tti e. The g neral
hopping Hamiltonia is given by:
Htb =
￿
ij
c†ihijcj (1)
with
hij = tijI+ ivij · σ (2)
where c†i = (c
†
i↑, c
†
i↓) are the creation operators in the jeff =
1/2 basis at site i, ￿σ = (σx,σy,σz) are the Pauli matrices,
and I is the 2× 2 identity mat ix. tij and vij denote the scalar
and the spin-flip hopping respectively.25
Below, we determine the hopping Hamiltonian up to second
nearest-neighbor (2NN). A more microscopic approach based
on Slater-Koster parameters including various hopping paths
and its connection to the symmetry-allowed hopping parame-
ters is presented in S c. V.
A. Nearest-neighbor
At the nearest-neighbor lev l (1NN), as not d earlier, there
are two symmetry-inequivalent sets of bonds to co sider: the
x/y-bonds and the z-bonds . The symmetry-allowed 1NN
tight-binding hopping matrix Eq. (2) can be writt n as
h1NNx/y = txyI (3)
for the x/y bonds and
h1NNz = t
1NN
z I+ iv1NNz · σ (4)
for the z bonds. The absence of spin-de ndent vector hop-
ping amplitudes on the x- and y-bonds is due to inversion
symmetry at their bond centers. Each z-bond, on the other
hand, has three C2 axes passing thro gh its bond center,
which constrains the spin-depend nt vector hopping ampli-
tudes to point in the ± (xˆ+ yˆ) direction. We us the con-
vention vˆ(12)z = (1, 1, 0)/
√
2 a d, by symmetry, vˆ(34)z =
−(1, 1, 0)/√2, where the superscripts indicate sublattice in-
dices that are involved in the particular z-bond.
We note that in the purely 1NN model, the spin-dependent
vector hopping amplitude on the z-bonds can be eliminated
by a sublattice-dependent basis transformation. To see this,
we re-write the z-bond hopping amplitudes Eq. (4) as
h1NNz =
￿
(t1NNz )
2 + |v1NNz |2eiθvˆij ·￿σ. (5)
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FIG. 2. (Color online) Phase diagram for the strictly nearest-
neighbor hopping Hamiltonian. The band insulator is topologically
trivial and the metal has a closed one-dimensional line-node forming
the Fermi surface.
where, tan θ = |v1NNz |/t1NNz . Rotating the jeff = 1/2 elec-
trons on sublattices 2 and 3, for example, by exp (−iθvˆz · ￿σ)
would render hopping amplitudes on the z-bonds diagonal in
jeff = 1/2 pseudo-spin space without affecting the form of the
hopping on the x- and y-bonds which are already diagonal in
the pseudo-spin indices.
In other words, the generic symmetry-allowed 1NN jeff =
1/2 tight-bind ng model on the hyperhoneycomb can always
b written in SU(2)-invariant form (in pseudo-spin space)
with the appropriate choice of basis. Immediately, we con-
clude that the gener c band structure is particle-hole sym-
metric because the model is bipartite (see end of Sec. III B
and Appendix C for general discussion on particle-hole sym-
metry). In addition, all band insulators obtained from this
1NN model would be topologically trivial and a topologi-
cally non-trivial band insulator cannot be realized with 1NN
bonds alone. This is shown in the phase diagram (Fig. 2) of
the 1NN tig t-binding model at half-filling as a function of
txy/tz .26 The phase diagram contains a trivial band insulator
and a metal. In the li it where txy = 0, the hyperhoneycomb
lattice reduces t independent dimers which is a topologically
insul ting state with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band structure remains gapped. At
2txy = tz , band-touching occurs at the Γ-point. The disper-
sion along the Γ-Z direction is linear near the band-touching,
while it is quadratic in the Γ-X and Γ-Y directions. As txy
incr ases such that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becomes a closed line-
n de in the Γ-X-A1-Y -plane of the Brillouin zone. This is an
interesting fe ture of he strictly 1NN model that the metal
has a o e-dimensional Fermi surface, i.e. a closed Fermi
line-node, instead of a regular two-dimensional Fermi surface.
Howev r, this is not protected by symmetries and we shall find
this line-node is generally destroyed by further neighbor hop-
ping terms.
As described in Sec. V, starting with the t2g hopping
Hamiltonian on th ideal hyperhoneycomb lattice and taking
the strong SOC limit, we find that, to the lowest order, the re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. T is falls in the metallic regime in the phase dia-
gram shown in Fig. 2. Here we point out that when distortions
are accounted for and/or higher order terms are included in the
per urbative series, txy and tz would be in general different
and θ may be finite.
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with
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and I is the 2× 2 identity matrix. tij and vij denote the scalar
and the spin-flip hopping respectively.25
Below, we determine the hopping Hamiltonian up to second
nearest-neighbor (2NN). A more microscopic approach based
on Slater-Koster parameters including various hopping paths
and its connection to the symmetry-allowed hopping parame-
ters is presented in Sec. V.
A. Nearest-neighbor
At the nearest-neighbor level (1NN), as noted earlier, there
are two symmetry-inequivalent sets of bonds to consider: the
x/y-bonds and the z-bonds . The symmetry-allow d 1NN
tight-binding hopping matrix Eq. (2) can be written as
h1NNx/y = txyI (3)
for the x/y bonds and
h1NNz = t
1NN
z I+ iv1NNz · σ (4)
for the z bonds. The absence of spin-d pendent vector hop-
ping amplitudes on the x- and y-bonds is due to inversion
symmetry at their bond centers. Each z-bond, on the other
hand, has t ree C2 axes passing through its bond center,
which constrains the spin-dependent vector hopping ampli-
tudes to point in the ± (xˆ+ yˆ) direction. We use the con-
vention vˆ(12)z = (1, 1, 0)/
√
2 and, by symmetry, vˆ(34)z =
−(1, 1, 0)/√2, where the superscripts indicate sublattice in-
dices that are involved in the particular z-bond.
We note that in the purely 1NN model, the spin-dependent
vector hopping amplitude on the z-bonds can be eliminated
by a sublattice-dependent basis transformation. To see this,
we re-write the z-bond hopping amplitudes Eq. (4) as
h1NNz =
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neighbor hopping Hamiltonian. The band insulator is topologically
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where, tan θ = |v1NNz |/t1NNz . Rotating the jeff = 1/2 elec-
trons on sublattices 2 and 3, for example, by exp (−iθvˆz · ￿σ)
would render hopping amplitudes on the z-bonds diagonal in
jeff = 1/2 pseudo-spin space without affecting the form of the
hopping on the x- and y-bonds which are already diagonal in
the pseudo-spin indices.
In other words, the generic symmetry-allowed 1NN jeff =
1/2 tight-binding model on the hyperhoneycomb can alw ys
be written in a SU(2)-invariant form (in pseudo-spin spac )
with the appropriate choice of basis. Immediately, we con-
clude that the generic band structure is particle-hole sym-
metric because the model is bipartite (see end of Sec. III B
and Appendix C for general discussion on particle-hole sym-
metry). In addition, all band insulators obtained from this
1NN model would be topologically trivial and a topologi-
cally non-trivial band insulator cann t be re lized with 1NN
bonds alone. This is shown in the phase iagram (Fig. 2) of
the 1NN tight-binding model at half-filling as a function of
txy/tz .26 The phase diagram contains a trivial band insulator
and a metal. In the limit where txy = 0, the hyperhoneycomb
lattic reduces to ind pendent dimers which is a topologically
trivial insul ting st te with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band structure remains gapped. At
2txy = tz , band-touching occurs at the Γ-point. The disper-
sion along the Γ-Z direction is linear near the band-touching,
while it is quadratic in the Γ-X and Γ-Y directions. As txy
increases such that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becom s closed line-
node in the Γ-X-A1-Y -plane of the Brillouin zone. This is an
interesting feature f the strictly 1NN model that the metal
has a one-dimensional Fe mi surface, i. . a closed Fermi
line-node, instead of regular two-dime sional Fermi surface.
However, his is not protected by sy metri s and we shall fi d
this line- ode is generally destroyed by further neighbor h p-
ping terms.
As described in Sec. V, starting with the t2g hopping
Hamiltoni n on the ideal hyp rhoneycomb lattice and taking
th str ng SOC limit, we find t at, to the lowest order, t re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. This falls in the metallic regime the phase dia-
gram shown in Fig. 2. Here we point out that when distortions
are accounted for and/or higher order terms are included in the
perturbative series, txy and tz would be in general different
and θ may be finite.
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Using various symmetries of the lattice discussed above, we
can write down the generic tight-binding model for the jeff =
1/2 electrons on the hyperhoneycomb lattice. The general
hopping Hamiltonian is given by:
Htb =
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ij
c†ihijcj (1)
with
hij = tijI+ ivij · σ (2)
where c†i = (c
†
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i↓) are the creation operators in the jeff =
1/2 basis at site i, ￿σ = (σx,σy,σz) are the Pauli matrices,
and I is the 2× 2 identity matrix. tij and vij denote the scalar
and the spin-flip hopping respectively.25
Below, we determine the hopping Hamiltonian up to second
nearest-neighbor (2NN). A more microscopic approach based
on Slater-Koster parameters including various hopping paths
and its connection to the symmetry-allowed hopp g parame-
ters is resented in Sec. V.
A. Nearest-neighbor
At the nearest-neighbor level (1NN), as noted earli r, there
are two symmetry-inequivalent sets of bonds to consider: the
x/y-bonds and the z-bonds . The symmetry-allowed 1NN
tight-binding hopping matrix Eq. (2) can be written as
h1NNx/y = txyI (3)
for the x/y bonds and
h1NNz = t
1NN
z I+ iv1NNz · σ (4)
for the z bonds. The absence of spin-dependent vector hop-
ping amplitudes on the x- and y-bonds is due to inversion
symmetry at their bond centers. Each z-b nd, on the ther
hand, has th e C2 axes passing through its bond center,
which con trains the spin-dependent vector h pping ampli-
tudes to point in the ± (xˆ+ yˆ) direc on. We use the con-
vention vˆ(12)z = (1, 1, 0)/
√
2 and, by symmetry, vˆ(34)z =
−(1, 1, 0)/√2, where the superscripts indicate sublattice i -
dices that are involved in the partic lar z-bond.
We note that in the purely 1NN model, the spi -d pendent
vector hopping a plitude on the z-bonds can be eliminat d
by a sublatt ce-depend nt basis transformation. To see this,
we r -write the z-bond hopping amplitudes Eq. (4) as
h1NNz =
￿
(t1NNz )
2 + |v1NNz |2eiθvˆij ·￿σ. (5)
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FIG. 2. (Color online) Phase diagram for the strictly nearest-
neighbor hopping Hamiltonian. The band insulator is topologically
trivial and the metal has a closed one-dimensional line-node forming
the Fermi surface.
where, tan θ = |v1NNz |/t1NNz . Rotating the jeff = 1/2 elec-
trons on sublattices 2 and 3, for example, by exp (−iθvˆz · ￿σ)
would render hopping amplitudes on the z-bonds diagonal in
jeff = 1/2 pseudo-spin space without affecting the form of the
hopping on the x- and y-bonds which are already diagonal in
the pseudo-spin indices.
In other words, the eneric symmetry-allowed 1NN jeff =
1/2 tight-binding mod l on the hyperhoneycomb can always
be written in a SU(2)-invariant form (in pseudo-spin space)
with the appropriate choice of basis. Immediately, we con-
clude that the generic band structure is pa ticle-hole sym-
metric because the model is b part te (see end of Sec. III B
a d Appendix C for g neral d scussion particle-hole sym-
metry). In addition, ll band insulators obtained from this
1NN model would be topologically trivial and a topologi-
cal y non-trivial band insulator cannot be realized with 1NN
bonds alone. This is shown in the phase diagram (Fig. 2) of
the 1NN tight-binding model at half-filling as a function of
txy/tz .26 The phase di gram c ntains a trivial band insulator
and a metal. In he limi where xy = 0, the hyperhone comb
lattice reduces to i pendent dimers which is a topologically
trivial insulating state with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band tructure remains gapped. At
2txy = tz , band-touc ing occurs at the Γ-point. The disper-
sion along the Γ-Z direction is line r near the band-touching,
hile it is quadratic in the Γ-X and Γ-Y directions. As txy
increases uch that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becomes a closed line-
node in the Γ-X-A1-Y -pla e of the Brillouin zone. This is an
interesting feature of the strictly 1NN model that the metal
has a one-dimensional Fermi surface, i.e. a closed Fermi
line-node, instead of a r gular two-dimensional Fermi surface.
However, is is not protect d by ymmetries and we shall find
is line-node is genera ly d stroyed by further neighbor hop-
ping terms.
As described in Sec. V, st rting wit the t2g hopping
Hamiltonian on the id al hyperhoneycomb lattice and taking
the strong SOC limit, we find that, to the lowest order, the re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. This falls in the metallic regime in the phase dia-
gram shown in Fig. 2. Here we point out that when distortions
are accoun ed for and/or higher ord r terms are included in the
p rturbativ series, txy and tz woul be in general different
and θ ay be finite.
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1/2 basis at site i, ￿σ = (σx,σy,σz) are the Pauli matrices,
and I is the 2× 2 identity matrix. tij and vij denote the scalar
and the spin-flip hopping respectively.25
Below, we determine the hopping Hamiltonian up to second
nearest-neighbor (2NN). A more microscopic approach based
on Slater-Koster parameters including various hopping paths
and its connection to the symmetry-allowed hopping parame-
ters is presented in Sec. V.
A. Nearest-neighbor
At the nearest-neighbor level (1NN), as noted earlier, ther
are two symmetry-inequivalent sets of bonds to consider: the
x/y-bonds and the z-bonds . The symmetry-allowed 1NN
tight-binding hopping matrix Eq. (2) can be written as
h1NNx/y = txyI (3)
for the x/y bonds and
h1NNz = t
1NN
z I+ iv1NNz · σ (4)
for the z bonds. The absence of spin-dependent vector hop-
ping amplitudes on the x- and y-bonds is due to inversion
symmetry at their bond centers. Each z-bond, on the other
hand, has three C2 axes passing through its bond center,
which constrains the spin-dependent vector hopping ampli-
tudes to point in the ± (xˆ+ yˆ) direction. We use the con-
vention vˆ(12)z = (1, 1, 0)/
√
2 and, by symmetry, vˆ(34)z =
−(1, 1, 0)/√2, where the superscripts indicate sublattice in-
dices that are involved in the particular z-bond.
We note that in the purely 1NN model, the spin-dependent
vector hopping amplitude on the z-bonds can be eliminated
by a sublattice-dependent basis transformation. To see this,
we re-write the z-bond hopping amplitudes Eq. (4) as
h1NNz =
￿
(t1NNz )
2 + |v1NNz |2eiθvˆij ·￿σ. (5)
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FIG. 2. (Color online) Phase diagram for the strictly nearest-
neighbor hopping Hamiltonian. The band insulator is t pologically
trivial and the metal has a closed one-dimensional line-node forming
the Fermi surface.
where, tan θ = |v1NNz |/t1NNz . Rotating the jeff = 1/2 elec-
trons on sublattices 2 and 3, for exam le, by exp (−iθvˆz · ￿σ)
would render hopping amplitudes on the z-bonds diagonal in
jeff = 1/2 pseud -spin space without affecting the form of the
hopping on the x- and y-bonds which are already diagonal in
the pseudo-spin indices.
In other words, the generi symm try-allowed 1NN jeff =
1/2 tight-binding model on the hyperhoneycomb can always
be written in a SU(2)-invariant form (in p eudo-spin space)
with the appropriate choice of basis. Immediately, we con-
clude that the generic band structure is particle-hole sym-
metric because the model is bipartite (see end of Sec. III B
and Appendix C for general discussion on particle-hole sym-
metry). In addition, all band insulators obtained from this
1NN model would be topologically trivial and a topologi-
cally non-trivial band insulator cannot be realized with 1NN
bonds alone. This is shown in the phase diagram (Fig. 2) of
the 1NN tight-binding model at half-filling as a functio of
txy/tz .26 The phase diagram contains a trivial band insulator
and a metal. In the limit where txy = 0, the hyp rhoneycomb
lattice reduces to independent dimers which is a topologically
trivial insulating state with flat bands. For 0 < 2txy < tz , the
flat bands disperse but the band structure remains gapped. At
2txy = tz , band-touching occurs at the Γ-point. The d sper-
sion along the Γ-Z direction is linear near the band-touching,
while it is quadratic in the Γ-X and Γ-Y directions. As txy
increases such that 2txy > tz , the band-touching moves away
from the Γ-point and the Fermi surface becomes a closed line-
node in the Γ-X-A1-Y -plan of the Brillouin z e. This is an
interesting feature of the strictly 1NN model that the metal
has a one-dimensional Fermi surface, i.e. a closed Fermi
line-node, instead of a regular two-dimensional Fermi surface.
However, this is not protected by symmetries and we shall find
this li e-node is gen rally destroyed by further neighbor hop-
ping terms.
As described in Sec. V, starting with the t2g hopping
Hamiltonian on the ideal hyperhoneycomb lattice and taking
the strong SOC limit, we find that, to the lowest order, the re-
sulting effective jeff = 1/2 model is described by txy = tz
and θ = 0. This falls in the metallic regime in the phase dia-
gram shown in Fig. 2. Here we point out that when distortions
are accounted for and/or higher order terms are included in the
perturbative series, txy and tz would be in general different
and θ may be finite.
❏ 1 NN terms:
4
B. Second-nearest-neighbor
For the 2NN hopping, both the scalar and spin-dependent
hopping terms are generally non-zero. There are twenty 2NN
bonds in the hyper oneycomb lattice when using the primitive
unit cell (see Appendix B for details). These twenty 2NN
bonds can be divided into two classes if we consider the Ir4+
network: (1) the 2NN sites which can be connected through
only one common intermediate Ir4+ site, and (2) the 2NN sites
that requires traversing through more than one intermediate
Ir4+ sites. In Sec. V, our microscopic derivation shows that,
starting from a t2g hopping model with 1NN hopping terms
and taking the strong SOC limit, only the twelve 2NN bonds
belonging to the first class are non-zero in the effective jeff =
1/2 tight-bindi g model to lowest order. Hence, we shall only
consider non-zero 2NN hopping for these twelve 2NN bonds
and neglect the rest in our tight-binding model. Generally, we
can write
h2NNij = t2NNI+ i
￿
v(1)ij + v
(2)
ij
￿
· σ (6)
where, t2NN is the scalar hopping and to bring out the analogy
with the Kane-Mele model27 on the two-dimensional honey-
comb lattice, w have split the s in-dependent hopping into
two parts. The first part is the thre -dimensional version of
the Kane-Mele term
v(1)ij = vKM
rˆik × rˆkj
|rˆik × rˆkj | (7)
where vKM is the strength of the coupling and rik and
rjk = (−rkj) denote the vectors from the sites i and j respec-
tively to their commo nearest-neig b r site k. Th seco d
part of he vector hoppi g, not resent on the 2D-honeycomb
lattice (due to the presence of a mirror symmetry), is normal
to the first and is given by
v(2)ij = v￿￿ij rˆij (8)
where v￿ is the strength of this coupling and ￿ij = ±1 is
appropriately chosen such th t v(2)ij t ansforms as a pseudo-
vector under lattice transformation as required by symmetry.
To conclude this section, we make a brief note on particle-
hole symmetry of various limits. While the 1NN-only model
is particle-hole symmetric as mentioned in Sec. III A, finit
t2NN and/or v￿ hopping amplitudes will break such symm -
try. On the other hand, the vKM hopping amplitude re erves
this symm try, as we s w explicitly n Appendix C. In other
w rds, the 1NN plus fi ite vKM model is par icle-hole sym-
metric.
IV. PHASE DIAGRAM OF THE 2NN TIGHT-BINDING
MODEL
In this section, we outline the generic phase di gram for the
single-particle hopping Hamiltonian given by Eq. (1), where
the different parameters are defined by Eqs. (3), (4), and (6).
In Fig. 3, we present 2NN phase diagram with t2NN, v￿, and
vKM as the axes. We have set the 1NN hopping integrals to
txy = tz = 1 and θ = 0. We note that the phase diagram is
symmetric under
￿
t2NN, vKM, v￿
￿ → − ￿t2NN, vKM, v￿￿ since
this tra sformation merely inverts the electronic band struc-
ture (not shown). Hence, only v￿ > 0 is presented.
The orange regions indicat a stro g topological insulator
(STI) with Z2 indic s (1; 000), the blue regions i icate a
metallic state, and t e ink regions indic te a trivial band insu-
lator (BI). The borders between STIs a BI are semi-metals.
This is because time-reversal symmetry remains intact in both
the phases therefore the electronic band-gap i the bulk ust
close when the topology of the bands, as encapsulated by
the Z2 indices, changes. We note that finite t2NN and/or v￿
breaks the particle-hole symmetry of the band structure and
hence the metallic states are generically present as opposed
to the 1NN case. In the special case where |t2NN| is small
and vKM = v￿ = 0, the ground state is a metallic phase with a
line-node Fermi surface akin to the metallic phas found in the
1NN-only model. As |t2NN| increas s while vKM = v￿ = 0,
bands approach and cross the Fermi level, thus generating par-
ticle and hole pockets. This displaces the line-node away from
th Fermi level and yiel s metallic state with particle pock-
ets.
W draw attention to the region within t22NN + v2￿ ≤ 0.52
(i units of txy; indicated by das ed lines n Fig. 3), where
the STI and metallic phases exist but ot the BI phase. On
th other hand, the BI and metallic hases can be found out-
side this region but not the STI phase. To understand this, we
note that the strong Z2 index is calculated from the product of
the parity eigenvalues24 at the time-reversal invariant momen-
tum (TRIM) points of the Brilloui zone (BZ) since inversion
symmetry is present. Out of the eight TRIM points in the
three-dimensional BZ, we find that the product of the parity
eigenvalues changes only at the Γ point as we move from a
STI to a trivial band insulator. Thus we expect that the mass
inversion affects only the product of the parity eigenvalues at
the Γ point. We find that the parameter controlling this band
inversion, and hence the parity eig nvalues, depends only on
t2NN and v￿ but not on vKM. In fact, when t2NN = v￿ = 0 and
vKM ￿= 0 insulating phase is always STI. The acci en-
tal degeneracy that closes the band gap at the Γ-point occurs
precisely when t22NN + v2￿ = 0.5
2; a gap opens if we devi-
ate from this curve. Therefore, any i sul ting pha e within
t22NN + v
2
￿ ≤ 0.52 must have the same strong Z2 topological
ind x as the case of t2NN = v￿ = 0 and vKM ￿= 0, i.e. a
STI, whereas any insulating phase outs d of this region can
be topologically distinct, as in this c se a BI. The nature of
the metallic states depends on the local features of the band
structure like the presence of particle or hole pockets where
the chemical potential crosses the Fermi level.
V. MICROSCOPIC CONSIDERATIONS: DERIVATION OF
A jeff = 1/2MODEL FROM AMULTI-ORBITAL t2g
MODEL IN THE STRONG SPIN-ORBIT COUPLING LIMIT
Having derived the general symmetry-allowed tight-
binding model in Sec. III, here we explore a micro-
4
B. Second-nearest-neighbor
For the 2NN hopping, both the scalar and spin-dependent
hopping terms are generally non-zero. There re twenty 2NN
bonds in the hyperhoneycomb lattice when using the primitive
unit cell (see Appendix B for details). These twenty 2NN
bonds can be divided into two classes if we consider the Ir4+
network: (1) the 2NN sites which can be connected through
only one common intermediate Ir4+ site, and (2) th 2NN sites
that requires traversing through more than one intermediate
Ir4+ sites. In Sec. V, our microscopic derivation shows that,
starting from a t2g hopping model with 1NN hopping terms
and taking the strong SOC limit, only the twelve 2NN bonds
belonging to the first class are non-zero in the effective jeff =
1/2 tight-binding model to lowest order. Hence, we shall only
consider non-zero 2NN hopp ng for these twelve 2NN bonds
and neglect the rest in our tight-binding model. Generally, we
can write
h2NNij = t2NNI+ i
￿
v(1)ij + v
(2)
ij
￿
· σ (6)
where, t2NN is the scalar hopping and to bring out the analogy
with the Kane-Mele model27 on the two-dimensional honey-
comb lattice, w have split the spin-dep nde hopping into
two parts. The first part i the ree-dimensi nal version of
t e Kane-Mele t rm
v(1)ij = vKM
rˆik × rˆkj
|rˆik × rˆkj | (7)
where vKM is the strength of the coupling and rik and
rjk = (−rkj) denote the vectors from the sites i and j respec-
tively to their common nearest-neighbor site k. The second
part of the vector hopping, not present on the 2D-honeycomb
lattice (due to the presence of a mirror symmetry), is normal
to the first and is given by
v(2)ij = v￿￿ij rˆij (8)
where v￿ is the strength of this coupling and ￿ij = ±1 is
appropriately chosen such that v(2)j transforms as a pseudo-
vector nder lattice transformations as required by symmetry.
To conclude this section, we make a brief note on particle-
hole symmetry of various l mits. While the 1NN-only model
is particle-hole symmetric as mentioned in S c. III A, finite
t2NN and/or v￿ hopping amplitudes will break such symme-
try. On the other hand, the vKM hopping amplitude preserves
this symmetry, as we show explicitly in Appendix C. In other
words, the 1NN plus finite vKM model is particle-hole sym-
metric.
IV. PHASE DIAGRAM OF TH 2NN TIGHT-BINDING
MODEL
In this section, we outline the generic phase diagram for the
single-particle hopping Hamiltonian given by Eq. (1), where
the different parameters ar d fined by Eqs. (3), (4), and (6).
In Fig. 3, we present 2NN ase diagr m with t2NN, v￿, and
vKM as the axes. We have set the 1NN hopping integrals to
txy = tz = 1 a d θ = 0. We note that the phase diagram is
sy metric under
￿
t2NN, vKM, v￿
￿ → − ￿t2NN, vKM, v￿￿ since
this transformation merely inverts the electronic band struc-
ture (not shown). Hence, only v￿ > 0 is presented.
The orange regions indicate a st ong topologi al insulator
(STI) with Z2 indices (1; 000), the blu regions indicate a
metallic state, and the pink regi ns indicate a trivial band insu-
lator (BI). The borders between STIs and BIs are semi-metals.
This is because time-reversal symmetry remains intact in both
the phases therefore the electronic band-gap in the bulk must
close when the topology of the bands, as encapsulated by
the Z2 indices, changes. We note that finite t2NN and/or v￿
breaks the particle-hole symmetry of the band structure and
hence the metallic states are generically present as opposed
to the 1NN c se. In the special case wh re |t2NN| is small
and vKM = v￿ = 0, the ground state is a m tallic phase with a
lin -node Fermi surface akin to the metallic phase found in the
1NN-only model. As |t2NN| increases while vKM = v￿ = 0,
bands approach and cros the Fe m level, thu generating par-
ticle and hole po k ts. This displ ces the line-nod away fr m
the Fermi level and yields a me allic state with particl pock-
ets.
We draw a tenti n to the region within t22NN + v2￿ ≤ 0.52
(in un ts of txy; i cated by dashed lines in Fig. 3), where
STI and metallic phases exist but not the BI phase. On
the oth r hand, the BI and metallic phases can be found out-
side this region but not the STI phase. To understand this, we
note that the strong Z2 index is calculated from the product of
the parity eigenvalues24 at the time-reversal invariant momen-
tum (TRIM) points of the Brillouin zone (BZ) since inversion
sym etry is present. Out of th eight TRIM points in the
three-dimension l BZ, e find that t e product of the parity
igenvalues changes only at the Γ p int s we move from a
STI t a trivial band insulat r. T us w expect that th mass
i v rsion affects only the product of the parity eigenvalu s at
the Γ point. We find that the parameter controlling this band
inversion, and hence the parity eigenvalues, depen s only on
t2NN and v￿ but not on vKM. In fact, when t2NN = v￿ = 0 and
vKM ￿= 0, the i sulating phase is always a STI. The acciden-
tal degeneracy th closes he band gap at the Γ-point occurs
precisely whe t22NN + v2￿ = 0.5
2; a gap opens if we devi-
ate from this curve. Ther fore, any insulating phase within
t22NN + v
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￿ ≤ 0.52 must have the same strong Z2 topological
index as the case of t2NN = v￿ = 0 and vKM ￿= 0, i.e. a
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be topologically distinct, as in this case a BI. The nature of
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structure like the pr sence of particle or hole pockets where
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can write
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where vKM is the strength of the cou ling and rik and
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where v￿ is the strength of this coupling and ￿ij = ±1 is
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vector under lattice transformations as required by symmetry.
To conclude this section, we make a brief note on particle-
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is particle-hole symmetric as mentioned in Sec. III A, finite
t2NN and/or v￿ hopping amplitudes will break such symme-
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single-particle hop ing Hamiltonian given by Eq. (1), where
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vKM as the axes. We have set the 1NN hopping integrals to
txy = tz = 1 and θ = 0. We note that the phase diagram is
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(in u its of txy; indic ted by dashed lines in Fig. 3), where
the STI and metallic phases exist but not th BI phase. On
the other hand, the BI and metallic phases can be found out-
sid this region but not the STI ph se. To understand this, we
note that the strong Z2 index is calculated from the product of
the parity eigenvalues24 at the time-reversal invariant momen-
tum (TRIM) points of the Brillouin zone (BZ) since inversion
symmetry is present. Out of the eight TRIM points in the
three-dimensional BZ, we find that the product of the parity
eigenvalues changes only at the Γ point as we ove from a
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￿ ≤ 0.52 must have the same str ng Z2 top logical
index as the case of t2NN = v￿ = 0 and vKM ￿= 0, i.e. a
STI, whereas any insulating phase outside of this region can
be topologically distinct, as in this case a BI. The nature of
the metallic states depends on the local features of the band
structure like the presence of particle or hole pocke s where
the chemical potential crosses the Fermi level.
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unit cell (see Appendix B for details). These twenty 2NN
bonds can be divided into two classes if we consider the Ir4+
network: (1) the 2NN sit s which can b connec ed throug
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can write
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where, t2NN is the scalar hopping and to bring out the analogy
with the Kane-Mele mo el27 on the two-dimensional honey-
comb lattice, we have split the spin-dependent hopping into
two parts. The first part is the three-dimensional version of
the Kane-Mele term
v(1)ij = vKM
rˆik × rˆkj
|rˆik × rˆkj | (7)
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a propriately chosen such that v(2)ij transforms as a pseudo-
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t2NN and/or v￿ hopping mplitudes will break such symme-
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this symmetry, as we show explicitly in Appendix C. In other
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￿ → − ￿t2NN, vKM, v￿￿ since
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inversion affects only the product of the parity eigenvalues at
the Γ point. We find that the parameter controlling this band
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FIG. 4. (Color online) Electron band structures of ideal β-Li2IrO3
and tight-binding fit. (a) t2g bands from the DFT calculation. (b) t2g
tight-binding model with the parameter in Eq. (16). (c) Top eight t2g
(jeff = 1/2) bands in (a). (d) jeff = 1/2 tight-binding model with
the parameter in Eq. (17). In the above plots, the Fermi level is at
0 eV , the DFT bands are plotted in blue, the tight-binding t2g bands
in green, and the tight-binding jeff = 1/2 bands in red. Each band is
doubly degenerate due to time-reversal and inversion symmetry.
  jeff = 1/2jeff = 3/2
-1.5 -1 -0.5 0
eV
FIG. 5. (Color online) Density of states for the DFT band structure
in Fig. 4 (a). The density of states is projected into the jeff = 1/2
(red) and jeff = 3/2 (blue) orbital sectors.
energy electronic degrees of freedom can be adequately de-
scribed by jeff = 1/2 orbitals. In turn, this lends credence
to our use of the jeff = 1/2 tight-binding model in the previ-
ous sections when modeling Ir-based hyperhoneycomb com-
pounds.
Next, we fit the t2g model in Eq. (10) to the DFT r sults
by adjusting the Slater-Koster parameters. Figure 4 (b) shows
the resulting electronic bands of the t2g model, which has fol-
lowing hoppi g parameters:
tσ = −0.4574 V, tπ = 0.6098 V,
tδ = −0.0041 eV, toxy = 0.1155 eV. (16)
I our fitti g process, we adopted λ = 0.5797 eV f om
Ref. 32 and adjusted the other parameters, tσ, tπ, tδ, and
toxy . The tight-binding model reproduces two overall features
found in the DFT computation: (1) well-separa ed jeff = 1/2
(top f ur) and jeff = 3/2 (bottom eight) bands and (2) a semi-
metallic phase, albeit with pock ts at diff rent positions from
those found in the DFT. However, quantitative details l ke
correct band curvatures and energy values are not recovered
within our model, indicating that further neighbor hopping
amplitudes are required for a qu ntit tiv ly better fit. Accord-
ing to our Wannier function analysis within DFT,33 it is nec-
essary to include up to fourth-nearest-neighbor opping am-
plitudes in the ight-binding model to reco er the quantitative
features of the DFT band structure, thus w should take our
tight-binding fit as a “loose” fit that aims not to replicate ex-
act details but to reproduce qualitative features of the DFT re-
sults. Among the hopping amplitudes up to the fourth-nearest-
neighbors, the NN hopping amplitudes have the largest mag-
nitudes and determine the overall behavior of the band struc-
ture w ile further neighbor hopping amplitudes, which have
relatively small magnitudes, are respo sible f r detailed struc-
tu es. This justifies the calcula i ns in the previ us s ction
where we have only taken the 1NN hopping amplitude in the
t2g Hamiltonian to be non-zero.
By mapping the t2g model obtained from the fitting proce-
dure to the effective jeff = 1/2 model in Eq. (13), we arrive
at the foll wing values for the h pping ampl tud s via t e r -
lations given in Eq. (15):
txy,z = 0.1744 eV,
t2NN = −0.1150 eV,
vKM = −0.1331 eV,
v￿ = −0.0222 eV,
(17)
which corres o ds to a point in the metalli reg on of Fig. 3,
with t22NN + v
2
￿ > 0.5
2. The band structure of the resulting
jeff = 1/2 model is plotted in Fig. 4 (d) for comparison with
the band structures of the t2g model and DFT results.
This concludes our discussions on the electronic struc-
ure. Below we shall investigate the effect of correlations in
stabilizing magnetic ordering in the intermediate correlation
regime.
VII. MAGNETIC ORDER AT INTER EDIA E
COUPLING
In several iridate compounds w ere the 5d5 i idium ions
are octahedrally-coordinated w th oxyge ions, magne ic or-
dering often occur at the iridium sites due to short-ranged
electronic correlations.6 As correlations are increased, the sys-
tem c anges from a paramagnetic metal to a mag et cally r-
dered metal which t higher corr lations becomes an nsula-
tor. In certain instances, the magnetic ordering and the metal-
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scribed by jeff = 1/2 orbitals. In turn, this lends cred nce
to ur use of the jeff = 1/2 tight-binding m del in the previ-
ous sections when odeling Ir-ba ed hype honeycomb com-
pounds.
Next, we fit the t2g model in Eq. (10) to the DFT results
by adjusting the Slater-Koster parameters. Figure 4 (b) s ws
the resulting electronic bands of the t2g model, which has fol-
lowing hopping parameters:
t = −0.4574 V, tπ = 0.6098 eV,
tδ = −0.0041 eV, toxy = 0.1155 V. (16)
In our fitting process, we adopted λ 0.5797 eV from
Ref. 32 and adjusted the other parameters, tσ, tπ, δ, and
toxy . The tight-binding model reproduces two overall features
found in the DFT computation: (1) well-separated jeff = 1/2
(t p four) and jeff = 3/2 (bottom eight) bands and (2) a semi-
metallic phas , albeit wi h pockets at different positions from
those found in the DFT. However, quantitative details like
correct band curvatures and energy values are not recovered
within our model, indicating th t further neighbor hopping
a plitudes are r quired for a qua titatively better fit. Accord-
ing to our W nnier function nalysis within DFT,33 it is nec-
essary to include u to fou th-nearest-neighbor hopping am-
plitudes in the tight-binding model to recover the quantitative
features of th DFT band tructur , thus we should take ur
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act details but to reproduce qualitative features of the DFT re-
sults. Among the opping amplitudes up to the fourth-nearest-
n ighbors, the NN hop ing amplitudes ha e the largest mag-
nit des and determine t overall behavior of the band struc-
ture whil further neighbor hopping amplitudes, which ha
relatively sm ll ma nitudes, ar responsible for etailed struc-
tures. This justifies the calcul tions in the previous sect n
where w have nly taken th 1NN h pping amplitude in the
t2g Hamiltonian to be non-zero.
By mapping the t2g model obtained from the fitting proce-
dure to the ffective jeff = 1/2 model n Eq. (13), we arrive
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This concludes our discussions on the electronic struc-
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are octahedr lly-coordinated with oxyge ions, magneti r-
dering often occur at the iridium sites due to short-ranged
electronic correlations.6 A co relations re incre sed, the sys-
t m changes from a paramagnetic metal to a magnetically or-
dered m tal which at high r correla ions b comes an su a-
tor. In certain instances, the mag etic ordering and the metal-
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FIG. 3. (Color online) Phase diagram in the non-interacting limit
with 2NN hopping amplitudes with slices in the vKM direction.
Nearest-neighbor hopping amplitudes have been set to txy = tz = 1,
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a line-node Fermi surface akin to the metallic state in the 1NN-only
model.
scopic multi-orbital t2g tight-binding model with SOC on
the ideal hyperhoneycomb lattice within the Slater-Koster
approximation.28 As noted earlier, unlike the generic tight-
binding model considered in the previous sections where oxy-
gen and iridium distortions are encapsulated in quantitative
changes in the jeff = 1/2 hopping amplitudes, here we spe-
cialize in the case where both the iridium and oxygen ions
are in their ideal positions. This implies that each iridium
ion is surrounded by a perfect oxygen octahedron, all 1NN
bonds are of equal length, and the Ir-Ir-Ir and Ir-O-Ir bond
angles are 120◦ and 90◦ respectively. With these assump-
tions and in the limit of large SOC, we will show the con-
nection between the microscopic tight-binding model and the
generic symmetry-allowed tight-binding model presented in
Sec. III—particularly the relations between the microscopic
Slater-Koster parameters and the hopping parameters intro-
duced earlier. The results of this section will provide us with
valuable insights in the understanding of the DFT results in
the next section.
In the ideal hyperhoneycomb lattice, each Ir ion resides in
a perfect octahedral cage of oxygen ions. The resulting crys-
tal field causes the Ir d-orbitals to split into the lower energy
t2g orbitals and the higher energy eg orbitals with energy dif-
ference on the order of a few electron-volts. When SOC and
hopping amplitudes are much smaller than the crystal field
energy splitting, the eg orbitals can be projected since the 5
electrons at each Ir4+ site will mostly contain t2g character.
The atomic SOC, when projected on the t2g orbitals, have the
following form
HSOC = −
￿
i
λ￿Li · ￿Si, (9)
where ￿Li transforms as an angular momentum one operator
(with the three Lz components being linear combinations of
the three t2g orbitals29), ￿Si is the spin of a single electron
occupying the t2g orbitals, and λ(∼ 500meV ) is the strength
of the atomic SOC. Due to the negative sign29, the jeff = 1/2
orbitals are higher in energy than the jeff = 3/2 orbitals.
We consider two types of hopping amplitudes between 1NN
iridium ions within the Slater-Koster approximation: the di-
rect overlap between adjacent Ir t2g orbitals and the indirect
hopping mediated by the two shared oxygen ions in the edge-
shared oxygen octahedra configuration. The resulting tight-
binding model in the t2g basis can be written as
Ht2g =
￿
￿ij￿
d†i
￿
hdirectij (tσ, tπ, tδ) + h
indirect
ij (toxy)
￿
dj , (10)
where d† =
￿
d†yz, d†xz, d†xy
￿
are the creation operators in the
t2g basis. The direct hopping matrix hdirectij is parameterized by
Slater-Koster parameters tσ , tπ , and tδ representing σ, π, and
δ hopping amplitudes between adjacent t2g orbitals respec-
tively. The indirect hopping matrix hindirectij is parameterized
by toxy = |tpdπ|2/∆, where tpdπ is the π hopping between
iridium d-orbitals and oxygen p-orbitals and ∆ is the energy
difference between those two sets of orbitals. The detailed
form of the hopping matrices is outlined in Appendix D.
In the large SOC limit, the bands arising from the jeff = 1/2
and the jeff = 3/2 orbitals are expected to separate. In the
λ→∞ limit, an effective tight-binding model involving only
the jeff = 1/2 degrees of freedom can be obtained by lowest
order perturbation theory: projection of the t2g bands into the
4
B. Second-nearest-neighbor
For the 2NN hopping, both the scalar and spin-dependent
hopping terms are generally non-zero. There are twenty 2NN
bonds in the hyperhoneycomb lattice when using the primitive
unit cell (see Appendix B for details). These twenty 2NN
bonds can be divided into two classes if we consider the Ir4+
network: (1) the 2NN sites which can be connected through
only one common intermediate Ir4+ site, and (2) the 2NN sites
that requires traversing through more than one intermediate
Ir4+ sites. In Sec. V, our microscopic derivation shows that,
starting from a t2g hopping model with 1NN hopping terms
and taking the strong SOC limit, only the twelve 2NN bonds
belonging to the first class are non-zero in the effective jeff =
1/2 tight-binding model to lowest order. Hence, we shall only
consider non-zero 2NN hopping for th e twelve 2NN bonds
and neglect the rest in our tight-binding model. Generally, we
can write
h2NNij = t2NNI+ i
￿
v(1)ij + v
(2)
ij
￿
· σ (6)
where, t2NN is the scalar hopping and to bring out the analogy
with the Kane-Mele model27 on the two-dimensional honey-
comb lattice, we have split the spin-dependent hopping into
two parts. The first part is the three-dimensional version of
the Kane-Mele term
v(1)ij = vKM
rˆik × rˆkj
|rˆik × rˆkj | (7)
where vKM is the strength of the coupli g and rik and
rjk = (−rkj) denote the vectors from the sites i and j respec-
tively to their common nearest-neighbor sit k. The second
part of the vector hopping, not present on the 2D-honeycomb
lattice (due to the presence of a mirror symmetry), is normal
to the first and is given by
v(2)ij = v￿￿ij rˆij (8)
where v￿ is the strength of this coupling and ￿ij = ±1 is
appropr ately chosen uch that v(2)ij transforms as a pseudo-
vector under lattice transformations as required by sym etry.
To conclude this section, we make a brief note on particle-
hole symmetry of various limits. While the 1NN-only model
is particle-hole symmetric as mentioned in Sec. III A, finite
t2NN and/or v￿ hopping amplitudes will break such symme-
try. On the other hand, the vKM hoppi g amplitude preserves
this symmetry, as we show explicitly in Appendix C. In other
words, the 1NN plus finite vKM model is particle-hole sym-
metric.
IV. PHASE DIAGRAM OF THE 2NN TIGHT-BINDING
MODEL
In this section, we outline the generic phase diagram for the
single-particle hopping Hamiltonian given by Eq. (1), where
the different parameters are defined by Eqs. (3), (4), and (6).
In Fig. 3, we present 2NN phase diagram with t2NN, v￿, and
vKM as the axes. We have set the 1NN hopping integrals to
txy = tz = 1 and θ = 0. We note that the phase diagram is
symmetric under
￿
t2NN, vKM, v￿
￿ → − ￿t2NN, vKM, v￿￿ since
this transformation merely inverts the electronic band struc-
ture (not shown). Hence, only v￿ > 0 is presented.
The orange regions indicate a strong topological insulator
(STI) with Z2 indices (1; 000), the blue regions indicate a
metallic state, and the pink regions indicate a trivial band insu-
lator (BI). The borders between STIs and BIs are semi-metals.
This is because time-reversal symmetry remains intact in both
the phases therefore the electronic band-gap in the bulk must
close when the topology of the bands, as encapsulated by
t e Z2 indices, changes. We note that finite t2NN and/or v￿
breaks the particle-hole symmetry of the band structure and
hence the metallic states are generically present as opposed
to the 1NN case. In the special case where |t2NN| is small
and vKM = v￿ = 0, the ground state is a metallic phase with a
in - ode Fermi surface akin to the metallic phase found in the
1NN-only model. As |t2NN| increases while vKM = v￿ = 0,
bands approach and cross the Fermi level, thus generating par-
ticle and hole pockets. This displaces the line-node away from
the Fermi level and yields a metallic state with particle pock-
ets.
We draw attention to the region within t22NN + v2￿ ≤ 0.52
(in units of txy; indicated by dashed lines in Fig. 3), where
the STI and metallic phases exist but not the BI phase. On
the other hand, the BI and metallic phases can be found out-
side this region but not the STI phase. To understand this, we
note that the strong Z2 index is calculated from the product of
the parity eigenvalues24 at the time-reversal invariant momen-
tum (TRIM) points of the Brillouin zone (BZ) since inversion
symmetry is present. Out of the eight TRIM points in the
r e-dimensional BZ, we find that the product of the parity
eigenvalues changes only at the Γ point as we move from a
STI to a trivial band insulator. Thus we expect that the mass
inversion affects only the product of the parity eigenvalues at
the Γ point. We find that the parameter controlling this band
inversion, and hence the parity eigenvalues, depends only on
t2NN and v￿ but not on vKM. In fact, when t2NN = v￿ = 0 and
vKM ￿= 0, the insulating phase is always a STI. The acciden-
tal degeneracy that closes the band gap at the Γ-point occurs
precisely when t22NN + v2￿ = 0.5
2; a gap opens if we devi-
ate from this curve. Therefore, any insulating phase within
t22NN + v
2
￿ ≤ 0.52 must have the same strong Z2 topological
index as the case of t2NN = v￿ = 0 and vKM ￿= 0, i.e. a
STI, whereas any insulating phase outside of this region can
be topologically distinct, as in this case a BI. The nature of
the metallic states depends on the local features of the band
structure like the presence of particle or hole pockets where
the chemical potential crosses the Fermi level.
V. MICROSCOPIC CONSIDERATIONS: DERIVATION OF
A jeff = 1/2MODEL FROM AMULTI-ORBITAL t2g
MODEL IN THE STRONG SPIN-ORBIT COUPLING LIMIT
Having derived the general symmetry-allowed tight-
binding model in Sec. III, here we explore a micro-
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FIG. 3. (Color online) Phase diagram i the no -int acting limit
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a line-node Fermi surface akin to the metallic state i the 1NN-only
model.
scopic ulti- rbital t2g tig t-bindi g m del with SOC n
the ideal hyperhoneycomb lattice w t n the Slater-Koster
approximation.28 As noted earlier, unlike the generic tight-
binding model considered in the pr vious se tions where oxy-
gen and iridium distortions are encapsulated in qua titative
changes in the jeff = 1/2 hopping amplitudes, here we spe-
cialize in the case where both the iridium and oxygen ions
are in their ideal positions. This implies that each iridium
ion is surrounded by a perfect oxygen octahedron, all 1NN
bonds are of equal length, and the Ir-Ir-Ir and Ir-O-Ir bond
angles are 120◦ and 90◦ respectively. With these assump-
tions and in the limit of large SOC, we will show the con-
nection between the microscopic tight-binding model and the
generic symmetry-allowed tight-binding model presented in
Sec. III—particularly the relations between the microscopic
Slater-Koster parameters and the hopping parameters intro-
duced earlier. The results of this section will provide us with
valuable insights in the understanding of the DFT results in
the next section.
In the ideal hyperhoneycomb lattice, each Ir ion resides in
a perfect octahedral cage of oxygen ions. The resulting crys-
tal field causes the Ir d-orbitals to split into the lower energy
t2g orbitals and the higher energy eg orbitals with energy dif-
ference on the order of a few electron-volts. When SOC and
hopping amplitudes are much smaller than the crystal field
energy splitting, the eg orbitals can be projected since the 5
electrons at each Ir4+ site will mostly contain t2g character.
The atomic SOC, when projected on the t2g orbitals, have the
following form
HSOC = −
￿
i
λ￿Li · ￿Si, (9)
where ￿Li transforms as an angular momentum one operator
(with the three Lz components being linear combinations of
the three t2g orbitals29), ￿Si is the spin of a single electron
occupying the t2g orbitals, and λ(∼ 500meV ) is the strength
of the atomic SOC. Due to the negative sign29, the jeff = 1/2
orbitals are higher in energy than the jeff = 3/2 orbitals.
We consider two types of hopping amplitudes between 1NN
iridium ions within the Slater-Koster approximation: the di-
rect overlap between adjacent Ir t2g orbitals and the indirect
opping medi ted by the two shared oxygen ions in the edge-
shared oxygen octahedra configuration. The resulting tight-
binding model in the t2g basis can be written as
Ht2g =
￿
￿ij￿
d†i
￿
hdirectij (tσ, tπ, tδ) + h
indirect
ij (toxy)
￿
dj , (10)
where d† =
￿
d†yz, d†xz, d†xy
￿
are the creation operators in the
t2g basis. The direct hopping matrix hdirectij is parameterized by
Slater-Koster parameters tσ , tπ , and tδ representing σ, π, and
δ hopping amplitudes between adjacent t2g orbitals respec-
tively. The indirect hopping matrix hindirectij is parameterized
by toxy = |tpdπ|2/∆, where tpdπ is the π hopping between
iridium d-orbitals and oxygen p-orbitals and ∆ is the energy
difference between th se two sets of orbitals. The detailed
form of the hopping matrices is outlined in Appendix D.
In the large SOC limit, th bands arising from the jeff = 1/2
and the jeff = 3/2 orbitals are expected to separate. In the
λ→∞ limit, an effec ive tight-binding model involving only
the jeff = 1/2 degrees of freedom can be obtained by lowest
order perturbation theory: projection of the t2g bands into the
Se
Emergence of 
Topological Insula or !
Heisenberg-Kitaev Model
on Hyperhoneycomb lattice:
Strong Coupling Limit
E. K.-H. Lee, R. Schaffer, S. Bhattacharjee, Y. B. Kim, PRB 89, 045117 (2013)
arXiv:1308.6592
Topological and magnetic phases with strong spin-orbit coupling on the hyperhoneycomb lattice
Eric Kin-Ho Lee,1 Subhro Bhattacharjee,1, 2 Kyusung Hwang,1 Heung-Sik Kim,3 Hosub Jin,4, 5 and Yong Baek Kim1, 6
1Department of Physics and Center for Quantum Materials,
University of Toronto, Toronto, Ontario M5S 1A7, Canada.
2Max-Planck-Institut fu¨r Physik komplexer Systeme, No¨thnitzer Str. 38, 01187 Dresden, Germany
3Department of Physics, Korean Advanced Institute of Science and Technology, Daejun 305-701, Korea
4Center for Correlated Electron Systems, Institute for Basic Science (IBS), Seoul 151-747, Korea
5Department of Physics and Astronomy, Seoul National University, Seoul 151-747, Korea
6School of Physics, Korea Institute for Advanced Study, Seoul 130-722, Korea.
(Dated: February 13, 2014)
We study the general phase diagram of correlated electrons for iridium-based (Ir) compounds on the hyper-
honeycomb lattice—a crystal structure where the Ir4+ ions form a three-dimensional network with three-fold
coordination recently realized in the β-Li2IrO3 compound. Using a combination of microscopic derivations,
symmetry analysis, and density functional calculations, we determine the general model for the electrons occu-
pying the jeff = 1/2 orbitals at the Ir4+ sites. In the non-interacting limit, we find that this model allows for
both topological and trivial electronic band insulators along with metallic states. The effect of Hubbard-type
electron-electron repulsion on the above electronic structure in stabilizing q = 0magnetic order reveals a phase
diagram with continuous phase transition between a topological band insulator and a Ne´el ordered magnetic
insulator.
I. INTRODUCTION
The importance of the interplay between spin-orbit cou-
pling (SOC) and electron-electron correlations in stabilizing
a wide variety of novel electronic phases such as topological
insulators (TI), Weyl semi-metals, and quantum spin liquids
has been explored recently.1–7 Materials such as 5d transition
metal (iridium=Ir, osmium=Os) oxides with strong atomic
SOC provide fertile grounds to uncover the above physics
and a large number of such compounds are currently being
investigated.8–16
Recently, the material β-Li2IrO3 has been synthesized by
Takagi et al.17 which has attracted attention due to the novel
three-dimensional network formed by the Ir4+ ions—the hy-
perhoneycomb lattice (see Fig. 1). It has been theoretically
predicted that the spin model in the strong-coupling limit can
be highly anisotropic and may lead to interesting magnetic
as well as a three-dimensional Kitaev quantum spin-liquid
ground state.18–21
In this paper, motivated by the above developments, we
study the weak- and intermediate-coupling regimes of β-
Li2IrO3 and iso-structural compounds with Ir situated on a
hyperhoneycomb lattice. We point out the possibility of inter-
esting ground states in these systems that generally arise from
the nature of the underlying lattice geometry and strong SOC
effects. In turn, these results can shed light on the physics of
the above material and others on a similar lattice structure.
An important starting point in the study of these compounds
is to ascertain the nature of the electronic structure, particu-
larly that of the electronic bands near the Fermi level. Due
to the large atomic SOC, as in a large number of Ir-based
compounds,3,6,12,13,22 the low energy bands are expected to be
formed by jeff = 1/2 atomic orbitals. Using the symmetries
of the hyperhoneycomb lattice, we obtain the general tight-
binding Hamiltonian for the jeff = 1/2 orbitals. Apart from
the generic metal and band insulator (BI), we find that this
hopping Hamiltonian allows for a three-dimensional strong
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FIG. 1. (Color online) The ideal hyperhoneycomb lattice. The Ir4+
atoms (denoted by white spheres, except for the four yellow ones
that indicate the four atoms in our unit cell) sit in an octahedral cage
(shaded in blue) of oxygen atoms (small red spheres). The lattice
vectors are denoted by a1,a2 and a3. The three nearest-neighbor
bonds are referred to as x (green), y (pink) and z (blue) bonds.
TI (STI) over a large parameter regime. The above tight-
binding model is further justified by more microscopic calcu-
lations based on Slater-Koster parameters for the 5d orbitals
in the large SOC limit for the ideal hyperhoneycomb lattice.
This latter calculation also reveals the connection between the
symmetry-allowed hopping parameters and the Slater-Koster
parameters. In parallel, we perform density functional theory
(DFT) calculations in the presence of SOC to probe the nature
of the states near the Fermi level for β-Li2IrO3 on an ideal hy-
perhoneycomb lattice. The DFT results support our assump-
tion that the low energy states near the Fermi level have a
predominantly jeff = 1/2 orbital character and are well sepa-
rated from the jeff = 3/2 bands that lie below the Fermi level.
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We derive and study a spin one-half Hamiltonian on a honeycomb lattice describing the exchange
interactions between Ir4+ ions in a family of layered iridates A2IrO3 (A=Li, Na). Depending on the
microscopic parameters, the Hamiltonian interpolates between the Heisenberg and exactly solvable
Kitaev models. Exact diagonalization and a complementary spin-wave analysis reveal the presence
of an extended spin-liquid phase near the Kitaev limit and a conventional Ne´el state close to the
Heisenberg limit. The two phases are separated by an unusual stripy antiferromagnetic state, which
is the exact ground state of the model at the midpoint between two limits.
PACS numbers: 75.10.Jm, 75.25.Dk, 75.30.Et
Magnetic systems exhibit, most commonly, long-range
classical order at sufficiently low temperatures. An ex-
ception are frustrated magnets, in which the topology of
the underlying lattice and/or competing interactions lead
to an extensively degenerate manifold of classical states.
In such systems, exotic quantum phases of Mott insula-
tors (spin liquids, valence bond solids, etc.) can emerge
as the true ground states (for reviews see Refs. [1, 2]). In
quantum spin liquids, strong zero-point fluctuations of
correlated spins prevent them to “freeze” into magnetic
or statically dimerized patterns, and conventional phase
transitions that break time-reversal and lattice symme-
tries are avoided. Spin liquids have attracted particular
attention since Anderson proposed their possible connec-
tion to superconductivity of cuprates [3].
Recently, spin-liquid states of matter have been exem-
plified, on a quantitative level, by an exactly solvable
model by Kitaev [4]. His model deals with spins one-half
that live on a honeycomb lattice. The nearest-neighbor
(NN) spins interact in a simple Ising-like fashion but, be-
cause different bonds use different spin components [see
Fig. 1(a)], the model is highly frustrated. Its ground state
is spin-disordered and supports the emergent gapless ex-
citations represented by Majorana fermions [4]. Spin-
spin correlations are, however, short-ranged and confined
to NN pairs [5, 6]. This may suggest the robustness of
the disordered state to spin perturbations. Indeed, Tsve-
lik has shown [7] that there is a window of stability for
the spin-liquid state in the Kitaev model perturbed by
isotropic Heisenberg exchange.
Finding a physical realization of this remarkable model
is a great challenge, also because of its special properties
attractive for quantum computation [4]. As the key el-
ement of the model is a bond-selective spin anisotropy,
one possible idea [8] is to explore Mott insulators of late
transition metal ions with orbital degeneracy, in which
the bond directional nature of electron orbitals can be
translated into a desired anisotropy of magnetic interac-
tions through strong spin-orbit coupling.
In this Letter, we examine the iridium oxides A2IrO3
from this perspective. In these compounds, the Ir4+ ions
have an effective spin one-half moment and form weakly
coupled honeycomb-lattice planes. Our analysis of the
underlying exchange mechanisms shows that the spin
Hamiltonian comprises two terms, ferromagnetic (FM)
and antiferromagnetic (AF), in the form of Kitaev and
Heisenberg models, respectively. The model has an in-
teresting phase behavior and hosts, in addition to the
spin-liquid state, an unusual AF order that is also an
exact solution at a certain point in phase space.
Experimental studies of iridium compounds are rather
scarce, and the nature of their insulating behavior is not
yet fully understood. In fact, Na2IrO3 was suggested as
an interesting candidate for a topological band insulator
[9]. Given that high temperature magnetic susceptibil-
ities of Na2IrO3 and Li2IrO3 obey the Curie-Weiss law
with an effective moment corresponding S = 1/2 per Ir
ion [10–13], we start here with the Mott insulator picture.
The Hamiltonian.– We recall that the Ir4+ ion in the
octahedral field has a single hole in the threefold degener-
ate t2g level hosting an orbital angular momentum l = 1.
Strong spin-orbit coupling lifts this degeneracy, and the
resulting ground state is a Kramers doublet with total
angular momentum one-half [14], referred to as “spin”
hereafter. In fact, it is predominantly of orbital origin,
and this is what makes the magnetic interactions highly
anisotropic due to the spin-orbit entanglement of mag-
netic and real spaces. In A2IrO3 compounds, the IrO6
octahedra share the edges, and Ir ions can communicate
through two 90◦ Ir-O-Ir exchange paths [8] or via direct
overlap of their orbitals. Collecting the possible exchange
processes (discussed below) and projecting them onto the
lowest Kramers doublet with S = 1/2, we obtain the fol-
lowing spin Hamiltonian on a given NN ij bond:
H(γ)ij = −J1 S
γ
i S
γ
j + J2 Si ·Sj . (1)
Here, spin quantization axes are taken along the cubic
axes of IrO6 octahedra. In a honeycomb lattice formed
4
atures. If the exchange interactions were purely Kitaev
like they would have been ferromagnetic and we would
have obtained a positive Weiss temperature θ and addi-
tionally the ground state would have been a spin-liquid.
Therefore, the magnetic properties of these materials are
not governed entirely by Kitaev physics alone.
If on the other hand the exchange interactions were
entirely Heisenberg like, then these materials would have
shown a simple Ne´el type antiferromagnetic ordering.
However, recent resonant x-ray scattering measurements
on single crystalline Na2IrO3 have established that the
magnetic order is not a simple Ne´el antiferromagnet but
is rather of a stripy antiferromagnetic kind.16 Such a
stripy AFM state has been predicted for the Heisenberg-
Kitaev model when the parameter α in the model lies in
the range 0.4 ≤ α ≤ 0.8.11,13 Given the similarities of
the magnetic anomalies in the χ(T ) and C(T ) data for
both Na2IrO3 and Li2IrO3 it is most likely that Li2IrO3
also shows a similar stripy antiferromagnetic structure.
Thus there are strong indications that the A2IrO3 mate-
rials lie in the region 0.4 ≤ α ≤ 0.8 of the Heisenberg-
Kitaev model. Calculations of the finite temperature
Heisenberg-Kitaev model predict that if the system stays
in the region where 0.4 ≤ α ≤ 0.8 then θ monotonically
decreases with increasing α.13 Remarkably however, it is
also predicted that the magnetic ordering temperature
stays unchanged between 0.4 ≤ α ≤ 0.7 and only starts
dropping significantly as one approaches the Kitaev limit
beyond α ≥ 0.8 where long range order is replaced by a
spin-liquid state as the ground state.13 The reduction of
the Weiss temperature scale on increasing α is natural
since the Heisenberg term comes with an antiferromag-
netic sign and the Kitaev term comes with a ferromag-
netic sign. This reduction in the Weiss temperature scale
is indeed observed for our systems where θ decreases from
≈ −125 K to ≈ −33 K on going from Na2IrO3 to the
Li2IrO3 system. We can get a lower-limit estimate of
the proximity of the Li2IrO3 system to the Kitaev limit
of α ≥ 0.8 by assuming that Na2IrO3 sits at the lower
edge α = 0.4 of the region in which the stripy antiferro-
magnetism is observed. We can then use the theoretical
predictions of the variation of the Weiss temperature ver-
sus α [Ref. 13] and our experimental estimates of θ for
Na2IrO3 and Li2IrO3 to obtain α ≈ 0.6 as a lower limit
for Li2IrO3. Thus, Li2IrO3 lies very close to the Kitaev
limit α ≥ 0.8.
In going from the Na to the Li system the a, b lattice
parameters are reduced by ≈ 4.5% while the c parame-
ter is reduced by ≈ 10%. Thus, substituting Na by Li
is equivalent to preferentially applying chemical pressure
along the c axis (⊥ to the honeycomb planes). This leads
to a decrease of the c-axis distortion of the IrO6 octahe-
dra which enhances the parameters η1,2 leading to an
increased Kitaev coupling.11 This is consistent with the
value of α ≥ 0.6 for Li2IrO3 which puts its closer to the
Kitaev limit.
In addition to the above reduction of the Weiss scale,
the antiferromagnetic ordering temperature TN ≈ 15 K
is the same for both Na2IrO3 and Li2IrO3 despite a
factor of≈ 5 reduction of θ. This counter-intuitive re-
sult is again in direct agreement with the above theo-
retical predictions of the finite temperature Hiesenberg-
Kitaev model.13 The above independence of TN on θ for
0.4 ≤ α ≤ 0.7 and the factor of 8 reduction of TN com-
pared to θ for the Na system, are issues that will need
to be addressed in future experimental and theoretical
work.
In summary, our results provide the strongest support
yet that the A2IrO3 materials are the first realization of
the Heinsenberg-Kitaev model in real solid-state materi-
als. From the above comparison of experiment and the-
ory it is also clear that Li2IrO3 lies close to the α ≥ 0.8
Kitaev limit. The application of c-axis pressure to the
A2IrO3 materials can push them closer to the Kitaev
limit and the Li2IrO3 system should be easier to tune
given that it most likely lies close to α = 0.8.
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FIG. 1: (Color online) Density profile of a hole in the isospin
up state (without tetragonal distortion). It is a superposition
of a spin up hole density in |xy〉-orbital, lz = 0, (middle) and
spin down one in (|yz〉+ i|xz〉) state, lz = 1, (right).
by a coherent superposition of different orbital and spin
states, leading to a peculiar distribution of spin densi-
ties in real space (see Fig. 1). This will have important
consequences for the symmetry of the intersite interac-
tions. Namely, the very form of the exchange Hamilto-
nian depends on bond geometry through a density profile
of Kramers states, as we demonstrate below.
Exchange couplings of neighboring Kramers states.–
We consider the limit of the strong spin-orbit coupling,
i.e., when λ is larger than exchange interaction between
the isospins. The exchange Hamiltonians for isospins
are then obtained by projecting the corresponding su-
perexchange spin-orbital models onto the isospin states
Eq. (1). First, we present the results for the case of cubic
symmetry (∆ = 0, sin θ = 1/
√
3), and discuss later the
effects of a tetragonal distortion. We consider two com-
mon cases of TM-O-TM bond geometries: (A) 180◦-bond
formed by corner-shared octahedra as in Fig. 2(a), and
(B) 90◦-bond formed by edge-shared ones, Fig. 2(b).
(A) 180◦-bond: For this geometry, the nearest-
neighbor t2g hopping matrix is diagonal in the orbital
space and, on a given bond, only two orbitals are active,
e.g., |xy〉 and |xz〉 orbitals along a bond in x-direction
[Fig. 1(a)]. The spin-orbital exchange Hamiltonian for
such a system has already been reported: see Eq. (3.11)
in Ref. [12]. After projecting it onto the ground state
doublet, we find an exchange Hamiltonian for isospins in
a form of Heisenberg plus a pseudo-dipolar interaction:
Hij = J1#Si · #Sj + J2(#Si · #rij)(#rij · #Sj) , (2)
where #Si is the S = 1/2 operator for isospins (referred to
as simply spins from now on), #rij is the unit vector along
the ij bond, and J1(2) =
4
9ν1(2). Hereafter, we use the en-
ergy scale 4t2/U where t is a dd-transfer integral through
an intermediate oxygen, and U stands for the Coulomb
repulsion on the same orbitals. The parameters ν1(2)
controlling isotropic (anisotropic) couplings are given by
ν1 = (3r1 + r2 + 2r3)/6 and ν2 = (r1 − r2)/4, where
the set of rn characterizing the multiplet structure of the
excited states depends solely on the ratio η = JH/U of
Hund’s coupling and U [24]. At small η, one has ν1 $ 1
and ν2 $ η/2. Thus, we find a predominantly isotropic
Hamiltonian, with a weak dipolar-like anisotropy term.
While the overall form of Eq. (2) could be anticipated
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FIG. 2: (Color online) Tw possible geometries of a TM-
O-TM bond with corr sponding orbitals activ along these
bonds. The large (small) dots stand for the transition metal
(oxygen) ions. (a) 180◦-bond formed by cor er s ared octa-
hedra, and (b) 90◦-bond formed by edge shared octahe ra.
from symmetry arguments, he explicit derivation l d s
to an unexpected result: In th limit of strong SO cou-
pling, the magnetic degrees are governed by a nearly
Heisenberg model just like in the case of small λ, and,
surprisingly enough, its anisotropy is entirely due to the
Hund’s coupling. This is opposite to a conventional situ-
ation: typically, the anisotropy corrections are obtained
in powers of λ while the Hund’s coupling is not essential.
(B) 90◦-bond: There are again only two orbitals active
on a given bond, e.g., |xz〉 and |yz〉 orbitals along a bond
in the xy-plane. However, the hopping matrix has now
only non-diagonal elements and there are two possible
paths for a charge transfer [via upper or lower oxygen,
see Fig. 2(b)]. This peculiarity of a 90◦-bond leads to
an exchange Hamiltonian drastically different from that
of a 180◦ geometry. Two transfer amplitudes via upper
and lower oxygen interfere in a destructive manner and
the isotropic part of the Hamiltonian exactly vanishes.
The finite, anisotropic interaction appears, however, due
to the JH -multiplet structure of the excited levels. Most
importantly, the very form of the exchange interaction
depends on the spatial orientation of a given bond. We
label a bond ij laying in the αβ plane perpendicular to
the γ(= x, y, z) axis by a (γ)-bond. With this in mind,
the Hamiltonian can be written as:
H(γ)ij = −JSγi Sγj , (3)
with J = 43ν2. Remarkably, this Hamiltonian is pre-
cisely a quantum analog of the so-called compass model.
The latter, introduced originally for the orbital degrees of
freedom in Jahn-Teller systems [5], has been the subject
of numerous studies as a prototype model with protected
ground state degeneracy of topological origin (see, e.g.,
Ref. 25). However, to our knowledge, no magnetic real-
ization of the compass model has been proposed so far.
Implementing the Kitaev model in Mott insulators.–
The Kitaev model is equivalent to a quantum compass
Including Hund’s coupling 
and projecting to Jeff=1/2 
m nifold
2
isospin up z=0spin up, l z=1spin down, l
+=
FIG. 1: (Color online) Density profile of a hole in the isospin
up state (without tetragonal distortion). It is a superposition
of a spin up hole density in |xy〉-orbital, lz = 0, (middle) and
spin down one in (|yz〉+ i|xz〉) state, lz = 1, (right).
by a coherent superposition of different orbital and spin
states, leading to a peculiar distribution of spin densi-
ties in real space (see Fig. 1). This will have important
consequences for the symmetry of the intersite interac-
tions. Namely, the very form of the exchange Hamilto-
nian depends on bond geometry through a density profile
of Kramers states, as we demonstrate below.
Exchange couplings of neighboring Kramers states.–
We consider the limit of the strong spin-orbit coupling,
i.e., when λ is larger than exchange interaction between
the isospins. The exchange Hamiltonians for isospins
are then obtained by projecting the corresponding su-
perexchange spin-orbital models onto the isospin states
Eq. (1). First, we present the results for the case of cubic
symmetry (∆ = 0, sin θ = 1/
√
3), and discuss later the
effects of a tetragonal distortion. We consider two com-
mon cases of TM-O-TM bond geometries: (A) 180◦-bond
formed by corner-shared octahedra as in Fig. 2(a), and
(B) 90◦-bond formed by edge-shared ones, Fig. 2(b).
(A) 180◦-bond: For this geometry, the nearest-
neighbor t2g hopping matrix is diagonal in the orbital
space and, on a given bond, only two orbitals are active,
e.g., |xy〉 and |xz〉 orbitals along a bond in x-direction
[Fig. 1(a)]. The spin-orbital exchange Hamiltonian for
such a system has already been reported: see Eq. (3.11)
in Ref. [12]. After projecting it onto the ground state
doublet, we find an exchange Hamiltonian for isospins in
a form of Heisenberg plus a pseudo-dipolar interaction:
Hij = J1#Si · #Sj + J2(#Si · #rij)(#rij · #Sj) , (2)
where #Si is the S = 1/2 operator for isospins (referred to
as simply spins from now on), #rij is the unit vector along
the ij bond, and J1(2) =
4
9ν1(2). Hereafter, we use the en-
ergy scale 4t2/U where t is a dd-transfer integral through
an intermediate oxygen, and U stands for the Coulomb
repulsion on the same orbitals. The parameters ν1(2)
controlling isotropic (anisotropic) couplings are given by
ν1 = (3r1 + r2 + 2r3)/6 and ν2 = (r1 − r2)/4, wh r
the set of rn characterizing the multiplet structure of the
excited states depends solely on the ratio η = JH/U of
Hund’s coupling and U [24]. At small η, one has ν1 $ 1
and ν2 $ η/2. Thus, we find a predominantly isotrop c
Hamiltonian, with a weak dipolar-like anisotropy term.
While the overall form of Eq. (2) could be anticipated
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FIG. 2: (Color online) Two possible geometries of a TM-
O-TM bond with corresponding orbitals active along these
bonds. The large (small) dots stand for the transition metal
(oxygen) ions. (a) 180◦-bond formed by corner shared octa-
hedra, and (b) 90◦-bond formed by edge shared octahedra.
from symmetry arguments, the explicit derivation led us
to an unexpected result: In the limit of strong SO cou-
pling, the magnetic degrees are governed by a nearly
Heisenberg model just like in the case of small λ, and,
surprisingly enough, its anisotropy is entirely due to the
Hund’s coupling. This is opposite to a conventional situ-
ation: typically, the anisotropy corrections are obtained
in powers of λ while the Hund’s coupling is not essential.
(B) 90◦-b nd: Th r r again only two orbitals active
on a given b , e.g., |xz〉 and |yz〉 orbitals alon a bond
in the xy-plane. How ver, the hopping matrix has now
only non-diagonal e ments and there are two p ssible
paths for a charge transfer [via upper r lower oxygen,
see Fig. 2(b)]. This peculia ity of a 90◦-bond l ads to
an exchange Hamiltonian drastically ifferent from that
of a 180◦ geometry. Two transfer amplitudes via upper
and lower oxyg n i terfere in a destructive manner and
the isotropic p rt f the Hamiltonian exactly vanishes.
The finite, anisotropic interaction appears, owever, due
to the JH -multiplet structure of the excited levels. Most
importantly, the ver form of the exchange interaction
depends on the spatial orient tion f a given bond. We
label a bond ij laying in the αβ plane perpendicular to
the γ(= x, y, z) axis by a (γ)-bond. With this in mind,
the Hamilto ian ca be written as:
H(γ)ij = −JSγi Sγj , (3)
with J = 43ν2. Remarkably, this Hamiltonian is pre-
cisely a quantum analog of the so-called compass model.
The latter, introduced originally for the orbital degrees of
reedom in Jahn-Teller ys ms [5], has been the subject
of numerous studies as a prototype model with protected
grou d sta e dege eracy of topological origin (see, e.g.,
Ref. 25). However, to our knowledge, no magnetic real-
izatio of the compass model has been proposed so far.
Implementing the Kitaev model in Mott insulators.–
The Ki aev m del is equivalent to a quantum compass
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Realiza ion of the Heisenberg-Kitaev model in the honeycomb lattice iridates A2IrO3
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Using thermodynamic measurements on the honeycomb lattice iridates A2IrO3 (A =Na, Li) we
demonstrate that these materials are possible realizations of the Heisenberg-Kitaev model. Both
materials are Mott insulators with effective spins S = 1/2 on a honeycomb lattice. The Curie
Weiss temperature decreases from θ ≈ −125 K for Na2IrO3 to θ ≈ −33 K for Li2IrO3. Surprisingly
however, the antiferromagnetic ordering temp ra ur for both materials is the same TN ≈ 15 K.
This counter-intuitive behavior dir ctly mimic he recent predictions of the finite temperature
Heisenberg-Kitaev model on a honeycomb lattice. Our results also indicate that the Li2IrO3 system
is close (0.6 ≤ α ≤ 0.7) to the Kitaev limit (α ≥ 0.8) and that application of pressure might tune it
to the spin-liquid s te expected in he Kitaev l mit of the model.
Introduction: Recently the Kitaev model of spi s S =
1/2 on a honeycomb lattice has attracted a lo of at -
tion because it is a relatively simple spin model involv-
ing only nearest neighbor interactions and yet it s ows
several exotic states of ma ter.1 The ground sta e is a
gapless spin-liquid with emergent Majorana excitatio s,
or a gapped topologically ordered state (the Z2 spi -
liquid) with Abelian anyonic excitations depending on
the model parameters.1 Yet an ther xotic phase of the
Kitaev model is obtained wh n he spin-liquid is gapped
out by applying a magnetic fi ld perpendicular to the
honeycomb plane.1,2 This phase is also a ga ped, topo-
logically ordered phase, but one with non-abelian quasi-
particle (Majorana fermions) statistics.2,3 Among sys-
tems predicted to support Major a fermions r x tic
fractional quantum Hall sy ems4 and heteros ructures
of topological insulators, se -metals, or semiconductors
with conventional s-wave superconductor .5 Realizati ns
of the Kitaev model and its extentions would also be av-
enues to look for these elusive quasip rtic es.
The Kitaev model is thus relev nt to such diverse areas
as quantum comput tion1,6 an t ongly correlated con-
densed matter systems7, among others and s ar h for
realizations of this and relate mod ls is of fundam ntal
importance.
In looking for experimental realizations f the Ki-
taev model one must not only look for systems with
S = 1/2 on th honeycomb lat ice. In additio one
also needs to look at how to introduce anisotropic ex-
change interactions required in the model. Supercon-
ducting circuits9 and optical latti es10 have been pro-
posed as possible ways of realizing the Kitaev model. In
solid state materials, Mott insulating transition metal ox-
ides with strong spin-orbit coupling have been suggested
as possible candid tes.7,11
The layered iridate Na2IrO3 has effective S = 1/2 Ir4+
mome ts on a honeycomb lattice.12 The strong spin-orbit
coupling in this 5d transition metal system is likely to
lead to orbital dependent anisotropic i -plane exc ange.
However, one needs to worry about the possibility of
other interactions like the isotropic Heisenberg interac-
tions being resent in addition o the Kitaev like inter-
actions Such a Heisenberg-Kitaev (HK) model has been
studied r cently an found to have an interesting phase
diagram depending on the relative strength of the two
te s. The HK Hamiltonian can be written as11
HHK = (1− α)
∑
ij
"σi. "σj − 2α
∑
γ
σγi .σ
γ
j (1)
where the σi are the Pauli matrices for the effective
S = 1/2 and γ = x, y, z labels the three different links
for each spin of the honeycomb lattice. The first part
in Eq.(1) is the isotropic Heisenberg term while the sec-
ond term is the anisotropic Kitaev term.11 The Heisen-
berg exchange is antiferromagnetic, while the anisotropic
Kitaev exchange is ferromagnetic. Varying the relative
coupling strength 0 ≤ α ≤ 1, the model interpolates
f om the simple Heisenberg model with a Ne´el ground
st te for α = 0 to the Kitaev model for α = 1, which
even for ferromagnetic interactions is highly frustrated
a d exhibits a gapless spin-liquid ground state.1 As the
oupling α is varied, three magnetic phases were found
in zero temperature calculations11 and have been found
to persist in calculations at finite temperatures too.13
T three phases are a simple Ne´el antiferromagnet for
0 ≤ α ≤ 0.4, a stripy antiferromagnet for 0.4 ≤ α ≤ 0.8,
and a spin-liquid state for 0.8 ≤ α ≤ 1.11,13
Even though the A2IrO3 materials have been sug-
gested as possible avenues to look for Kitaev like and
HK like physics,7,11,13 there is very limited experimental
data available for the A2IrO3 systems. We have ear-
lier shown that single crystal Na2IrO3 is a Mott insu-
lator which undergoes antiferromagnetic ordering below
TN = 15 K although the polycrystalline samples showed
glassy behavior.12 There are two conflicting reports on
the magnetic properties of Li2IrO3.14,15 The first report
suggested paramagnetic behavior between T = 5 K and
300 K without any sign of magnetic order14 while the
second report showed an anomaly in the magnetic sus-
ceptibility below T = 10 K which was also accompanied
by a hysteresis between zero-field-cooled and field-cooled
data suggesting glassy behavior.15 No heat capacity data
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We study the general phase diagram of correlated el ctrons for iridium-ba ed (Ir) compounds on the hyper-
honeycomb lattice—a crystal structure where the I 4+ ions fo m a th ee-dimension l network with three-fold
coordination recently realized in the β-Li2IrO3 c mpound. Using a combination of microscopic derivations,
symmetry analysis, and density functional calculations, w determine the general model f r the electrons occu-
pying the jeff = 1/2 orbitals at the Ir4+ sites. In the non-interacting limit, we find that this model allows for
both topological and trivial electronic band insulators alo with metallic states. The effect of Hubbard-type
electron-electron repulsion on the above electronic structure in stabilizing q = 0magnetic order reveals a phase
diagram with continuous phase transition between a top logical band insulator and a Ne´el ordered magnetic
insulator.
I. INTRODUCTION
The importance of the interplay between spin-orbit cou-
pling (SOC) and electron-electron correlations in stabilizing
a wide variety of novel electronic p ases such as topological
insulators (TI , Weyl semi-metals, and u tum spi liquids
has been explored recently.1–7 Materials such as 5d tr nsition
metal (iridium=Ir, os ium=Os) oxid s with strong tomic
SOC provide fertile grounds to unc ver the abo e physics
and a large number of such c mpounds are curr ntly b ing
investigated.8–16
Rece tly, the material β-Li2IrO3 has been ynthesized by
Takagi et al.17 which has attracted attention due to the novel
three-dimensi nal network formed by the I 4+ ions—the hy-
perhoneycomb lattice (see Fig. 1). I has been theoretically
predicted that the spin model in the strong-coupli g imit can
be highly anisotropic and may l ad o interesting magnetic
as w ll as a three-dimension l Kitaev quantum spin-liquid
ground state.18–21
In this paper, motivated by the above evelopments, w
study the weak- and intermediate-coupling regimes of β-
Li2IrO3 and iso-structural compounds with Ir situated on a
hyperhoneycomb lattice. We poi t out the possibility of inter-
esti g ground s tes in these systems that generally arise from
the nature of the underlying lattice geometry and strong SOC
effects. In turn, these results can shed light on the hysics of
the abov material and others on a similar lattice structure.
An important starting point i the study of these compounds
is to ascertain the nature of the el ctronic structure, particu-
larly that of the electronic bands near the Fermi level. Due
to the large atomic SOC, as in a large number of Ir-based
compounds,3,6,12,13,22 the low energy bands are expected to be
formed by jeff = 1/2 atomic orbitals. Using the symmetries
of the hyperhoneycomb lattice, we obtain the general tight-
binding Hamiltonian for the jeff = 1/2 orbitals. Apart from
the generic metal and band i s lator (BI), we find that this
hopping Hamiltonian allows for a three-dimensional strong
a3
a1
a2
x
y
z
1 2
3 4
FIG. 1. (Color online) The ideal hyperhoneycomb lattice. The Ir4+
atoms (denoted by white spheres, except for the four yellow ones
that indicate the four atoms in our unit cell) sit in an octahedral cage
(shaded in blue) of oxygen atoms (small red spheres). The lattice
vectors are denoted by a1,a2 and a3. The three nearest-neighbor
bonds are referred to as x (green), y (pink) and z (blue) bonds.
TI (STI) over a large parameter regime. The above tight-
binding model is further justified by more microscopic calcu-
lations based on Slater-Koster parameters for the 5d orbitals
in the large SOC limit for the ideal hyperhoneycomb lattice.
This latter calculation also reveals the connection between the
symmetry-allowed hopping parameters and the Slater-Koster
parameters. In parallel, we perform density functional theory
(DFT) calculations in the presence of SOC to probe the nature
of the states near the Fermi level for β-Li2IrO3 on an ideal hy-
perhoneycomb lattice. The DFT results support our assump-
tion that the low energy states near the Fermi level have a
predominantly jeff = 1/2 orbital character and are well sepa-
rated from the jeff = 3/2 bands that lie below the Fermi level.
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form the strong coupling expansion, we consider an atomic
Hamiltonian of Kanamori form[29]:
H0 =
￿
i
￿
U − 3JH
2
(Ni − 5)2 − 2JHS 2i −
JH
2
L2i
￿
, (2)
where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out in the limit U, JH ￿ λ ￿ t, first taking U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orbitals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
￿i j￿∈αβ(γ)
￿
t1
￿
d†iαd jα + d
†
iβd jβ
￿
+ t2
￿
d†iαd jβ + d
†
iβd jα
￿
+ t3d†iγdiγ
￿
,
where d†iα = (d
†
iα↑ d
†
iα↓) and diα are the creation and annihila-
tion operators for the t2g state α at site i. Here we sum over the
yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
the directions to orbitals as x → yz, y → zx and z → xy. The
parameters t1, t2, and t3 are given by
t1 =
tddπ + tddδ
2
, t2 =
t2pdπ
∆pd
+
tddπ − tddδ
2
, t3 =
3tddσ + tddδ
4
,
where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Hamiltonian in Eq. 1 with
J =
4
27
￿
6t1(t1 + 2t3)
U − 3JH +
2(t1 − t3)2
U − JH +
(2t1 + t3)2
U + 2JH
￿
, (3)
K =
8JH
9
 (t1 − t3)2 − 3t22(U − 3JH)(U − JH)
 , (4)
Γ =
16JH
9
￿
t2(t1 − t3)
(U − 3JH)(U − JH)
￿
. (5)
Exchanges of the same form as the Γ term were originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual states involve λ instead of JH , all three terms are
generated, with the dependence of K and Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
√
J2 + K2 + Γ2 = 1. By map-
ping ￿S i → −￿S i on one sublattice, we send φ → −φ and
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II. HEISENBERG-KITAEV MODEL ON HYPER-HONEYCOMB
Let us consider the following Heisenberg-Kitaev model on the Hyper-honeycomb lattice.
HHK = J
￿
￿ij￿
Si · Sj −K
￿
α−links
Sαi S
α
j (1)
We first study the diﬀe ent limits.
A. K=0
This is the limit of the pure antiferromag etic Heisenberg model. The above lattice is
similar topologically to the lattice in fig. 5. On this lattice, the Neel order is not frustrated.
This is shown in figure 6. The reason that Neel order is not frustrated is that the above
lattice can be seen s a par ially dele ed cubic lattice where the deletion is done without
introducing new bonds.[7] So the Neel order remains unfrustrated and is the classical ground
state.
B. J=0
This is the pure Kitaev limit. This limit was first studied by Mandal et. al [4] on the
deleted cubic lat ice (fig. 5). The Hamiltonian looks like:
HK = −
￿
α−links
Sαi S
α
j (2)
where the diﬀ rent links are given in fig. 5. The etails of this la tice are described in
Appendix A. Using the usual majorana fermion decomposition of the spins, we find that the
Hamiltonian is given by:
HK =
i
2
￿
α−links
uαijcicj (where u
α
ij = ib
α
i b
α
j ) (3)
Now unlike the 2D case here we do not hav a clear cut Lieb’s theorem which says that the
ground state belongs to the zero flux sector. So Ref. [4] resorted to some selected numerical
check and found that the ground state indeed belongs to this sector. We shall assume that
this is correct and look for the majorana dispersion in this sector. In this sector, we can set
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FIG. 5. The spectrum of the dispersing majorana fermion in the pure kitaev model on the hyperhoneycomb lattice along paths of high symmetry
in the first Brillou n zone (The first Brillouin zone and the paths are shown in Appendix A)
point (K = 2J), although the classical energies of the three
orders remain same, but, quantum corrections coming from
the spin-wave fluctuations lift this, accidental classical degen-
eracy.
C. J = 0 : The Kitaev Spin Liquid
This is the pure Kitaev limit. Mandal et. al6 showed that
the pure Kitaev model on the deleted cubic lattice which is
topologically similar to the hyper-honeycomb lattice can be
exactly solved using methods originally employed by Kitaev.2
The exact solution, as in the honeycomb case, is rendered
by the three-fold coordination and consequent presence of an
infinite number of conserved quantities. Using the usual ma-
jorana fermion decomposition of the spins
Sαi = ib
α
i c (3)
we find that the Hamiltonian (Eq. 1) in this limit is given by:
HK =
i
2
￿
α−links
uαijcicj (where u
α
ij = ib
α
i b
α
j ), (4)
where we have put the overall scaleK = 1. The {bxi , byi , bzi , c}
are the four majorana fermions that mutually anticommute.
The infinite number of conserved quantities are given by
the Z2-link vari bles αij that commute with each other and
with the Hamiltonian (Eq. 4). The Z2-fluxes generated by uαij
over the 10 site loop (see fig. 1) are given by6
WP =
￿
loop
uαij (5)
Since these fluxes commute with the Hamiltonian, by con-
struction, they do not have any dynamics and hence the prob-
lem can be solved independently for different flux sectors.
This separation of the majorana sector and the flux sector, the
latter being good quantum numbers, lies at the heart of the
exact solution of the Kitaev models on different lattices.
The problem then reduces to majorana fermions hopping
in the background of frozen fluxes on the hyper-honeycomb
lattice. Similar issues have been studied by various people
on other lattices. E. Lieb et al. proved that, on certain bi-
partite lattice that contain mirror planes that bisect the lattice
links, the lowest energy is obtained when planer plaquettes
containing 2(mod 4) sites have zero-flux through them, while
plaquettes having 0 (mod 4) sites have π-flux through them.
Unfortunately, unlike the 2D-honeycomb lattice, we cannot
prove Lieb’s theorem for the present lattice6 because of the
absence of suitable miror planes. In absence of such theo-
rems, Mandal et al. resorted to numerical diagonalization of
the fermion hopping Hamiltonian (Eq. 4) over large system
sizes and found that the zero-flux sector has the lowest energy.
Assuming that this is also true in our case, we can specialize to
the zero-flux sector choosing a gauge where uαij = +1 (∀￿ij￿)
to get
H0−fluxK =
i
2
￿
ij
cicj (6)
This Hamiltonian can then be diagonalized by fourier trans-
formation taking the unit cell, as given in given in fig. 1 (and
the lattice vectors are given in Appendix A). We get
H0−fluxK =
￿
k
ΨT−kHkΨk (7)
where ΨTk = (c1,k, c2,k, c3,k, c4,k) and
Hk =
i
4
 0 1 0 Ak−1 0 BK 00 −B∗k 0 1−A∗k 0 −1 0
 (8)
where,
Ak = e
−ik·a1 + e−ik·a2 ; Bk = 1 + e−ik·a3 (9)
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in the background of frozen fluxes on the hyper-honeycomb
lattic . Similar issues have been studied by various people
on other lattices. E. Lieb et al. proved that, on certain bi-
partite lattice that contain mirror planes that bisect the lattice
links, the lowest energy is obtained when planer plaquettes
containing 2(mod 4) sites have zero-flux through them, while
plaquettes having 0 (mod 4) sites have π-flux through them.
Unfortunately, unlike the 2D-honeycomb lattice, we cannot
prove Lieb’s theorem for the present lattice6 because of the
absence of suitable miror planes. In absence of such theo-
rems, Mandal et al. resorted to numerical diagonalization of
the fermion hopping Hamiltonian (Eq. 4) over large system
sizes and found that the zero-flux sector has the lowest energy.
Assuming that this is also true in our case, we can specialize to
the zero-flux sector choosing a gauge where uαij = +1 (∀￿ij￿)
to get
H0−fluxK =
i
2
￿
ij
cicj (6)
This Hamiltonian can then be diagonalized by fourier trans-
formation taking the unit cell, as given in given in fig. 1 (and
the lattice vectors are given in Appendix A). We get
H0−fluxK =
￿
k
ΨT−kHkΨk (7)
where ΨTk = (c1,k, c2,k, c3,k, c4,k) and
Hk =
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4
 0 1 0 Ak−1 0 BK 00 −B∗k 0 1−A∗k 0 −1 0
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where,
Ak = e
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point (K = 2J), although the classical energies of the three
orders remain same, but, quantum corrections coming from
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This is the pure Kitaev limit. Mandal et. al6 showed that
the pure Kitaev model on the deleted cubic lattice which is
topologically similar to the hyper-honeycomb lattice can be
exactly solved using methods originally employed by Kitaev.2
The exact solution, as in the honeycomb case, is rendered
by the three-fold coordination and consequent presence of an
infinite number of conserved quantities. Using the usual ma-
jorana fermion decomposition of the spins
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we find that the Hamiltoni n (Eq. 1) in this limit is given by:
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point (K = 2J), although the classical energies of the three
orders remain same, but, quantum corrections coming from
the spin-wave fluctuations lift this, accidental classical degen-
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This is the pure Kitaev limit. Mandal et. al6 showed that
the pure Kitaev model on the deleted cubic lattice which is
topologically similar to the hyper-honeycomb lattice can be
exactly solved using methods originally employed by Kitaev.2
The exact solution, as in the honeycomb case, is rendered
by the three-fold coordination and consequent presence of an
infinite number of conserved quantities. Using the usual ma-
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Sαi = ib
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i c (3)
we find that the Hamiltonian (Eq. 1) in this limit is given by:
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where we have put the overall scaleK = 1. The {bxi , byi , bzi , c}
are the four majorana fermions that mutually anticommute.
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Since these fluxes commute with the Hamiltonian, by con-
struction, they do not have any dynamics and hence the prob-
lem can be solved independently for different flux sectors.
This separation of the majorana sector and the flux sector, the
latter being good quantum numbers, lies at the heart of the
exact solution of the Kitaev models on different lattices.
The problem then reduces to majorana fermions hopping
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lattice. Similar issues have been studied by various people
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containing 2(mod 4) sites have zero-flux through hem, wh l
plaquette having 0 (mod 4) sites have π-flux through them.
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prove Lieb’s theorem for the present lattice6 because of the
absence of suitable miror planes. In absence of such theo-
rems, Mandal et al. resorted to numerical diagonalization of
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formation taking the unit cell, as given in given in fig. 1 (and
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H0−fluxK =
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Hk =
i
4
 0 1 0 Ak−1 0 BK 00 −B∗k 0 1−A∗k 0 −1 0
 (8)
where,
Ak = e
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Ground state is in the zero-flux s ctor
commute with the Hamiltonian
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y − z and x − z bonds respectively. We would like to re-
emphasize that the word skew indicates that this is essentially
a three dimensional magnetic order as opposed to a stacked
up two dimensional spin order. At this special point there is a
continuous “SU(2)” spin rotation symmetry that ensures that
all the three skew-stripy phases described above have the same
energy.
It is however worthwhile to note that there is a crucial
difference from the honeycomb case away from this special
point. In the honeycomb lattice a two dimensional stripy
phase is obtained for the Heisenberg-Kitaev model at the same
parameter value. There, a C3 symmetry of the lattice along
with concomitant rotation of the spins which is a symmetry
of the HHK Hamiltonian on the honeycomb lattice ensures
that the three stripy ordered phases have the same energy even
away from this special point where there is no “SU(2)” sym-
metry. However on the hyper-honeycomb lattice, there is only
a C2 symmetry between the x and the y bonds, whil the z
bonds are not related by any symmetry. So there is no a-priori
reason for the Sz ordered skew-stripy phase to have the same
energy as the other two. Indeed we find that, away from this
point (K = 2J), although the classical energies of the three
states remain the same, quantum corrections coming from the
spin-wave fluctuations lift this accidental classical degener-
acy.
C. J = 0 : The Kitaev Spin Liquid
This is the pure Kitaev limit. Mandal et. al19 showed
that the pure Kitaev model on the deleted cubic lattice which
is topologically similar to the hyper-honeycomb lattice can
be exactly solved using methods originally employed by
Kitaev.18
The exact solution, as in the honeycomb case, is rendered
by the three-fold coordination and consequent presence of an
infinite number f c served quantities. Using the usual Ma-
jorana fermion decomposition of t e spins
Sα = ibαi c (3)
we find that the Hamiltonian (Eq. 1) in this limit is given by:
HK =
i
2
￿
α−links
uαijcicj (where u
α
ij = ib
α
i b
α
j ), (4)
where we have put the overall scaleK = 1. The {bxi , byi , bz, c}
are the four Majorana fermions that mutually anticommute.
The infinite number of conserved quantities are given by
the Z2-link variables uαij that commute with each ot r and
with the Hamiltonian (Eq. 4). The Z2-fluxes gen rated by uαij
over the 10 site loop ( e blue sites in Fig. 1) are given by19
WP =
￿
loop
uαij . (5)
Since these fluxes co mute with the Hamiltonian, by con-
struction, th y do not have a y dynamics and he ce the prob-
lem can be solved independently for different flux s ctors.
This separation of the Majorana sector and the flux sector, the
latter being good quantum numbers, lies at the heart of the
exact solution of the Kitaev models on different lattices.18
The problem then reduces to Majorana fermions hopping
in the background of frozen fluxes on the hyper-honeycomb
lattice. Similar issues have been studied by various people
on other lattices. E. Lieb et al.28 proved that, on certain bi-
partite lattice that contain mirror planes that bisect the lattice
links, the lowest energy is obtained when planer plaquettes
containing 2(mod 4) sites have zero-flux through them, while
plaquettes having 0 (mod 4) sites have π-flux through them.
Unfortunately, unlike the 2D-honeycomb lattice, we cannot
prove Lieb’s theorem for the present lattice19 because of the
absence of suitable miror planes. In absence of such theo-
rems, Mandal et al.19 resorted to numerical diagonalization of
the fermion hopping Hamiltonian (Eq. 4) over large system
sizes for several flux configurations and found that the zero-
flux sector has th lowest energy. Thus it is expected that the
zero flux sector corresponds to the ground state in our case as
well. We can then specialize to the zero-flux sector choosing
a gauge where uαij = +1 (∀￿ij￿) to get
H0−fluxK =
i
2
￿
ij
cicj . (6)
This Hamiltonian can then be diagonalized by fourier trans-
formati n, taking the unit cell as given in Fig. 1 (the lattice
vectors are given in Appendix A). We get
H0−fluxK =
￿
k
ΨT−kHkΨk (7)
where ΨTk = (c1,k, c2,k, c3,k, c4,k) and
Hk =
i
4
 0 1 0 Ak−1 0 BK 00 −B∗k 0 1−A∗k 0 −1 0
 (8)
where,
Ak = e
−ik·a1 + e−ik·a2 ; Bk = 1 + e−ik·a3 (9)
The spectrum is given by:
Ek = ± 1
2
√
2
￿
(2 + |Ak|2 + |Bk|2)± (10)￿
[2 + |Ak|2 + |Bk|2]2 − 4 [1 + |Ak|2|Bk|2 + 2￿ [AkB∗k]]
￿1/2
(11)
The spectrum for the dispersing Majorana fermion, c, along
the high symmetry lines within the first Brillouin zone is given
in Fig. 5. The lower two bands are occupied while the zero
energy surface describe the contour of the gapless excitation.
We find a fermi surface of co-dimension two, i.e. line nodes.
From Eq. 11, it is easy to see that this is given by the zeros of
WP = ±1?
A. Kitaev (2006)
S. Mandal and N. Surendran (2009)
Kitaev Model: Exact Solution
II. HEISENBERG-KITAEV MODEL ON HYPER-HONEYCOMB
Let us consider the following Heisenberg-Kitaev model on the Hyper-honeycomb lattice.
HHK = J
￿
￿ij￿
Si · Sj −K
￿
α−links
Sαi S
α
j (1)
We first study the diﬀerent limits.
A. K=0
This is the limit of the pure antiferromagnetic Heisenberg model. The above lattice is
similar topologically to the lattice in fig. 5. On this lattice, the Neel order is not frustrated.
This is shown in figure 6. The reason that Neel order is not frustrated is that the above
lattice can be seen as a partially deleted cubic lattice where the deletion is done without
introducing new bonds.[7] So the Neel order remains unfrustrated and is the classical ground
state.
B. J=0
This is the pure Kitaev limit. This limit was first studied by Mandal et. al [4] on the
deleted cubic lattice (fig. 5). The Hamiltonian looks like:
HK = −
￿
α−links
Sαi S
α
j (2)
where the diﬀerent links are given in fig. 5. The details of this lattice are described in
Appendix A. Using the usual majorana fermion decomposition of the spins, we find that the
Hamiltonian is given by:
HK =
i
2
￿
α−links
uαijcicj (where u
α
ij = ib
α
i b
α
j ) (3)
Now unlike the 2D case here we do not have a clear cut Lieb’s theorem which says that the
ground state belongs to the zero flux sector. So Ref. [4] resorted to some selected numerical
check and found that the ground state indeed belongs to this sector. We shall assume that
this is correct and look for the majorana dispersion in this sector. In this sector, we can set
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octahedra with Ir-O-Ir bond angle being 90◦, may be essen-
tially captured by a Heisenberg-Kitaev model in three dimen-
sions. Using a combination of semiclassical analysis, exact
solution and slave-fermion mean field theory, we study the
phase diagram of this model that allows interesting magneti-
cally ordered phases as well as an extended window of a three
dimensional gapless Z2 spin liquid phase. In among the mag-
netically ordered phase , n addition to the usual Ne´el and
the ferromagnet, we find two other collinear phase–the skew-
stripy and the skew-zig-zag. Focussing on the antiferromag-
netic Heisenberg-Ferromagnetic Kitaev regime (J,K > 0 in
Eq. 1), we find that the quantum fluctuations select the z-skew
stripy phase as the energy minimum through quantum-order-
by disorder. The spin liquid, on the other hand, has gapless
Fermi-circles (Fermi-surface with co-dimensions, dc=2). This
occur at the Brillouin zone boundary and has interesting im-
plications at low temperature. Our slave-fermion mean-field
theory predicts a first order transition between the spin liquid
and the magnetically ordered skew-stripy phase.
In regards to actual experiments on the material, it would
be interesting to see if any of the above phases are relevant to
describe the physics of actual material β-Li2IrO3. We predict
the general form of the low temperature specific heat and also
the magnetic field dependence for the susceptibility both in
the skew-stripy and the spin liquid regimes. Interestingly, in
the classical limit, the magnetic field required to saturate the
system only depends on the magnitude of the Heisenberg cou-
pling (J), while the Curie-Weiss temperature contains both
Heisenberg (J) and Kitaev (K) couplings. This may indicate
that the temperature response and the magnetic field response,
particularly the magnetization saturation, energy scale may be
quite different. These results can be compared with respect
to future experiments. The spin-wave spectra can similarly
be compared to future neutron scattering studies on this com-
pound. Overall, the possibility of realizing another family of
Mott insulators where the Heisenberg-Kitaev model is rele-
vant would be exciting with the possibility of realizing a three
dimensional quantum spin liquid phase that this model allows.
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Appendix A: The structure of the ideal hyper-honeycomb lattice
Here we elaborate on the lattice structure of the ideal hyper-
honeycomb. The ideal structure has 90 ◦ Ir-O-Ir bonds, 120 ◦
Ir-Ir-Ir bonds, and perfect oxygen octahedra around each Ir4+
ion. All nearest-neighbour Ir-Ir bonds have the same length.
The lattice can be described by an face centred orthorhombic
lattice with a four site basis. The primitive fcc lattice vectors
FIG. 14. The Brillouin zone. The high symmetry paths are:
Γ → Y → T → Z → Γ → X → A1 → Y ; T → X1;
X → A → Z and Γ → L. The following are the position of
the high symmetry points: Γ = (0, 0, 0), Y =
￿
0, 0,−π2
￿
, T =￿−π6 ,−π6 ,−π2 ￿, Z = ￿−π6 ,−π6 , 0￿, X = ￿ 29π72 ,− 29π72 , 0￿, A1 =￿
11π
72 ,− 11π72 ,−π2
￿
,X1 =
￿− 19π72 ,− 5π72 ,−π2 ￿,A = ￿ 13π72 ,− 37π72 , 0￿
and L =
￿
π
6 ,−π3 ,−π4
￿
.
are given by
a1 = (2, 4, 0), a2 = (3, 3, 2), a3 = (−1, 1, 2). (A1)
This choice of lattice vectors, shown in Fig. 1, ensures that
both Ir and O ions have positions possessing integer coordi-
nates. For instance, the four Ir ions now have the positions
Ir1 = (0, 0, 0), Ir2 = (1, 1, 0), Ir3 = (1, 2, 1), Ir4 = (2, 3, 1)
(A2)
and the 6 oxygens around each Ir are located at ±xˆ,±yˆ, and
±zˆ relative to the Ir position. We also note that the oxy-
gen ions form an fcc lattice by themselves in the ideal hyper-
honeycomb.
One can also describe the lattice structure with the enlarged
(orthorhombic) fcc unit cell as illustrated by dashed gray lines
in in Fig. 1. In this case the lattice vectors are given by a =
(6, 6, 0), |a| = 6√2, b = (−2, 2, 0), |b| = 2√2, and c =
(0, 0, 4), |c| = 4 (in the same units as those used in the above
lattice vectors).
1. The first Brillouin zone
The reciprocal lattice vectors are given by:
b1 =
￿
π
3
,−2π
3
,
π
2
￿
;
b2 =
￿
−2π
3
,
π
3
,−π
2
￿
;
b3 =
￿
2π
3
,−π
3
,−π
2
￿
(A3)
The first Brillouin zone as well as the high symmetry direc-
tions and points are shown in Fig. 14.
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FIG. 5. The spectrum of the dispersing Majorana fermion in the pure Kitaev model on the hyperhoneycomb lattice along paths of high
symmetry in the first Brillouin zone (The first Brillouin zone and the paths are shown in Appendix A)
FIG. 6. (color online) The green curve indicates the Fermi surface
at J = 0. This occurs on the boundary of the first Brillouin zone.
The red curve indicates the Fermi surface at K/J = 8(α = 0.2) as
computed within mean-field theory. The two Fermi surfaces almost
coincide with minute differences. (The Fermi surfaces of neighbor-
ing cells have been appended to aid visualization.)
in Fig. 5. The lower two bands are occupied while the zero
energy s rface d scribe the ntour of the gapless excitation.
We find a Fermi surface of co-dimension two, i.e. line nodes.
From Eq. 10, it is easy to see that this is given by the zeros of
the term 1 + |Ak|2|Bk|2 + 2￿ [AkB∗k], which can be rewrit-
ten as |1 + AkB∗k|2. A straightforward manipulation of this
expression reveals that this can occur only when kx + ky ≡ 0
(mod π3 ), and cos (ky − kx) + cos (2kz) = ± 12 (with the
sign determined by kx + ky). This determines the exact loca-
tion of this Fermi surface which is shown in Fig. 6. The line
nodes occur in the zone-boundary as shown. The presence of
these extended gapless modes have important finite tempera-
ture consequences as we discuss later.
The Majorana-spinon representation enlarges the dimen-
sion of the Hilbert space from two to four. Therefore, the
physical spin wave function is obtained by projecting the
spinon wave function back to the physical Hilbert space.17,19
|Ψspi ￿ = P|Ψspinon￿ (11)
where the projection operator, P, is given by
P =
￿
i
￿
1 +Di
2
￿
(12)
where,
Di = b
x
i b
y
i b
z
i ci (13)
and i the physical Hilbert space, the pinon wave function
satisfies (
￿
iDi)|Ψspinon￿ = |Ψspinon￿.17 The gauge invariant
Z2 flux operator in Eq. 5 can be written in terms of the spin
variables as
Wp = 2
10Sxb S
x
c S
x
dS
y
eS
z
fS
x
gS
x
hS
x
i S
y
j S
z
a (14)
where the numberings refer to sites as shown in Fig. 1. The
rule for writing the expression ofWp in terms of the spins is
similar to the original Kitaev model17—for the site i, if the
bonds participating in the loop are of x and y types (note they
cannot be of the same type by construction), thenWp contains
the third component of the spin, i.e. Szi . The flux operator is
constructed by repeating this procedure. There are four differ-
ent kinds of 10-loop plaquettes19.
This ends our discussion on the special limits of the
Heisenberg-Kitaev Hamiltonian. Next, we shall discuss the
general phase diagram first at the classical limit within Lut-
tinger Tisza approximation and then in the quantum limit us-
ing slave-fermion mean field theory.
IV. CLASSICAL PHASE DIAGRAMWITHIN
LUTTINGER-TISZA APPROXIMATION AND SPIN-WAVE
ANALYSIS
Beyo d the special points as discussed above, we can study
the general phase diagram of the Hamiltonian in Eq. 1 in the
classical limit within the Luttinger-Tisza approximation32 for
arbitrary J and K. The phase diagram is shown in Fig. 7.
Four magnetic orders are found: they are the Ne´el, skew-zig-
zag, skew-stripy, and ferromagnetic order. It is noteworthy
that all the magnetically ordered phases shown here have their
counterpart in the honeycomb case, though with important dif-
ferences, and hence we have used a similar nomenclature.
Although, in the rest of this paper, we mainly concentrate
on the parameter regime J,K > 0, here we note that it is
sufficient at the classical level, as shown in Fig. 7, to study
the J > 0 region of the phase diagram. The J < 0 part of
the phase diagram is easily obtained using the aforementioned
four-sublattice rotation. The Ne´el and skew-zig-zag orders are
related by the rotation, as are the ferromagnetic and stripy or-
ders. The skew-zig-zag order in Fig. 8 is ordered in the Sz
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This is the limit of the pure antiferromagnetic Heisenberg model. The above lattice is
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octahedra with Ir-O-Ir bond angle being 90◦, may be essen-
tially captured by a Heisenberg-Kitaev model in three dimen-
sions. Using a combination of semiclassical analysis, exact
solution and slave-fermion mean field theory, we study the
phase diagram of this model that allows interesting magneti-
cally ordered phases as well as an extended window of a three
dimensional gapless Z2 spin liquid phase. In among the mag-
netically ordered phase , n addition to the usual Ne´el and
the ferromagnet, we find two other collinear phase–the skew-
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Eq. 1), we find that the quantum fluctuations select the z-skew
stripy phase as the energy minimum through quantum-order-
by disorder. The spin liquid, on the other hand, has gapless
Fermi-circles (Fermi-surface with co-dimensions, dc=2). This
occur at the Brillouin zone boundary and has interesting im-
plications at low temperature. Our slave-fermion mean-field
theory predicts a first order transition between the spin liquid
and the magnetically ordered skew-stripy phase.
In regards to actual experiments on the material, it would
be interesting to see if any of the above phases are relevant to
describe the physics of actual material β-Li2IrO3. We predict
the general form of the low temperature specific heat and also
the magnetic field dependence for the susceptibility both in
the skew-stripy and the spin liquid regimes. Interestingly, in
the classical limit, the magnetic field required to saturate the
system only depends on the magnitude of the Heisenberg cou-
pling (J), while the Curie-Weiss temperature contains both
Heisenberg (J) and Kitaev (K) couplings. This may indicate
that the temperature response and the magnetic field response,
particularly the magnetization saturation, energy scale may be
quite different. These results can be compared with respect
to future experiments. The spin-wave spectra can similarly
be compared to future neutron scattering studies on this com-
pound. Overall, the possibility of realizing another family of
Mott insulators where the Heisenberg-Kitaev model is rele-
vant would be exciting with the possibility of realizing a three
dimensional quantum spin liquid phase that this model allows.
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Appendix A: The structure of the ideal hyper-honeycomb lattice
Here we elaborate on the lattice structure of the ideal hyper-
honeycomb. The ideal structure has 90 ◦ Ir-O-Ir bonds, 120 ◦
Ir-Ir-Ir bonds, and perfect oxygen octahedra around each Ir4+
ion. All nearest-neighbour Ir-Ir bonds have the same length.
The lattice can be described by an face centred orthorhombic
lattice with a four site basis. The primitive fcc lattice vectors
FIG. 14. The Brillouin zone. The high symmetry paths are:
Γ → Y → T → Z → Γ → X → A1 → Y ; T → X1;
X → A → Z and Γ → L. The following are the position of
the high symmetry points: Γ = (0, 0, 0), Y =
￿
0, 0,−π2
￿
, T =￿−π6 ,−π6 ,−π2 ￿, Z = ￿−π6 ,−π6 , 0￿, X = ￿ 29π72 ,− 29π72 , 0￿, A1 =￿
11π
72 ,− 11π72 ,−π2
￿
,X1 =
￿− 19π72 ,− 5π72 ,−π2 ￿,A = ￿ 13π72 ,− 37π72 , 0￿
and L =
￿
π
6 ,−π3 ,−π4
￿
.
are given by
a1 = (2, 4, 0), a2 = (3, 3, 2), a3 = (−1, 1, 2). (A1)
This choice of lattice vectors, shown in Fig. 1, ensures that
both Ir and O ions have positions possessing integer coordi-
nates. For instance, the four Ir ions now have the positions
Ir1 = (0, 0, 0), Ir2 = (1, 1, 0), Ir3 = (1, 2, 1), Ir4 = (2, 3, 1)
(A2)
and the 6 oxygens around each Ir are located at ±xˆ,±yˆ, and
±zˆ relative to the Ir position. We also note that the oxy-
gen ions form an fcc lattice by themselves in the ideal hyper-
honeycomb.
One can also describe the lattice structure with the enlarged
(orthorhombic) fcc unit cell as illustrated by dashed gray lines
in in Fig. 1. In this case the lattice vectors are given by a =
(6, 6, 0), |a| = 6√2, b = (−2, 2, 0), |b| = 2√2, and c =
(0, 0, 4), |c| = 4 (in the same units as those used in the above
lattice vectors).
1. The first Brillouin zone
The reciprocal lattice vectors are given by:
b1 =
￿
π
3
,−2π
3
,
π
2
￿
;
b2 =
￿
−2π
3
,
π
3
,−π
2
￿
;
b3 =
￿
2π
3
,−π
3
,−π
2
￿
(A3)
The first Brillouin zone as well as the high symmetry direc-
tions and points are shown in Fig. 14.
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FIG. 5. The spectrum of the dispersingMajorana fermion in the pure kitaev model on the hyperhoneycomb lattice along paths of high symmetry
in the first Brillouin zone (The first Brillouin zone and the paths are shown in Appendix A)
FIG. 6. (color online) The green curve indicates the fermi surface
at J = 0. This occurs on the boundary of the first Brillouin zone.
The red curve indicates the fermi surface at K/J = 8(α = 0.2) as
computed within mean-field theory. The two fermi surfaces almost
coincide with minute differences. (The fermi surfaces of neighboring
cells have be n appended to aid visualization.)
the term 1 + |Ak|2|Bk|2 + 2￿ [AkB∗k], which can be rewrit-
ten as |1 + AkB∗k|2. A straightforward manipulation of this
expression reveals that this can occur only when kx + ky ≡ 0
(mod π3 ), and cos (ky − kx) + cos (2kz) = ± 12 (with the
sign determined by kx + ky). This determines the exact loca-
tion of this fermi surface which is shown in Fig. 6. The line
nodes occur in the zone-boundary as shown. The presence of
these extended gapless modes have important finite tempera-
ture c nsequ nc s as we discuss later.
The Majorana-spinon representation enlarges the dimen-
sion of the Hilbert space from two to four. Therefore, the
physical spin wave function is obtained by projecting the
spinon wave function back to the physical Hilbert space.18,19
|Ψspin￿ = P|Ψspi on￿ (12)
where the projection operator, P, is given by
P =
￿
i
￿
1 +Di
2
￿
(13)
whe ,
Di = b
x
i b
y
i b
z
i ci (14)
and in the physical Hilbert space, the spinon wave function
satisfies (
￿
iDi)|Ψspinon￿ = |Ψspinon￿.18 The gauge invariant
J ! 0
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skew zig # zag
skew # stripy
FM
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FIG. 7. (color online) The classical phase diagram within Luttinger-
Tizsa approximation for arbitrary J and K. Diagonal dotted
lines indicate the four-sublattice rotation mapping from (J,K) →
(−J,K − 2J). Black dots indicate the exactly solvable ferromag-
ne ic point in bot the rotated and unrotated basis. Red dots indicate
the antiferromagnetic Heisenberg point in both the rotated and unro-
tated basis. Four magnetic phases have been found, see main text for
details.
Z2 flux operator in Eq. 5 can be written in terms of the spin
variables as
Wp = S
x
b S
x
c S
x
dS
y
eS
z
fS
x
gS
x
hS
x
i S
y
j S
z
a (15)
where the numberings refer to sites as shown in Fig. 1. The
rule for writing the expression ofWp in terms of the spins is
similar to the original Kitaev model18—for the site i, if the
bonds participating in the loop are of x and y types (note they
cannot be of the same type by construction), thenWp contains
the third component of the spin, i.e. Szi . The flux operator is
constructed by repeating this procedure. There are four differ-
ent kinds of 10-loop plaquettes19.
This ends our discussion on the special limits of the
Heisengerg-Kitaev Hamiltonian. Next, we shall discuss the
general phase diagram first at the classical limit within Lut-
tinger Tisza approximation and then in the quantum limit us-
ing slave-fermion mean field theory.
IV. CLASSICAL PHASE DIAGRAMWITHIN
LUTTINGER-TISZA APPROXIMATION AND SPIN WAVE
ANALYSIS
Beyond the special points as discussed above, we can study
the general phase diagram of the Hamiltonian in Eq. 1 in the
classical limit within the Luttinger-Tisza approximation29 for
arbitrary J and K. The phase diagram is shown in Fig. 7.
J=0 Limit: Kiatev Model
Exactly Solvable: Spin Liquid with Majorana fermions (Spinons)
K=0 Limit: Non-frustrated
Néel ordering
Heisenberg-Kitaev Model on Hyper-Honeycomb Lattice:
Exactly Solvable Limits
II. HEISENBERG-KITAEV MODEL ON HYPER-HONEYCOMB
Let us consider the following Heisenberg-Kitaev model on the Hyper-honeycomb lattice.
HHK = J
￿
￿ij￿
Si · Sj −K
￿
α−links
Sαi S
α
j (1)
We first study the diﬀerent limits.
A. K=0
This is the limit of the pure antiferromagnetic Heisenberg model. The above lattice is
similar topologically to the lattice in fig. 5. On this lattice, the Neel order is not frustrated.
This is shown in figure 6. The reason that Neel order is not frustrated is that the above
lattice can be seen as a partially deleted cubic lattice where the deletion is done without
introducing new bonds.[7] So the Neel order remains unfrustrated and is the classical ground
state.
B. J=0
This is the pure Kitaev limit. This limit was first studied by Mandal et. al [4] on the
deleted cubic lattice (fig. 5). The Hamiltonian looks like:
HK = −
￿
α−links
Sαi S
α
j (2)
where the diﬀerent links are given in fig. 5. The details of this lattice are described in
Appendix A. Using the usual majorana fermion decomposition of the spins, we find that the
Hamiltonian is given by:
HK =
i
2
￿
α−links
uαijcicj (where u
α
ij = ib
α
i b
α
j ) (3)
Now unlike the 2D case here we do not have a clear cut Lieb’s theorem which says that the
ground state belongs to the zero flux sector. So Ref. [4] resorted to some selected numerical
check and found that the ground state indeed belongs to this sector. We shall assume that
this is correct and look for the majorana dispersion in this sector. In this sector, we can set
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FIG. 2. (color online) The Ne´el phase. This is the classical ground
state forK = 0.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important insight into the phase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
A. K=0: Ne´el order
This is the limit of the pure nearest neighbour antiferromag-
netic Heisenberg model. As pointed out above, the present
Ir4+ network is similar topologically to a decorated diamond
lattice where each site of the diamond lattice is split into
two. The nearest neighbour Heisenberg antiferromagnet on
this network is not frustrated at the classical level. The mag-
netic order is shown in figure 2. This classical order, in three
spatial dimensions, is expected to be robust to quantum fluc-
tuations.
B. K=2J : Skew-Stripy Order
Similar to the case of Honeycomb lattice, we can perform
a site dependent rotation,25 defined by figure 3. In the rotated
basis, the parameters J and K map as J → −J and K →
K−2J .27 Upon performing this transformation, at the special
point K = 2J we find that the Kitaev term vanishes exactly
and the model describes a fully polarized ferromagnet in the
rotated basis.
The quantum ferromagnet can be exactly solved and this
exact solution, when re-rotated back to the original spins,
FIG. 3. (color online) The equivalent of the four-sublattice rotation
defined by Chaloupka et al.25 for the hyper-honeycomb lattice. The
spins at the sites denoted by blue circles are left unrotated, the spins
at the sites denoted by red triangles are rotated by 180 degrees about
the z-axis, the spins at the sites denoted by yellow hexagons are ro-
tated by 180 degrees about the y-axis, and the spins at the sites de-
noted by green squares are rotated by 180 degrees about the x-axis.
FIG. 4. (color online) The skew-stripy phase with ordering in Sz .
This is the exact solution to the model at the pointK = 2J . The an-
tiferromagnetic chains run along the x− y bonds (shaded in yellow)
which form almost skew lines. The ferromagnetic z-bonds form a
stripy order (shaded in red and blue).
maps to a three dimensional collinear magnetic order which
we call the skew-stripy state (shown in figure 4). At this point,
the ferromagnet can choose its axis of quantization in any di-
rection which corresponds to different skew stripy ordering.
However, as we shall see later, only three collinear states are
selected by quantum fluctuations away from this point. In
these three states, the spins are aligned along x, y or z axes.
In Fig. 4, we have drawn the ordering in Sz where the anti-
ferromagnetically ordered chains run along the x − y bonds
which are then coupled ferromagnetically with the z-bonds.
The x − y bonds form chains that, in three dimensions, by
themselves are “skew” to one another as shown in Fig. 4 and
the ferromagnetic z-bonds joining such chains alternate from
having up spin to down spins. Hence we call this the skew-
stripy phase. The x and the y phase similarly have ferromag-
netic x or y bonds coupling skew chains running along the
J=0 Limit: Kiatev Model
Exactly Solvable: Spin Liquid with Majorana fermions (Spinons)
K=0 Limit: Non-frustrated
Néel ordering
K=2J: Can be mapped to ferromagnetic Heisenberg model by 
four-sublattice spin rotations (Jackeli and Khaliullin’s Trick)
Magnetic order:
“Skew-Stripy” order when J > 0 and K > 0
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Four-Sublattice Spin Rotation and Magnetic Order at K=2J
Mapped to 
Heisenberg Ferromagnet
(Jackeli and Khaliullin’s Trick)
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the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
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Ir4+ network is similar topologically to a decorated diamond
lattice where each site of the diamond lattice is split into
two. The nearest neighbour Heisenberg antiferromagnet on
this network is not frustrated at the classical level. The mag-
netic order is shown in figure 2. This classical order, in three
spatial dimensions, is expected to be robust to quantum fluc-
tuations.
B. K=2J : Skew-Stripy Order
Similar to the case of Honeycomb lattice, we can perform
a site dependent rotation,25 defined by figure 3. In the rotated
basis, the parameters J and K map as J → −J and K →
K−2J .27 Upon performing this transformation, at the special
point K = 2J we find that the Kitaev term vanishes exactly
and the model describes a fully polarized ferromagnet in the
rotated basis.
The quantum ferromagnet can be exactly solved and this
exact solution, when re-rotated back to the original spins,
FIG. 3. (color online) The equivalent of the four-sublattice rotation
defined by Chaloupka et al.25 for the hyper-honeycomb lattice. The
spins at the sites denoted by blue circles are left unrotated, the spins
at the sites denoted by red triangles are rotated by 180 degrees about
the z-axis, the spins at the sites denoted by yellow hexagons are ro-
tated by 180 degrees about the y-axis, and the spins at the sites de-
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FIG. 4. (color online) The skew-stripy phase with ordering in Sz .
This is the exact solution to the model at the pointK = 2J . The an-
tiferromagnetic chains run along the x− y bonds (shaded in yellow)
which form almost skew lines. The ferromagnetic z-bonds form a
stripy order (shaded in red and blue).
maps to a three dimensional collinear magnetic order which
we call the skew-stripy state (shown in figure 4). At this point,
the ferromagnet can choose its axis of quantization in any di-
rection which corresponds to different skew stripy ordering.
However, as we shall see later, only three collinear states are
selected by quantum fluctuations away from this point. In
these three states, the spins are aligned along x, y or z axes.
In Fig. 4, we have drawn the ordering in Sz where the anti-
ferromagnetically ordered chains run along the x − y bonds
which are then coupled ferromagnetically with the z-bonds.
The x − y bonds form chains that, in three dimensions, by
themselves are “skew” to one another as shown in Fig. 4 and
the ferromagnetic z-bonds joining such chains alternate from
having up spin to down spins. Hence we call this the skew-
stripy phase. The x and the y phase similarly have ferromag-
netic x or y bonds coupling skew chains running along the
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ferromagnetically ordered chains run along the x − y bonds
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FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg antiferro-
magnet where both numerical methods and semiclassical
approaches give 2-sub-lattice Neel order.25 In addition
to these points, the model has another exactly solvable
point at α = 0.5, where the stripy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy phase and the spin liquid. Hence,
we shall recall the the essence of the rotation as pointed
out by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis require to reveal
the exactly solvable point at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins to be
rotated about diﬀerent axis, depending on their position
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour sites at opposite corners of the hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the three spins that are adjacent to these fixed spins by
π about the spin axis corresponding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg term as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for t e sake of brevity, we shall continue to use the same
symbol for the spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient of the HK term
is zero and this is imply the ferromagnetic Heisenberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rota ed spins.8,26
Since we wis to particularly examine he transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic st te, we find it easi r to use the rotated
basis. Also, it is helpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the couplings in the region of interest. We achieve this
by introducing the para eter
δ = α− 1
2
. (7)
3
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Since we wish t pa ticularly examine the transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic state, we find it easier to use the rotated
basis. Also, it is helpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the couplings in t e region of interest. We achieve this
by intr ducing th p rameter
δ = α− 1
2
. (7)
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FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
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1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time r versal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which w will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neig bour Heisenberg antiferro-
magnet where both numerical methods and semiclas ical
approaches give 2-sub-lattice Neel rder.25 In ddition
to these points, the model has another exactly solvable
point at α = 0.5, whe e the st ipy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy phase and the spin liquid. Hence,
we shall recall the the essence of the rotation as pointed
out by Khaliulin26 nd Chaloupka et al.8
A. The HK model in the r tated basis
The transformation of the spin basis required to reveal
the exactly solvable point at α = 0.5 is describ d in fig-
ure 3. This transformation requires diﬀerent spins to be
rotated about diﬀer nt xis, depending on their po ition
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour sites at opposite corners of the hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the three spins that are adjacent to these fixed spins by
π about the spin axis corresponding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg term as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symbol for he spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
I this form, the exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient of the HK term
s zero and this is simply the ferromagnetic Heisenberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since we wish to particularly examine the transition
etween the Kitaev spi liquid and he stripy anti-
ferrom gnetic s ate, we fi d it easi r to use the rotated
basis. Also, it is helpf l to hink about deviations from
the exactly solva le point at α = 0.5 in order to simplify
the couplings in the region of interes . We achieve this
by introducing the parameter
δ = α− 1
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. (7)
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magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a three dimensional Z2 spin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-L 2IrO3 or similar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonia
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound suggests tha each Ir4+ ion
sit inside an oxygen octahedr . In such an environment, due
to the cubic crystal fi ld (10Dq ∼ 3 eV) and large tomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upper J ﬀ = 1/2 at mic orbitals. The five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the d blet half filled. T us the low nergy mag etism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
The network of Ir4+ i ns then form a tri-coordinat d net-
work as shown in fig. 1 (f rther details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not shown) to a decorated diamond lattice (where each site
of the diamond lattice is split into two) or a depl ted cubic
lattice6. The neighbouring oxygen octahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles being 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There ar f ur nota le
symmetry operations in the hyper-honeycomb (this discus io
includes non-ideal hyper-hon ycombs too) which ar :
• the bond center of Ir2-Ir3 [G een/Red onds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversion sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalen ly Ir3-Ir4
[Blue]) posses three C2 axes along lattice a, b, and c
(see Appendix A for definitio of a,b a d c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via the aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 Hamilto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been du bed as the Hei en rg-Kitaev (HK) mo el
where the first term represents the usual Heisenberg inter-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a standard notation used in a Kitaev model
which means that on a lattice with coordination number, z =
3, there are three kinds of spin exchanges. This is depicted for
the lattice of our interest in Fig. 1.
On occasions, we shall also us th more conventional one
variabl parametrization i terms of α. The relatio between
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using a hopping Ha iltonian
with Sl ter-Koste param ters in presenc of Hund’s cou-
pling, indeed gives the eisenberg-Kitaev spin Hamiltonian,
HHK.
Further perturbations to HHK may include further neigh-
bour exchanges as well as Dzyaloshinski-Moriya (DM) inter-
acti ns. The inversion center ensures that the DM vector van-
ishes for re /green bonds (I 2-Ir3 and Ir1-Ir4) for a Jeff = 1/2
pseudo-spin model. The C2 axes e sure that the Kitaev term
is along c and the DM vector points along the bonds fo blue
bonds (I 1-Ir2 and Ir3-Ir4), i.e. along a. However, we find that
the magnitude of th DM vector for the nearest neighbours is
zero. For the r st of this work, we shall ass me that the further
nei hbour ter s are small and the essential features of the real
material is c ptured byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important i sight into the p ase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour He senberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, o e can map t e Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
Four-Sublattice Spin Rotation and Magnetic Order at K=2J
Mapped to 
Heisenberg Ferromagnet
(Jackeli and Khaliullin’s Trick)
3
FIG. 2. (color online) The Ne´el phase. This is the classical ground
state forK = 0.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important insight into the phase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
A. K=0: Ne´el order
This is the limit of the pure nearest neighbour antiferromag-
netic Heisenberg model. As pointed out above, the present
Ir4+ network is similar topologically to a decorated diamond
lattice where each site of the diamond lattice is split into
two. The nearest neighbour Heisenberg antiferromagnet on
this network is not frustrated at the classical level. The mag-
netic order is shown in figure 2. This classical order, in three
spatial dimensions, is expected to be robust to quantum fluc-
tuations.
B. K=2J : Skew-Stripy Order
Similar to the case of Honeycomb lattice, we can perform
a site dependent rotation,25 defined by figure 3. In the rotated
basis, the parameters J and K map as J → −J and K →
K−2J .27 Upon performing this transformation, at the special
point K = 2J we find that the Kitaev term vanishes exactly
and the model describes a fully polarized ferromagnet in the
rotated basis.
The quantum ferromagnet can be exactly solved and this
exact solution, when re-rotated back to the original spins,
FIG. 3. (color online) The equivalent of the four-sublattice rotation
defined by Chaloupka et al.25 for the hyper-honeycomb lattice. The
spins at the sites denoted by blue circles are left unrotated, the spins
at the sites denoted by red triangles are rotated by 180 degrees about
the z-axis, the spins at the sites denoted by yellow hexagons are ro-
tated by 180 degrees about the y-axis, and the spins at the sites de-
noted by green squares are rotated by 180 degrees about the x-axis.
FIG. 4. (color online) The skew-stripy phase with ordering in Sz .
This is the exact solution to the model at the pointK = 2J . The an-
tiferromagnetic chains run along the x− y bonds (shaded in yellow)
which form almost skew lines. The ferromagnetic z-bonds form a
stripy order (shaded in red and blue).
maps to a three dimensional collinear magnetic order which
we call the skew-stripy state (shown in figure 4). At this point,
the ferromagnet can choose its axis of quantization in any di-
rection which corresponds to different skew stripy ordering.
However, as we shall see later, only three collinear states are
selected by quantum fluctuations away from this point. In
these three states, the spins are aligned along x, y or z axes.
In Fig. 4, we have drawn the ordering in Sz where the anti-
ferromagnetically ordered chains run along the x − y bonds
which are then coupled ferromagnetically with the z-bonds.
The x − y bonds form chains that, in three dimensions, by
themselves are “skew” to one another as shown in Fig. 4 and
the ferromagnetic z-bonds joining such chains alternate from
having up spin to down spins. Hence we call this the skew-
stripy phase. The x and the y phase similarly have ferromag-
netic x or y bonds coupling skew chains running along the
is the SU(2) invariant ferromagnetic Heisenberg modelα = 0.5
3
FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg antiferro-
magnet where both numerical methods and semiclassical
approaches give 2-sub-lattice Neel order.25 In addition
to these points, the model has another exactly solvable
point at α = 0.5, where the stripy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy phase and the spin liquid. Hence,
we shall recall the the essence of the rotation as pointed
out by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis require to reveal
the exactly solvable point at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins to be
rotated about diﬀerent axis, depending on their position
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour sites at opposite corners of the hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the three spins that are adjacent to these fixed spins by
π about the spin axis corresponding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg term as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for t e sake of brevity, we shall continue to use the same
symbol for the spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient of the HK term
is zero and this is imply the ferromagnetic Heisenberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rota ed spins.8,26
Since we wis to particularly examine he transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic st te, we find it easi r to use the rotated
basis. Also, it is helpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the couplings in the region of interest. We achieve this
by introducing the para eter
δ = α− 1
2
. (7)
3
FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
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The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
a oriented along the β ax s, with the β links being or-
dered fe romagnetically and the remaining two links or-
dered antife romagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phas .
At the point α = 1, the m del can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
stric ly n arest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg antiferro-
magnet where both numerical methods and semiclassical
approaches give 2-sub-lattice Neel order.25 In addition
to thes points, the model has ano er exactly solvable
point at α = 0.5, here the stripy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy phase and the spin liquid. Hence,
we shall recall the the essence of the rotation as pointed
out by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis required to reveal
the exactly solvable point at α = 0.5 is describ d in fig-
ure 3. This transformation requires diﬀerent spins to be
rotated about diﬀerent axis, depending on their position
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was fir t described by Kh liulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour sites at opposite corners of the hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the thr e spins that are adjacent to these fixed spins by
π about t e spin axi corresp nding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming Heis nberg term as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
Fro now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symbol for the spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient of the HK term
is zero and this is simply the ferromagnetic Heisenberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
t e strip -antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since we wish t pa ticularly examine the transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic state, we find it easier to use the rotated
basis. Also, it is helpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the couplings in t e region of interest. We achieve this
by intr ducing th p rameter
δ = α− 1
2
. (7)
3
FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time r versal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which w will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neig bour Heisenberg antiferro-
magnet where both numerical methods and semiclas ical
approaches give 2-sub-lattice Neel rder.25 In ddition
to these points, the model has another exactly solvable
point at α = 0.5, whe e the st ipy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy phase and the spin liquid. Hence,
we shall recall the the essence of the rotation as pointed
out by Khaliulin26 nd Chaloupka et al.8
A. The HK model in the r tated basis
The transformation of the spin basis required to reveal
the exactly solvable point at α = 0.5 is describ d in fig-
ure 3. This transformation requires diﬀerent spins to be
rotated about diﬀer nt xis, depending on their po ition
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour sites at opposite corners of the hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the three spins that are adjacent to these fixed spins by
π about the spin axis corresponding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg term as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symbol for he spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
I this form, the exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient f the HK term
s zero and this is simply the ferromagnetic Heisenberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since we wish to particularly examine the transition
etween the Kitaev spi liquid and he stripy anti-
ferrom gnetic s ate, we fi d it easi r to use the rotated
basis. Also, it is helpf l to hink about deviations from
the exactly solva le point at α = 0.5 in order to simplify
the couplings in the region of interes . We achieve this
by introducing the parameter
δ = α− 1
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magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a three dimensional Z2 spin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-L 2IrO3 or similar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonia
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound suggests tha each Ir4+ ion
sit inside an oxygen octahedr . In such an environment, due
to the cubic crystal fi ld (10Dq ∼ 3 eV) and large tomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upper J ﬀ = 1/2 at mic orbitals. The five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the d blet half filled. T us the low nergy mag etism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
The network of Ir4+ i ns then form a tri-coordinat d net-
work as shown in fig. 1 (f rther details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not shown) to a decorated diamond lattice (where each site
of the diamond lattice is split into two) or a depl ted cubic
lattice6. The neighbouring oxygen octahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles being 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There ar f ur nota le
symmetry operations in the hyper-honeycomb (this discus io
includes non-ideal hyper-hon ycombs too) which ar :
• the bond center of Ir2-Ir3 [G een/Red onds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversion sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalen ly Ir3-Ir4
[Blue]) posses three C2 axes along lattice a, b, and c
(see Appendix A for definitio of a,b a d c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via the aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 Hamilto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been du bed as the Hei en rg-Kitaev (HK) mo el
where the first term represents the usual Heisenberg inter-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a standard notation used in a Kitaev model
which means that on a lattice with coordination number, z =
3, there are three kinds of spin exchanges. This is depicted for
the lattice of our interest in Fig. 1.
On occasions, we shall also us th more conventional one
variabl parametrization i terms of α. The relatio between
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using a hopping Ha iltonian
with Sl ter-Koste param ters in presenc of Hund’s cou-
pling, indeed gives the eisenberg-Kitaev spin Hamiltonian,
HHK.
Further perturbations to HHK may include further neigh-
bour exchanges as well as Dzyaloshinski-Moriya (DM) inter-
acti ns. The inversion center ensures that the DM vector van-
ishes for re /green bonds (I 2-Ir3 and Ir1-Ir4) for a Jeff = 1/2
pseudo-spin model. The C2 axes e sure that the Kitaev term
is along c and the DM vector points along the bonds fo blue
bonds (I 1-Ir2 and Ir3-Ir4), i.e. along a. However, we find that
the magnitude of th DM vector for the nearest neighbours is
zero. For the r st of this work, we shall ass me that the further
nei hbour ter s are small and the essential features of the real
material is c ptured byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important i sight into the p ase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour He senberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, o e can map t e Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
Skew-Stripy Order
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FIG. 2. (color online) The Ne´el phase. This is the classical ground
state forK = 0.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important insight into the phase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
A. K=0: Ne´el order
This is the limit of the pure nearest neighbour antiferromag-
netic Heisenberg model. As pointed out above, the present
Ir4+ network is similar topologically to a decorated diamond
lattice where each site of the diamond lattice is split into
two. The nearest neighbour Heisenberg antiferromagnet on
this network is not frustrated at the classical level. The mag-
netic order is shown in figure 2. This classical order, in three
spatial dimensions, is expected to be robust to quantum fluc-
tuations.
B. K=2J : Skew-Stripy Order
Similar to the case of Honeycomb lattice, we can perform
a site dependent rotation,25 defined by figure 3. In the rotated
basis, the parameters J and K map as J → −J and K →
K−2J .27 Upon performing this transformation, at the special
point K = 2J we find that the Kitaev term vanishes exactly
and the model describes a fully polarized ferromagnet in the
rotated basis.
The quantum ferromagnet can be exactly solved and this
exact solution, when re-rotated back to the original spins,
FIG. 3. (color online) The equivalent of the four-sublattice rotation
defined by Chaloupka et al.25 for the hyper-honeycomb lattice. The
spins at the sites denoted by blue circles are left unrotated, the spins
at the sites denoted by red triangles are rotated by 180 degrees about
the z-axis, the spins at the sites denoted by yellow hexagons are ro-
tated by 180 degrees about the y-axis, and the spins at the sites de-
noted by green squares are rotated by 180 degrees about the x-axis.
FIG. 4. (color online) The skew-stripy phase with ordering in Sz .
This is the exact solution to the model at the pointK = 2J . The an-
tiferromagnetic chains run along the x− y bonds (shaded in yellow)
which form almost skew lines. The ferromagnetic z-bonds form a
stripy order (shaded in red and blue).
maps to a three dimensional collinear magnetic order which
we call the skew-stripy state (shown in figure 4). At this point,
the ferromagnet can choose its axis of quantization in any di-
rection which corresponds to different skew stripy ordering.
However, as we shall see later, only three collinear states are
selected by quantum fluctuations away from this point. In
these three states, the spins are aligned along x, y or z axes.
In Fig. 4, we have drawn the ordering in Sz where the anti-
ferromagnetically ordered chains run along the x − y bonds
which are then coupled ferromagnetically with the z-bonds.
The x − y bonds form chains that, in three dimensions, by
themselves are “skew” to one another as shown in Fig. 4 and
the ferromagnetic z-bonds joining such chains alternate from
having up spin to down spins. Hence we call this the skew-
stripy phase. The x and the y phase similarly have ferromag-
netic x or y bonds coupling skew chains running along the
Phase Diagram: Luttinger-Tisza Analysis for Classical Model
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FIG. 5. The spectrum of the dispersingMajorana fermion in the pure kitaev model on the hyperhoneycomb lattice along paths of high symmetry
in the first Brillouin zone (The first Brillouin zone and the paths are shown in Appendix A)
FIG. 6. (color online) The green curve indicates the fermi surface
at J = 0. This occurs on the boundary of the first Brillouin zone.
The red curve indicates the fermi surface at K/J = 8(α = 0.2) as
computed within mean-field theory. The two fermi surfaces almost
coincide with minute differences. (The fermi surfaces of neighboring
cells have been appended to aid visualization.)
the term 1 + |Ak|2|Bk|2 + 2￿ [AkB∗k], which can be rewrit-
ten as |1 + AkB∗k|2. A straightforward manipulation of this
expression reveals that this can occur only when kx + ky ≡ 0
(mod π3 ), and cos (ky − kx) + cos (2kz) = ± 12 (with the
sign determined by kx + ky). This determines the exact loca-
tion of this fermi surface which is shown in Fig. 6. The line
nodes occur in the zone-boundary as shown. The presence of
these extended gapless modes have important finite tempera-
ture consequences as we discuss later.
The Majorana-spinon representation enlarges the dimen-
sion of the Hilbert space from two to four. Therefore, the
physical spin wave function is obtained by projecting the
spinon wave function back to the physical Hilbert space.18,19
|Ψspin￿ = P|Ψspinon￿ (12)
where the projection operator, P, is given by
P =
￿
i
￿
1 +Di
2
￿
(13)
where,
Di = b
x
i b
y
i b
z
i ci (14)
and in the physical Hilbert space, the spinon wave function
satisfies (
￿
iDi)|Ψspinon￿ = |Ψspinon￿.18 The gauge invariant
J ! 0
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FIG. 7. (color online) The classical phase diagram within Luttinger-
Tizsa approximation for arbitrary J and K. Diagonal dotted
lines indicate the four-sublattice rotation mapping from (J,K) →
(−J,K − 2J). Black dots indicate the exactly solvable ferromag-
netic point in both the rotated and unrotated basis. Red dots indicate
the antiferromagnetic Heisenberg point in both the rotated and unro-
tated basis. Four magnetic phases have been found, see main text for
details.
Z2 flux operator in Eq. 5 can be written in terms of the spin
variables as
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where the numberings refer to sites as shown in Fig. 1. The
rule for writing the expression ofWp in terms of the spins is
similar to the original Kitaev model18—for the site i, if the
bonds participating in the loop are of x and y types (note they
cannot be of the same type by construction), thenWp contains
the third component of the spin, i.e. Szi . The flux operator is
constructed by repeating this procedure. There are four differ-
ent kinds of 10-loop plaquettes19.
This ends our discussion on the special limits of the
Heisengerg-Kitaev Hamiltonian. Next, we shall discuss the
general phase diagram first at the classical limit within Lut-
tinger Tisza approximation and then in the quantum limit us-
ing slave-fermion mean field theory.
IV. CLASSICAL PHASE DIAGRAMWITHIN
LUTTINGER-TISZA APPROXIMATION AND SPIN WAVE
ANALYSIS
Beyond the special points as discussed above, we can study
the general phase diagram of the Hamiltonian in Eq. 1 in the
classical limit within the Luttinger-Tisza approximation29 for
arbitrary J and K. The phase diagram is shown in Fig. 7.
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FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg antiferro-
magnet where both numerical methods and semiclassical
approaches give 2-sub-lattice Neel order.25 In additi
to these points, the model has another exactly solvable
point at α = 0.5, where the stripy state is the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe the transi-
tion between the stripy p ase and the spin liquid. Henc ,
we shall recall the the essence of the rotation as point d
ou by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
Th transformation of the spin basis required to rev al
the exactly solvable point at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins t be
rotated about diﬀerent axis, depending on their position
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
set of spins which are positioned on third nearest neigh-
bour s es at opposite corners of th hexagons throughout
the lattice, and hold these spins fixed. We next rotate
the three spins that are adjacent to these fixed spins by
π about the spin axis corresponding to the bond which
connects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg t rm as
HH → −HH + 2HK (4)
and leaving the Kitaev term invariant, i.e.
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symbol for the spins and the Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −(1− α)HH − 4(α− 1
2
)HK. (6)
In this form, he exactly solvable point at α = 0.5 is
clearly visible, as here the coeﬃcient of the HK term
is zero and thi is sim ly the ferr magn tic He senberg
model with a ferromagnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the tripy-antiferromagnetic ordering in terms of the un-
rotated spi s.8,26
Since we wish to particularly examine the transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic state, we find it easier to use t e rotated
basis. Also, it is helpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the coupli gs in the region of interest. We achieve this
by introducing the parameter
δ = α− 1
2
. (7)
2
magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a thr e dimensional Z2 pin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-Li2IrO3 or si ilar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonian
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound suggests that each Ir4+ ion
sit inside an oxygen octahedron. In such an environment, due
to the cubic crystal field (10Dq ∼ 3 eV) and large atomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upp r Jeﬀ = 1/2 atomic orbitals. The five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the doublet half filled. Thus the low energy magnetism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
Th network of Ir4+ ions then form a tri- oordinated n t-
work as shown in fig. 1 (further details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not sh wn) to a decorated diamond lattice (where each site
of the diamond lattice is split into two) or a deplet d cubic
lattice6. The neighbouring oxygen octahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles being 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There are four notable
symmetry operations in the hyper-honeycomb (this discussion
includes non-ideal hyper-honeycombs too) which are:
• the bond center of Ir2-Ir3 [Gre n/Red bonds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversion sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalently Ir3-Ir4
[Blue]) posses three C2 axes along lattice a, b, and c
(see Appendix A for definition of a,b and c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via the aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 H milto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been dubbed as the Heisenberg-Kitaev (HK) model
where the first term represents the usual Heisenberg inter-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a standard notation used in a Kitaev model
which means that on a lattice with coordination number, z =
3, there are three kinds of spin exchanges. This is depicted for
the lattice of our interest in Fig. 1.
On occasions, we shall also use the more conventional one
variable parametrization in terms of α. The relation between
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using a hopping Hamiltonian
with Slater-Koster parameters, in presence of Hund’s cou-
pling, indeed gives the Heisenberg-Kitaev spin Hamil onian,
HHK.
Furth r perturbations to HK may include further n igh-
bour exchanges as well as Dzyaloshinski-Moriya (DM) inter-
actions. The inversion center ensures that the DM vector van-
ishes for red/green bonds (Ir2-Ir3 and Ir1-Ir4) for a Jeff = 1/2
pseudo-spin model. The C2 axes ensure that the Ki ev term
is along c and the DM vector points along the bonds fo blue
bonds (Ir1-Ir2 and Ir3-Ir4), i.e. along a. However, we find that
the magnitude of the DM vector for the nearest neighbours is
zero. For the rest of this work, we shall assume that the further
neighbour terms are small and the essential features of the real
material is captured byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits f theHHK (Eq. 1)
that gives us important insight into the phase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenb rg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, o e can map he Hamiltonian to
a nearest neighbou ferromagnet n the giv n lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, w ich on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
Skew-Zig-Zag Order 6
FIG. 8. (color online) The skew-zig-zag phase with Sz ordering. The
ferromagnetic chains run along the x− y bonds in a zig-zag fashion
(indicated in blue and red), while the z-bonds are ferromagnetic (in-
dicated in yellow).
Four magnetic orders are found; they are the Ne´el, skew-zig-
zag, skew-stripy, and ferromagnetic order. It is noteworthy
that all the magnetically ordered phases shown here have their
counterpart in the honeycomb case, though with important dif-
ferences, and hence we have used a similar nomenclature.
Although, in the rest of this paper, we mainly concentrate
on the parameter regime J,K > 0, here we note that it is
sufficient at the classical level, as shown in Fig. 7, to study
the J > 0 region of the phase diagram. The J < 0 part of
the phase diagram is easily obtained using the aforementioned
four-sublattice rotation. The Ne´el and skew-zig-zag orders are
related by the rotation, as are the ferromagnetic and stripy or-
ders. The skew-zig-zag order in Fig. 7 is ordered in the Sz
direction. In contract to the skew-stripy, this has ferromagnet-
ically aligned chains running in along the x− y bonds which
are then connected antiferromagnetically along the z-bonds.
Similar to the skew-stripy, this is also an inherently three di-
mensional magnetic order.
Spin-wave zero-point corrections about the classical solution
As pointed out before, at the classical level the Heisenberg-
Kitaev Hamiltonian has a spurious SU(2) symmetry and be-
cause of this, the different skew-stripy ordered phases have
the same classical energy. However, since this degeneracy is
accidental, quantum fluctuations in the form of zero-point cor-
rections coming from the spin-waves break the above degen-
eracy (see below). We study the quadratic spin-wave theory
using the Holstein-Primakoff bosons.
In Fig. 9, we plot the spin-wave dispersion for different
values ofK/J for the z-skew-stripy phase. There is a gapless
Goldstone mode forK = 2J at the zone-boundary Y . This is
a consequence of the fact that the 4-sublattice rotation, at this
point maps the system exactly to a ferromagnet. Indeed, the
mode is quadratically dispersing (ω ∼ k2), as is expected for
a ferromagnet. However, we find, similar to the honeycomb
case, this gapless mode is present for all values of K/J in
the skew-stripy regime (K > J > 0). This is due to the
spurious SU(2) symmetry at the classical level which survives
even for the quadratic spin-wave theory. However, this gapless
mode is not protected by symmetry of the general Hamiltonian
and higher order corrections coming from magnon-magnon
interactions gaps out this mode.
The finite momentum of the zero-energy mode may seem
counterintuitive at first particularly at the K = 2J point
where the system can be rotated to a ferromagnet with uniform
(q = 0) order in the rotated basis. However, we immediately
note that this 4-sublattice rotation (Fig. 3) has a 8-site unit
cell and hence has a finite momentum (which is exactly equal
to q = Y) within the Brillouin zone of 4-site unit cell that we
have chosen. So once we move on to this rotated basis, the
gapless quadratic dispersion shifts to the Γ point of the BZ. In
fact a general skew-stripy order actually has a 8-site unit cell.
We next calculate the zero-point energy coming from the
spin waves for different skew-stripy states. The different clas-
sical skew-stripy states can be parametrized by spherical an-
gles (θ,φ), where (θ,φ) = (0, 0), (π/2, 0), and (π/2,π/2)
are the z-, x-, and y-skew-stripy states respectively. One way
of seeing this is that since the stripy phase is just a ferromag-
net in the rotated basis, the two angles quantify the direction of
quantization of this ferromagnet with θ being the polar angle
(with reference to the z direction) and φ being the azimuthal
angle. We can then obtain the magnitude of the zero-point
corrections for different states (for various values of K/J) as
a function of (θ,φ). As an example, the resulting ground state
energies forK = 3J as a function of (θ,φ) is given in Fig.10.
We see that the quantum corrections lift the accidental
SU(2) symmetry but preserves the C2 symmetry (along xˆ+ yˆ)
and inversion symmetry (at the centers of the x− and y−
bonds): (θ,φ), (π− θ,π/2−φ), (θ,π/2−φ), and (π− θ,φ)
have equal energies. In particular, the x-skew-stripy phase
and the y-skew-stripy phase are related by the C2 symmetry,
but the z-skew-stripy is distinct and has a different energy.
These three skew-stripy phases are local minima in the energy
landscape, and the global minimum would be selected as the
ground state at zero-temperature. The energy splitting,
∆ = (Ez-stripy − Ex/y-stripy), (16)
between these local minima as a function ofK/J in the skew-
stripy regime is plotted in Fig. 11, with negative energies in-
dicating a lower energy for the z-stripy phase. We see that for
K/J ￿ 9.1(α ￿ 0.82), the z-stripy phase is selected, while
at K/J = 2(α = 0.5), i.e. the exactly solvable point, the ex-
act SU(2) symmetry is restored and the two phases have equal
energies (in fact, the quantum energy correction is identically
zero at this point, since the ground state is exactly a ferromag-
net in this limit). As we shall see in the next section, there is
a phase transition from the stripy-phase to a spin-liquid state
at K/J ≈ 7.7(α ≈ 0.79), hence we may conclude that the z-
skew-stripy phase is selected via quantum-order-by-disorder
in the skew-stripy regime.
We conclude this section by noting that the energy split-
ting between x-/y- and z-skew-stripy phases is quite small
(∆ ∼ 10−6J), hence may be sensitive to higher-order correc-
tions to the spin-wave spectra. More sophisticated numerical
calculations based on series expansions or exact diagonaliza-
Quantum Fluctuations via Spin-Wave Analysis 
(z-Skew-Stripy Order)
Quantum Order by Disorder: Zero point quantum fluctuations 
prefer z-Skew-Stripy phase over x- and y-Skew-Stripy phase
7
FIG. 9. The spin-wave dispersion for various values ofK/J within the skew-stripy phase. We have chosen the ordering in Sz as an example.
K/J = 2(α = 0.5)maps to the pure ferromagnetic model in the rotated basis (see text);K/J = 1.1(α = 0.35) is near the classical boundary
of the Ne´el and the skew-stripy order; and,K/J = 0.6 is a general point within the skew-stripy phase.
FIG. 10. The zero-point energy corrections from spin-wave theory
for the different skew-stripy states for K = 3J . The different stripy
states can be labeled by (θ,φ) (see text). We find that the x, y and
the z skew stripy states have lower energies (but not same, as this
figure may deceptively suggest, due to lack of resolution. See Fig.
11 for the difference). Due to the three C2, two inversion, and time-
reversal symmetries of our Hamiltonian, energy correction for other
(θ,φ) not explicitly shown is related to the plotted octant by mirror
operations σyz , σxz , and σxy in (θ,φ) space.
a phase transition from the stripy-phase to a spin-liquid state
at K/J ≈ 7.7(α ≈ 0.79), hence we may conclude that the z-
skew-stripy phase is selected via quantum-order-by-disorder
(QOD) in the skew-stripy regime. We also performed the anal-
ogous analysis in the Ne´el regime (J > 0,K < 1): when
K > 0, QOD selects the z-Ne´el phase (spins are aligned par-
allel or anti-parallel to the z direction), while forK < 0, QOD
selects the x-(y-)Ne´el phase.
We conclude this section by noting that the energy split-
FIG. 11. The zero-point energy difference between the Sz-ordered
and Sx/Sy-ordered skew-stripy phases as a function of K/J . Neg-
ative values indicating Sz-ordered phases have lower energy. At the
exactly solvable point, K/J = 2(α = 0.5), SU(2) symmetry is re-
stored and hence the energy difference is zero. Away from that point,
the Sz-ordered phase has lower energy and hence is selected by this
quantum-order-by-disorder mechanism.
ting between x-/y- and z-skew-stripy phases is quite small
(∆ ∼ 10−6J), hence may be sensitive to higher-order correc-
tions to the spin-wave spectra. More sophisticated numerical
calculations based on series expansions or exact diagonaliza-
tion in the future may be able to verify our present conclusion.
On the other hand, we have demonstrated that the breaking of
the spurious classical SU(2) symmetry, and specifically, the
lifting of degeneracy between the x-/y- and z-skew-phases
can be achieved by considering only the lowest-order quan-
tum corrections via spin-wave theory.
V. SLAVE PARTICLE MEAN FIELD THEORY FOR THE
HEISENBERG-KITAEV MODEL
Away from the J = 0 limit, the Hamiltonian in Eq. 1 is
no longer exactly solvable. In terms of the Majorana fermions
the Heisenberg term is a short range four fermion perturba-
tion. At the exactly solvable point, we find this interaction
to be irrelevant at the the tree level (shown in Appendix C).
The interactions, therefore, do not immediately destabilize the
spin-liquid and a finite strength is required for causing a phase
transition. This opens up a parameter regime over which the
spin liquid is stable.
Approaching the Kitaev Limit:
Transition to Spin Liquid
E. K.-H. Lee, R. Schaffer, S. Bhattacharjee, Y. B. Kim, PRB 89, 045117 (2013)
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Kitaev-Heisenberg Model on a Honeycomb Lattice: Possible Exotic Phases in Iridium
Oxides A2IrO3
Jiˇr´ı Chaloupka,1, 2 George Jackeli,2, ∗ and Giniyat Khaliullin2
1Department of Condensed Matter Physics, Masaryk University, Kotla´rˇska´ 2, 61137 Brno, Czech Republic
2Max-Planck-Institut fu¨r Festko¨rperforschung, Heisenbergstrasse 1, D-70569 Stuttgart, Germany
(Dated: July 12, 2010)
We derive and study a spin one-half Hamiltonian on a honeycomb lattice describing the exchange
interactions between Ir4+ ions in a family of layered iridates A2IrO3 (A=Li, Na). Depending on the
microscopic parameters, the Hamiltonian interpolates between the Heisenberg and exactly solvable
Kitaev models. Exact diagonalization and a complementary spin-wave analysis reveal the presence
of an extended spin-liquid phase near the Kitaev limit and a conventional Ne´el state close to the
Heisenberg limit. The two phases are separated by an unusual stripy antiferromagnetic state, which
is the exact ground state of the model at the midpoint between two limits.
PACS numbers: 75.10.Jm, 75.25.Dk, 75.30.Et
Magnetic systems exhibit, most commonly, long-range
classical order at sufficiently low temperatures. An ex-
ception are frustrated magnets, in which the topology of
the underlying lattice and/or competing interactions lead
to an extensively degenerate manifold of classical states.
In such systems, exotic quantum phases of Mott insula-
tors (spin liquids, valence bond solids, etc.) can emerge
as the true ground states (for reviews see Refs. [1, 2]). In
quantum spin liquids, strong zero-point fluctuations of
correlated spins prevent them to “freeze” into magnetic
or statically dimerized patterns, and conventional phase
transitions that break time-reversal and lattice symme-
tries are avoided. Spin liquids have attracted particular
attention since Anderson proposed their possible connec-
tion to superconductivity of cuprates [3].
Recently, spin-liquid states of matter have been exem-
plified, on a quantitative level, by an exactly solvable
model by Kitaev [4]. His model deals with spins one-half
that live on a honeycomb lattice. The nearest-neighbor
(NN) spins interact in a simple Ising-like fashion but, be-
cause different bonds use different spin components [see
Fig. 1(a)], the model is highly frustrated. Its ground state
is spin-disordered and supports the emergent gapless ex-
citations represented by Majorana fermions [4]. Spin-
spin correlations are, however, short-ranged and confined
to NN pairs [5, 6]. This may suggest the robustness of
the disordered state to spin perturbations. Indeed, Tsve-
lik has shown [7] that there is a window of stability for
the spin-liquid state in the Kitaev model perturbed by
isotropic Heisenberg exchange.
Finding a physical realization of this remarkable model
is a great challenge, also because of its special properties
attractive for quantum computation [4]. As the key el-
ement of the model is a bond-selective spin anisotropy,
one possible idea [8] is to explore Mott insulators of late
transition metal ions with orbital degeneracy, in which
the bond directional nature of electron orbitals can be
translated into a desired anisotropy of magnetic interac-
tions through strong spin-orbit coupling.
In this Letter, we examine the iridium oxides A2IrO3
from this perspective. In these compounds, the Ir4+ ions
have an effective spin one-half moment and form weakly
coupled honeycomb-lattice planes. Our analysis of the
underlying exchange mechanisms shows that the spin
Hamiltonian comprises two terms, ferromagnetic (FM)
and antiferromagnetic (AF), in the form of Kitaev and
Heisenberg models, respectively. The model has an in-
teresting phase behavior and hosts, in addition to the
spin-liquid state, an unusual AF order that is also an
exact solution at a certain point in phase space.
Experimental studies of iridium compounds are rather
scarce, and the nature of their insulating behavior is not
yet fully understood. In fact, Na2IrO3 was suggested as
an interesting candidate for a topological band insulator
[9]. Given that high temperature magnetic susceptibil-
ities of Na2IrO3 and Li2IrO3 obey the Curie-Weiss law
with an effective moment corresponding S = 1/2 per Ir
ion [10–13], we start here with the Mott insulator picture.
The Hamiltonian.– We recall that the Ir4+ ion in the
octahedral field has a single hole in the threefold degener-
ate t2g level hosting an orbital angular momentum l = 1.
Strong spin-orbit coupling lifts this degeneracy, and the
resulting ground state is a Kramers doublet with total
angular momentum one-half [14], referred to as “spin”
hereafter. In fact, it is predominantly of orbital origin,
and this is what makes the magnetic interactions highly
anisotropic due to the spin-orbit entanglement of mag-
netic and real spaces. In A2IrO3 compounds, the IrO6
octahedra share the edges, and Ir ions can communicate
through two 90◦ Ir-O-Ir exchange paths [8] or via direct
overlap of their orbitals. Collecting the possible exchange
processes (discussed below) and projecting them onto the
lowest Kramers doublet with S = 1/2, we obtain the fol-
lowing spin Hamiltonian on a given NN ij bond:
H(γ)ij = −J1 S
γ
i S
γ
j + J2 Si ·Sj . (1)
Here, spin quantization axes are taken along the cubic
axes of IrO6 octahedra. In a honeycomb lattice formed
4
atures. If the exchange interactions were purely Kitaev
like they would have been ferromagnetic and we would
have obtained a positive Weiss temperature θ and addi-
tionally the ground state would have been a spin-liquid.
Therefore, the magnetic properties of these materials are
not governed entirely by Kitaev physics alone.
If on the other hand the exchange interactions were
entirely Heisenberg like, then these materials would have
shown a simple Ne´el type antiferromagnetic ordering.
However, recent resonant x-ray scattering measurements
on single crystalline Na2IrO3 have established that the
magnetic order is not a simple Ne´el antiferromagnet but
is rather of a stripy antiferromagnetic kind.16 Such a
stripy AFM state has been predicted for the Heisenberg-
Kitaev model when the parameter α in the model lies in
the range 0.4 ≤ α ≤ 0.8.11,13 Given the similarities of
the magnetic anomalies in the χ(T ) and C(T ) data for
both Na2IrO3 and Li2IrO3 it is most likely that Li2IrO3
also shows a similar stripy antiferromagnetic structure.
Thus there are strong indications that the A2IrO3 mate-
rials lie in the region 0.4 ≤ α ≤ 0.8 of the Heisenberg-
Kitaev model. Calculations of the finite temperature
Heisenberg-Kitaev model predict that if the system stays
in the region where 0.4 ≤ α ≤ 0.8 then θ monotonically
decreases with increasing α.13 Remarkably however, it is
also predicted that the magnetic ordering temperature
stays unchanged between 0.4 ≤ α ≤ 0.7 and only starts
dropping significantly as one approaches the Kitaev limit
beyond α ≥ 0.8 where long range order is replaced by a
spin-liquid state as the ground state.13 The reduction of
the Weiss temperature scale on increasing α is natural
since the Heisenberg term comes with an antiferromag-
netic sign and the Kitaev term comes with a ferromag-
netic sign. This reduction in the Weiss temperature scale
is indeed observed for our systems where θ decreases from
≈ −125 K to ≈ −33 K on going from Na2IrO3 to the
Li2IrO3 system. We can get a lower-limit estimate of
the proximity of the Li2IrO3 system to the Kitaev limit
of α ≥ 0.8 by assuming that Na2IrO3 sits at the lower
edge α = 0.4 of the region in which the stripy antiferro-
magnetism is observed. We can then use the theoretical
predictions of the variation of the Weiss temperature ver-
sus α [Ref. 13] and our experimental estimates of θ for
Na2IrO3 and Li2IrO3 to obtain α ≈ 0.6 as a lower limit
for Li2IrO3. Thus, Li2IrO3 lies very close to the Kitaev
limit α ≥ 0.8.
In going from the Na to the Li system the a, b lattice
parameters are reduced by ≈ 4.5% while the c parame-
ter is reduced by ≈ 10%. Thus, substituting Na by Li
is equivalent to preferentially applying chemical pressure
along the c axis (⊥ to the honeycomb planes). This leads
to a decrease of the c-axis distortion of the IrO6 octahe-
dra which enhances the parameters η1,2 leading to an
increased Kitaev coupling.11 This is consistent with the
value of α ≥ 0.6 for Li2IrO3 which puts its closer to the
Kitaev limit.
In addition to the above reduction of the Weiss scale,
the antiferromagnetic ordering temperature TN ≈ 15 K
is the same for both Na2IrO3 and Li2IrO3 despite a
factor of≈ 5 reduction of θ. This counter-intuitive re-
sult is again in direct agreement with the above theo-
retical predictions of the finite temperature Hiesenberg-
Kitaev model.13 The above independence of TN on θ for
0.4 ≤ α ≤ 0.7 and the factor of 8 reduction of TN com-
pared to θ for the Na system, are issues that will need
to be addressed in future experimental and theoretical
work.
In summary, our results provide the strongest support
yet that the A2IrO3 materials are the first realization of
the Heinsenberg-Kitaev model in real solid-state materi-
als. From the above comparison of experiment and the-
ory it is also clear that Li2IrO3 lies close to the α ≥ 0.8
Kitaev limit. The application of c-axis pressure to the
A2IrO3 materials can push them closer to the Kitaev
limit and the Li2IrO3 system should be easier to tune
given that it most likely lies close to α = 0.8.
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Slave Fermion Mean-Field Theory (in the rotated basis)
3
FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg antiferro-
magnet where both numerical methods and se iclassical
approaches give 2-sub-lattice Neel order.25 In a iti n
to these points, the model has another exac ly olv ble
point at α = 0.5, where the stripy state i the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe th transi-
tion between the stripy phase and the spin liq id. H nc ,
we shall recall the the essence of the rotation as poi ted
out by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis required o reveal
the exactly solvable point at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins be
rotated about diﬀerent axis, depending o the r p sition
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
se of spins which are posit oned on thi d nearest neigh-
bour sites at opposite cor ers of he hexagons throughout
the la tice, a d h ld these spins fix d. We next rotate
the thr e spins that are adj cent o these fixed spins by
π b u the spi axis corresponding to the bond which
con ects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg ter as
HH → −HH + 2HK (4)
and leaving the itaev t rm invari nt, i. .
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symb l for t spins and t e Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −( − α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearl visible, as here the coeﬃcient of the HK term
is zero and this is simply the ferromagnetic Heisenberg
mod l wi h a fe r magnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since w w s to particularly examine the transition
between the Kitaev spin liquid and the stripy anti-
ferromagnetic state, we find it easier to use the rotated
b sis. Also, it is h lpful to think about deviations from
the exactly solvable point at α = 0.5 in order to simplify
the couplin s in t e region of interest. We achieve this
by intro ucing the parameter
δ = α− 1
2
. (7)
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magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a three dimensional Z2 spin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-Li2IrO3 or similar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonian
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound suggests that each Ir4+ ion
sit inside an oxygen octahedron. In such an environment, due
to the cubic crystal field (10Dq ∼ 3 eV) and large atomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upper Jeﬀ = 1/2 atomic orbitals. The five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the doublet half filled. Thus the low energy magnetism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
The network of Ir4+ ions then form a tri-coordinated net-
work as shown in fig. 1 (further details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not shown) to a decorated diamond lattice (where each site
of the diamond lattice is split into two) or a depleted cubic
lattice6. The neighbouring oxygen octahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles being 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There are four notable
symmetry operations in the hyper-honeycomb (this discussion
includes non-ideal hyper-honeycombs too) which are:
• the bond center of Ir2-Ir3 [Green/Red bonds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversion sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalently Ir3-Ir4
[Blue]) posses three C2 axes along lattice a, b, and c
(see Appendix A for definition of a,b and c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via the aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 H milto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been dubbed as the Heisenberg-Kitaev (HK) model
where the first term represents the usual Heisenberg int r-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a standard notation used in a Kitaev model
which means that on a lattice with coordination number, z =
3, there are three kinds of spin exchanges. This is depicted for
the lattice of our interest in Fig. 1.
On occasions, we shall also use the more conventional one
variable parametrization in terms of α. The relati n b tw en
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using hoppi g Hamiltonian
with Slater-Koster param ters, in presence of Hund’s cou-
pling, indeed gives the Heisenberg-Kitaev pin Ham ltonian,
HHK.
Further perturbations to HHK may include further neigh-
bour exchanges as well as Dzyaloshi ski-Moriya (DM) inter-
actions. The inversion center ensures that the DM vector van-
ishes for red/green bonds (Ir2-Ir3 and Ir1-Ir4) for a J ff = 1/2
pseudo-spin model. The C2 axes ensure hat the Kitaev term
is along c and the DM vector points along th bo ds for blu
bonds (Ir1-Ir2 and Ir3-Ir4), i.e. alo g a. However, we find that
the magnitude of the DM vector f r the n arest neighbours is
zero. For the rest of this work, we shall assume that the furth r
neighbour terms are small nd essential features of the r l
material is captur d byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the special limits of theHHK (Eq. 1)
that gives us important insight into the phase diagram. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
α = 0.5 α = 1Hidden SU(2) Kitaev limit
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We derive and study a spin one-half Hamiltonian on a honeycomb lattice describing the exchange
interactions between Ir4+ ions in a family of layered iridates A2IrO3 (A=Li, Na). Depending on the
microscopic parameters, the Hamiltonian interpolates between the Heisenberg and exactly solvable
Kitaev models. Exact diagonalization and a complementary spin-wave analysis reveal the presence
of an extended spin-liquid phase near the Kitaev limit and a conventional Ne´el state close to the
Heisenberg limit. The two phases are separated by an unusual stripy antiferromagnetic state, which
is the exact ground state of the model at the midpoint between two limits.
PACS numbers: 75.10.Jm, 75.25.Dk, 75.30.Et
Magnetic systems exhibit, most commonly, long-range
classical order at sufficiently low temperatures. An ex-
ception are frustrated magnets, in which the topology of
the underlying lattice and/or competing interactions lead
to an extensively degenerate manifold of classical states.
In such systems, exotic quantum phases of Mott insula-
tors (spin liquids, valence bond solids, etc.) can emerge
as the true ground states (for reviews see Refs. [1, 2]). In
quantum spin liquids, strong zero-point fluctuations of
correlated spins prevent them to “freeze” into magnetic
or statically dimerized patterns, and conventional phase
transitions that break time-reversal and lattice symme-
tries are avoided. Spin liquids have attracted particular
attention since Anderson proposed their possible connec-
tion to superconductivity of cuprates [3].
Recently, spin-liquid states of matter have been exem-
plified, on a quantitative level, by an exactly solvable
model by Kitaev [4]. His model deals with spins one-half
that live on a honeycomb lattice. The nearest-neighbor
(NN) spins interact in a simple Ising-like fashion but, be-
cause different bonds use different spin components [see
Fig. 1(a)], the model is highly frustrated. Its ground state
is spin-disordered and supports the emergent gapless ex-
citations represented by Majorana fermions [4]. Spin-
spin correlations are, however, short-ranged and confined
to NN pairs [5, 6]. This may suggest the robustness of
the disordered state to spin perturbations. Indeed, Tsve-
lik has shown [7] that there is a window of stability for
the spin-liquid state in the Kitaev model perturbed by
isotropic Heisenberg exchange.
Finding a physical realization of this remarkable model
is a great challenge, also because of its special properties
attractive for quantum computation [4]. As the key el-
ement of the model is a bond-selective spin anisotropy,
one possible idea [8] is to explore Mott insulators of late
transition metal ions with orbital degeneracy, in which
the bond directional nature of electron orbitals can be
translated into a desired anisotropy of magnetic interac-
tions through strong spin-orbit coupling.
In this Letter, we examine the iridium oxides A2IrO3
from this perspective. In these compounds, the Ir4+ ions
have an effective spin one-half moment and form weakly
coupled honeycomb-lattice planes. Our analysis of the
underlying exchange mechanisms shows that the spin
Hamiltonian comprises two terms, ferromagnetic (FM)
and antiferromagnetic (AF), in the form of Kitaev and
Heisenberg models, respectively. The model has an in-
teresting phase behavior and hosts, in addition to the
spin-liquid state, an unusual AF order that is also an
exact solution at a certain point in phase space.
Experimental studies of iridium compounds are rather
scarce, and the nature of their insulating behavior is not
yet fully understood. In fact, Na2IrO3 was suggested as
an interesting candidate for a topological band insulator
[9]. Given that high temperature magnetic susceptibil-
ities of Na2IrO3 and Li2IrO3 obey the Curie-Weiss law
with an effective moment corresponding S = 1/2 per Ir
ion [10–13], we start here with the Mott insulator picture.
The Hamiltonian.– We recall that the Ir4+ ion in the
octahedral field has a single hole in the threefold degener-
ate t2g level hosting an orbital angular momentum l = 1.
Strong spin-orbit coupling lifts this degeneracy, and the
resulting ground state is a Kramers doublet with total
angular momentum one-half [14], referred to as “spin”
hereafter. In fact, it is predominantly of orbital origin,
and this is what makes the magnetic interactions highly
anisotropic due to the spin-orbit entanglement of mag-
netic and real spaces. In A2IrO3 compounds, the IrO6
octahedra share the edges, and Ir ions can communicate
through two 90◦ Ir-O-Ir exchange paths [8] or via direct
overlap of their orbitals. Collecting the possible exchange
processes (discussed below) and projecting them onto the
lowest Kramers doublet with S = 1/2, we obtain the fol-
lowing spin Hamiltonian on a given NN ij bond:
H(γ)ij = −J1 S
γ
i S
γ
j + J2 Si ·Sj . (1)
Here, spin quantization axes are taken along the cubic
axes of IrO6 octahedra. In a honeycomb lattice formed
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atures. If the exchange interactions were purely Kitaev
like they would have been ferromagnetic and we would
have obtained a positive Weiss temperature θ and addi-
tionally the ground state would have been a spin-liquid.
Therefore, the magnetic properties of these materials are
not governed entirely by Kitaev physics alone.
If on the other hand the exchange interactions were
entirely Heisenberg like, then these materials would have
shown a simple Ne´el type antiferromagnetic ordering.
However, recent resonant x-ray scattering measurements
on single crystalline Na2IrO3 have established that the
magnetic order is not a simple Ne´el antiferromagnet but
is rather of a stripy antiferromagnetic kind.16 Such a
stripy AFM state has been predicted for the Heisenberg-
Kitaev model when the parameter α in the model lies in
the range 0.4 ≤ α ≤ 0.8.11,13 Given the similarities of
the magnetic anomalies in the χ(T ) and C(T ) data for
both Na2IrO3 and Li2IrO3 it is most likely that Li2IrO3
also shows a similar stripy antiferromagnetic structure.
Thus there are strong indications that the A2IrO3 mate-
rials lie in the region 0.4 ≤ α ≤ 0.8 of the Heisenberg-
Kitaev model. Calculations of the finite temperature
Heisenberg-Kitaev model predict that if the system stays
in the region where 0.4 ≤ α ≤ 0.8 then θ monotonically
decreases with increasing α.13 Remarkably however, it is
also predicted that the magnetic ordering temperature
stays unchanged between 0.4 ≤ α ≤ 0.7 and only starts
dropping significantly as one approaches the Kitaev limit
beyond α ≥ 0.8 where long range order is replaced by a
spin-liquid state as the ground state.13 The reduction of
the Weiss temperature scale on increasing α is natural
since the Heisenberg term comes with an antiferromag-
netic sign and the Kitaev term comes with a ferromag-
netic sign. This reduction in the Weiss temperature scale
is indeed observed for our systems where θ decreases from
≈ −125 K to ≈ −33 K on going from Na2IrO3 to the
Li2IrO3 system. We can get a lower-limit estimate of
the proximity of the Li2IrO3 system to the Kitaev limit
of α ≥ 0.8 by assuming that Na2IrO3 sits at the lower
edge α = 0.4 of the region in which the stripy antiferro-
magnetism is observed. We can then use the theoretical
predictions of the variation of the Weiss temperature ver-
sus α [Ref. 13] and our experimental estimates of θ for
Na2IrO3 and Li2IrO3 to obtain α ≈ 0.6 as a lower limit
for Li2IrO3. Thus, Li2IrO3 lies very close to the Kitaev
limit α ≥ 0.8.
In going from the Na to the Li system the a, b lattice
parameters are reduced by ≈ 4.5% while the c parame-
ter is reduced by ≈ 10%. Thus, substituting Na by Li
is equivalent to preferentially applying chemical pressure
along the c axis (⊥ to the honeycomb planes). This leads
to a decrease of the c-axis distortion of the IrO6 octahe-
dra which enhances the parameters η1,2 leading to an
increased Kitaev coupling.11 This is consistent with the
value of α ≥ 0.6 for Li2IrO3 which puts its closer to the
Kitaev limit.
In addition to the above reduction of the Weiss scale,
the antiferromagnetic ordering temperature TN ≈ 15 K
is the same for both Na2IrO3 and Li2IrO3 despite a
factor of≈ 5 reduction of θ. This counter-intuitive re-
sult is again in direct agreement with the above theo-
retical predictions of the finite temperature Hiesenberg-
Kitaev model.13 The above independence of TN on θ for
0.4 ≤ α ≤ 0.7 and the factor of 8 reduction of TN com-
pared to θ for the Na system, are issues that will need
to be addressed in future experimental and theoretical
work.
In summary, our results provide the strongest support
yet that the A2IrO3 materials are the first realization of
the Heinsenberg-Kitaev model in real solid-state materi-
als. From the above comparison of experiment and the-
ory it is also clear that Li2IrO3 lies close to the α ≥ 0.8
Kitaev limit. The application of c-axis pressure to the
A2IrO3 materials can push them closer to the Kitaev
limit and the Li2IrO3 system should be easier to tune
given that it most likely lies close to α = 0.8.
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This gives
H = −(1
2
− δ)HH − 4δHK. (8)
Finally, we restrict ourselve to the regi n δ ∈ [0, 0.5]
where these couplings are purely ferromagnetic. We re-
mind ourselves that δ = 0 now ref rs to t e exact ferro-
magnetic state (or the stripy st te in the origin l basis)
while δ = 0.5 refers to the exactly solvable Kitaev point.
We take this rotated model as th starting point of our
slave-particle analysis.
III. SLAVE PARTICLE FORMULATION
Having written down the amiltonian (Eq. 8) in the
desired fo , w now ntroduce he slave-particle decom-
position of the (rotated) spins. We write the spin-1/2
operator as a bilin r of two spin-1/2 fermionic spinons
as1,24
Sµj =
1
2
f†jα[σ
µ]αβfjβ , (9)
where fjσ(σ =↑, ↓) are the fermionic spinons w ich sat-
isfy egul r fermio ic anti-commutation relations. The
above representation of the spin operators, along with
the single fermion per site const aint
f†i↑fi↑ + f
†
i↓fi↓ = 1, (10)
constitutes a faithful representation of the spin-1/2
operators.1,24
The biline r spin-spin int raction is a quartic term in
the spinon operator . Within mean field theory, we now
seek to decouple these quartic spinon terms into stable
decoupling channels which re qu ratic in r s of the
spinons operators. In general, we need to keep both
the particle-hole and particle-particle channels for the
spinons.1
However, we note that both the terms in the final
Hamiltonian (Eq. 8) have ferromagnetic interactions.
Thus the usual decoupling1 in terms of the spin-singlet
particle-hole and particle-particle channels is unstable
within a xiliary field decoupling scheme. Instead, it
was shown by Shindou and Momoi27 that the correct
spin liquid decoupling scheme for such interactions is into
the spin triplet channels (both particle-hole and particle-
particle). This is done as follows:
W write the α-th component of the spin-spin interac-
tion s
Sαi S
α
i+p =
1
2
￿
β=x,y,z
(1− δα,β)
￿
Eβ†i,pE
β
i,p +D
β†
i,pD
β
i,p
￿
− ni
4
,
(11)
where δα,β = 1(0) for α = β(α ￿= β) (not to be confused
with the parameter δ) is the Kronecker delta function,
Eµi,p =
1
2
f†i+pα[σ
µ]αβfiβ , (12)
Dµi,p =
1
2
fi+pα[iσ
yσµ]αβfiβ (13)
and ni = 1 is the number of spinons per site.
In addition to these hopping and pairing decouplings
which capture the spin liquid, we introduce a direct chan-
nel or magnetic decoupling,
mj =
1
2
￿f†jα[σz]αβfjβ￿, (14)
which, without loss of generality, we choose to be in the
Sz direction. We include this decoupling explicitly in or-
der to access the ferromagnetic state and due to the fact
that it is the competing order in the spin liquid phase. It
is important to note that when this operator has a non-
zero expectation value (in the unrotated basis) it explic-
itly breaks the the discrete symmetry corresponding to
a lattice rotation by 2π3 about an individual site in con-
junction with a spin rotation by 2π3 about the [111] spin
axis (refer to our discussion of the symmetries of the HK
model).
Using the above general ansatz, the mean-field spinon
Hamiltonian for the rotated HK model is given by
HHK = −(1
2
− δ)HMFH − 4δHMFK , (15)
where
HMFH =
1
4
￿
i
￿
p
￿
m(f†i,α[σ
z]αβfi,β + f
†
i+p,α[σ
z]αβfi+p,β)− 2m2 + (f†i,α ￿Ei,p · ￿σαβfi+p,β + h.c.)− 2| ￿Ei,p|2 (16)
+ (f†i,α ￿Di,p · (−i￿σσy)αβf†i+p,β + h.c.)− 2| ￿Di,p|2
￿
,
HMFK =
1
4
￿
i
￿
p,r
(1− δp,r)
￿
(f†i,αE
r
i,pσ
r
αβfi+p,β + h.c.)− 2|Eri,p|2 + (f†i,αDri,p(−iσrσy)αβf†i+p,β + h.c.)− 2|Dri,p|2]
￿
.
(17)
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which capture the spin liquid, we introduce a direct chan-
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￿f†jα[σz]αβfjβ￿, (14)
which, without loss of generality, we choose to be in the
Sz direction. We include this decoupling explicitly in or-
der to access the ferromagnetic state and due to the fact
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is important to note that when this operator has a non-
zero expectation value (in the unrotated basis) it explic-
itly breaks the the discrete symmetry corresponding to
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Hamiltoni n for the rotated HK model is given by
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where
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r
i,pσ
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(17)
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FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin-spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg an iferr -
magnet where both numerical methods and se iclassical
approaches give 2-sub-lattice Neel order.25 In a iti n
to these points, the model has another exac ly olv ble
point at α = 0.5, where the stripy state i the exact
ground state.8,26 This is easy to see by doing a selective
rotation of the spins on the honeycomb lattice. It turns
out that this rotated basis is useful to describe th transi-
tion between the stripy phase and the spin liq id. H nc ,
we shall recall the the essence of the rotation as poi ted
out by Khaliulin26 and Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis required o reveal
the exactly solvable point at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins be
rotated about diﬀerent axis, depending o the r p sition
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
se of spins which are posit oned on thi d nearest neigh-
bour sites at opposite cor ers of he hexagons throughout
the la tice, a d h ld these spins fix d. We next rotate
t e thr e spins that are adj cent o these fixed spins by
π b u e spi axis corre ponding to the bond which
con ects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg ter as
HH → −HH + 2HK (4)
and leaving the itaev t rm invari nt, i. .
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symb l for t spins and t e Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −( − α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearl visible, as here the coeﬃcient of the HK t m
is zero and this is simply the ferromagnetic Heisenberg
mod l wi h a fe r magnetic ground state in terms of
the rotated spins. On undoing the rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since w w s to particularly examine the transition
between the Kitaev spin liquid and t e stripy anti-
ferromagnetic state, we find it easier to use the rotated
b sis. Also, it is h lpful to think about deviations from
the exactly s lvable poi t t α = 0.5 in ord r to simplify
the couplin s in t e region of int rest. We achieve this
by i tro ucing the parameter
δ = α− 1
2
. (7)
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magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a three dimensional Z2 spin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-Li2IrO3 or similar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonian
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound suggests that each Ir4+ ion
sit inside an oxygen octahedron. In such an environment, due
to the cubic crystal field (10Dq ∼ 3 eV) and large atomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upper Jeﬀ = 1/2 atomic orbitals. The five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the doublet half filled. Thus the low energy magnetism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
The network of Ir4+ ions then form a tri-coordinated net-
work as shown in fig. 1 (further details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not shown) to a decorated diamond lattice (where each site
of the diamond lattice is split into two) or a depleted cubic
lattice6. The neighbouring oxygen octahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles being 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There are four notable
symmetry operations in the hyper-honeycomb (this discussion
includes non-ideal hyper-honeycombs too) which are:
• the bond center of Ir2-Ir3 [Green/Red bonds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversion sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalently Ir3-Ir4
[Blue]) posses three C2 axes along lattice a, b, and c
(see Appendix A for definition of a,b and c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via the aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 H milto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been dubbed as the Heisenberg-Kitaev (HK) model
where the first term represents the usual Heisenberg int r-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a stand rd n tation used in a Kitaev model
which means t at on a lattice with coordina ion num r, z =
3, there are three kinds of spin exchanges. This is depicted f r
the lattice of our interest in Fig. 1.
On occasions, we shall also use the more conventional one
variable parametrization in terms of α. The relati n b tw en
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using hoppi g Hamiltonian
with Slater-Koster param ters, in presence of Hund’s cou-
pling, indeed gives the Heisenberg-Kitaev pin Ham ltonian,
HHK.
Further perturbations to HHK may include further neigh-
bour exchanges as well as Dzyaloshi ski-Moriya (DM) inter-
actions. The inversion center ensures that the DM vector van-
ishes for red/green bonds (Ir2-Ir3 and Ir1-Ir4) for a J ff = 1/2
pseudo-spin model. The C2 axes ensure hat the Kitaev term
is along c and the DM vector points along th bo ds for blu
bonds (Ir1-Ir2 and Ir3-Ir4), i.e. alo g a. However, we find that
the magnitude of the DM vector f r the n arest neighbours is
zero. For the rest of this work, we shall assume that the furth r
neighbour terms are small nd essential features of the r l
material is captur d byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the sp cial mits of heHHK (Eq. 1)
that gives us important insight into the phase diagr m. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neighbour Heisenberg antiferromagnet on
the Hyper-honeycomb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferromagnet on the given lattice. Hence
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
α = 0.5 α = 1Hidden SU(2) Kitaev limit
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We derive and study a spin one-half Hamiltonian on a honeycomb lattice describing the exchange
interactions between Ir4+ ions in a family of layered iridates A2IrO3 (A=Li, Na). Depending on the
microscopic parameters, the Hamiltonian interpolates between the Heisenberg and exactly solvable
Kitaev models. Exact diagonalization and a complementary spin-wave analysis reveal the presence
of an extended spin-liquid phase near the Kitaev limit and a conventional Ne´el state close to the
Heisenberg limit. The two phases are separated by an unusual stripy antiferromagnetic state, which
is the exact ground state of the model at the midpoint between two limits.
PACS numbers: 75.10.Jm, 75.25.Dk, 75.30.Et
Magnetic systems exhibit, most commonly, long-range
classical order at sufficiently low temperatures. An ex-
ception are frustrated magnets, in which the topology of
the underlying lattice and/or competing interactions lead
to an extensively degenerate manifold of classical states.
In such systems, exotic quantum phases of Mott insula-
tors (spin liquids, valence bond solids, etc.) can emerge
as the true ground states (for reviews see Refs. [1, 2]). In
quantum spin liquids, strong zero-point fluctuations of
correlated spins prevent them to “freeze” into magnetic
or statically dimerized patterns, and conventional phase
transitions that break time-reversal and lattice symme-
tries are avoided. Spin liquids have attracted particular
attention since Anderson proposed their possible connec-
tion to superconductivity of cuprates [3].
Recently, spin-liquid states of matter have been exem-
plified, on a quantitative level, by an exactly solvable
model by Kitaev [4]. His model deals with spins one-half
that live on a honeycomb lattice. The nearest-neighbor
(NN) spins interact in a simple Ising-like fashion but, be-
cause different bonds use different spin components [see
Fig. 1(a)], the model is highly frustrated. Its ground state
is spin-disordered and supports the emergent gapless ex-
citations represented by Majorana fermions [4]. Spin-
spin correlations are, however, short-ranged and confined
to NN pairs [5, 6]. This may suggest the robustness of
the disordered state to spin perturbations. Indeed, Tsve-
lik has shown [7] that there is a window of stability for
the spin-liquid state in the Kitaev model perturbed by
isotropic Heisenberg exchange.
Finding a physical realization of this remarkable model
is a great challenge, also because of its special properties
attractive for quantum computation [4]. As the key el-
ement of the model is a bond-selective spin anisotropy,
one possible idea [8] is to explore Mott insulators of late
transition metal ions with orbital degeneracy, in which
the bond directional nature of electron orbitals can be
translated into a desired anisotropy of magnetic interac-
tions through strong spin-orbit coupling.
In this Letter, we examine the iridium oxides A2IrO3
from this perspective. In these compounds, the Ir4+ ions
have an effective spin one-half moment and form weakly
coupled honeycomb-lattice planes. Our analysis of the
underlying exchange mechanisms shows that the spin
Hamiltonian comprises two terms, ferromagnetic (FM)
and antiferromagnetic (AF), in the form of Kitaev and
Heisenberg models, respectively. The model has an in-
teresting phase behavior and hosts, in addition to the
spin-liquid state, an unusual AF order that is also an
exact solution at a certain point in phase space.
Experimental studies of iridium compounds are rather
scarce, and the nature of their insulating behavior is not
yet fully understood. In fact, Na2IrO3 was suggested as
an interesting candidate for a topological band insulator
[9]. Given that high temperature magnetic susceptibil-
ities of Na2IrO3 and Li2IrO3 obey the Curie-Weiss law
with an effective moment corresponding S = 1/2 per Ir
ion [10–13], we start here with the Mott insulator picture.
The Hamiltonian.– We recall that the Ir4+ ion in the
octahedral field has a single hole in the threefold degener-
ate t2g level hosting an orbital angular momentum l = 1.
Strong spin-orbit coupling lifts this degeneracy, and the
resulting ground state is a Kramers doublet with total
angular momentum one-half [14], referred to as “spin”
hereafter. In fact, it is predominantly of orbital origin,
and this is what makes the magnetic interactions highly
anisotropic due to the spin-orbit entanglement of mag-
netic and real spaces. In A2IrO3 compounds, the IrO6
octahedra share the edges, and Ir ions can communicate
through two 90◦ Ir-O-Ir exchange paths [8] or via direct
overlap of their orbitals. Collecting the possible exchange
processes (discussed below) and projecting them onto the
lowest Kramers doublet with S = 1/2, we obtain the fol-
lowing spin Hamiltonian on a given NN ij bond:
H(γ)ij = −J1 S
γ
i S
γ
j + J2 Si ·Sj . (1)
Here, spin quantization axes are taken along the cubic
axes of IrO6 octahedra. In a honeycomb lattice formed
4
atures. If the exchange interactions were purely Kitaev
like they would have been ferromagnetic and we would
have obtained a positive Weiss temperature θ and addi-
tionally the ground state would have been a spin-liquid.
Therefore, the magnetic properties of these materials are
not governed entirely by Kitaev physics alone.
If on the other hand the exchange interactions were
entirely Heisenberg like, then these materials would have
shown a simple Ne´el type antiferromagnetic ordering.
However, recent resonant x-ray scattering measurements
on single crystalline Na2IrO3 have established that the
magnetic order is not a simple Ne´el antiferromagnet but
is rather of a stripy antiferromagnetic kind.16 Such a
stripy AFM state has been predicted for the Heisenberg-
Kitaev model when the parameter α in the model lies in
the range 0.4 ≤ α ≤ 0.8.11,13 Given the similarities of
the magnetic anomalies in the χ(T ) and C(T ) data for
both Na2IrO3 and Li2IrO3 it is most likely that Li2IrO3
also shows a similar stripy antiferromagnetic structure.
Thus there are strong indications that the A2IrO3 mate-
rials lie in the region 0.4 ≤ α ≤ 0.8 of the Heisenberg-
Kitaev model. Calculations of the finite temperature
Heisenberg-Kitaev model predict that if the system stays
in the region where 0.4 ≤ α ≤ 0.8 then θ monotonically
decreases with increasing α.13 Remarkably however, it is
also predicted that the magnetic ordering temperature
stays unchanged between 0.4 ≤ α ≤ 0.7 and only starts
dropping significantly as one approaches the Kitaev limit
beyond α ≥ 0.8 where long range order is replaced by a
spin-liquid state as the ground state.13 The reduction of
the Weiss temperature scale on increasing α is natural
since the Heisenberg term comes with an antiferromag-
netic sign and the Kitaev term comes with a ferromag-
netic sign. This reduction in the Weiss temperature scale
is indeed observed for our systems where θ decreases from
≈ −125 K to ≈ −33 K on going from Na2IrO3 to the
Li2IrO3 system. We can get a lower-limit estimate of
the proximity of the Li2IrO3 system to the Kitaev limit
of α ≥ 0.8 by assuming that Na2IrO3 sits at the lower
edge α = 0.4 of the region in which the stripy antiferro-
magnetism is observed. We can then use the theoretical
predictions of the variation of the Weiss temperature ver-
sus α [Ref. 13] and our experimental estimates of θ for
Na2IrO3 and Li2IrO3 to obtain α ≈ 0.6 as a lower limit
for Li2IrO3. Thus, Li2IrO3 lies very close to the Kitaev
limit α ≥ 0.8.
In going from the Na to the Li system the a, b lattice
parameters are reduced by ≈ 4.5% while the c parame-
ter is reduced by ≈ 10%. Thus, substituting Na by Li
is equivalent to preferentially applying chemical pressure
along the c axis (⊥ to the honeycomb planes). This leads
to a decrease of the c-axis distortion of the IrO6 octahe-
dra which enhances the parameters η1,2 leading to an
increased Kitaev coupling.11 This is consistent with the
value of α ≥ 0.6 for Li2IrO3 which puts its closer to the
Kitaev limit.
In addition to the above reduction of the Weiss scale,
the antiferromagnetic ordering temperature TN ≈ 15 K
is the same for both Na2IrO3 and Li2IrO3 despite a
factor of≈ 5 reduction of θ. This counter-intuitive re-
sult is again in direct agreement with the above theo-
retical predictions of the finite temperature Hiesenberg-
Kitaev model.13 The above independence of TN on θ for
0.4 ≤ α ≤ 0.7 and the factor of 8 reduction of TN com-
pared to θ for the Na system, are issues that will need
to be addressed in future experimental and theoretical
work.
In summary, our results provide the strongest support
yet that the A2IrO3 materials are the first realization of
the Heinsenberg-Kitaev model in real solid-state materi-
als. From the above comparison of experiment and the-
ory it is also clear that Li2IrO3 lies close to the α ≥ 0.8
Kitaev limit. The application of c-axis pressure to the
A2IrO3 materials can push them closer to the Kitaev
limit and the Li2IrO3 system should be easier to tune
given that it most likely lies close to α = 0.8.
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This gives
H = −(1
2
− δ)HH − 4δHK. (8)
Finally, we restrict ourselve to the regi n δ ∈ [0, 0.5]
where these couplings are purely ferromagnetic. We re-
mind ourselves that δ = 0 now ref rs to t e exact ferro-
magnetic state (or the stripy st te in the origin l basis)
while δ = 0.5 refers to the exactly solvable Kitaev point.
We take this rotated model as th starting point of our
slave-particle analysis.
III. SLAVE PARTICLE FORMULATION
Having written down the amiltonian (Eq. 8) in the
desired fo , w now ntroduce he slave-particle decom-
position of the (rotated) spins. We write the spin-1/2
operator as a bilin r of two spin-1/2 fermionic spinons
as1,24
Sµj =
1
2
f†jα[σ
µ]αβfjβ , (9)
where fjσ(σ =↑, ↓) are the fermionic spinons w ich sat-
isfy egul r fermio ic anti-commutation relations. The
above representation of the spin operators, along with
the single fermion per site const aint
f†i↑fi↑ + f
†
i↓fi↓ = 1, (10)
constitutes a faithful representation of the spin-1/2
operators.1,24
The biline r spin-spin int raction is a quartic term in
the spinon operator . Within mean field theory, we now
seek to decouple these quartic spinon terms into stable
decoupling channels which re qu ratic in r s of the
spinons operators. In general, we need to keep both
the particle-hole and particle-particle channels for the
spinons.1
However, we note that both the terms in the final
Hamiltonian (Eq. 8) have ferromagnetic interactions.
Thus the usual decoupling1 in terms of the spin-singlet
particle-hole and particle-particle channels is unstable
within a xiliary field decoupling scheme. Instead, it
was shown by Shindou and Momoi27 that the correct
spin liquid decoupling scheme for such interactions is into
the spin triplet channels (both particle-hole and particle-
particle). This is done as follows:
W write the α-th component of the spin-spin interac-
tion s
Sαi S
α
i+p =
1
2
￿
β=x,y,z
(1− δα,β)
￿
Eβ†i,pE
β
i,p +D
β†
i,pD
β
i,p
￿
− ni
4
,
(11)
where δα,β = 1(0) for α = β(α ￿= β) (not to be confused
with the parameter δ) is the Kronecker delta function,
Eµi,p =
1
2
f†i+pα[σ
µ]αβfiβ , (12)
Dµi,p =
1
2
fi+pα[iσ
yσµ]αβfiβ (13)
and ni = 1 is the number of spinons per site.
In addition to these hopping and pairing decouplings
which capture the spin liquid, we introduce a direct chan-
nel or magnetic decoupling,
mj =
1
2
￿f†jα[σz]αβfjβ￿, (14)
which, without loss of generality, we choose to be in the
Sz direction. We include this decoupling explicitly in or-
der to access the ferromagnetic state and due to the fact
that it is the competing order in the spin liquid phase. It
is important to note that when this operator has a non-
zero expectation value (in the unrotated basis) it explic-
itly breaks the the discrete symmetry corresponding to
a lattice rotation by 2π3 about an individual site in con-
junction with a spin rotation by 2π3 about the [111] spin
axis (refer to our discussion of the symmetries of the HK
model).
Using the above general ansatz, the mean-field spinon
Hamiltonian for the rotated HK model is given by
HHK = −(1
2
− δ)HMFH − 4δHMFK , (15)
where
HMFH =
1
4
￿
i
￿
p
￿
m(f†i,α[σ
z]αβfi,β + f
†
i+p,α[σ
z]αβfi+p,β)− 2m2 + (f†i,α ￿Ei,p · ￿σαβfi+p,β + h.c.)− 2| ￿Ei,p|2 (16)
+ (f†i,α ￿Di,p · (−i￿σσy)αβf†i+p,β + h.c.)− 2| ￿Di,p|2
￿
,
HMFK =
1
4
￿
i
￿
p,r
(1− δp,r)
￿
(f†i,αE
r
i,pσ
r
αβfi+p,β + h.c.)− 2|Eri,p|2 + (f†i,αDri,p(−iσrσy)αβf†i+p,β + h.c.)− 2|Dri,p|2]
￿
.
(17)
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was shown by Shi dou and Momoi27 that the correct
spin liquid decoupling scheme for such interactions is into
the spin triplet chan els (both particle-hole and particle-
particl ). T is is done as follows:
We writ h α-th compon nt f the spin-spin interac-
tion as
Sαi S
α
i+p =
1
2
￿
β=x,y,z
(1− δα,β)
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where δα,β = 1(0) for α = β(α ￿= β) (not to be confused
with th parameter δ) is the Kronecker delta function,
Eµi,p =
1
2
f†i+pα[σ
µ]αβfiβ , (12)
Dµi,p =
1
2
fi+pα[iσ
yσµ]αβfiβ (13)
and ni = 1 s h u ber of spinons per site.
In ad ition to these hopping and pairing decouplings
which capture the spin liquid, we introduce a direct chan-
el or magn tic decoupling,
mj =
1
2
￿f†jα[σz]αβfjβ￿, (14)
which, without loss of generality, we choose to be in the
Sz direction. We include this decoupling explicitly in or-
der to access the ferromagnetic state and due to the fact
that it is the competing order in the spin liquid phase. It
is important to note that when this operator has a non-
zero expectation value (in the unrotated basis) it explic-
itly breaks the the discr te symmetry corresponding to
a lattice rotation by 2π3 about an individual site in con-
junction with spin rotation by 2π3 about the [111] spin
axis (refer to our discussion of the symmetries of the HK
model).
Using the above general ansatz, the mean-field spinon
Hamiltonian for the rotated HK model is given by
HHK = −(1
2
− δ)HMFH − 4δHMFK , (15)
where
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This gives
H = −(1
2
− δ)HH − 4δHK. (8)
Finally, we restrict ourselves to the region δ ∈ [0, 0.5]
where these couplings are purely ferromagnetic. We re-
mind ourselves that δ = 0 now refers to the exact ferro-
magnetic state (or the stripy state in the original basis)
while δ = 0.5 refers to the exactly solvable Kitaev point.
We take this rotated model as the starting point of our
slave-particle analysis.
III. SLAVE PARTICLE FORMULATION
Having written down the Hamiltonian (Eq. 8) in the
desired form, we now introduce the slave-particle decom-
position of the (rot ted) spins. We write the spin-1/2
operator as a bilinear of two spin-1/2 fermionic spinons
as1,24
Sµj =
1
2
f†jα[σ
µ]αβfjβ , (9)
where fjσ(σ =↑, ↓) are the fermionic spinons which sat-
isfy regular fermionic anti-commutation relations. The
above representation of the spin operators, along with
the single fermion per site constraint
f†i↑fi↑ + f
†
i↓fi↓ = 1, (10)
constitutes a faithful representation of the spi -1/2
operators.1,24
The bilinear spin-spin interaction is a quartic term in
the spinon operators. Within mean field theory, we now
seek to decouple these quartic spinon terms into stable
decoupling channels which are quadratic in terms of the
spinons operators. In general, we need to keep both
the particle-hole and particle-particle channels for the
spinons.1
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FIG. 2: The diﬀerent interactions of the Kitaev model4 where
the x, y and the z bonds are shown. The black and the
white circles denote the two sublattices A and B. ￿RxAB =
1
2
￿
1,−√3￿ and ￿RyAB = 12 ￿1,√3￿ are the two unit vectors.
3. Inversion about any bond center.
4. Time reversal.
The C3 symmetry ensures that there are three diﬀer-
ent stripy phases, which we will refer to as the x,y and z
stripy phases. For the β(= x, y, z) stripy phase, the spins
are oriented along the β axis, with the β links being or-
dered ferromagnetically and the remaining two links or-
dered antiferromagnetically. Figure 1(c) shows one of the
three possible stripy phases, namely z stripy phase.
At the point α = 1, the model can be exactly solved
by transforming the spins into products of Majorana
fermions, with a background of frozen Z2 fluxes over
plaquettes4. This is a gapless Z2 spin liquid, with
strictly nearest neighbour spin spin correlations.7 On the
other hand, for α = 0 we have the pure spin rota-
tion invariant nearest neighbour Heisenberg an iferr -
magnet where both numerical methods and se iclassical
approaches give 2-sub-lattice Neel order.25 In a iti n
to these points, the model has another exac ly olv ble
point at α = 0.5, where the stripy state i t exact
ground state.8,26 This is easy to see by doing s l ctive
rotation of the spins on the h neycomb lattice. It turns
out that this rotated basis is useful to describe th transi-
ion be we n the stripy phase and the spin liq id. H nc ,
we shall ecall he t essence of the rot tion as poi ted
u by Khaliulin26 d Chaloupka et al.8
A. The HK model in the rotated basis
The transformation of the spin basis required o reveal
the exactly solvable po nt at α = 0.5 is described in fig-
ure 3. This transformation requires diﬀerent spins be
rotated about diﬀerent axis, depending o the r p sition
FIG. 3: The rotated basis: the squares are left invariant, the
circles are rotated about the z bonds, the triangles about the
x bonds and the pentagons about the y bonds. This rotation
was first described by Khaliulin26 and Chaloupka et al.8
in the lattice as described in the figure. We first choose a
se of spins which are posit oned on thi d nearest neigh-
bour sites at opposite cor ers of he hexagons throughout
the la tice, a d h ld these spins fix d. We next rotate
t e thr e spins that are adj cent o these fixed spins by
π b u e spi axis corre ponding to the bond which
con ects it to the fixed spin. This has the net eﬀect of
transforming the Heisenberg ter as
HH → −HH + 2HK (4)
and leaving the i aev t rm invari nt, i. .
HK → HK. (5)
From now on, we use spins in the rotated basis. However,
for the sake of brevity, we shall continue to use the same
symb l for t spins and t e Hamiltonians. In this basis,
the Hamiltonian (given by Eq. 1) becomes
H → H = −( − α)HH − 4(α− 1
2
)HK. (6)
In this form, the exactly solvable point at α = 0.5 is
clearl visible, as here the coeﬃcient of the HK t m
is zero and this is simply the fer omagnetic Heisenberg
mo l wi h a fe r magnetic ground state in terms of
the rotated spi s. On undoing th rotations we recover
the stripy-antiferromagnetic ordering in terms of the un-
rotated spins.8,26
Since w w s to particularly examine the transition
between the Kitaev spin liquid and t e stripy anti-
ferromagnetic state, we find it easier to use the rotated
b sis. Also, it is h lpful to think about deviations from
the exactly s lvable poi t t α = 0.5 in ord r to simplify
the couplin s in t e region of int rest. We achieve this
by i tro ucing the param ter
δ = α− 1
2
. (7)
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magnetic phases, namely, the Neel, the polarized ferromag-
net, the skew-stripy and the skew-zig-zag, have collinear spin
ordering. The last two phases (see below) have interesting
similarities and important differences with their two dimen-
sional counterparts obtained on the honeycomb lattice. The
spin liquid on the other hand, is a three dimensional Z2 spin
liquid, with a gapless majorana spinon mode. The majorana
spinon fermi surface has a co-dimension, dc = 2. It is there-
fore interesting to ask if any of the above phases are relevant
in explaining the magnetic properties of β-Li2IrO3 or similar
compounds.
The rest of the paper is organized as follows. We start, in
Section II, by discussing the details of the hyper-honeycomb
lattice and the relevance of the Heisenberg-Kitaev spin Hamil-
tonian for β-LiIrO3. In Section III, with a discussion of the
special points in the phase diagram where the Hamiltonian
becomes becomes particularly tractable. These include the
J = 0 where the Neel state is the classical ground state. Sim-
ilarly for K = 2J and J = 0, the Hamiltonian becomes ex-
actly solvable. While the former gives a magnetically ordered
ground state, the latter is a gapless three dimensional Z2 spin
liquid.
II. THE LATTICE AND THE HAMILTONIAN
The geometry of the compound uggests that each Ir4+ ion
sit inside an oxygen octahedron. In such an environment, due
to the cubic crystal field (10Dq ∼ 3 eV) and large atomic SO
coupling (λ ∼ 500 meV) in Ir, the 5d orbitals split into lower
Jeﬀ = 3/2 and the upper Jeﬀ = 1/2 atomic orbitals. Th five
electrons of Ir4+ completely fills the quadruplet, while leav-
ing the doublet half filled. Thus the low energy magnetism is
expected to be described by the latter orbitals which forms a
Jeﬀ = 1/2 pseudo-spin.
The network of Ir4+ ions then form a tri-coordinated net-
work as shown in fig. 1 (further details are discussed in Ap-
pendix A.). This Ir4+ ion network is topologically equivalent
(not shown) to a decorated diamond lattice (where each site
of the diamond lattic is split int two) or a depleted cubic
lattice6. The neighbouring oxygen ctahedra share edges with
Ir-O-Ir and Ir-Ir-Ir angles b ing 90◦ and 120◦ respectively in
the ideal structure.
Before moving on, we briefly discuss the symmetries of the
hyper-honeycomb lattice for future use. There are four notable
symmetry operations in th hyper-honeycomb (this discussion
includes non-ideal hyper-honeycombs too) which are:
• the bond center of Ir2-Ir3 [Green/Red bonds in fig. 1]
(equivalently Ir1-Ir4 [Green/Red]) has inversi n sym-
metry.
• The bond center of Ir1-Ir2 [Blue] (equivalently Ir3-Ir4
[Blue]) posses thre C2 axes along lattic , b, and c
(see Appendix A for definition f a,b and c).
• Ir2-Ir3 are transformed into Ir1-Ir4 via th aforemen-
tioned C2 axes.
• The Ir1-Ir2 and Ir3-Ir4 are related via glide planes.
As pointed out by Jackeli et al.4, the general structure of
the low energy spin Hamiltonian in such situation, in presence
of Hund’s coupling, is dominated by quantum compass terms
with additional Heisenberg interactions. The “compass” terms
represent Kitaev exchange. More specifically, they found that
in these systems, the dominating part of the spin-1/2 H milto-
nian takes the following form:
HHK = J
￿
￿ij￿
Si · Sj −K
￿
￿ij￿,α−links
Sαi S
α
j (1)
This has been dubbed as the Heisenberg-Kitaev (HK) model
where the first term represents the usual Heisenberg int r-
actions while the last term is the Kitaev exchange. The￿
￿ij￿,α−links is a stand rd n tation used in a Kitaev model
which means t at on a lattice with coordina ion num r, z =
3, there are three kinds of spin exchanges. This is depicted f r
the lattice of our i terest in Fig. 1.
On occasions, we shall also use the more conventional one
variable parametrization in terms of α. The relati n b tw en
J,K and α is given by:
J = 1− α, K = 2α (2)
A strong coupling calculation using hoppi g Hamiltonian
with Slater-Koster param ters, in presence of Hund’s cou-
pling, indeed gives the Heisenberg-Kitaev pin Ham ltonian,
HHK.
Further perturbations to HHK may include further neigh-
bour exchanges as well as Dz aloshi ski-Moriya (DM) inter-
actions. The inversion center ensures that the DM vector van-
ishes for red/green bonds (Ir2-Ir3 and Ir1-Ir4) for a J ff = 1/2
pseudo-spin model. The C2 axes ensure hat the Kitaev term
is along c and the DM vector points along th bo ds for blu
bonds (Ir1-Ir2 and Ir3-Ir4), i.e. alo g a. However, we find that
the magnitude of the DM vector f r the n arest neighbours is
zero. For the rest of this work, we shall assume that the furth r
neighbour terms are small nd essential features of the r l
material is captur d byHHK.
III. THE SPECIAL LIMITS OF THE THE
HEISENBERG-KITAEV HAMILTONIAN
We start by discussing the sp cial mits of heHHK (Eq. 1)
that gives us important insight into the phase diagr m. These
special points are given by: (A) K = 0(α = 0) limit which
is the pure nearest neigh ur H isenberg antiferrom gnet n
the Hyper-honeyc mb lattice, (B) K = 2J(α = 1/2), when
using a 4-sub-lattice rotation, one can map the Hamiltonian to
a nearest neighbour ferrom gnet on the given lattice. H nce
this point is exactly solvable, and (C) J = 0(α = 1), which
is the limit for the pure Kitaev model, which on this lattice is
exactly solvable. Below we discuss these three special points
in detail.
α = 0.5 α = 1Hidden SU(2) Kitaev limit
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Kitaev-Heisenberg Model on a Honeycomb Lattice: Possible Exotic Phases in Iridium
Oxides A2IrO3
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We derive and study a spin one-half Hamiltonian on a honeycomb lattice describing the exchange
interactions between Ir4+ ions in a family of layered iridates A2IrO3 (A=Li, Na). Depending on the
microscopic parameters, the Hamiltonian interpolates between the Heisenberg and exactly solvable
Kitaev models. Exact diagonalization and a complementary spin-wave analysis reveal the presence
of an extended spin-liquid phase near the Kitaev limit and a conventional Ne´el state close to the
Heisenberg limit. The two phases are separated by an unusual stripy antiferromagnetic state, which
is the exact ground state of the model at the midpoint between two limits.
PACS numbers: 75.10.Jm, 75.25.Dk, 75.30.Et
Magnetic systems exhibit, most commonly, long-range
classical order at sufficiently low temperatures. An ex-
ception are frustrated magnets, in which the topology of
the underlying lattice and/or competing interactions lead
to an extensively degenerate manifold of classical states.
In such systems, exotic quantum phases of Mott insula-
tors (spin liquids, valence bond solids, etc.) can emerge
as the true ground states (for reviews see Refs. [1, 2]). In
quantum spin liquids, strong zero-point fluctuations of
correlated spins prevent them to “freeze” into magnetic
or statically dimerized patterns, and conventional phase
transitions that break time-reversal and lattice symme-
tries are avoided. Spin liquids have attracted particular
attention since Anderson proposed their possible connec-
tion to superconductivity of cuprates [3].
Recently, spin-liquid states of matter have been exem-
plified, on a quantitative level, by an exactly solvable
model by Kitaev [4]. His model deals with spins one-half
that live on a honeycomb lattice. The nearest-neighbor
(NN) spins interact in a simple Ising-like fashion but, be-
cause different bonds use different spin components [see
Fig. 1(a)], the model is highly frustrated. Its ground state
is spin-disordered and supports the emergent gapless ex-
citations represented by Majorana fermions [4]. Spin-
spin correlations are, however, short-ranged and confined
to NN pairs [5, 6]. This may suggest the robustness of
the disordered state to spin perturbations. Indeed, Tsve-
lik has shown [7] that there is a window of stability for
the spin-liquid state in the Kitaev model perturbed by
isotropic Heisenberg exchange.
Finding a physical realization of this remarkable model
is a great challenge, also because of its special properties
attractive for quantum computation [4]. As the key el-
ement of the model is a bond-selective spin anisotropy,
one possible idea [8] is to explore Mott insulators of late
transition metal ions with orbital degeneracy, in which
the bond directional nature of electron orbitals can be
translated into a desired anisotropy of magnetic interac-
tions through strong spin-orbit coupling.
In this Letter, we examine the iridium oxides A2IrO3
from this perspective. In these compounds, the Ir4+ ions
have an effective spin one-half moment and form weakly
coupled honeycomb-lattice planes. Our analysis of the
underlying exchange mechanisms shows that the spin
Hamiltonian comprises two terms, ferromagnetic (FM)
and antiferromagnetic (AF), in the form of Kitaev and
Heisenberg models, respectively. The model has an in-
teresting phase behavior and hosts, in addition to the
spin-liquid state, an unusual AF order that is also an
exact solution at a certain point in phase space.
Experimental studies of iridium compounds are rather
scarce, and the nature of their insulating behavior is not
yet fully understood. In fact, Na2IrO3 was suggested as
an interesting candidate for a topological band insulator
[9]. Given that high temperature magnetic susceptibil-
ities of Na2IrO3 and Li2IrO3 obey the Curie-Weiss law
with an effective moment corresponding S = 1/2 per Ir
ion [10–13], we start here with the Mott insulator picture.
The Hamiltonian.– We recall that the Ir4+ ion in the
octahedral field has a single hole in the threefold degener-
ate t2g level hosting an orbital angular momentum l = 1.
Strong spin-orbit coupling lifts this degeneracy, and the
resulting ground state is a Kramers doublet with total
angular momentum one-half [14], referred to as “spin”
hereafter. In fact, it is predominantly of orbital origin,
and this is what makes the magnetic interactions highly
anisotropic due to the spin-orbit entanglement of mag-
netic and real spaces. In A2IrO3 compounds, the IrO6
octahedra share the edges, and Ir ions can communicate
through two 90◦ Ir-O-Ir exchange paths [8] or via direct
overlap of their orbitals. Collecting the possible exchange
processes (discussed below) and projecting them onto the
lowest Kramers doublet with S = 1/2, we obtain the fol-
lowing spin Hamiltonian on a given NN ij bond:
H(γ)ij = −J1 S
γ
i S
γ
j + J2 Si ·Sj . (1)
Here, spin quantization axes are taken along the cubic
axes of IrO6 octahedra. In a honeycomb lattice formed
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atures. If the exchange interactions were purely Kitaev
like they would have been ferromagnetic and we would
have obtained a positive Weiss temperature θ and addi-
tionally the ground state would have been a spin-liquid.
Therefore, the magnetic properties of these materials are
not governed entirely by Kitaev physics alone.
If on the other hand the exchange interactions were
entirely Heisenberg like, then these materials would have
shown a simple Ne´el type antiferromagnetic ordering.
However, recent resonant x-ray scattering measurements
on single crystalline Na2IrO3 have established that the
magnetic order is not a simple Ne´el antiferromagnet but
is rather of a stripy antiferromagnetic kind.16 Such a
stripy AFM state has been predicted for the Heisenberg-
Kitaev model when the parameter α in the model lies in
the range 0.4 ≤ α ≤ 0.8.11,13 Given the similarities of
the magnetic anomalies in the χ(T ) and C(T ) data for
both Na2IrO3 and Li2IrO3 it is most likely that Li2IrO3
also shows a similar stripy antiferromagnetic structure.
Thus there are strong indications that the A2IrO3 mate-
rials lie in the region 0.4 ≤ α ≤ 0.8 of the Heisenberg-
Kitaev model. Calculations of the finite temperature
Heisenberg-Kitaev model predict that if the system stays
in the region where 0.4 ≤ α ≤ 0.8 then θ monotonically
decreases with increasing α.13 Remarkably however, it is
also predicted that the magnetic ordering temperature
stays unchanged between 0.4 ≤ α ≤ 0.7 and only starts
dropping significantly as one approaches the Kitaev limit
beyond α ≥ 0.8 where long range order is replaced by a
spin-liquid state as the ground state.13 The reduction of
the Weiss temperature scale on increasing α is natural
since the Heisenberg term comes with an antiferromag-
netic sign and the Kitaev term comes with a ferromag-
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≈ −125 K to ≈ −33 K on going from Na2IrO3 to the
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the proximity of the Li2IrO3 system to the Kitaev limit
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edge α = 0.4 of the region in which the stripy antiferro-
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limit α ≥ 0.8.
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yet that the A2IrO3 materials are the first realization of
the Heinsenberg-Kitaev model in real solid-state materi-
als. From the above comparison of experiment and the-
ory it is also clear that Li2IrO3 lies close to the α ≥ 0.8
Kitaev limit. The application of c-axis pressure to the
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limit and the Li2IrO3 system should be easier to tune
given that it most likely lies close to α = 0.8.
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(a)The spinon band structure at the exactly solvable point J=0, K>0.
(b)The spinon band structure at the point K=8J. At this point, magnetic order has not yet stabilized.
(c)The spinon band structure at the point K=4.9J. At this point, magnetic order is present.
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FIG. 13. The magnitude of the mean field order parameters, plotted
as a function of α, where J = (1 − α) and K = 2α. The symbols
are a guide for the eye.
applied field. As a result, the energy functional can written as
E([Ψ],m) = e[ψ] · (1−m2) + e[ψFM] · m2 − h · m (27)
where ￿h = hhˆ is the external field and e[ψ](e[ψFM]) are the
energies of the the variational (ferromagnetic) components of
the wave function.
In the skew-stripy regime (J > 0,K/J > 1) and for hˆ per-
pendicular to x, y, or z, minimizing the energy in respect to ψ
subject to the aforementioned constraint gives ψ = ψskew-stripy
in the x, y, or z direction respectively. Substituting the ener-
gies per spin of the skew-stripy and ferromagnetic states into
the energy functional, we obtain
E(m) =
−J −K
8
(1−m2) + 3J −K
8
m2 − hm. (28)
Minimizing in respect to m yields the relation m = h/J , i.e.
magnetization saturates at hsat = J , which is independent of
the Kitaev couplingK. We contrast this with the Neel regime
(J > 0,K/J < 1), where the above analysis will yield hsat =
(3J −K)/2.
Though the above result is purely classical, it is nonethe-
less quite interesting since it suggests that the magnetic field
response are controlled by only the Heisenberg parameter, J .
the The insensitivity of the saturation field to the Kitaev cou-
pling K in the skew-stripy regime may provide a useful tool to
probeK/J .
Turning to the finite temperature response, we immediately
note that the mean-field Curie-Weiss temperature is given by:
ΘCW =
1
4
(K − 3J). (29)
So, forK > 3J , θCW > 0 as in the honeycomb case. Further,
while both the energy scales, J andK, enters into the expres-
sion forΘCW, only the former enters into the saturation value
of the magnetic field.
The low energy magnetic specific heat is, at the quadratic
level, receives major contributions from the quadratically dis-
persing spin-wave mode. This leads to a specific heat that is
proportional to T 3/2. This power-law is expected to be cut-
off at a temperature scale that corresponds to the gap of the
mode (when higher order magnon-magnon interactions are
taken into account).
B. h ￿= 0, T ￿= 0 effect on the spin liquid
In zero magnetic field, the spin spin correlations at the pure
Kitaev point are strictly nearest neighbour. For finite J , the
spin-spin correlations are exponentially decaying. On putting
in a magnetic field, we expect that this to change to a power-
law similar to the honeycomb case.
The low temperature specific heat in the spin liquid regime
is controlled by the gapless fermions. Since the gap vanishes
on a one-dimensional manifold, the specific heat scales as
(shown in Appendix B) ∼ T 2.
VII. DISCUSSION AND OUTLOOK
In summary, motivated by recent experiments by Takagi et.
al on β-Li2IrO3, we have studied the possibility of realizing
a Heisenberg-Kitaev spin model on the hyper-honeycomb lat-
tice (fig. 1). We argue that the spin physics of this material,
where Ir4+ ions carrying J = 1/2 moments surrounded by
edge sharing oxygen octahedra with Ir-O-Ir bond angle be-
ing 90◦, may be essentially captured by a Heisenberg-Kitaev
model in three dimensions. Using a combination of semiclas-
sical analysis, exact solution and slave-fermion mean field
theory, we study the phase diagram of this model that al-
lows interesting magnetically ordered phases as well as an ex-
tended window of a three dimensional gapless Z2 spin liquid
phase. In among the magnetically ordered phases, in addi-
tion to the usual Neel and the ferromagnet, we find two other
collinear phase–the skew-stripy and the skew-zig-zag. Fo-
cussing on the antiferromagnetic Heisenberg-Ferromagnetic
Kitaev regime (J,K > 0 in Eq. 1), we find that the quantum
fluctuations select the z-skew stripy phase as the energy min-
imum through quantum-order-by disorder. The spin liquid,
on the other hand, has gapless Fermi-circles (Fermi-surface
with co-dimensions, dc=2). This occur at the Brillouin zone
boundary and has interesting implications at low temperature.
Our slave-fermion mean-field theory predicts a first order tran-
sition between the spin liquid and the magnetically ordered
skew-stripy phase.
In regards to actual experiments on the material, it would
be interesting to see if any of the above phases are relevant
to describe the physics of β-Li2IrO3. We predict the gen-
eral form of the low temperature specific heat and also the
magnetic field dependence for the susceptibility both in the
skew-stripy and the spin liquid regimes. Interestingly, in the
classical limit, the magnetic field required to saturate the sys-
tem only depends on the magnitude of the Heisenberg cou-
pling (J), while the Curie-Weiss temperature contains both
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FIG. 13. The magnitude of the mean field order parameters, plotted
as a function of α, where J = (1 − α) and K = 2α. The symbols
are a guide for the eye.
applied field. As a result, the energy functional can written as
E([Ψ],m) = e[ψ] · (1−m2) + e[ψFM] · m2 − h · m (27)
where ￿h = hhˆ is the external field and e[ψ](e[ψFM]) are the
energies of the the variational (ferromagnetic) components of
the wave function.
In the skew-stripy regime (J > 0,K/J > 1) and for hˆ per-
pendicular to x, y, or z, minimizing the energy in respect to ψ
subject to the aforementioned constraint gives ψ = ψskew-stripy
in the x, y, or z direction respectively. Substituting the ener-
gies per spin of the skew-stripy and ferromagnetic states into
the energy functional, we obtain
E(m) =
−J −K
8
(1−m2) + 3J −K
8
m2 − hm. (28)
Minimizing in respect to m yields the relation m = h/J , i.e.
magnetization saturates at hsat = J , which is independent of
the Kitaev couplingK. We contrast this with the Neel regime
(J > 0,K/J < 1), where the above analysis will yield hsat =
(3J −K)/2.
Though the above result is purely classical, it is nonethe-
less quite interesting since it suggests that the magnetic field
response are controlled by only the Heisenberg parameter, J .
the The insensitivity of the saturation field to the Kitaev cou-
pling K in the skew-stripy regime may provide a useful tool to
probeK/J .
Turning to the finite temperature response, we immediately
note that the mean-field Curie-Weiss temperature is given by:
ΘCW =
1
4
(K − 3J). (29)
So, forK > 3J , θCW > 0 as in the honeycomb case. Further,
while both the energy scales, J andK, enters into the expres-
sion forΘCW, only the former enters into the saturation value
of the magnetic field.
The low energy magnetic specific heat is, at the quadratic
level, receives major contributions from the quadratically dis-
persing spin-wave mode. This leads to a specific heat that is
proportional to T 3/2. This power-law is expected to be cut-
off at a temperature scale that corresponds to the gap of the
mode (when higher order magnon-magnon interactions are
taken into account).
B. h ￿= 0, T ￿= 0 effect on the spin liquid
In zero magnetic field, the spin spin correlations at the pure
Kitaev point are strictly nearest neighbour. For finite J , the
spin-spin correlations are exponentially decaying. On putting
in a magnetic field, we expect that this to change to a power-
law similar to the honeycomb case.
The low temperature specific heat in the spin liquid regime
is controlled by the gapless fermions. Since the gap vanishes
on a one-dimensional manifold, the specific heat scales as
(shown in Appendix B) ∼ T 2.
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tion to the usual Neel and the ferromagnet, we find two other
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applied field. As a result, the energy functional can written as
E([Ψ],m) = e[ψ] · (1−m2) + e[ψFM] · m2 − h · m (27)
where ￿h = hhˆ is the external field and e[ψ](e[ψFM]) are the
energies of the the variational (ferromagnetic) components of
the wave function.
In the skew-stripy regime (J > 0,K/J > 1) and for hˆ per-
pendicular to x, y, or z, minimizing the energy in respect to ψ
subject to the aforementioned constraint gives ψ = ψskew-stripy
in the x, y, or z direction respectively. Substituting the ener-
gies per spin of the skew-stripy and ferromagnetic states into
the energy functional, we obtain
E(m) =
−J −K
8
(1−m2) + 3J −K
8
m2 − hm. (28)
Minimizing in respect to m yields the relation m = h/J , i.e.
magnetization saturates at hsat = J , which is independent of
the Kitaev couplingK. We contrast this with the Neel regime
(J > 0,K/J < 1), where the above analysis will yield hsat =
(3J −K)/2.
Though the above result is purely classical, it is nonethe-
less quite interesting since it suggests that the magnetic field
response are controlled by only the Heisenberg parameter, J .
the The insensitivity of the saturation field to the Kitaev cou-
pling K in the skew-stripy regime may provide a useful tool to
probeK/J .
Turning to the finite temperature response, we immediately
note that the mean-field Curie-Weiss temperature is given by:
ΘCW =
1
4
(K − 3J). (29)
So, forK > 3J , θCW > 0 as in the honeycomb case. Further,
while both the energy scales, J andK, enters into the expres-
sion forΘCW, only the former enters into the saturation value
of the magnetic field.
The low energy magnetic specific heat is, at the quadratic
level, receives major contributions from the quadratically dis-
persing spin-wave mode. This leads to a specific heat that is
proportional to T 3/2. This power-law is expected to be cut-
off at a temperature scale that corresponds to the gap of the
mode (when higher order magnon-magnon interactions are
taken into account).
B. h ￿= 0, T ￿= 0 effect on the spin liquid
In zero magnetic field, the spin spin correlations at the pure
Kitaev point are strictly nearest neighbour. For finite J , the
spin-spin correlations are exponentially decaying. On putting
in a magnetic field, we expect that this to change to a power-
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is controlled by the gapless fermions. Since the gap vanishes
on a one-dimensional manifold, the specific heat scales as
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applied field. As a result, the energy functional can written as
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2(a) Classical phase diagram with Γ > 0
(b) AFM (c) FM (d) Stripy
(e) Zigzag (f) 120◦ (g) | ￿Q| in the IS
FIG. 2: (a) Combined Luttinger-Tisza and single-Q analysis.
Solid colours correspond to exact classical ground states
from Luttinger-Tisza while the region indicated by the white
dashed line are the single-Q results. (b-f) Ground state spin
configurations in each phase. (g) Magnitude of the ordering
wave-vector ￿Q in the IS phase.
form the strong coupling expansion, we consider an atomic
Hamiltonian of Kanamori form[29]:
H0 =
￿
i
￿
U − 3JH
2
(Ni − 5)2 − 2JHS 2i −
JH
2
L2i
￿
, (2)
where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out in the limit U, JH ￿ λ ￿ t, first taking U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orbitals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
￿i j￿∈αβ(γ)
￿
t1
￿
d†iαd jα + d
†
iβd jβ
￿
+ t2
￿
d†iαd jβ + d
†
iβd jα
￿
+ t3d†iγdiγ
￿
,
where d†iα = (d
†
iα↑ d
†
iα↓) and diα are the creation and annihila-
tion operators for the t2g state α at site i. Here we sum over the
yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
the directions to orbitals as x → yz, y → zx and z → xy. The
parameters t1, t2, and t3 are given by
t1 =
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2
, t2 =
t2pdπ
∆pd
+
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where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Hamiltonian in Eq. 1 with
J =
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Exchanges of the same form as the Γ term were originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual states involve λ instead of JH , all three terms are
generated, with the dependence of K and Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
√
J2 + K2 + Γ2 = 1. By map-
ping ￿S i → −￿S i on one sublattice, we send φ → −φ and
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from Luttinger-Tisza while the region indicated by the white
dashed line are the single-Q results. (b-f) Ground state spin
configurations in each phase. (g) Magnitude of the ordering
wave-vector ￿Q in the IS phase.
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where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out in the limit U, JH ￿ λ ￿ t, first taking U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orbitals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
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yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
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+
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where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
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Exchanges of the same form as the Γ term wer originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual st t s involve λ instead of JH , all three terms are
generated, with the dependence of K a Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
√
J2 + K2 + Γ2 = 1. By map-
ping ￿S i → −￿S i on one sublattice, we send φ → −φ and
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Recently, realizations of Kitaev physics have been sought in the A2IrO3 family of honeycomb iridates, origi-
nating from oxygen-mediated exchange through edge-shared octahedra. However, for the jeﬀ = 1/2 Mott insu-
lator in these materials exchange from direct d-orbital overlap is relevant, and it was proposed that a Heisenberg
term should be added to the Kitaev model. Here we provide the generic nearest-neighbour spin Hamiltonian
when both oxygen-mediated and direct overlap are present, containing a bond-dependent oﬀ-diagonal exchange
in addition to Heisenberg and Kitaev terms. We analyze this complete model using a combination of classical
techniques and exact diagonalization. Near the Kitaev limit, we find new magnetic phases, 120◦ and incommen-
surate spiral order, as well as extended regions of zigzag and stripy order. Possible applications to Na2IrO3 and
Li2IrO3 are discussed.
The honeycomb family of iridium oxides[1–11] has at-
tracted a considerable amount of attention [12–20] due to
the possibility they lie near a realization of Kitaev’s exactly
solvable spin-1/2 honeycomb model[21]. This model hosts
a number of remarkable features: a Z2 spin liquid with gap-
less Majorana fermions and (non-Abelian) anyonic excita-
tions under an applied magnetic field. No symmetry prin-
ciple excludes terms besides the Kitaev, so additional inter-
actions are generically expected. From microscopic calcu-
lations of exchange mediated through the edge-shared oxy-
gen octahedra, it has been proposed that a pure Kitaev model
of jeﬀ = 1/2 spins was the appropriate description[22]. It
was further suggested that direct overlap of the d-orbitals
generalizes this to a Heisenberg-Kitaev (HK) model[13], lin-
early interpolating between an isotropic Heisenberg model
and Kitaev’s bond-dependent exchange Hamiltonian. Exten-
sive study of the HKmodel[23–28] has shown a variety of fas-
cinating phenomena, including an extended spin liquid phase
and quantum phase transitions into several well-understood
magnetic ground states. While present, the zigzag phase seen
in Na2IrO3 [2, 4, 6] is diﬃcult to stabilize within the HK
model; one must resort to additional t2g-eg exchange paths[18]
or further neighbour oppings[14]. In light of this puzzle one
may question whether the HKmodel provides an adequate de-
scription of the honeycomb iridates even at the nearest neigh-
bour level.
In this Letter, we show that when applied to the honey-
comb iridates the HK model is incomplete, explicitly deriving
the jeﬀ = 1/2 spin model from a multiorbital t2g Hubbard-
Kanamori Hamiltonian. Considering the most id alized crys-
tal structure, an additional spin-spin interaction beyond the
HK model must be included: bond-dependent symmetric oﬀ-
diagonal exchange. The complete spin Hamiltonian has the
form
H =
￿
￿i j￿∈αβ(γ)
￿
J￿S i · ￿S j + KS γi S γj + Γ
￿
S αi S
β
j + S
β
i S
α
j
￿￿
, (1)
where J is Heisenberg excha ge, K is the Kitaev exchange,
and Γ denotes the symmetric oﬀ-diagonal exchange. On each
bond we distinguish one spin direction γ, labeling the bond
FIG. 1: Crystal structure of the honeycomb iridates A2IrO3
with Ir4+ in black, O2− in white, and A = Na+,Li+ in gray.
For the Kitaev and bond-dependent exchanges we have
denoted the yz(x) bonds blue, the zx(y) bonds green and the
xy(z) bonds red.
αβ(γ) where α and β are the two remaining directions. Ex-
amining the phase diagram using a combination of classical
arguments and exact diagonalization, we find that with the in-
clusion of Γ new magnetic phases are stabilized near the Ki-
taev limits: an incommensurate spiral (IS) and 120◦ order, in
addition to extended regions of zigzag and stripy order.
Microscopics.– We first construct a minimal model of a
honeycomb lattice of Ir4+ ions surrounded by a network of
edge-sharing oxygen octahedra. The Ir4+ 5d levels are split
into an eg doublet and t2g triplet by large crystal field eﬀects,
leaving a single hole in the t2g states. Within the t2g mani-
fold, the orbital angular momentum behaves as an leﬀ = 1
triplet, with large spin-orbit coupling splitting this into an ac-
tive jeﬀ = 1/2 doublet and filled jeﬀ = 3/2 states. Because of
significant on-site interactions, localized jeﬀ = 1/2 spins pro-
vide an eﬀective model for the low-energy physics. To per-
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FIG. 2: (a) C mbined Luttinger-Tisza and single Q analysis.
Solid colours correspond to exact classical ground states
from Luttinger-Tisza while the region indicat d by the white
dashed line are the single-Q results. ( -f) Ground st e spin
configurations in ach phase. (g) Magnitude of the ordering
wave-vector ￿Q in the IS phase.
form the st ong c uplin expansion, we consider an a omic
Hamiltonian of Kanamori form[29]:
H0 =
￿
i
￿
U − 3JH
2
(Ni − 5)2 − 2JHS 2i −
JH
2
L2i
￿
, (2)
where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out i the limit U, JH ￿ λ ￿ t, first tak ng U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orb tals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
￿i j￿∈αβ(γ)
￿
t1
￿
d†iαd jα + d
†
iβd jβ
￿
+ t2
￿
d†iαd jβ + d
†
iβd jα
￿
+ t3d†iγdiγ
￿
,
where d†iα = (d
†
iα↑ d
†
iα↓) and diα are the creation and annihila-
tion operators for the t2g state α at site i. Here we sum over the
yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
the directions to orbitals as x → yz, y → zx and z → xy. The
parameters t1, t2, an t3 are given by
t1 =
tddπ + tddδ
2
, t2 =
t2pdπ
∆pd
+
tddπ − tddδ
2
, t3 =
3tddσ + tddδ
4
,
where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Hamiltonian in Eq. 1 with
J =
4
27
￿
6t1(t1 + 2t3)
U − 3JH +
2(t1 − t3)2
U − JH +
(2t1 + t3)2
U + 2JH
￿
, (3)
K =
8JH
9
 (t1 − t3)2 − 3t22(U − 3JH)(U − JH)
 , (4)
Γ =
16JH
9
￿
t2(t1 − t3)
(U − 3JH)(U − JH)
￿
. (5)
Exchanges of the same form as the Γ term were originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual states involve λ instead of JH , all three terms are
generated, with the dependence of K and Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
√
J2 + K2 + Γ2 = 1. By map-
ping ￿S i → −￿S i on one sublattice, we send φ → −φ and
e.g. In the limit of 
Extended Kitaev-Heisenberg Model
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FIG. 2: (a) Combined Luttinger-Tisza and single-Q analysis.
Solid colours correspond to exact classical ground states
from Luttinger-Tisza while the region indicated by the white
dashed line are the single-Q results. (b-f) Ground state spin
configurations in each phase. (g) Magnitude of the ordering
wave-vector ￿Q in the IS phase.
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2
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where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out in the limit U, JH ￿ λ ￿ t, first taking U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orbitals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
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tion operators for the t2g state α at site i. Here we sum over the
yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
the directions to orbitals as x → yz, y → zx and z → xy. The
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where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Hamiltonian in Eq. 1 with
J =
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Exchanges of the same form as the Γ term were originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual states involve λ instead of JH , all three terms are
generated, with the dependence of K and Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
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J2 + K2 + Γ2 = 1. By map-
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and JH to be large. Since the spin-orbit coupling then domi-
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where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Ha iltonian in Eq. 1 with
J =
4
27
￿
6t1(t1 + 2t3)
U − 3JH +
2(t1 − t3)2
U − JH +
(2t1 + t3)2
U + 2JH
￿
, (3)
K =
8JH
9
 (t1 − t3)2 − 3t22(U − 3JH)(U − JH)
 , (4)
Γ =
16JH
9
￿
t2(t1 − t3)
(U − 3JH)(U − JH)
￿
. (5)
Exchanges of the same form as the Γ term wer originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
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since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
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leaving this regime introduces both J and Γmaking it diﬃcult
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configurations in each phase. (g) Magnitude of the ordering
wave-vector ￿Q in the IS phase.
form the st ong c uplin expansion, we consider an atomic
Hamiltonian of Kanamori form[29]:
H0 =
￿
i
￿
U − 3JH
2
(Ni − 5)2 − 2JHS 2i −
JH
2
L2i
￿
, (2)
where Ni, S i, and Li are the total number, spin, and (eﬀec-
tive) orbital angular momentum operators at site i, U is the
Coulomb interaction, and JH is Hund’s coupling. The expan-
sion is carried out i the limit U, JH ￿ λ ￿ t, first tak ng U
and JH to be large. Since the spin-orbit coupling then domi-
nates the kinetic terms, the resulting spin-orbital model can be
projected into the jeﬀ = 1/2 subspace.
The kinetic terms are encapsulated through a tight-binding
model for the Ir t2g orb tals, including both direct overlap of d-
orbitals and hopping mediated through the oxygen atoms. For
our purposes, we focus on nearest-neighbour bonds where we
then have￿
￿i j￿∈αβ(γ)
￿
t1
￿
d†iαd jα + d
†
iβd jβ
￿
+ t2
￿
d†iαd jβ + d
†
iβd jα
￿
+ t3d†iγdiγ
￿
,
where d†iα = (d
†
iα↑ d
†
iα↓) and diα are the creation and annihila-
tion operators for the t2g state α at site i. Here we sum over the
yz(x), zx(y) and xy(z) links as indicated in Fig. 1, but mapping
the directions to orbitals as x → yz, y → zx and z → xy. The
parameters t1, t2, and t3 are given by
t1 =
tddπ + tddδ
2
, t2 =
t2pdπ
∆pd
+
tddπ − tddδ
2
, t3 =
3tddσ + tddδ
4
,
where tddσ, tddπ, tddδ and tpdπ are Slater-Koster[30] parameters
for the direct Ir-Ir overlap and Ir-O overlap while ∆pd is the Ir-
O gap[31]. Treating the kinetic terms as a perturbation yields
the Hamiltonian in Eq. 1 with
J =
4
27
￿
6t1(t1 + 2t3)
U − 3JH +
2(t1 − t3)2
U − JH +
(2t1 + t3)2
U + 2JH
￿
, (3)
K =
8JH
9
 (t1 − t3)2 − 3t22(U − 3JH)(U − JH)
 , (4)
Γ =
16JH
9
￿
t2(t1 − t3)
(U − 3JH)(U − JH)
￿
. (5)
Exchanges of the same form as the Γ term were originally
called symmetric anisotropic exchange[32, 33] and can be re-
lated to the truncated dipolar exchange[34, 35] discussed in
other contexts through a reparametrization. We stress that
since this term is allowed by symmetry even in the most ide-
alized cases, the presence of the Γ term is a generic feature of
jeﬀ = 1/2 models with edge-shared octahedra (see the Sup-
plemental material [36] for more information). To confirm
this, the strong coupling expansion was also carried out in the
limit where U, λ ￿ JH ￿ t, with the contributions of JH
included in the excited states perturbatively. While energies
of the virtual states involve λ instead of JH , all three terms are
generated, with the dependence of K and Γ on the hoppings t1,
t2, and t3 unchanged (Supplemental Material [36]). Whereas
the Kitaev limit can be naturally accessed when t2 ￿ t1, t3,
leaving this regime introduces both J and Γmaking it diﬃcult
to reach the HK limit[37]. Fine tuning could in principle ren-
der Γ small, but the dominant contributions to t1 ∼ tddπ and
t3 ∼ tddσ are of opposite sign making any such tuning implau-
sible. Further applications to wider classes of iridium oxides
are left for future work.
Classical phase diagram.- To understand the eﬀects of in-
cluding this bond-dependent Γ term, we first map out the clas-
sical magnetic phases. We parametrize the exchanges using
angles φ and θ
J = sin θ cos φ, K = sin θ sin φ, Γ = cos θ, (6)
fixing the energy scale so that
√
J2 + K2 + Γ2 = 1. By map-
ping ￿S i → −￿S i on one sublattice, we send φ → −φ and
e.g. In the limit of 
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Recently, realizations of Kitaev physics have been sought in the A2IrO3 family of honeycomb iridates, origi-
nating from oxygen-mediated exchange through edge-shared octahedra. However, for the jeﬀ = 1/2 Mott insu-
lator in these materials exchange from direct d-orbital overlap is relevant, and it was proposed that a Heisenberg
term should be added to the Kitaev model. Here we provide the generic nearest-neighbour spin Hamiltonian
when both oxygen-mediated and direct overlap are present, containing a bond-dependent oﬀ-diagonal exchange
in addition to Heisenberg and Kitaev terms. We analyze this complete model using a combination of classical
techniques and exact diagonalization. Near the Kitaev limit, we find new magnetic phases, 120◦ and incommen-
surate spiral order, as well as extended regions of zigzag and stripy or er. Possible applications to Na2IrO3 and
Li2IrO3 are discussed.
The honeycomb family of iridium oxides[1–11] has at-
tracted a considerable amount of attention [12–20] due to
the possibility they lie near a realization of Kitaev’s exactly
solvable spin-1/2 honeycomb model[21]. This model hosts
a number of remarkable features: a Z2 spin liquid with gap-
less Majorana fermions and (non-Abelian) anyonic excita-
tions under an applied magnetic field. No symmetry prin-
ciple excludes terms besides the Kitaev, so additional inter-
actions are generically expected. From microscopic calcu-
lations of exchange mediated through the edge-shared oxy-
gen octahedra, it has been proposed that a pure Kitaev model
of jeﬀ = 1/2 spins was the appropriate description[22]. It
was further suggested that direct overlap of the d-orbitals
generalizes this to a Heisenberg-Kitaev (HK) model[13], lin-
early interpolating between an isotropic Heisenberg model
and Kitaev’s bond-dependent exchange Hamiltonian. Exten-
sive study of the HKmodel[23–28] has shown a variety of fas-
cinating phenomena, including an extended spin liquid phase
and quantum phase transitions into several well-understood
magnetic ground states. While present, the zigzag phase seen
in Na2IrO3 [2, 4, 6] is diﬃcult to stabilize within the HK
m del; one must resort to additional t2g eg exchange paths[18]
or further neighbour oppings[14]. In light of this puzzle one
may question whether the HKmod l provides an adequate de-
scription of the honeycom iridates even the nearest neigh-
bour l vel.
In this Letter, we show that when applied to the honey-
comb iridates the HK model is incomplete, explicitly deriving
the jeﬀ = 1/2 spin model from a multiorbital t2g Hubbard-
Kanamori Hamiltonian. Considering the mos id alized crys-
tal structure, an additional spin-spin interaction beyond the
HK model must be included: bond-dependent symmetric oﬀ-
diagonal exchange. The complete spin Hamiltonian has the
form
H =
￿
￿i j￿∈αβ(γ)
￿
J￿S i · ￿S j + KS γi S γj + Γ
￿
S αi S
β
j + S
β
i S
α
j
￿￿
, (1)
where J is Heisenberg excha ge, K is the Kitaev exchange,
and Γ denotes the symmetric oﬀ-diagonal exchange. On each
bond we distinguish one spin direction γ, labeling the bond
FIG. 1: Crystal structure of the honeycomb iridates A2IrO3
with Ir4+ in black, O2− in white, and A = Na+,Li+ in gray.
For the Kitaev and bond-dependent exchanges we have
denoted the yz(x) bonds blue, the zx(y) bonds green and the
xy(z) bonds red.
αβ(γ) where α and β are the two remaining directions. Ex-
amining the phase diagram using a combination of classical
arguments and exact diagonalization, we find that with the in-
clusion of Γ new magnetic phases are stabilized near the Ki-
taev limits: an incommensurate spiral (IS) and 120◦ order, in
addition to extended regions of zigzag and stripy order.
Microscopics.– We first construct a minimal model of a
honeycomb lattice of Ir4+ ions surrounded by a network of
edge-sharing oxygen octahedra. The Ir4+ 5d levels are split
into an eg doublet and t2g triplet by large crystal field eﬀects,
leaving a single hole in the t2g states. Within the t2g mani-
fold, the orbital angular momentum behaves as an leﬀ = 1
triplet, with large spin-orbit coupling splitting this into an ac-
tive jeﬀ = 1/2 doublet and filled jeﬀ = 3/2 states. Because of
significant on-site interactions, localized jeﬀ = 1/2 spins pro-
vide an eﬀective model for the low-energy physics. To per-
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order when J2 ￿ 0.17J1. On the other hand, the Ne´el order
is chosen for J2 ￿ 0.17J1. Interestingly, the collinear stripy
order is in the classical degenerate ground state manifold at a
single point J2 = 0.5J1. This is due to the peculiar lattice
geometry of the hyperhoneycomb lattice as discussed later.
Upon including zero-point quantum fluctuations via the
1/S expansion in the spin-wave analysis, quantum order by
disorder effects lift the line degeneracies in the classical spi-
ral order regimes and in general select certain coplanar spiral
order. Surprisingly, the collinear stripy order wins over the
spiral magnetic order for an extended region around J2/J1 =
0.5, not just at J2/J1 = 0.5. It is remarkable that quantum
fluctuations favor a collinear stripy ordered state even though
the underlying Hamiltonian is SU(2) symmetric. This is in
contrast to the emergence of the stripy order discovered ear-
lier in the Heisenberg-Kitaev model on the same 3D lattice,
where the anisotropic Ising-type spin interaction is important
for the stabilization of the stripy order.2–4,24 This suggests that
if the stripy order were observed in experiments, it could have
arisen from two completely different kinds of interactions.
The Schwinger boson analysis in the semi-classical limit cor-
roborates the results of the 1/S expansion and provides the
same general trend of the quantum order-by-disorder effect
while the phase boundaries between different phases are not
the same. When quantum fluctuations become stronger, the
Schwinger boson mean-field theory predicts the existence of
the U(1) and Z2 quantum spin liquid phases that can be ob-
tained by quantum disordering the Ne´el, stripy and spiral mag-
netic ordered phases, respectively. Finally the effects of pos-
sible magnetic anisotropy on this model are investigated.
The rest of the paper is organized as follows. In Sec. II,
we introduce the J1-J2 Heisenberg model on the hyperhon-
eycomb lattice and discuss its symmetry properties. Us-
ing the Luttinger-Tisza and single-Q variational methods, we
determine the degenerate classical ground state manifold in
Sec. III. In Sec. IV, we investigate quantum order-by-disorder
effects on the degenerate spiral states by computing zero-
point quantum fluctuations via 1/S expansion and solving
Schwinger boson mean-field theory. We show the emergence
of stripy order due to quantum fluctuations. Moreover, pos-
sible spin liquid phases in the presence of strong quantum
fluctuations are examined using the Schwinger boson analy-
sis. We conclude in Sec. V with a summary of our results and
discussion on magnetic anisotropy effect.
II. J1-J2 HEISENBERGMODEL ON THE
HYPERHONEYCOMB LATTICE
We start by introducing the J1-J2 Heisenberg spin model
on the hyperhoneycomb lattice. The model Hamiltonian is
written as
H = J1
￿
￿ij￿
Si · Sj + J2
￿
￿￿ij￿￿
Si · Sj , (1)
where ￿ij￿ and ￿￿ij￿￿ run over the nearest-neighbor and next-
nearest-neighbor bonds, respectively. Figure 1 shows the hy-
perhoneycomb lattice structure with four sublattices. Differ-
FIG. 1. (Color online) The hyperhoneycomb lattice structure with tri-
coordinated four sublattices (yellow, blue, green, and red spheres).
ai (i = 1, 2, 3, red arrows) denote the primitive lattice vectors for
the face-centered orthorhombic Bravais lattice. Black solid lines
show the nearest-neighbor bonds and red dashed lines indicate the
next-nearest-neighbors that are connected via two nearest-neighbor
bonds. Green dotted line has the same length as the distance be-
tween the next-nearest-neighbors connected by red dashed lines, but
two sites coupled by green dotted lines are not connected via two
nearest-neighbor bonds.
ent sublattice sites labeled by s = 0, 1, 2, 3 are colored in yel-
low, blue, green and red. This three-dimensional lattice can
be regarded as a face-centered orthorhombic Bravais lattice
with a four-site basis (See Appendix A for details). Notice
that each site is connected to three nearest-neighbor sites, just
like the 2D honeycomb lattice.
The nearest-neighbor bonds connect two kinds of sublat-
tices, namely even (s = 0, 2) and odd sublattices (s = 1, 3).
On the other hand, there are six next-nearest-neighbors con-
nected via two nearest-neighbor bonds through a common
nearest-neighbor site [red dashed lines in Fig. 1]. The con-
nection amongst the next-nearest-neighbors exists only be-
tween even and even, or odd and odd sublattices. Such special
connectivity leads to the J1-J2 Heisenberg Hamiltonian H in
Eq.(1) to be invariant under the following transformation
S 0,2(1,3)i → −S 0,2(1,3)i , J1 → −J1 , (2)
where Sαi corresponds to Si located on the sublattice α at
site i spanned by the primitive lattice vectors. Notice that the
sign change of the nearest-neighbor exchange coupling J1 is
equivalent to that of the spin on either even or odd sublat-
tices. Hence, without losing generality, one can explore ei-
ther ferromagnetic or antiferromagnetic sides of the magnetic
phase diagram for J1 (i.e. J1 < 0 or J1 > 0), then the other
side of the phase diagram is automatically determined, fol-
lowed by the transformation in Eq. (2). Throughout this paper,
we assume J1, J2 > 0 unless specified otherwise. In addi-
tion to six next-nearest-neighbors connected by two nearest-
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FIG. 2. (Color online) Ordering wavevectors of the classical solu-
tions obtained in the Luttinger-Tisza analysis with the soft spin con-
straint are shown as degenerate surfaces (blue) for (a) J2/J1 = 0.2,
(b) J2/J1 = 0.3, (c) J2/J1 = 0.5, and (d) J2/J1 = 0.7. Black
lines on the degenerate surfaces denote the ordering wavevectors of
the classical spin states that satisfy the hard spin constraint. These
degenerate lines of wavevectors are consistent with the results of the
single-Q variational method [see Sec. III B]. Green spheres repre-
sent the selected ordering wavevectors in the presence of zero-point
quantum fluctuations. [see Sec. IVA for details]
J1-J2 Heisenberg spin Hamiltonian H [Eq. (1)]. This varia-
tional ansatz always satisfies the hard spin constraint |Si| = 1,
but works only when the magnetic ordering is described by
a single wavevector. Black lines in Figs. 2 (a)-(d) show the
wavevectorsQ, which minimizeH [Eq. (1)] for different val-
ues of J2/J1. We note that these single-Q solutions are fully
consis ent with the ones of the Luttinger-Tisza analysis sup-
plemented with the hard spin constraint. Below we point out
a number of important characteristics of these classical spin
states that form the line degeneracies.
(i) Magnetic frustration induced by the competition be-
tween J1 and J2 in the hyperhoneycomb lattice leads to a
manifold of “spiral line states”, where degenerate ordering
wavevectors form lines in the 3D Brillouin zone. It is in-
teresting to compare this line degeneracy with the classical
ground states of the same Heisenberg model on the 3D di-
amond lattice, where the ordering wavevectors form degen-
erate surfaces in the Brillouin zone or represent “spiral sur-
face states”.31,32 The diamond lattice contains two sublat-
tices in the unit cell and the nearest-neighbors (next-nearest-
neighbor ) connect different (same) sublattices. When J1 > 0
and J2 = 0, the ground state is clearly the Ne´el state with
the ordering wavevector Q = 0. In the case of J1 = 0 and
J2 > 0, on the other hand, magnetic frustration is present
and degenerate classical spin states are characterized by or-
dering wavevectors aligned along any of three principal axes
Q // [100], [010], [001]. Notice that all three principal direc-
tions in three-dimensions are equally allowed in this degen-
erate manifold. It is, therefore, natural to expect that the de-
generate wavevectors of spiral states in the presence of both
J1 and J2 would not exclusively occur on any particular plane
or along a particular direction and rather form a degenerate
surface. In contrast, the next-nearest-neighbors on the hyper-
honeycomb lattice are connected between not only the same
sublattices but also different ones. When J2 > 0 and J1 = 0,
there exists magnetic frustration as in the case of the dia-
mond lattice. However, the d fferent connectivity for the next-
nearest-neighbors leads to the degenerate wavevectors form-
ing a circle on the ΓXA1Y plane in the J2-only model. In this
case, the next- earest- eighbor interactions already determine
a special plane on which the degeneracy of the wavevectors re-
sides. Hence, one would expect that the degenerate wavevec-
tors in the presence of both J1 and J2 would not form a surface
spanning all three directions in the Brillouin zone and rather
form degenerate lines/circles extended along two directions in
a plane.
For the SU(2) invariant systems, the spiral plane on which
the spins lie, can be freely chosen. In crystals, however, this
SU(2) symmetry can be easily broken by the crystal lattice
potential combined with the spin-orbit coupling. The spin-
orbit effect couples the spin and spatial rotations allowed by
the lattice symmetry. This may induce magnetic anisotropies
and lock the spiral plane to be pointing along a special direc-
tion, depending on the ordering wavevectors. Notably, iridium
electrons have strong spin-orbit coupling and certain magnetic
anisotropies are likely to be present. In Sec. V, we discuss
how such anisotropy effects select a particular spiral plane,
depending on the ordering wavevectors.
(ii) At J2/J1 = 0.5, the line degeneracy of the classical
ground state manifold contains not only spiral ordered phases,
but also the collinear stripy phase with the ordering wavevec-
tor Q = 0, where the spins in sublattices {0, 1} and {2, 3}
point in opposite directions to each other (See Fig. 4 (c) for
a schematic picture of the stripy order). When J2/J1 = 0.5,
the ratio of J2/J1 becomes exactly the same as the ratio of
the number of nearest neighbor bonds and that of next-nearest
neighbor bonds, which are three and six respectively. The
stripy order allows only 2/3 of the nearest-neighbor bonds to
gain the antiferromagnetic spin exchange energy. However, it
also gains the antiferromagnetic spin exchange energy for 2/3
of the next-nearest-neighbor bonds. As a result, the bond ener-
gies associated with J1 and J2 become equal at J2/J1 = 0.5,
making the energy of the collinear stripy phase degenerate
with those of competing spiral ordered phases. In the follow-
ing section (Sec. IV), we explore the effects of quantum fluc-
tuations using two different approaches: the 1/S expansion in
the linear spin-wave theory and Schwinger boson mean-field
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FIG. 2. (Color online) Ordering wavevectors of the classical solu-
tions obtained in the Luttinger-Tisza analysis wi h the soft spin con-
straint are shown as degenerate surfaces (blue) for (a) J2/J1 = 0.2,
(b) J2/J1 = 0.3, (c) J2/J1 = 0.5, and (d) J2/J1 = 0.7. Black
lines on the degenerate surfac s d note the ordering wavevectors of
the classical spin st tes that satisfy the hard spin co straint. These
degenerate lines of wavevectors are consistent with the results of the
single-Q va ia ion l method [s e Sec. III B]. Green spheres repre-
sent th selected ordering wavevecto s in the presence of zero-point
quantu fluctuations. [see Sec. IVA for details]
J1-J2 Heisenberg spin Hamiltonian H [Eq. (1)]. This varia-
tio al a satz always satisfies the hard spin constraint |Si| = 1,
but works o ly when the magnetic ordering is described by
a single wavevector. Black lines in Figs. 2 (a)-(d) show the
wavevectorsQ, which minimizeH [Eq. (1)] for different val-
ues of J2/J1. We note that th se single-Q s lutions a e fully
consistent with the ones of the Luttinger-Ti za lysi sup-
plemented with the h rd spin const aint. B low we poi t o t
a number of import nt characteristics of these cla s cal spin
states that form the line degeneracies.
(i) Magnetic frustration induced by the competition be-
tween J1 and J2 in the hyperhoneycomb lattice l ads to a
manif ld of “spiral line states”, where degenerate rdering
wavevectors for lin s i the 3D Brillouin zone. It is in-
teresting to compare t is lin d eneracy with the classical
ground states of the same Heisenberg model on the 3D di-
amond lattice, where the ordering wavevectors form degen-
erate surfaces in the Brillouin zone or represent “spiral sur-
face states”.31,32 T e diamond lattice contains tw sublat-
tices in the unit cell and the nearest-neighbors (next-nearest-
neighbors) connect different (same) sublattices. When J1 > 0
and J2 = 0, the ground state is clearly the Ne´el state with
the ordering wavevector Q = 0. In the case of J1 = 0 and
J2 > 0, on the other hand, magnetic frustration is present
and degenerate classical spin states are characterized by or-
dering wavevectors aligned along any of three principal axes
Q // [100], [010], [001]. Notice that all three principal direc-
tions in three-dimensions are equally allowed in this degen-
erate manifold. It is, therefore, natural to expect that the de-
generate wavevectors of spiral states in the presence of both
J1 and J2 would not exclusively occur on any particular plane
or along a particular direction and rather form a degenerate
surface. In contrast, the next-nearest-neighbors on the hyper-
honeycomb lattice are connected between not only the same
sublat i s but also diff rent ones. When J2 > 0 and J1 = 0,
there exists magnetic frustration as in the case of the dia-
mond lattice. However, the different connectivity for the next-
neare t-neighbors leads t th degenerate wavevectors form-
ing a circle on the ΓXA1Y plane in the J2-only model. In this
case, th nex -nearest- eighbor interactions already determine
a special plane on which the degeneracy of the wavevectors re-
sides. Hence, one would expect that the degenerate wavevec-
tors in the presence of both J1 and J2 would not form a surface
spanning all three directions in h Brillouin zone and rather
form degenerate lines/circles extended along two directions in
a plane.
For the SU(2) invariant systems, the spiral plane on which
the spins lie, can be freely chosen. In crystals, however, this
SU(2) symmetry can be easily broken by the crystal lattice
p tential combi d with the spin-or it coupling. The spin-
orbit effect couples the spin and spatial rotatio s allowed by
the lattice symmetry. This may induce magnetic anisotropies
and lock the spiral plane to be pointing along a special direc-
tion, depending n the o dering wavevectors. Notably, iridium
electrons have strong spin-orbit coupling and certain magnetic
anisotropies are likely to be present. In Sec. V, we discuss
how such anis tropy eff cts sel ct a particular spiral plane,
depending on the orderin wavevectors.
(ii) At J2/J1 = 0.5, the line degeneracy of the classical
ground state manifold contains not only spiral ordered phases,
but also the collin ar stripy phase with th ord ring wavevec-
tor Q = 0, where the spins n sublattices {0, 1} and {2, 3}
point in opposite directions to each other (See Fig. 4 (c) for
a schematic picture of the stripy order). When J2/J1 = 0.5,
the ratio of J2/J1 becomes exactly the same as the ratio of
the number of nearest neighbor bonds and that of next-nearest
neighbor bonds, which are three a d six respectively. The
stripy order allows nly 2/3 of the ne res - eighbor bonds to
gain the antiferromagnetic spin ex hange energy. However, it
also gains the antiferromagnetic spin exchange energy for 2/3
of the n xt-nearest-neighbor bonds. As a result, the bond ener-
gies associated with J1 and J2 become equal at J2/J1 = 0.5,
making the energy of the collinear stripy phase degenerate
with those of competing spiral ordere phases. In the follow-
ing section (Sec. IV), we explore th ff cts f quantum fluc-
tuations using two d fferent approaches: th 1/S expansion in
the linear sp -wave th ory a d S hwinger boson mean-field
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FIG. 2. (Color online) Ordering wavevectors of the classical solu-
tions obtai ed in the Luttinger-Tisza analysis with the soft spin con-
straint are shown as degenerate surfaces (blue) for (a) J2/J1 = 0.2,
(b) J2/J1 = 0.3, (c) J2/J1 = 0.5, and (d) J2/J1 = 0.7. Black
lines on the degenerate surfaces denote the ordering wavevectors of
the classical spin states that satisfy the hard spin cons ra nt. These
degenerate lines of wavevectors are consistent with the results of the
si gl -Q variatio al method [see Sec. III B]. Green spheres repre-
sent the selected ordering wavevectors n the p se e of zero-point
quantum fl ctua ions. [see Sec. IVA for details]
J1-J2 Heisenberg spin Hamiltonian H [Eq. (1)]. This varia-
tional ansatz always satisfies the hard spin constraint |Si| = 1,
but works only when the magnetic orderi g is describ d by
a single wavevector. Bla k lines i Figs. 2 ( )-(d) show the
wavevect rsQ, which minimizeH [Eq. (1)] for different val-
ues of J2/J1. We note that these single-Q solutions are fully
consistent with the ones of the Luttinger-Tisza analysis sup-
plemented with the hard spin co train . Below we point out
a numb r of mp rtant characteristics of these classical spin
states that form the line degeneracies.
(i) Magnetic frustration induced by the competition be-
ween J1 and J2 in the hyperhoneycomb lattice leads to a
manifold of “spiral line states”, where degenerate ordering
wavevectors form lines i the 3D Brillouin zone. It is in-
te esting to compare this line degeneracy with the classical
ground states of the same Heisenberg model on the 3D di-
amond lattice, where the rdering w vevectors form degen-
erate surf ces in the Brillouin z ne or represent “spiral sur-
face states”.31,32 The diamond lattice contains two sublat-
tices in the unit cell and the nearest-neighbors (next-nearest-
neighbors) connect different (same) sublattices. When J1 > 0
and J2 = 0, the ground state is clearly the Ne´el state with
he ordering wavevector Q = 0. In the case of J1 = 0 and
J2 > 0, on the other hand, magnetic frustration is present
and degenerate classical spin states are characterized by or-
dering wavevectors aligned along any of three principal axes
Q // [100], [010], [001]. Notice that all three principal direc-
tions in three-dimensions are equally allowed in this degen-
erate manifold. It is, therefore, natural to expect that the de-
generate wavevectors of spiral states in the presence of both
J1 and J2 would not exclusively occur on any particular plane
or along a particular direction and rather form a degenerate
surface. In contrast, the next-nearest-neighbors on the hyper-
honeycomb lattice are connected between not only the same
sublattices but also different ones. When J2 > 0 and J1 = 0,
there exists magnetic frustration as in the case of the dia-
mond lattice. However, the different connectivity for the next-
nearest-neighbors leads to the degenerate wavevectors form-
ing a circle on the ΓXA1Y plane in the J2-only model. In this
case, the next-nearest-neighbor interactions already determine
a special plane on which the degeneracy of the wavevectors re-
sides. Hence, one would expect that the degenerate wavevec-
tors in the presence of both J1 and J2 would not form a surface
spanning all three directions in the Brillouin zone and rather
form degenerate lines/circles extended along two directions in
a plane.
For the SU(2) invariant systems, the spiral plane on which
the spins lie, can be freely chosen. In crystals, however, this
SU(2) symmetry can be easily broken by the crystal lattice
potential combined with the spin-orbit coupling. The spin-
orbit effect couples the spin and spatial rotations allowed by
the lattice symmetry. This may induce magnetic anisotropies
and lock the spiral plane to be pointing along a special direc-
tion, depending on the ordering wavevectors. Notably, iridium
electrons have strong spin-orbit coupling and certain magnetic
anisotropies are likely to be present. In Sec. V, we discuss
how such anisotropy effects select a particular spiral plane,
depending on the ordering wavevectors.
(ii) At J2/J1 = 0.5, the line degeneracy of the classical
ground state manifold contains not only spiral ordered phases,
but also the collinear stripy phase with the ordering wavevec-
tor Q = 0, where the spins in sublattices {0, 1} and {2, 3}
point in opposite directions to each other (See Fig. 4 (c) for
a schematic picture of the stripy order). When J2/J1 = 0.5,
the ratio of J2/J1 becomes exactly the same as the ratio of
the number of nearest neighbor bonds and that of next-nearest
neighbor bonds, which are three and six respectively. The
stripy order allows only 2/3 of the nearest-neighbor bonds to
gain the antiferromagnetic spin exchange energy. However, it
also gains the antiferromagnetic spin exchange energy for 2/3
of the next-nearest-neighbor bonds. As a result, the bond ener-
gies associated with J1 and J2 become equal at J2/J1 = 0.5,
making the energy of the collinear stripy phase degenerate
with those of competing spiral ordered phases. In the follow-
ing section (Sec. IV), we explore the effects of quantum fluc-
tuations using two different approaches: the 1/S expansion in
the linear spin-wave theory and Schwinger boson mean-field
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FIG. 2. (Color online) Ordering wavevectors of the classical solu-
tions obta ned in the Luttinger-Tisza analysis with the soft sp n co -
straint are shown as degenerate surfaces (blue) for (a) J2/J1 = 0.2,
(b) J2/J1 = 0.3, (c) J2/J1 = 0.5, and (d) J2/J1 = 0.7. Black
lines th egenerate surfaces denote th ordering wavev cto s of
the classical spin states that satisfy the hard spin constraint. These
degenerate lines of wavevectors are consistent with the results of the
single-Q variatio al method [se Sec. III B]. Green sph res repr -
sent the selected ordering w vevector in the p senc of zero-point
qu n um fluc uations. [see Sec. IVA for deta s]
J1-J2 Heisenberg spin Hamiltonia H [Eq. 1)]. This varia-
tional ansatz always satisfies th hard spin c nstraint |Si| = 1,
but works only when the magnetic ordering is described by
a single wavevector. Black lines in Figs. 2 (a)-(d) show the
wavevectorsQ, which minimizeH [Eq. (1)] for different val-
ues of J2/J1. We note that these single-Q solutions are fully
consistent with the ones of the Luttinger-Tisza nalysis sup-
plemented with the hard spin constraint. Below we point out
a number of important characteristics of these classical spin
states that form the line degeneracies.
(i) Magnetic frustration induced by the competition be-
tween J1 and J2 in the hyperhoneycomb lattice leads to a
manifold of “spiral line states”, where degenerate ordering
wavevectors form lines in the 3D Brillouin zone. It is in-
teresting to compare this line degeneracy with the classical
ground states of the same Heisenberg model on the 3D di-
amond lattice, where the ordering wavevectors form degen-
erate surfaces in the Brillouin zone or represent “spiral sur-
face states”.31,32 The diamond lattice contains two sublat-
tices in the unit cell and the nearest-neighbors (next-nearest-
neighbors) connect different (same) sublattices. When J1 > 0
and J2 = 0, the ground state is clearly the Ne´el state with
the ordering wavevector Q = 0. In the case of J1 = 0 and
J2 > 0, on the other hand, magnetic frustration is present
an degen rate classical spin states are characterized by or-
dering wavevectors aligned along any of three principal axes
Q // [100], [010], [001]. Notice that all three principal direc-
tions in three-dimensions are equally allowed in this degen-
erate manifold. It is, therefore, na u al to xpect that the de-
generate wavevectors of spiral states in the presence of both
J1 and J2 would not exclusively occur on any particular plan
or along a particular direction and rather form a degenerate
surfac . In contrast, the next-nearest-neig bors on the hyper-
honeycomb lattice are connected betwee not only the same
sublattices but also different ones. When J2 > 0 and J1 = 0,
there exists magneti frustration as i the case of the dia-
mo d lattice. However, the different connectivity for the next-
earest- eighb rs le s to th degenerate wavevectors form-
ing a circle on the ΓXA1Y plane in the J2-only model. In this
case, the next-nearest-n ighbor interactions already determine
a special p ane on which the degeneracy of the wavevectors re-
sides. Hence, o e would expect hat the degenerate wavevec-
to s i the presence of both J1 and J2 would not form a surface
spa ning ll three dir ct ons in the Brillouin zone and rather
form degenerat lines/circles extended along two directions in
a plane.
Fo he SU(2 invariant systems, the spiral plane on which
the spins lie, can b f ely chosen. In crystals, however, this
SU(2) symmetry can b easily broken by the crystal lattice
potential combined with the spin-orbit coupling. The spin-
orbit ffect couples the spin and spatial rotations allowed by
the lattic s mmetry. This may induce magnetic anisotropies
and lock the spiral plane to be poin ing along a special direc-
tion, depending on the ordering wavevectors. Notably, iridium
electrons have s rong spin-orbit couplin a d cert in magnetic
anisotropies are lik ly to be present. In Sec. V, we d scuss
how such anisotropy effects select a particular spiral plane,
epending on the ordering wavevectors.
(ii) At J2/J1 = 0.5, the line degeneracy of the classical
grou d state manifold contains not only spiral ordered phases,
but als the collinea tripy phase with the ordering wavevec-
tor Q = 0, w e e the spins in sublattices {0, 1} and {2, 3}
point in opposite directions to each other (See Fig. 4 (c) for
a schematic picture of the stripy order). When J2/J1 = 0.5,
the ratio of J2/J1 becomes exactly the same as the ratio of
the number of nearest neighbor bonds and that of next-nearest
n ighbor bonds, which are three and six respectively. The
stripy order allows only 2/3 of the nearest-neighbor bonds to
gain the antiferromagnetic spin exchange energy. However, it
also gains the antiferromagnetic spin exchange energy for 2/3
of the next-nearest-neighbor bonds. As a result, the bond ener-
gies associated with J1 and J2 become equal at J2/J1 = 0.5,
making the energy of the collinear stripy phase degenerate
with those of competing spiral ordered phases. In the follow-
ing section (Sec. IV), we explore the effects of quantum fluc-
tuations using two different approaches: the 1/S expansion in
the linear spin-wave theory and Schwinger boson mean-field
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FIG. 2. (Col r online) Ordering wave ctors of the classi l solu-
tion obtained in the Luttinger-Tisza n lysis with he soft spin on-
straint are shown as deg n rate surfac s (blue) or (a) J2/J1 = 0.2,
(b) J2/J1 = 0.3, (c) J2/J1 = 0.5, and (d) J2/J1 = 0.7 Black
lin s o the d g n rate surfaces denote the ordering wave ctors of
the classical spin states that satisfy the hard spin constraint. Thes
degenerate lines of wave ectors are consiste t with the results of the
single-Q variational method [see Sec. III B]. Gree spher s repre-
sent t e selected ordering wavevectors in the presence of zero-point
quantum fluctuations. [see Sec. IVA for details]
J1-J2 Heisenberg spin Hamiltonian H [Eq. (1)]. This vari -
tional ansatz always satisfies the hard spin constraint |Si| = 1,
but works o ly wh n th magnetic ordering is de cribed by
a single wavevector. Black lines in F gs. 2 (a)-(d) show the
wavevectorsQ, which minimizeH [Eq. (1)] for different val-
es of J2/J1. W not that the e single-Q s lutions re fully
c sistent with the on s f the Lut inger-Tis a analysis sup-
pl ment d with the har spin constraint. Below we point out
a number of important characteristics of these classical spin
states that form the line degeneracies.
(i) Magnetic frustration induced by the competition be-
tween J1 and J2 in the hyperhoneycomb lattice leads to a
manifold of “spiral line states”, where degenerate ordering
wavevectors form lines in the 3D Brillouin zone. It is in-
teresting to compare this line degeneracy with the classical
ground states of the same Heisenberg model on the 3D di-
amond lattice, where the ordering wavevectors form degen-
erate surfaces in the Brillouin zone or represent “spiral sur-
face states”.31,32 The diamond lattice contains two sublat-
tices in the unit cell and the nearest-neighbors (next-nearest-
neighbors) connect different (same) sublattices. When J1 > 0
and J2 = 0, the ground state is clearly the Ne´el state with
the or ering wavevector Q = 0. In the case of J1 = 0 and
J2 > 0, on the other hand, magnetic frustration is present
and degenerate classical spin states are characterized by or-
dering w vevectors aligned along any of three principal axes
Q // [100], [010], [001]. Notice that all three principal direc-
tions in three-dimensions are equally allowed in this degen-
erate manifold. It is, therefore, n tural to expect that the de-
gener e w vevectors of spiral stat s in the presence of both
J1 and J2 wou d ot exclusively occur on any particular plane
or along a particular direction and rather form a degenerate
surface. In contrast, the next-nearest-neighbors on the hyper-
honeycomb lattice are connected between not only the same
sublattices but also different ones. When J2 > 0 and J1 = 0,
there exists magnetic frustration as in the case of the dia-
mond lattice. However, the different connectivity for the next-
nearest-neighbors leads to the degenerate wavevectors form-
ing a circle on th ΓXA1Y plane in the J2-only model. In this
case, he n xt-nearest-neighb r interactions already determine
a special plane on which the degeneracy of the wavevectors re-
sides. Hence, one would expect that the degenerate wavevec-
tors in th presence of both J1 and J2 would not form a surface
span i g all three directions in the Brillouin zone and rather
form degenerate lines/circles extended along two directions in
a plan .
For the SU(2) invar ant syst ms, the spiral plane on which
the spins lie, can be r ely chosen. In crystals, however, this
SU(2) sym etry can be asi y broken by the crystal attice
potential combined with the spin-orbit coupling. The spin-
orbi effect cou les the spin and spatial rotations allowed by
th la tice sym try. This may induce magnetic anisotropies
and lock the spiral plane to be pointing along a special direc-
tion, depending on the ordering wavevectors. Notably, iridium
electrons have strong spin-orbit coupling and certain magnetic
anis tropies are likely to be present. In Sec. V, we discuss
ow such anisotropy effects select a particular spiral plane,
dep nding on the ordering wavevectors.
(ii) At J2/J1 = 0.5, the line degeneracy of the classical
ground state manifold contains not only spiral ordered phases,
but also the collinear stripy phase with the ordering wavevec-
tor Q = 0, where the spins in sublattices {0, 1} and {2, 3}
point i opposite directions to each other (See Fig. 4 (c) for
a schematic picture of the stripy order). When J2/J1 = 0.5,
the ratio of J2/J1 becomes exactly the same as the ratio of
the number of nearest neighbor bonds and that of next-nearest
neighbor bonds, which are three and six respectively. The
stripy order allows only 2/3 of the nearest-neighbor bonds to
gain the antiferromagnetic spin exchange energy. However, it
also gains the antiferromagnetic spin exchange energy for 2/3
of the next-nearest-neighbor bonds. As a result, the bond ener-
gies associated with J1 and J2 become equal at J2/J1 = 0.5,
making the energy of the collinear stripy phase degenerate
with those of competing spiral ordered phases. In the follow-
ing section (Sec. IV), we explore the effects of quantum fluc-
tuations using two different approaches: the 1/S expansion in
the linear spin-wave theory and Schwinger boson mean-field
Quantum Order-by-Disorder
Linear Spin-Wave
5
method. In particular, we show that the stripy order wins over
the competing spiral ordered phases in a finite range of param-
eters near J2/J1 = 0.5 upon including quantum fluctuations,
despite the fact that the stripy phase is a part of the classical
ground state manifold only at J2/J1 = 0.5.
IV. QUANTUM ORDER-BY-DISORDER, EMERGENCE OF
STRIPY PHASE, AND QUANTUM SPIN LIQUIDS
Quantum fluctuation may lift the line degeneracy in the
classical-ground-state manifold, identified in the previous sec-
tion. This quantum order-by-disorder effect may select cer-
tain magnetically ordered phase among the degenerate ground
states. When quantum fluctuations become extremely strong,
however, magnetic ordering would be completely suppressed
and various quantum spin liquid phases may become emer-
gent ground states. Here we explore both possibilities using
two different approaches.
In Sec. IVA, we first use the large-S anaylsis of the lin-
ear spin wave theory to investigate quantum order-by-disorder
effects by computing zero-point quantum-fluctuation energy
of degenerate classical ground states. We show that, in gen-
eral, quantum fluctuations select certain magnetically ordered
phases with ordering wavevectors lying along the high sym-
metry directions in the Brillouin zone. It is also found that
quantum fluctuations favor collinear ordered states such as the
Ne´el and stripy phases in a much wider region of the param-
eter space, compared to the classical limit. In Sec. IVB, it is
shown that the Schwinger boson approach results in similar
quantum order-by-disorder effects. We also explore emergent
quantum spin liquid phases in the Schwinger boson mean-
field theory when quantum fluctuations are very strong.
A. Large-S analysis
We now consider the linear spin-wave theory via the
Holstein-Primakoff boson representation. In order to include
quantum fluctuations, we adopt the following spin-coordinate
frame at each site i.
zˆi = Sˆ
cl
i = Re[d ei(Q·ri+ϕs)],
xˆi = −Im[d ei(Q·ri+ϕs)],
yˆ =
i
2
d× d∗ = eˆ3, (4)
where the local zˆi axis is defined to be parallel to the direc-
tion of the classical spin order [See Eq.(3)]. For coplanar
spiral states, one of the coordinate axis, yˆ, can be taken as
the normal vector of the spiral plane and it would be site-
independent. In the large-S limit, the linearized Holstein-
Primakoff transformation can be written as
Si = (S − ni)zˆi +
√
2S
￿
a†i
xˆi + iyˆ
2
+ ai
xˆi − iyˆ
2
￿
, (5)
where S is the spin magnitude, a†i (ai) are boson creation (an-
nihilation) operators, and ni = a†iai is the boson density oper-
ator. Using Eq.(5), we expandH in Eq.(1) up to the quadratic
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FIG. 3. (Color online) Magnetic phase diagram of the J1-J2 Heisen-
berg model on the hyperhoneycomb lattice as a function of inverse
spin magnitude 1/S and the ratio J2/J1, where zero-point quantum
fluctuations are included in the linear spin-wave theory. Notice that
the collinear orders such as the stripy and Ne´el phases become the
ground states for a wider region of parameter space as quantum fluc-
tuations become stronger or 1/S becomes bigger.
order of boson operators, which results in the leading order
Hamiltonian in the 1/S expansion. We can now easily evalu-
ate the zero-point quantum fluctuation energy of the Holstein-
Primakoff bosons (For more details, see Appendix B). One
finds that quantum fluctuations select particular ordering wave
vectors along the high symmetry lines of the Brillouin zone
and such ordering wave vectors are depicted as green spheres
in Figs. 2 (a)-(d) for different values of J2/J1 = 0.2, 0.3, 0.5
and 0.7. Depending on parameter regions, different kinds of
magnetically ordered phases are selected as follows.
• ΓZ spiral : For 0.17 ￿ J2/J1 < 0.5, quantum fluctua-
tions select the ordering wavevectors Q = ±q(1, 1, 0)
along the Γ-Z line. Some examples are shown in Figs. 2
(a) and (b) for J2/J1 = 0.2 and J2/J1 = 0.3, respec-
tively.
• ΓXY spiral : For J2/J1 > 0.5, quantum fluctuations fa-
vor the ordering wavevectors Q = ±q(1,−1, 0) along
the Γ-X line and Q = ±q(0, 0, 1) along the Γ-Y line.
Figure 2 (d) illustrates such selection of the ordering
wavevectors for J2/J1 = 0.7.
Figure 3 shows the phase diagram as a function of inverse
spin-magnitude 1/S and the ratio J2/J1 upon including zero-
point quantum-fluctuation energy corrections. Notice that the
collinear magnetic orders such as Ne´el and stripy phases, win
over spiral orders in a wider range of parameter space as
quantum fluctuations become stronger or 1/S becomes big-
ger. This is reminiscent of the same trend found in previous
studies on various systems.33–35 For example, in the classi-
cal limit S → ∞, the stripy phase is a part of the classical-
ground-state manifold only at a single point J2/J1 = 0.5 (See
Sec. III B for details). However, the collinear stripy phase be-
comes the ground state in a wider region of parameter space
near J2/J1 ∼ 0.5 when S becomes smaller. The same trend
exists for the Ne´el phase, leading to a wider region of Ne´el
order near J2/J1 ∼ 0.17. Of course, the computations of
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(a) J2/J1=0 (Néel) (b) J2/J1=0.3 (!Z spiral)
(c) J2/J1=0.5 (Stripy) (d) J2/J1=0.6 (!X spiral)
FIG. 4. (Color online) Classical spin configurations and Schwinger
boson mean-field parameters. Spin moments are represented by ar-
rows. Mean-field parameters ηn (n = 1, 2, 3, 4) in the Schwinger
boson theory are denoted by red, green, blue, and magenta lines, re-
spectively. Solid lines corresponds to antiferromagnetic correlations
(ηn > 0) between two sites and dashed lines represent ferromag-
netic arrangements (ηn = 0). For clarity, we show η3,4 only on two
J2-bonds in each figure with the rest of t em being omitted.
zero-point quantum fluctuati ns in the linear pin-wave the-
ory are valid only for large spin magnitude S or sm ll 1/S.
In order to access the strong quantu fluctuation regime, we
now turn to the Schwinger boson analysis that can be used to
study both semi-cl ssical and strongly quantum regimes on an
equal footing.
B. Schwinger boson approach
In the Schwinger boson theory36–38, the spin operator is rep-
resented in terms of spin-carrying bosons, biα:
Si =
1
2
b†iασαβbiβ , (6)
where σαβ are the Pauli m trices (α,β ∈ {↑ ↓}), a d sum-
mations over repeated Greek indic are as umed. Here the
boson density at ach site is related to the magnitude of the
spin S via
nb = b
†
iαbiα = κ, (7)
where κ = 2S. Usin the Schwinger boson r presentation, we
consider the following mea -field Hamiltonian or the J1-J2
Heisenberg model in Eq. (1).
HMF =
￿
i>j
Jij
2
￿
|ηij |2 − ηijb†iα￿αβb†jβ + H.c.
￿
+
￿
i
λi
￿
b†iαbiα − κ
￿
, (8)
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FIG. 5. (Color online) Mean-field phase diagram in the Schwinger
boson theory. At small 1/κ, quantum order-by-disorder effects select
the Neel, ΓZ spiral, stripy, and ΓXY spiral phases. When quantum
fluctuations become stronger (or 1/κ becomes bigger), U(1) and Z2
quantum spin liquid phases arise. Thick solid (red thin) lines repre-
sent first (second) order phase transitions.
where ηij = ￿biα￿αβbjβ￿ is the mean-field parameter (￿αβ is
the antisymmetric tensor) and λi is the Lagrange multiplier to
implement the constraint on spin magnitude in Eq. (7). It has
been known that such mean-field solutions become exact in
the large-N limit of the Sp(N) generalized model, where N
flavors of bosons, biαm(m = 1, 2, ..., N), are introduced and
the constraint is generalized to nb = b†iαmbiαm = κN . The
large-N limit is then taken by fixing nb/N = κ. Notice that κ
in this limit plays the role of 2S in the SU(2) case, namely the
large(small)-κ limit corresponds to semi-classical (quantum)
regime. Thus the mean-field solution is non-perturbative in κ
or 2S in contrast to the spin-wave theory. Here we directly
work with the mean-field solutions in the SU(2) limit. In this
formulation, the bose condensation at large-κ leads to mag-
netically ordered phases while quantum spin liquid phases
with gapped spin-carrying bosons, dubbed spinons, appear at
small-κ. We explicitly include the condensate xiα = ￿biα￿ de-
grees of freedom in Eq.(8) and minimize the energy ￿HMF ￿
with respect to ηij , λi, and xiα.
1. Classical limit and mean-field ansatz
The classical limit can be obtained by taking κ→∞ in the
Schwinger boson mean-field theory, where the classical spins
Sci and mean-field link variables ηcij are written in terms of
condensate amplitudes of bosons:
Sci =
1
κ
x∗iασαβxiβ , (9)
ηcij =
1
κ
xiα￿αβxjβ , (10)
Schwinger Boson
κ = “2S”
Eme gent Spiral and Skew-Stripy 
(or Skew-Zigzag) Order

