Introduction
In this paper we will consider undirected graphs (without multiple edges and loops) and some general algebras. The terminology used here is more or less standard. In 1971 Jerzy Plonka defined (see [22] ) the notion of the sum of a direct system of graphs, which was investigated by him, Raczko and by Koálirtski (see [22] , [20] , [27] , [14] and [15] ). Decompositions of graphs into the Plonka sum are still not investigated enough. As is well known (see, e.g. [1] ), different kinds of decompositions of graphs into some simple ones have very important applications; also the kind of decomposition considered seems to have some interesting applications. Unfortunately, decompositions into the Plonka sums of graphs were missed in the monography of Bosak [1] .
In [14] the second author started to investigate decompositions of n-angles and some other graphs into the twocomponent Plonka sums. He obtained, among other results, all such decompositions of pentagons, but this method was not simply applicable to hexagons. The problem of finding all decompositions of a hexagon (with some diagonals) was posed by J. Plonka. It has been open for more than fifteen years. Such investigations belong to a large class of constructive enumeration problems, which are very important in combinatorics and its applications (see, e.g. [2] - [5] , [7] - [9] , [11] , [13] , [16] , [23] , [24] , [28] and [32] ) .
In particular, the problem of determining the number of graphs with a given property was investigated by several
If (a^,aj)ep then the pair (a^,aj) is called an (undirected)
edge. We will mostly consider graphs without loops, i.e.
(a,a)¿p for every aeA. We will write apb instead of (a,b)ep.
In Section 5 we will fix some special enumeration of vertices, i.e. such graphs can be considered as special semi-labelled graphs.
In (
ii) (VajbeAj^) (h(a)ph(b) =» aph(b) and h(a)pb). (iii) (Va,beA^)(apb =» h(a)*h(b)). (iv) (VaeA^)((a,h(a))¿p). (v)
If A^ is connected and |A^|>1, then |A 2 |>1. Indeed, the first statement is implied by looplessness, the second and the third ones follow immediately because in Γ we can only obtain additional edges (which are not in Γ^ and Γ~2) which connect some vertices of A 2 with some vertices of A^. Recall that J. Plonka [20] proved that a simple cycle is decomposable iff it is the four-vertex cycle (see Corollary 1). But any full n-angle (i.e. with all possible diagonals, or -in other words -the complete graph K n ) is indecomposable. He observed in 1973 that an n-angle with one diagonal is decomposable iff this diagonal is main and n=4 or n=6 (see [14] ). It is easy to see that every n-angle without exactly one diagonal is decomposable. Indeed, if this diagonal is (a., aj ), j#i-l, i, i+1, then we can take A 1 ={a^}, A 2 =A\{a^> and define h(a.)=a.. More generally one can prove ( [14] ) that 1 J ι for every pair (n,k), where n>4 and l<k<^n(n-3), there exists an n-angle with k diagonals which is decomposable into a Plonka sum of its subgraphs.
From (viii) and (ix) we infer easily
In [14] it was proved that a one-nonsaturated n-angle (with n>2) is decomposable iff n=4. However, it was proved in [14] that a strictly one-saturated n-angle is decomposable iff n=4 or n=5.
A 2n-angle has an entered n-angle if a ) C P a ) c+ 2 for 2n even k or for all odd k, where + 2n denotes addition modulo 2n. It is known (see [14] ) that a 2n-angle Γ with an entered n-angle is decomposable iff n=3. Indeed, the hexagon with three "short" diagonals is decomposable in the following way (see the left part of Figure 8 ): Fig. 8 Similarly we can obtain a decomposition (unique with respect to isomorphism) of the hexagon with six (all) short diagonals. Figure 8 is primitive but the second one is not, because we can omit an arbitrary edge which connects vertices of A^.
Enumeration of decompositions of hexagons
The general procedure to find all possible essentially different decompositions of an n-angle is the following: I.
Fix a Hamiltonian cycle (a^a^,... ,a (7) and (8) are not essentially different.
Moreover possibilities (17), (18) and (19) can be obtain by suitable axis-symmetries from (14), (15) and (16) From cases (l)- (7), (9)- (16) and (20)- (22), adding admissible edges between vertices of A^ and between vertices of A 2 and by using suitable axis-symmetries, we obtain the following numbers of all possibilities and essentially different ones, respectively: Cases (1) (2) (3) (4) (5) (6) (7) (9) (10) By counting together the numbers of essentially different possibilities of cases (1) and (2), of cases (3)- (10), of cases (11)- (16) and (20), and, finally, of cases (21) and (22) we obtain numbers 44, 40, 22 and 5, which completes the proof of Theorem 2.
It is easy to observe, by the remark after Proposition 1, that six (essentially different possibilities of case (10) We give also an example of a binary term operation of the considered algebra:
a" a, a" a. a, a,.
