Extremality of submodular functions  by Kashiwabara, Kenji
Theoretical Computer Science 235 (2000) 239{256
www.elsevier.com/locate/tcs
Extremality of submodular functions
Kenji Kashiwabara
Graduate School of Arts and Sciences, Department of Systems Science, Tokyo University 3-8-1
Komaba, Meguroku, Tokyo, 153 Japan
Abstract
We consider the space of all set functions dened on a nite set S. This space is a linear space
whose dimension is 2|S|. The set of all polymatroid functions is a convex cone in that space.
We investigate conditions for a polymatroid function to be extremal in the cone. To handle the
extremal problem of set functions easily, we treat the Mobius inverse forms of set functions.
Moreover, we give the notions of compressedness and uniformity, which are satised by ma-
troid functions. We discuss the extremality on compressed and uniform submodular functions.
c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Let S be a nite set throughout this paper. The notion of polymatroid functions was
introduced by Edmonds [2].
Denition 1.1. A set function r : 2S ! R, where R is the set of real numbers, is called
a polymatroid function if the following conditions are satised:
1. r(;)= 0.
2. AB S implies r(A)6r(B).
3. r(A) + r(B)>r(A[B) + r(A\B) for all A; B S.
Condition 3 is called the submodularity condition. Since the all conditions above are
homogeneous linear inequalities or an equality, the set of all polymatroid functions is a
convex cone. We consider a condition for a polymatroid function to be on an extreme
ray of the cone. The problems on extreme rays of the cones of polymatroid or sub-
modular or supermodular functions have been considered by Shapley [9], Rosenm}uller
[7, 8], Nguyen [6].
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In our previous paper [4], we discuss the domain extension problem and the binary
relation representation problem for nonadditive set functions in terms of the extreme
points of classes of the set functions.
The domain extension problem for nonadditive set functions is described as follows.
For a set function dened on a subset of the whole ground set, under what condition
is the set function able to extend a function which is dened on the whole ground set
so that it belongs to a desired class?
The sandwich problem for nonadditive set functions is described as follows. For two
set functions '1 and '2 such that '1(G)6'2(G) for all G S, under what condition
does there exist a set function  which belongs to a desired class of set functions and
'1(G)6 (G)6'2(G) for all G S.
The representation problem of a binary relation by a nonadditive set function is
described as follows. For a class G of set functions, what binary relations 4 on S can
represent the class of set functions, that is, there exists a '2G such that '(G)6'(F)
if and only if G4F for any G; F  S.
When we consider the three problems above, we have to know the extremal elements
of the class of set functions that we consider. The class of the submodular functions
is the most famous nonadditive set functions. But the condition of extreme elements
has not been known yet [5].
To specify the extremal element of the submodular cone, we exploit the operation
of (dual) Mobius inversion. In terms of this transformation, we can write the denition
of polymatroid functions without subtraction but only with addition. So we can handle
various problems more intuitively.
2. Mobius inversion
The dual of a set function r : 2S ! R is dened by
rd(A)= r(S)− r(Ac):
Note that (rd)d(A)= r(A).
The Mobius inverse of a set function r : 2S ! R is dened by
rm(A)=
P
B A
(−1)jA−Bjr(B):
Then an easy calculation shows
r(A)=
P
B A
rm(B):
We call the Mobius inverse of the dual of a set function r the dual Mobius inverse.
We denote by q the dual Mobius inverse of r throughout this paper. It is known that
q(A) =
P
B:B A
(−1)jA−Bj(r(S)− r(Bc))=
8<
:
− P
B:Ac B
(−1)jA\Bjr(B) when A6=;;
0 when A=;;
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r(A) = rd(S)− rd(Ac)= P
B:B S
q(B)− P
B:A\B=;
q(B)
=
P
B:A\B 6=;
q(B):
The dual operation and the inverse operation are both regular linear transformations.
So is the dual Mobius inversion. Therefore, we can discuss the extremal problem in the
space of the dual Mobius inverses of all the polymatroid functions. We want to translate
Conditions 1{3 of Denition 1.1 into conditions on q, the dual Mobius inverse of r.
Condition 1 can be transformed into q(;)= 0 since the transformation is regular.
Condition 3 is equivalent to
rd(A) + rd(B)6rd(A[B) + rd(A\B) for all A; B S:
According to Chateauneuf and Jaray [1], this is equivalent to
rd(C [fag)+rd(C [fbg)6rd(C [fa; bg)+rd(C) for all a; b2 S; and all CS
, P
A:AC[fag
q(A) +
P
A:AC[fbg
q(A)6
P
A:AC[fa; bg
q(A) +
P
A:AC
q(A)
, P
A:fa; bg Afa; bg[C
q(A)>0:
That is, Condition 3 is transformed into
P
C:AC B
q(C)>0 for all AB S such that jAj=2:
For A; B S, we denote [A; B] = fCjAC Bg and [A; B)= [A; B]−fBg and denote
q^(M)=
P
C2M q(C) for M  2S . By using this notation, the above condition is rewritten
q^([A; B])>0 for all AB S such that jAj=2:
Next, we want to transform Condition 2 into a condition in terms of q. Assume that r
satises Conditions 3 for a while. For A S and a2 S, by Condition 3,
r(A[fag) + r(fagc)>r(A) + r(S):
That is,
r(A[fag)− r(A)>r(S)− r(S − fag)= P
B 6=;
q(B)− P
B\(S−fag)6=;
q(B)= q(fag):
This implies that r satises Condition 2 when q(fag)>0 for all a2 S under
Condition 3. Conversely, assuming q(fag)<0 for some a2 S, Condition 2 would not
hold because r(S)− r(S − fag)= q(fag). To sum up, under Condition 3, Condition 2
is equivalent to q(fag)>0 for all a2 S.
To sum up, we have to consider the cone which consists of q such that
(q1) q(;)= 0,
(q2) q(fag)>0 for all a2 S,
(q3) q^([A; B])>0 for all AB S such that jAj=2.
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By abusing notation, in the remaining paper, q is called to be m-submodular if q
satises Condition (q3).
Denition 2.1. An m-submodular function q is extremal if q= q1 + q2 such that q1
and q2 are m-submodular functions implies that there exists a k such that q= kq1 with
0<k<1.
Note that Condition (q2) only is concerned with the values on the singletons, but
Condition (q3) does not depend explicitly on the values of the singletons.
For a2 S, let qa satisfy qa(fag)= 1 and qa(A)= 0 when A 6= fag. For a nonnegative
real number k; kqa is extremal where because it is obvious that there exist no m-
submodular functions q1; q2 such that q1 and q2 are not parallel to qa, and kqa= q1+q2.
And the other types of extremal functions satisfy q(fag)= 0 for all a2 S because if
q(fag)>0; q qa satisfy Conditions (q1){(q3).
We have only to consider Condition (q3) for our extremal analysis. So we assume
that q(fag)= 0 for all a2 S. Dene A as follows:
A= fA 2S j jAj>2g:
We only consider set functions from A to R.
Note that a function q with q(A)= 0 for all A2A is extremal according to this
denition. We call this function the zero function. We want to identify a condition for
a function q to be extremal in the cone of all m-submodular functions in fq :A! Rg.
3. General extremal conditions
Given an m-submodular function q, we consider
Pq= fp :A! R jBoth q+ p and q− p are m-submodular.g:
Obviously, Pqfkq j −16k61g.
Theorem 3.1. An m-submodular function q is extremal if and only if Pq=
fkq j −16k61g.
Proof. Only if part: Assume that q is extremal. Then let q1 = q + p and q2 = q−p
be m-submodular, since q= 12(q1 + q2) we can write p= kq where −16k61 by
Denition 2.1.
If part: Next assume that q is not extremal. Then there exists p2Pq such that q+p
and q− p are m-submodular and p =2fkq j k 2Rg.
For A; B2A and an m-submodular function q, we write AB if one of the following
two conditions is satised:
1. q(A); q(B) 6=0 and p(A)=q(A)=p(B)=q(B) for all p2Pq.
2. q(A)= q(B)= 0 and p(A)=p(B) for all p2Pq.
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Of course, the denition of  depends on q. Roughly speaking, AB means that the
values of (q + p)(A) and (q + p)(B) are proportional for all p2Pq. Obviously 
denes equivalence classes on A. Dene Zq as
Zq= fA2A jp(A)= 0 for all p2Pqg:
Then A; B2Zq implies q(A)= q(B)= 0 and AB since Pqfkq j −16k61g.
Theorem 3.2. An m-submodular function q is extremal if and only if A=Zq or 
denes a unique equivalence class on A−Zq.
Proof. Only if part: Assume that q is extremal. When q is the zero function, A=Zq.
Assume that q is not the zero function. By Theorem 3.1, for all p2Pq, we can write
p= kq for some k − 16k61. If q(A)= 0, we have p(A)= kq(A)= 0 and A2Zq. So
q(A) 6=0 for A2A − Zq otherwise q is the zero function: a contradiction. For all
A; B2A−Zq, we have p(A)=q(A)= kq(A)=q(A)= kq(B)=q(B)=p(B)=q(B) and AB.
If part: Assume that AB for all A; B2A − Zq. Remember that C 6D for all
C;D2A such that q(C) 6=0 and q(D)= 0. So q(A) 6=0 for all A2A−Zq. Then by
the denition of , p(A)=q(A)=p(B)=q(B) for all A; B2A−Zq and p2Pq: Therefore
for all p2Pq, there exists k such that p= kq.
Let us now study the role of sets containing at least two elements. Dene Dq and
Qq as follows:
Dq= f[A; B] j jAj=2; q^([A; B])= 0g;
Qq= fs :A! R j s^(M)= 0 for all M 2Dqg:
If there exists C 2A such that C =2M for all M 2Dq; q is not extremal.
Lemma 3.3. For an m-submodular function q;
Qq= fkp jp2Pq; k 2Rg:
Especially; PqQq.
Proof. First, we show that kp2Qq for p2Pq and k 2R. If q^([A; B])= 0, then ( [q p)
([A; B])= 0 since ( [q p)([A; B])>0 and ((q+p) + (q−p))=2= q. So kp^([A; B])= 0
for p2Pq. Next, assume p2Qq. Then q p are m-submodular for suciently small
 > 0. So p2fkp jp2Pq; k 2Rg.
Theorem 3.4. An m-submodular function q is extremal if and only if Qq=
fkq j k 2Rg.
Proof. Only if part: Assume that q is extremal. When q is the zero function, Qq
contains the zero function only. Assume that q is not the zero function. Obviously, kq
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Fig. 1. Function q. Fig. 2. Function (q + p)=2. Fig. 3. Function (q− p)=2.
belongs to Qq. Assume q0 belongs to Qq. By taking p= (q0−q), q+p and q−p are
m-submodular for a suciently small >0. This means p= kq and q0= q+kq==(1+
k=)q.
If part: Next, we assume Qq= fkq j k 2Rg. We can write p= kq for p2Pq by
Lemma 3.3. Since q  p are m-submodular, we have −16k61. By Theorem 3.1, q
is extremal.
In the following sections, we discuss some sucient conditions for an m-submodular
function to be extremal. Conversely, to show that an m-submodular function q is not
extremal, it suces to construct p2Pq such that p =2 fkq j −16k61g.
Example 3.5. Let S = fa; b; c; dg. Consider the set function q such that q(fa; bg)=
q(fa; cg)= q(fa; dg)= q(fb; cg)= q(fb; dg)= q(fc; dg)= 1 and q(fa; b; c; dg)=−1.
The values on other sets are 0 (We omit this attention in the other examples.). This
function is not extremal because for p such that p(fa; bg)=p(fa; cg)=p(fa; dg)=
p(fb; cg)=p(fb; dg)=p(fc; dg)= 1; p(fa; b; cg)=p(fb; c; dg)=p(fc; d; ag)=p(fd;
a; bg)=− 2 and p(fa; b; c; dg)= 3, we have p2Pq such that p =2fkq j− 16k61g.
Figs. 1{3 illustrate functions q; (q+p)=2 and (q−p)=2. Relatively black lines mean
that the signs of the values on those sets are plus, and relatively white lines mean that
the signs of the values on those sets are minus. For example, the triangle on fa; b; cg in
the second gure means that the value on fa; b; cg is −1. The thickness of lines means
the absolute value of the function on that set. For example, the square on fa; b; c; dg
in the third gure means that the value on fa; b; c; dg is −2.
This example shows that q(A)= 0 does not imply p(A)= 0.
4. Sucient condition
In this section, we introduce a sucient condition for a m-submodular function
to be extremal. To check the extremality exactly, we might consider Pq as seen in
the previous section, but it is not practical. We present a heuristic method to check
extremality. The sucient condition presented in this section seems to be sucient
when S is small.
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Denition 4.1. For an m-submodular function q, dene (D0q; 0 ) inductively by the
following rules:
(t1) M 2Dq implies M 2D0q .
(t2) If M;N 2D0q;M N then N−M 2D0q .
(t3) 0 is an equivalence relation.
(t4) A0B if q(A) and q(B) 6=0 and there exists M 2D0q;
such that A; B2M and B0 C for all C 2M−fAg.
(t5) If M 2D0q; NA; jM−N j= jN−M j=1; q(A)= q(B) and A0 B such that fAg=
M−N and fBg=N−M; then N 2D0q .
(t6) If M;N 2D0q and jM−N j= jN−M j=1; then A0B such that fAg=M−N; fBg
=N−M .
Obviously, (D0q; 0 ) is well dened.
Lemma 4.2. q^(M)= 0 for all M 2D0q.
Proof. We prove this by induction with respect to the generating rules. We show for
instance that q^(N )= 0 for N 2D0q which is generated by Condition (t5). If q^(M)= 0,
jM−N j= jN−M j=1; q(A)= q(B), then q^(N )= q^(N \M)+q(B)= q^(M \N )+q(A)=
q^(M)= 0.
The following theorem establishes the link with Section 3.
Theorem 4.3. (1) If fAg2D0q; then A2Zq:
(2) For A; B2A; A0 B implies AB.
(3) Qq= fs j s^(M)= 0 for all M 2D0qg.
Proof. We prove the above claims inductively on the generating rules: that is, case by
case.
Proof of Claim 1: We show that B2Zq such that fBg2D0q is generated by
Condition (t5). Assume the hypotheses of Condition (t5) in Denition 4.1 and N = fBg.
By Lemma 4.2, q(A)= q(B)= 0. Since q(A)= q(B)= 0 and A0B, we have p(A)=
p(B)= 0 for all p2Pq by the induction hypothesis (Claim 2).
Proof of Claim 2: As for Condition (t4) in Denition 4.1, we use induction with
respect to the generating rules. First, we show that AB when fA; Bg2D0q as the
initial step of the induction. In this case, q(A) + q(B)= 0 and p(A) + p(B)= 0 by
Lemma 3.3. So AB.
Next, assume the hypotheses of Condition (t4). Then q^(M)= 0 and p^(M)= 0 by
Lemma 3.3. Note that q(C) 6=0 for all C 2M−fAg. Moreover, there exists k such that
p(C)= kq(C) for all C 2M−fAg and p2Pq. So p(A)= kq(A).
As for Condition (t6) in Denition 4.1, we show that if M;N 2D0q , jM−N j= jN−M j
=1, q(A)= q(B) such that fAg=M −N and fBg=N−M , then A0 B. For all p2Pq,
p^(M)= p^(N )= 0 by Lemma 3.3 and Claim 3. So p(A)= p^(M)− p^(N \M)= p^(N )−
p^(N \M)=p(B). So AB.
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Proof of Claim 3: As for Condition (t5) in Denition 4.1, we show that s^(M)= 0
implies s^(N )= 0. s^(N )= s^(M) − s(A) + s(B). The remaining that we have to show
is s(A)= s(B). By Claim 2 and A0B and q(A)= q(B), we have p(A)=p(B) for all
p2Pq. By s2Qq and Lemma 3.3, we have s(A)= s(B).
Dene Z0q as follows:
Z0q = fA j fAg2D0qg:
Theorem 4.4. For B2A; if there exists AB such that q(C)= 0 for all C 2 [A; B]
and jAj=2; then B2Z0q. Especially B2A such that q(A)= 0 for all AB is in Z0q.
Proof. We use induction on jBj. When jBj=2, B2Z0q because of [B; B]2Dq. When
jBj>2, we can assume fDg2D0q for all D2 [A; B). Then fBg2D0q by [A; B]2D0q and
Condition (t2) in Denition 4.1.
Corollary 4.5. An m-submodular function q is extremal if A=Z0q or 0 denes a
unique equivalence class on A−Z0q.
Proof. By Theorems 3.2 and 4.3.
Example 4.6. Let S = fa; b; cg. Consider the set function q such that q(fa; bg)=
q(fb; cg)= q(fc; ag)= 1 and q(fa; b; cg)=− 1. Then q^([fa; bg; fa; b; cg])= 0 and fa; bg
0 fa; b; cg. Similarly fa; bg0 fb; cg0 fc; ag0 fa; b; cg. The function in this example
is extremal.
Example 4.6
Example 4.7. Let S = fa; b; c; dg. Consider the set function q such that q(fa; bg)= q
(fa; cg)= q(fa; dg)= q(fb; c; dg)= 1 and q(fa; b; c; dg)=−1. By Theorem 4.4, fa; b; cg
2Z0q. Similarly A−Z0q = ffa; bg; fa; cg; fa; dg; fb; c; dg; Sg. By fa; bg0 fa; cg0
fa; dg0 fb; c; dg0 S, the m-submodular function in this example is extremal.
Example 4.7
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Example 4.8. Let S = fa; b; c; d; eg. Consider the m-submodular function q such that
q(fb; dg)= q(fc; eg)= q(fa; b; eg)= q(fa; b; cg)= q(fa; c; dg)= q(fa; d; eg)= q(fb; c; d;
eg)= 1 and q(S)=−2. Note that fa; bg; fa; eg; fa; cg; fa; dg; fb; eg; fc; dg; fb; c; dg;
fe; d; eg; fa; b; c; eg; fa; b; d; eg2Z0q.
By [fa; cg; S]2Dq; ffa; c; dg; fa; b; cg; fa; b; c; dg; Sg2D0q .
By [fa; dg; S]2Dq; ffa; c; dg; fa; e; dg; fa; b; c; dg; Sg2D0q .
So fa; b; cg0 fa; e; dg by Condition (t6) in Denition 4.1.
By [fa; cg; S]; [fc; dg; S]2Dq; we have fa; b; cg0 fb; c; d; eg.
By [fa; bg; S]; [fb; cg; S]2Dq; we have fa; b; eg0 fb; c; d; eg.
By [fb; eg; S]2Dq and fa; b; cg0 fa; b; eg;
we have ffa; b; cg; fb; c; d; eg; Sg2D0q by Condition (t5).
Moreover, by [fb; cg; S]2Dq; we have ffa; b; cg; fb; c; d; eg; fa; b; c; dg; Sg2D0q .
So fa; b; c; dg2Z0q by Condition (t2).
Similarly, we have fa; c; d; eg2Z0q.
By [fb; eg; S]; [fc; dg; S]2Dq; we have fa; b; eg0 fa; c; dg.
So the m-submodular function in this example is extremal.
Example 4.8
5. Compressed functions
For matroid functions, the extremal condition is very simple. In this section, we
consider a class of m-submodular functions which is a little wider than that of matroid
functions.
For a set function r, dene matroid functions as follows (See, for example, [3]).
Denition 5.1. A set function r : 2S!R is a matroid function if
(mr1) r(;)= 0;
(mr2) r(A [ fag)− r(A)= 0 or 1 for all A S and a2 S,
(mr3) r(A) + r(B)>r(A[B) + r(A\B) for all A; B S.
Theorem 5.2. We can rewrite the above conditions for q; which is the dual Mobius
inversion of r.
(mq1) q(;)= 0.
(mq2) q^([fag; B])= 0 or 1 for all a2B S.
(mq3) q^([A; B])>0 for all AB2A such that jAj=2.
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Proof. We prove (mq2) under Condition (mr2):
q^([fag; B])= r((S − B)[fag)− r(S − B)= 0 or 1:
Of course, a matroid function is a polymatroid function. We restrict the domain of
the functions to A and set q(fag)= 0 for all a2 S.
Denition 5.3. Set functions q1 and q2 are disjoint if q1(A) 6=0 and q2(B) 6=0 imply
A \ B= ; for all A; B S. An m-submodular function q is connected if there exist no
disjoint m-submodular functions q1 and q2 such that q= q1 + q2 and q1 and q2 are not
the zero function.
Obviously, a disconnected m-submodular function is not extremal. The extremal con-
dition of the matroid function in the cone of polymatroid functions is known(see [6]).
Theorem 5.4. A matroid function q is extremal in the cone of polymatroid functions
if and only if q is connected.
Proof. In paper [6], the connectedness is dened by the equivalence relation induced
from a  b when there exists a circuit containing a; b2 S. But the two denitions are
equivalent [10].
We want to consider a wider class than that of matroids. For that purpose, we
consider a new condition, namely compressedness, which matroid functions satisfy.
Denition 5.5. For a function q, A2A is noninner if one of the following conditions
is satised.
(n1) q^([B; A))>0 for all BA with jBj=2.
(n2) There exists B such that jBj=2 and q^([B; A))<0.
Set A is called inner if neither of the above conditions is satised. That is, both of the
following conditions are satised.
(i1) q^([B; A))= 0 for some BA with jBj=2.
(i2) q^([B; A))>0 for all BA with jBj=2.
According to this denition, A is inner when jAj=2 for an m-submodular function q.
Theorem 5.6. For an m-submodular function q; the values of all inner sets are non-
negative.
Proof. Assume q(A)<0. By assumption, q^([B; A))= 0 for some BA with jBj=2.
This implies q^([B; A])<0. This contradicts the m-submodularity of q.
Denition 5.7. A set function q is compressed if q(A)=− minB A;jB j=2 q^([B; A)) for
all A2A such that A is noninner.
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Lemma 5.8. For a compressed m-submodular function q; A is inner when q(A)= 0.
Proof. Assume that A is noninner. Then either of Conditions (n1) or (n2) in
Denition 5.5 holds. When Condition (n1) holds, q(A)<0 by compressedness. When
Condition (n2) holds, q(A)>0 by compressedness.
Theorem 5.9. If q is compressed and q is nonnegative on the all inner sets; q is
m-submodular.
Proof. When A is not inner, for DA2A with jDj=2,
q^([D; A])>q^([D; A)) + q(A)= q^([D; A))−minB A;jBj=2 q^([B; A))>0:
When A is inner, q([B; A))>0 for all BA with jBj=2. So q([B; A])>0.
We now prove that compressed m-submodular functions are characterized by their
inner sets.
Theorem 5.10. For compressed m-submodular functions q1 and q2; if the inner sets
of q1 is equal those of q2; and q1(A)= q2(A) for any inner set A; then q1 = q2.
Proof. By the above theorem, the values of noninner sets are determined by the other
sets. The dependency among noninner sets can be ordered by set inclusion.
The values of compressed q are determined from smaller sets inductively with respect
to inclusion. The value of q(A) is the smallest value in those of which q^([B; A])>0
for all B2A with jBj=2 when A is not inner.
Example 5.11 treats a set function which is compressed and extremal, and the func-
tion in Example 5.12 is a set function which is not compressed but extremal.
Example 5.11. Let S = fa; b; c; dg. Consider the m-submodular function q such that
q(fa; b; cg)= q(fb; c; dg)= q(fd; a; bg)= 1 and q(fa; b; c; dg)=− 1.
By q^([fa; cg; S])= 0; fa; b; cg0 S. Similarly, fa; b; cg0 fa; b; dg0 fb; c; dg0 S.
So q is extremal. The all noninner sets are S only. And it is easy to check that q
is compressed. The function in this example is not a matroid.
Example 5.11
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Example 5.12. Let q satisfy q(fa; bg)= q(fa; fg)= q(fb; fg)= q(fb; cg)= q(fb; eg)
= q(fe; fg)= q(fc; fg)= q(fc; eg)= q(fc; dg)= q(fd; eg)= q(fa; b; c; e; fg)= q(fb; c;
d; e; fg)= 1 and q(fa; b; fg)= q(fc; d; eg)= q(fb; c; e; fg)=− 1. fa; b; c; fg2Zq be-
cause of q^([fa; cg; fa; b; c; fg])= 0. fb; c; fg2Zq because fa; b; c; fg2Zq, q^([fb; fg;
fa; b; c; fg])= 0 and ffb; fg; fa; b; fgg2D0q . Then q is extremal.
If q were compressed, q(fb; c; fg) should be −1. So q is not compressed.
Example 5.12
Similarly, the function in Example 4.8 is not compressed because q(fa; b; c; dg) is
not −1.
The following is an example of m-submodular functions which are not extremal but
compressed.
Example 5.13. Let S = fa; b; c; d; e; fg. Consider the set function q1 such that q1(fa; b;
c; fg)= q1(fb; c; d; eg)= q1(ff; a; b; cg)= 1 and q1(S)=− 1. And consider the set
function q2 such that q2(fa; b; cg)= q2(fc; dg)= q2(fd; e; fg)= q2(fe; f; a; bg)=
q2(fa; b; dg)= q2(fc; e; fg)= q2(S)= 1 and q2(fa; b; c; dg)= q2(fc; d; e; fg= q2(fa; b;
d; e; fg)= q2(fa; b; c; e; fg)=− 1. Then q1 and q2 are extremal. Of course, q1 + q2
is not extremal. But q1 + q2 is compressed. Moreover, note that (q1 + q2)(S)= 0 but
S =2Zq.
Example 5.13
Example 5.14. Let S = fa; b; c; d; eg. Consider the m-submodular function q such that
q(fb; eg)= 2 and q(fa; bg)= q(fa; eg)= q(fb; cg)= q(fc; eg)= q(fb; dg)= q(fd; eg)
= 1 and q(fa; b; eg)= q(fb; c; eg)= q(fb; d; eg)=− 1. Then fa; bg0 fa; b; eg. fa; b;
c; eg2Zq by [fa; cg; fa; b; c; eg]2Dq. [fb; d; eg; S]2D0q by [fb; eg; fa; b; c; eg]2Dq and
[fb; eg; S]2Dq. So this function is extremal. Moreover, we can see that this function
is compressed by checking the denition of compressedness.
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Example 5.14
Theorem 5.15. Every matroid function is compressed.
Proof. On the contrary, we assume that q is not compressed. Then there exists a
noninner set A such that
q(A)>− min
BA;jBj= 2
q^([B; A)):
The restriction of q to A is also a matroid. So each component of the restricted
matroid is extremal. We show that the restriction of q to A is a connected matroid.
If the value of q on A is nonzero, it is obvious. If the value of q on A is zero, 0
>−minBA;jBj= 2 q^([B; A)), that is, q^([B; A))>0 for all BA such that jBj=2. On the
contrary, when the restriction of q to A is not connected, pick elements a; b in dierent
components. Then q^([fa; bg; A])= 0. This is a contradiction. We completed the proof
that the restriction of q to A is a connected matroid.
So it is extremal by Theorem 5.4. Let p : A \ 2A!R be the function such that
p(A)=  with a suciently small >0 and the values on the other sets are 0. Then
p2PqA . This contradicts the extremality of the restriction of q.
Example 5.16. The restriction of matroid is also a matroid in the dual Mobius inver-
sion form. But the restriction of a connected matroid is not always a connected matroid
as shown by the following example. Let S = fa; b; c; d; eg. Consider the set function q
such that q1(fa; b; c; d; eg)=− 1; q(fa; b; eg)= q(fa; b; dg)= q(fa; c; eg)= q(fa; c; dg)
= q(fb; cg)= q(fd; eg)= 1. Then this is a connected matroid. But the restriction of
q to fb; c; d; eg is not connected.
Example 5.16
6. Uniform functions
Let M A. It is obvious that there exists a unique compressed function q such that
q(A)= 1 for all A2M and the set of the all positive inner sets is M . Denote such a
function by M .
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The following theorem is obvious.
Theorem 6.1. Let q be an m-submodular function. If there exists a non-trivial parti-
tion M1; M2 of the all inner sets such that q= M 1 + M 2; then q is not extremal.
Example 6.2. Let S = fa; b; c; d; eg. Consider the m-submodular function q such that
q(fa; bg)= q(fa; eg)= q(fb; eg)= q(fa; b; cg)= q(fa; d; eg)= q(fb; c; d; eg)= 1 and q
(fa; b; eg)= q(S)=− 1. Then fa; bg0 fa; eg0 fb; eg0 fa; b; eg. fa; b; cg0 fa; d; eg
0 fb; c; d; eg0 S. In fact, this function is not extremal since
q= ffa; bg; fa; eg; fb; egg+ ffa; b; cg; fa; d; eg; fb; c; d; egg:
Moreover, we can see that this function is compressed by checking the denition of
compressedness.
Example 6.2
Denition 6.3. A function q is uniform if q(A)= 0 or 1 for any inner A2A.
Theorem 6.4. Every matroid function is uniform.
Proof. Let A2A be inner with q(A)>0. Because A is inner, q^([B; A)>0 for all
BA with jBj=2. So by letting q0(A)= 0 and q0(B)= q(B) for all B\ A, q0 is an
m-submodular function. Since q^0([fag; A))>0 for all a2A, q^([fag; A])= 1. Therefore
q^0([fag; A])>1. Since q^0([fag; A]) is a nonnegative integer, q^0([fag; A])= 0. This means
q(B)= 0 for B\ A. So q(A)= 1.
Example 6.5. Let S = fa; b; c; dg. Consider the m-submodular function q such that
q(fa; b; cg)= q(fb; c; dg)= q(fc; d; ag)= q(fd; a; bg)= 1 and q(fa; b; c; dg)=− 2. Then
q is a matroid function. Of course, it is extremal, compressed and uniform.
Example 6.5
The function in Example 4.7 is also extremal, compressed and uniform. But it is not
a matroid function.
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7. Primary functions
For an m-submodular function q, consider the restriction qjA of q to the power set
of A. For B; CA, when BC with respect to qjA, note that BC with respect
to q.
Example 7.1. Let S = fa; b; c; dg. Consider the m-submodular function q such that
q(fa; bg)= q(fa; dg)= q(fb; cg)= q(fc; dg)= q(fd; bg)= q(fa; b; c; dg)= 1 and q(fa;
b; dg)= q(fb; c; dg)=− 1. The restriction of q to the power set of fa; b; dg is
extremal and the restriction of q to the power set of fb; c; dg is also extremal. Then
fa; bg0 fa; dg0 fd; ag0 fb; cg0 fc; dg0 fd; bg0 fa; b; dg0 fb; c; dg. q is extre-
mal since q is compressed.
Example 7.1
We can regard the above function as the function compounded of the two functions,
one is on fa; b; cg, and the other is on fb; c; dg, both of which have the same type
of the function in Example 4.6. We want to pay attention to primary m-submodular
functions, dened below.
Denition 7.2. q is said to be primary if jfAjq(A)<0gj=1 and there exists no C 2A
such that C =2M for all M 2Dq.
Note that if the second condition above is not satised, q is not extremal.
Theorem 7.3. Let q be a primary m-submodular function. For A2A with q(A)>0
and B2A with q(B)<0; AB holds.
Proof. Assume that there exists A2A with q(A)>0 and a B2A with q(B)<0
such that AB does not hold. We show that A =2 M for all M 2Dq. For C and D
such that jCj=2 and C AD, q^([C;D])>q^([C; B \ A]) + q(B)>q^([C; B \ A])
>0.
Lemma 7.4. For a primary and compressed m-submodular function q; if q(A)= 0,
then A2Zq.
Proof. Since q is compressed, A is inner by Lemma 5.8. Therefore there exists B with
jBj=2 such that q^([B; A])= 0. But q(C)>0 for all C 2 [B; A] since q is primary. So
q(C)= 0 for all C 2 [B; A]. By Theorem 4.4, q is extremal.
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Example 7.5. Let S be fa; b; c; d; e; fg and let q satisfy q(fa; bg)= q(fb; cg)= q(fa; c;
e; fg)= q(fa; c; d; eg)= 1; q(fb; d; e; fg)= 2 and q(S)=− 2.
By q^([fa; bg; S])= 0; ffa; bg; fa; b; c; d; fg; Sg2D0q:
By q^([fb; cg; S])= 0; ffb; cg; fa; b; c; d; fg; Sg2D0q:
By q^([fa; fg; S])= 0; ffa; c; e; fg; fa; b; c; d; fg; Sg2D0q:
By q^([fa; eg; S])= 0; ffa; c; e; fg; fa; c; d; eg; Sg2D0q:
By q^([fa; dg; S])= 0; ffa; c; d; eg; fa; b; c; d; fg; Sg2D0q:
By q^([fb; eg; S])= 0; ffb; d; e; fg; Sg2D0q:
So fa; bg0 fb; cg0 fa; c; d; eg0 fa; c; e; fg0 fa; b; c; d; fg0 S. This q is extremal.
Example 7.5
Theorem 7.6. A uniform; primary and compressed m-submodular function with q(S)
=− 1 is extremal.
Proof. For A with q(A)= 1, there exists BA with jBj=2 such that q^([B; S])= 0 by
the denition of primary functions. For C 2 [B; S) with C 6= A, q(C)= 0. So C 2Zq
by Lemma 7.4. Since p(A) + p(S)= 0 for p2Pq, A0 S.
Theorem 7.7. Let q be a uniform; primary and compressed m-submodular function
with q(S)= − 2. Let G be the graph whose vertex set is fAjq(A)= 1g and whose
edge set is ffA; Bgj there exists C with jCj=2 such that q^([C; S])= 2 and C A; Bg.
Then q is extremal if and only if no component of the graph G is a bipartite graph.
Proof. Only-if part: Assume that no component of the graph G is a bipartite graph.
Then every component of the corresponding graph has an odd cycle. Consider p2Pq
with p(S)= 0. We show that p is the zero function. By Lemma 7.4, for A2A with
q(A)= 0, A2Zq and p(A)= 0. So we only consider fA j q(A)= 1g. If there exist
edges fA; Bg and fA; Cg, (q+p)(A) + (q+p)(B)= (q+p)(A) + (q+p)(C)= 2. By
q(B)= q(C)= 1, p(B)=p(C). That is, for B; C 2fA j q(A)= 1g which have a path
with an even length, p(B)=p(C). There exists a path with even length between B
and C such that B; C 2fA j q(A)= 1g and edge fB; Cg is in an odd cycle. So p(A)= 0
for A2A in an odd cycle. The other A with p(A)= 1 has an even path to a vertex in
an odd cycle. Since all p(A) have the same value for q(A)= 1, p(A)= 0 for q(A)= 1.
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If part: Assume that one component of the graph is a bipartite graph. Consider
p2Pq as follows. The value of p on the sets corresponding to one side of vertices is
 and the value of p on the set corresponding to the other side of vertices is −. And
the value of q on the other sets is zero. Then we see that q is not extremal.
Example 7.8. Let q satisfy q(fa; b; c; dg)= q(fb; c; d; eg)= q(fc; d; e; fg)= q(fd; e;
f; ag)= q(fe; f; a; bg)= q(ff; a; b; cg)= 1 and q(fa; b; c; d; e; fg)=− 2. Note that q is
primary, uniform and compressed. q is not extremal by Theorem 7.7.
Example 7.8
Even though q is primary and extremal, it is not necessary that q is compressed.
For example, in Example 4.8, if it were compressed, q(fa; b; c; dg) should be 1.
Example 7.9. Let S = fa; b; c; d; e; f; gg. Consider the m-submodular function q such
that q(fa; b; d; e; gg)= q(fb; c; d; e; fg)= q(fa; b; c; e; gg)= q(fa; c; d; e; fg)= 1 and
q(S)=− 2. Note that q is primary, uniform and compressed. q is not extremal by
Theorem 7.7.
Example 7.9
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