We show that to every recursive total continuous functional Φ there is a P CF -definable representative Ψ of Φ in the hierarchy of partial continuous functionals, where P CF is Plotkin's programming language for computable functionals. P CF -definable is equivalent to Kleene's S1 -S9-computable over the partial continuous functionals.
Introduction
In [6] Kleene extended the concept of computations to computations relative to objects of arbitrarily finite pure types. He defined the relation {e}(φ 1 , . . . , φ n ) ≈ k inductively using 9 clauses generally known as S1 − S9.
The functionals in Kleene's hierarchy are total, T p(0) is the set N of natural numbers, and T p(k + 1) will consist of all total functions φ : T p(k) → N. In [7] Kleene isolated some of these functionals as countable. φ : T p(k) → N is countable if the global action of φ on countable inputs can be coded in a countable way via the associates. Kleene showed that any functional S1 − S9-computable in countable functionals will itself be countable.
Simultanously and independently Kreisel [8] introduced the hierarchy of continuous functionals. The continuous functionals is a hierarchy (we restrict to the pure case here) {Ct(k)} k∈N where φ is in Ct(k + 1) if φ : Ct(k) → N in some continuous way. The main difference beteween Kleene's hierarchy and Kreisel's hierarchy is that Kleene's hierarchy is not extensional. If we take the hereditarily extensional collapse of the countable functionals we get the continuous functionals. From now on we will work with the extensional variant, i.e. the continuous functionals.
Both the original definitions had some ad hoc features, but experience has shown (via a number of characterisations) that the hierarchy constructed is the natural choice for a hierarchy of functionals of pure types where application is determined from finitary information.
For the rest of this introduction, we will use some concepts that will be made precise in the next section, see in particular Definition 4.
Ershov [4] characterised the continuous functionals as equivalence classes of hereditarily total objects in a hierarchy {P (σ)} σ type of partial continuous functionals. In essence he used domains to define the partial continuous functionals. With the now established theory of algebraic domains, or ScottErshov domains, see Stoltenberg-Hansen et al. [17] for a general introduction, it seems natural to use domain theory as the framework for constructing the continuous functionals. This approach is taken in Normann [14] , where S1 − S9 is also given. Berger [2, 3] use the smooth theory of domains to discuss the concept of totality in an abstract setting and to establish the Kreisel-Lacombe-Shoenfield theorem for higher types.
Plotkin [15] gave an alternative definition of higher type computability. He defined the typed programming language P CF and used the P -hierarchy of domains to give a denotational semantics for P CF .
The P CF -definable functionals of pure types will correspond to the functionals that are Kleene-computable over the hierarchy of partial continuous functionals. This has been observed by Bellantoni [1] and Berger [2] . The proof follows a line of argument developed by Platek and used in Moldestad [10] establishing the conection between Platek's notion of computability and Kleene's notion.
Kleene-computability over {Ct(k)} k∈N is weaker than being recursive. This was first proved by Tait [18] , who showed that the fan functional is not computable, and further explored in Hyland [5] and in Normann [12, 13] .
Kleene-computability is also known to be weaker than P CF -definability. Berger [2] showed that the fan functional is indeed P CF -definable. By a straightforward application of the recursion theorem, we can show that the functional Γ introduced by Gandy, see Hyland [5] , is again P CF -computable. Berger [2] conjectured that any recursive functional in Ct(k) is P CF -definable. The main result of this paper is that this conjecture is true.
It makes a great difference if we work with Ct(k) or with the hereditarily total functionals in P (k). Plotkin [15] showed that not every recursive partial functional is P CF -definable. However, he showed that every such functional is P CF -definable relative to a parallel, continuous OR-operator and a parallel, continuous ∃n-operator. Plotkin [16] discusses totality in connection with denotational and operational semantics. There he restates a stronger version of Berger's conjecture as a problem and shows several possible applications of a positive solution to his problem. Our main theorem answers his problem in the positive, as we we will show that for any total recursive functional there will be a total P CF -definable element below it. We will show this for pure types. Every mixed type is isomorphic to a retraction of a pure type, with primitive recursive projection-and inclusion maps. This is shown in detail in Moldestad [10] for total and partial objects using the same construction in the two cases. As a consequence, our results will hold for mixed types as well. In the final section we will show that the construction will work for the hereditarily effective functionals as well.
The Main Theorem
In this section we will give the basic definitions, state some standard facts from domain theory and state the main theorem. Any standard text, e.g. [17] , on domain theory can be used as background. We will consider an algebraic domain, or just a domain, to be the set of ideals in a set of partially ordered compacts closed under the least upper bounds of finite bounded sets, the ideals being ordered by inclusion, and we define our hierarchies in this setting.
Definition 1 a) Let P (0) be the flat domain N ⊥ = {⊥} ∪ N.
where the details of the definition are given below.
The compacts in P (0) will just be the domain elements, while the compacts in P (k + 1) will be given as sets {(σ 1 , a 1 ), . . . , (σ s , a s )} where σ 1 , . . . , σ s are compacts in P (k), a 1 , . . . , a s are numbers and a i = a j whenever {σ i , σ j } is bounded. We let P 0 (k) be the set of compacts in P (k). P 0 (k) will be ordered as follows:
1. We order P 0 (0) by ⊥ ⊑ ⊥, ⊥ ⊑ n and n ⊑ n for each n ∈ N.
2. In P 0 (k + 1) we let
The domain elements are given as ideals of compacts, and we identify a compact with the principal ideal generated from it. We organise {P (k)} k∈N to a typed hierarchy by defining application as follows: If α ∈ P (k + 1) and β ∈ P (k), we let α(β) = a if there is a compact τ in β such that the compact {(τ, a)} is in α. In this way {P (k)} k∈N is viewed as a hierarchy of partial, continuous functionals. We will call a pair (τ, a) a basic compact, and we will identify it with {(τ, a)}.
Definition 2 a) Let T (0) ⊆ P (0) be the set of natural numbers.
T (k) will be the set of hereditarily total objects in P (k). Longo and Moggi [9] showed that the relation
is an equivalence relation on T (k) and that each total object of type k + 1 respects this relation. By the Kleene-Kreisel density theorem this is also equivalent to {α, β} being bounded, or in other words, to α and β being consistent. This relation is further the same as hereditarily extentional equality. We will state the Kleene-Kreisel density theorem below.
Definition 3 Let {Ct(k)} k∈N be the typed hierarchy isomorphic to the set of equivalence classes in {T (k)} k∈N under the induced application operator.
It is easy to see that the compacts in P 0 (k) can be enumerated in such a way that all relevant relations and operations on compacts can be replaced by primitive recursive operations on the numbers. We will use this enumeration to define recursive sets of compacts and recursive enumerations of sets of compacts.
Definition 4 a)
If φ ∈ Ct(k), a representative for φ will be an element of T (k) in the corresponding equivalence-class.
b) φ ∈ Ct(k) is recursive if it has one representative that is recursively enumerable. Using generally accepted terminology we will also call φ ∈ P (k) recursive when the set of compacts is recursively enumerable. This concept has also been called Scott-computable.
The enumerations of elements in T (k) will to some extent correspond to Kleene associates. Our definition of recursive is equivalent to the classical one as a functional with a recursive associate. This is discussed in Normann [14] . It is also standard to view the recursively enumerable elements of an effective domain as the effective objects.
Then there is a P CF -definableΦ ⊑ Φ that is also in T (k).
The proof will be by induction on the type, and we will need a uniform, relativised version of this result as an induction hypothesis. This version is formulated as Theorem 2. The theorems are quite simple for types 1 and 2, and we might first prove those two simple cases and then give the general argument. We will, however, prove the theorem up to type three, cases where the main idea behind the basic algorithm is more transparent. We will then face the extra problems we have to deal with for arbitrary types. Finally, we will show that our construction also works in the case of the hereditarily effective functionals.
We will use the Kleene-Kreisel density theorem, which can be stated as follows in our setting:
From any of the standard proofs of the density theorem, we can find an enumeration of the compacts in E(σ) primitive recursive uniformly in σ. Kleene even shows that E(σ) represents a primitive recursive functional in Ct(k). It is however not correct that E(σ) can be chosen to be primitive recursive, or even P CF -definable, in P (k). We will give an example below.
Type ≤ 3
Let us first briefly discuss the proof of the main theorem for types 1 and 2, using well known arguments.
If f ∈ T (1) is recursive, f is technically given as a recursively enumerated sequence {(s n , a n )} n∈N where f (s n ) = a n for all n. In order to compute f (x) from this sequence we just search for the least n with s n = x, and then let a n be the output. This is of course P CF -definable.
If F ∈ T (2) is recursive, then F is technically given as a recursively enumerated sequence {(σ n , a n )} n∈N such that
Each σ n will in turn be a finite set of pairs (s, b). We computeF (f ) by searching for the least n such that
and then let F (f ) = a n . Also in this case it is easy to see that this algorithm can be realised in P CF , thatF is total and also thatF ⊑ F . This establishes Theorem 1 for types 1 and 2.
By the way, we cannot expect to get equality betweenF and F . Plotkin [15] showed that there are compacts in P 0 (2) that are not P CFdefinable. There are even compacts that cannot be extended to any P CFdefinable object of type 2. This is well known, but for the sake of completeness we offer an example:
Example 1 Let π 1 , π 2 and π 3 be three pairwise inconsistent compacts of type 1, π 1 = {(1, 1), (2, 2)}, π 2 = {(2, 1), (3, 2)} and π 3 = {(3, 1), (1, 2)}. Let δ = {(π 1 , 1), (π 2 , 2), (π 3 , 3)}. Let F be a total, recursive functional of type 2 consistent with δ. For any f , the computation of F (f ) can be seen as a sequential process, where we at a first stage independently of f ask "What is f (x)?" This in particular means that if (π, c) is a basic compact in F, then π(x) must be in N. Thus F cannot extend δ, because the intersection of the domains of π 1 , π 2 and π 3 is empty.
For the rest of this section, let Φ ∈ T (3) be recursive. Φ is then given as a recursively enumerated sequence {(σ n , a n )} n∈N of basic compacts, where for all partial functionals F of type 2 we have that
Each σ n will in turn be a finite set of pairs (τ, b) where each τ is a finite partial function of type 1, and b ∈ N.
Let {r i } i∈N be a primitive recursive enumeration of the total functions of type 1 that equals 0 for all but finitely many arguments.
Let τ r i be the function that equals τ where τ is defined and equals r i elsewhere. At this stage we must be aware that all τ 's will be given via e.g. their sequence numbers, and not via some algorithm we cannot decide termination of. All compacts used as inputs in our algorithms will be given via their numbers in some effective numbering of all compacts of the domains. In this particular construction it means that the distinction 'τ (n) is defined or not' is not a dubious distinction from a computational point of view. We will, however use computed values of the index i. r ⊥ will then be the totaly undefined function, and τ r ⊥ = τ will then be seen as a partial computable finite function. {τ r i } i∈N will be a dense set of total extensions of τ .
Strategy
Let F ∈ P (2) be given. To each n we will search for evidence for one of two possible facts:
1. σ n and F are inconsistent.
2. Φ(F ) = a n .
If F ∈ T (2), at least one of 1. or 2. will hold, the problem is to secure evidence for one of them in a computable way. If we find some i, and some (τ, b) ∈ σ n such that F (τ r i ) = b, we have evidence to 1. If we have F (τ r ⊥ ) = b for all (τ, b) ∈ σ n , we have evidence for 2., because then σ n ⊑ F . The important observation is that if we find some m > n such that a n = a m and we can verify that Φ(F ) = a m , we also have evidence for 2.
We now define two operators Ψ and φ via simultaneous algorithms.
Both operators will take arguments from N ⊥ × P (2) and produce values in N ⊥ .
It will be clear that our informal algorithms can be turned into a genuine P CF -definition or realised as a Kleene-computation over the partial continuous functionals.
Algorithm for Ψ(n, F ):
Compute F (τ r φ(n,F ) ) for all (τ, b) ∈ σ n . If for one such (τ, b) we find that F (τ r φ(n,F ) ) = b, we let Ψ(n, F ) = Ψ(n + 1, F ). Otherwise we let Ψ(n, F ) = a n .
Algorithm for φ(n, F ) Search for the least m such that either
In the first case, let φ(n, F ) = m. In the second case, let φ(n, F ) = m if a n = a m . If a n = a m , search for the least m ′ > m such that F (τ r m ′ ) = b for some (τ, b) ∈ σ n , and let φ(n, F ) = m ′ .
Lemma 1 Ψ and φ described above are P CF -definable.
Proof
We can define Ψ and φ simultaneously using the fixpoint-operator, the µ-operator, function application and test of equality over the natural numbers.
All the ingredients in the definition can be formalised within P CF .
Lemma 2 Let F ∈ T (2) and let n 0 be such that σ n 0 ⊑ F .
1. For all n ≤ n 0 we have that Ψ(n, F ) = Φ(F ).
2. For all n < n 0 we have that φ(n, F ) terminates.
We will use reversed induction. For n = n 0 we have that Φ(F ) = a n since σ n ⊑ F . For the same reason we have that F (τ r ⊥ ) = b for all (τ, b) ∈ σ n . Thus our algorithm for Ψ tells us that Ψ(n 0 , F ) = a n 0 (= Φ(F )).
This establishes 1. for n 0 , and we claim nothing under 2. Now let n < n 0 and assume that the lemma holds for all m with n < m ≤ n 0 . We first show that the search for m in the algorithm for φ(n, F ) will terminate. By the induction hypothesis, part 2., the test in the search for m in the algorithm for φ(n, F ) will terminate for all m < n 0 . As in the induction start, the test will terminate (if the search goes that far) for m = n 0 , and at least for m = n 0 we will have that F (τ r φ(m,F ) ) = b for all (τ, b) ∈ σ m . Thus the search for m will terminate. Now there are three cases:
∈ σ m and a m = a n . We then have φ(n, F ) = m so Ψ(n, F ) = a n . We also have Ψ(m, F ) = a m = Φ(F ) by construction and by the induction hypothesis. Thus Ψ(n, F ) = Φ(F ) also in this case.
Then a n = Φ(F ), so σ n is inconsistent with F . Then the search for m ′ will terminate, φ(n, F ) = m ′ , and by the algorithm, Ψ(n, F ) = Ψ(n + 1, F ) = Φ(F ).
This ends the proof of the lemma. Now, letΦ(F ) = Ψ(0, F ). Lemma 2 will imply thatΦ is total and equivalent to Φ.
Lemma 3 Let F ∈ P (2) and assume that Ψ(n, F ) terminates. Then for some n 0 ≥ n we have that σ n 0 ⊑ F and that Ψ(n, F ) = a n 0 .
We can use induction on the length of the process leading to Ψ(n, F ), where we will consider all computations of F (τ r m ) as one-step computations. There are three possibilities:
1. σ n ⊑ F . Then the lemma holds trivially with n 0 = n.
2. Ψ(n, F ) = Ψ(n + 1, F ) with a shorter computation of Ψ(n + 1, F ). We may then use the induction hypothesis on the computation of Ψ(n + 1, F ).
3. Ψ(n, F ) = a n and we are forced to compute φ(n, F ) (which we are when σ n ⊑ F ). But then we will have to compute φ(n 1 , F ) for some n 1 > n in such a way that either σ n 1 ⊑ F or we are forced to compute a φ(n 2 , F ) in such a way that . . ., and so on until we reach a termination point with a σ n k ⊑ F and a n 1 = a n 2 = . . . = a n k . Then we let σ 0 = σ n k and the lemma is proved.
This lemma shows thatΦ ⊑ Φ, and the main theorem is proved for type 3.
The general case
The proof in type 3 does not immediately adjust to the situation of higher types. The problem is that for Φ of type 3 we could work with a uniformly computable dense set {τ r i } i∈N of extensions of a compact τ of type 1. In the general case, τ will be of type k − 2 and may not have any computable extension, see Example 1. In this section we will see how we can get around this obstacle such that we can use an analogue algorithm as for type 3 in the general case.
The construction in section 3 can be seen as the construction of a uniform algorithm for computingΦ from an enumeration of the basic compacts in Φ. We will use the fact that there is such a uniform algorithm at type k − 2 in order to prove the Main Theorem for type k.
The Main Theorem will be a consequence of the more general Theorem 2 Let k > 0 and let Φ ∈ P (k). Let {(σ n , a n )} n∈N be an enumeration of the basic compacts in Φ. Then uniformly P CF -definable in {(σ n , a n )} n∈N there is aΦ ⊑ Φ such that if Φ ∈ T (k) thenΦ ∈ T (k).
Proof
The proofs used for k = 1, k = 2 and k = 3 can be used to prove Theorem 2 for these cases as well. We will assume that k > 3 and that the theorem holds for k − 2. Let {(π i , c i )} i∈N be a fixed enumeration of all basic compacts of type k −2, based on a standard sequence numbering. This enumeration is effective in the sense that there is a recursive function f such that f (n) is the standard number code for the pair (π n , c n ). Then each compact τ ∈ P 0 (k − 2) has a unique finite enumeration τ = { (π i 0 , c io ) , . . . , (π i l , c i l )} where i 0 , . . . , i l is an increasing sequence. From now on in this proof we will let τ denote an arbitrary element of P 0 (k − 2). The enumeration {(π i , c i )} i∈N will also induce an enumeration of each g ∈ P (k − 2), namely listing the basic compacts in g in strictly increasing order relative to {(π i , c i )} i∈N . This enumeration will not neccessarily be effective even when g is recursive.
If g ∈ T (k − 2), letĝ ⊑ g be the functional constructed from this enumeration. Here we use the induction hypothesis. Similarily, if τ ∈ P 0 (k − 2) we letτ be the partial functional in P (k − 2) obtained from the enumeration of τ described above.τ is P CF -definable uniformly in (an index for) τ . Our construction will secure thatτ ⊑ τ , and we will let this be a part of our induction hypothesis. In the case of k = 3 we will have thatτ = τ .
Let {ξ τ,i } i∈N be a primitive recursive indexed family of enumerations of basic compacts of type k − 2 such that 1. For all τ and i, ξ τ,i extends the enumeration of τ .
2. For all τ and i, ξ τ,i enumerates the basic compacts in an element of
3. For all τ , {ξ τ,i } i∈N is dense in the set of all enumerations of elements in T (k − 2) extending the given enumeration of τ .
The existence of {ξ τ,i } i∈N uniformly primitive recursive in τ is a consequence of the Kleene-Kreisel density theorem.
Claim 1
If σ ∈ P 0 (k − 1), F ∈ P (k − 1) and F (τ ) = b for all (τ, b) ∈ σ, then σ is consistent with F .
Proof
Assume not. Then there is a (τ, b) ∈ σ and a g ∈ P (k − 2) with τ ⊑ g and with
Choose an enumeration of the basic compacts in g extending the fixed enumeration of τ . By the induction hypothesis, let f ⊑ g be constructed from this enumeration. Then f extendsτ so F (f ) = b, contradicting that f ⊑ g.
Claim 2
If F ∈ T (k − 1) and Φ ∈ T (k), there is an n ∈ N such that F (τ ) = b for all
We first show thatF is consistent: Let (τ 1 , b 1 ) and (τ 2 , b 2 ) be inF where τ 1 and τ 2 are consistent. Choose τ
Let g be total extending τ 1 ⊔ τ 2 and choose two enumerations of the basic compacts in g, one extending the fixed enumeraton of τ ′ 1 , the other extending the enumeration of τ ′ 2 . Let f 1 and f 2 be the total objects bounded by g obtained from the two enumerations of g. f 1 and f 2 will be equivalent, so
Now, let g ∈ T (k − 2). Then by the induction hypothesis,ĝ ∈ T (k − 2) so
There will be a compact τ ⊑ g such that the enumeration of τ is an initial segment of the enumeration of g and such that F (τ ) = b. We then have that (τ, b) ∈F . This argument shows thatF is total and equivalent to F .
Then there is a σ ⊑F and an a ∈ N such that Φ(σ) = a, i.e. (σ, a) is a basic
By construction ofF there are τ
is also a basic compact in Φ, and is of the form (σ n , a n ) for some n ∈ N. This ends the proof of the claim.
We are now ready to do the induction step. With some change of notation we may use the same proof as in the case of type 3. We replace τ r i byξ τ,i , where we mean the functional in T (k − 2) computed from the enumeration ξ τ,i .
The next change is to use a σ n 0 satisfying Claim 2 in showing that the algorithm terminates for all total F when Φ is total.
We end the proof by showing that
We have thatΦ(F ) = Ψ(0, F ), so it is sufficient to show that
We then have σ ⊑σ. By the argument of section 3 we get
But σ n ⊑σ n sinceτ n,j ⊑ τ n,j so σ n ⊑ F . It follows that Φ(F ) = ⊥, and the proof is complete. This argument of course holds for partial enumerations as well, so the additionτ ⊑ τ in the induction hypothesis is preserved. This ends the proof of Theorem 2.
The hereditarily effective functionals
As an alternative to using complete domains as a basis for the semantics of programs one may use domain-like structures where we only consider the effective ideals. This is standard but leads to an alternative notion of totality; the hereditarily effective functionals.
Definition 5 Let R(0) = N. Let R(k+1) = {Φ ∈ P (k+1) | Φ is recursive and Φ(F ) ∈ N for all F ∈ R(k)}.
Lemma 4 Let Φ ∈ R(k).
Then there is a Φ ′ ⊑ Φ in R(k) such that the set of compacts in Φ ′ is recursive (and not just r.e.).
Proof
The lemma is trivial for k ≤ 1, so let k ≥ 2. Let {(σ n , a n )} n∈N be a recursive enumeration of the basic compacts in Φ, and let {f n } n∈N be a recursive enumeration of a dense set in R(k − 2). Let (σ, a) ∈ Φ ′ ⇔ ∃n(σ n ⊑ σ ∧ a = a n ∧ ∀i ≤ n σ(f i ) terminates).
For any σ ∈ P 0 (k − 1), either σ is total or σ(f n ) is undefined for some n. In order to decide if (σ, a) ∈ Φ ′ we then search for the least n such that either σ n ⊑ σ or σ(f n ) is undefined, and we can then decide if (σ, a) ∈ Φ ′ . It is easy to see that the set of basic compacts in Φ ′ is closed downwards. It is also easy to see that Φ ′ is total on effective objects. This ends the proof of the lemma.
Theorem 3 If Φ ∈ R(k) andΦ is constructed as in the proof of Theorem 2, thenΦ ∈ R(k).
The proof of Theorem 2 can be used directly for k ≤ 3, and for k > 3 we only need to modify the proof of Claim 2, showing thatF ∈ R(k − 1) when F ∈ R(k − 1). So let g ∈ R(k − 2). By Lemma 4, let g ′ ⊑ g be in R(k − 2) such that the set of basic compacts in g ′ is recursive. Then the fixed enumeration of the basic compacts in g ′ will be recursive. By the induction hypothesis we find a compact τ ′ ⊑ g ′ such that the fixed enumeration of τ ′ is an initial segment of the fixed enumeration of g ′ , and such that F (τ ′ ) terminates. Let τ ⊑ g be such that τ ′ ⊑ τ . ThenF (τ ) terminates, and we have shown thatF is total. With this modification, our proof of Theorem 2 is also a proof of Theorem 3.
Plotkin [16] discuss various notions of totality in connection with P CF . Theorems 1 and 3 are stated as hypotheses in [16] . He suggests several applications that will relate notions of totality in various semantics for P CF , both operational and denotational. We refer to [16] for a further discussion of applications of our theorems.
