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Abstract—ICmetrics is a new approach that exploits the 
characteristic and behaviour of an embedded system to obtain 
a collection of properties and features, which aims to uniquely 
identify and secure an embedded system based on its own 
behavioural identity. In this paper, an algorithm based on a 
self-organising map (SOM) neural network is proposed to 
extract and analyse the features derived from a processor’s 
performance profile (i.e. average cycles per instruction (CPI)), 
where the extracted features are used to help finding the main 
behaviours of the system. The proposed algorithm has been 
tested with different programs selected from the MiBench 
benchmark suite, and the results achieved show that it can 
successfully segment each program into different main phases 
based on the unique extracted features, which confirms its 
utility for the ICmetrics technology. 
Keywords- ICmetrics; signal processing; feature extraction; 
embedded systems; self-organizing map (SOM); 
I.  INTRODUCTION  
The rapid growth of digital systems has transformed the 
way we create, destroy, share, process and manage 
information, which bring benefits in a number of embedded 
consumer applications and communication systems [1]. 
However, this has also paved the way for fraud and other 
related crimes, which make imperative the need for highly 
secure embedded systems [2]. Ensuring the identity and 
authenticity of electronic digital systems is therefore critical 
for enabling secure communications in embedded 
applications. 
Compromised access to confidential data is growing due 
to much personal data is increasingly held by medical, legal 
and law enforcement agencies and normally access remotely 
through a broad spectrum of mobile and networked devices 
[3]. Such uses make it vital to increase overall dependability, 
integrity and robust security of an embedded system, which 
motivates researchers to searching the solutions for these 
problems. Generally, an embedded system consists of two 
main parts: hardware and software. There are some 
techniques called Physical Unclonable Functions (PUF) [4] 
or hardware intrinsic security [5] focus on the hardware 
security, where the manufacturing process variation is used 
to identify the integrated circuits. However, they are limited 
by environmental instability, and the need to repeatedly 
power cycle to gain several samples. On the other hand, there 
are also many approaches for detecting software failure, 
tampering and malicious exploitation of embedded systems 
[1, 6], the common disadvantage of these approach are 
require store the sensitive data in the system as the template, 
which may weaken system's safety. 
In order to search a better solution for the above 
problems, a new concept termed ICmetrics (Integrated 
Circuit metrics) is introduced. The concept is similar to 
biometrics where human properties and features are 
characterised to create a uniquely identifying metric value 
[7]. ICmetrics exploits the structure and behaviour of an 
embedded system, and obtain a collection of properties and 
features to identify the system. In principle, an ICmetric 
generated from a networked embedded system’s unique 
behaviour will enable similar applications to generate unique 
encryption key to secure communications and stored data 
[8]. In addition, it provides the additional advantage that no 
user data is required, which is essential for applications that 
is no direct interaction with human operators.  The ICmetrics 
only rely on the properties and features of the system, which 
means the system identifier (i.e. basic number or encryption 
key) can be regenerated on demand and no need to locally 
store it. A significant change in the system’s operation or the 
readings from its sensors that will cause the system’s 
properties and features to change, the system identifier will 
be changed as well. Therefore, the ICmetrics could improve 
both security and dependability based on exploitation of the 
system’s unique behaviour. 
In order to realise the ICmetrics concept for a practical 
application, many challenges must be overcome. In the our 
previous works [9] and [10], we aimed to explore the 
possibility of applying the ICmetrics technology to generate 
stable encryption keys based on characteristics derived from 
embedded systems’ operation. The program counter (PC) of 
a processor core was used as a source for ICmetrics features, 
where full PC profiles were statistically analysed to find the 
distinct values from different programs. The achieved results 
showed that independent values of the PC cannot always 
give unique values that can be used to identify hardware 
devices. Therefore, the PC should be combined with other 
measurements extracted from electronic devices’ operation 
as the ICmetrics feature. Investigation of the other suitable 
features for ICmetrics that is becomes the key task of current 
research. 
In this paper, we present an algorithm based on analyses 
of a processor’s performance profile (i.e. average cycles per 
instruction (CPI)) to segment the running program into 
different main behaviours or phases. The algorithm utilises a 
self-organising map (SOM) to cluster the samples of average 
CPI into different categories, and then the post-processing 
module groups them to into different phases. Based on the 
segmentation results, the detailed features of the running 
program can be further extracted, which can be served as one 
of ICmetrics feature to distinguish the embedded systems. 
The proposed algorithm has been successfully implemented 
in MATLAB as a proof of concept prior to hardware 
implementation. Results achieved show that the proposed 
algorithm can successfully extract and segment each 
program’s main behaviours based on their unique 
characteristics. The used programs are chosen from the 
automotive package of the MiBench suite of benchmark 
algorithms [11]. 
The rest of paper is organised as follows. The proposed 
algorithm is introduced in Section 2. The experimental setup 
and the implementation results are discussed in Section 3. 
Finally, the conclusions are presented in Section 4. 
II. PROPOSED ALGORITHM 
The PC value was explored as an ICmetrics feature in our 
previous studies [9] and [10], but only separated PC values 
were statistically analysed, which are unable to provide 
enough information about devices’ behaviour. Contrary to 
that, we observe that PC is a good source derived from high 
level program. Since the way a program’s execution changes 
over time is not totally random, it often can be divided into 
repeating behaviours or phases [12]. Loops, conditional 
branches and data transfer all can be observed in the PC 
profile. More importantly, the overview of PC flow can show 
the unique shape or skeleton of a program. Therefore, it is 
possible to find distinctive characteristics of devices’ 
behaviour by analysing these unique shapes. Fig. 1 shows an 
example of a program’s PC profile. 
 
Figure 1.  An example of a program’s PC profile. 
The program used in Fig. 1 is angle conversion, which is 
selected from the automotive package of the MiBench suite 
of benchmark algorithms [11]. The angle conversion 
program is mainly used to perform two tasks: degree to 
radian and radian to degree angle conversions. As can be 
seen from Fig. 1, the characteristics of degree to radian and 
radian to degree functions have a clear boundary. However, 
in order to automatically detect this boundary, approximately 
6.5×10
5
 instructions in the angle conversion’s PC profile 
need to be analysed, which has the potential to degrade 
embedded system performance. In order to solve this 
problem, an alternative solution is proposed to localise the 
boundary of each main function. 
A. System Performance Profile 
A typical system performance can be CPI [13], which 
indicates the complexity of instructions executed within a 
particular period time. For example, a Branch or Jump 
instructions are normally need multiple clock cycles to be 
executed by processor, which also indicates function calls 
are initiated. The average CPI of a processor can be 
calculated as given in [13]: 
 max
T f
CPI
I

   (1) 
where I is the total number of instructions, T is time 
consumption while executing the total number of 
instructions, and 
maxf is the maximum clock frequency of a 
processor.  
The average CPI diagram for every 10,000 instructions of 
angle conversion program is shown in Fig. 2. 
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Figure 2.  The CPI diagram of angle conversion. 
As can be seen from Fig. 2, the CPI diagram of angle 
conversion program comprises the same two main phases as 
the PC profile in Fig. 1. However, the number of samples 
needed to be analysed is reduced to approximately 63, which 
has significantly less data size compared to directly 
analysing the PC profile. 
The main idea behind the proposed algorithm is trying to 
automatically segment the major phases from the CPI 
diagram, and then transform the localised positions from the 
CPI domain to the PC domain using Equation (1), which 
would make it possible to extract information about any 
change in program’s behaviour. After finding the local 
identification information from the major program phases, 
this information can be used to generate a unique identifier 
for the embedded system. 
B. CPI Clustering 
In order to segment the major characteristics from the 
CPI diagram, a SOM based neural network clustering tool is 
introduced to group the CPI data by similarity. In addition, a 
pre-processing and a post-processing module are also 
proposed to smooth and further merge the CPI data 
respectively.  
1) Pre-processing Module 
The original CPI diagrams normally consist of a set of 
high variation peak values at some certain points which 
indicate the boundaries of the major characteristics of the 
program. On the contrary, the rest of data values in the CPI 
diagram generally comprise a set of relatively low variation 
values. Therefore, once the low variation values are grouped 
together, the rest of data values define the boundaries of the 
major characteristics of the program. In order to effectively 
use the SOM based neural network clustering tool to group 
the data values, a pre-processing module is applied to smooth 
the data values, which reduces variances locally in the CPI 
diagram. 
The pre-processing module consists of a mean filter is 
used to calculate the average value inside a 1×w rectangular 
window. Suppose that ( )f x  denotes the CPI value at 
position x which is always the centre point of a rectangular 
window B with size 1×w. The window mean value 
( )meanf x is calculated by (2): 
 
( )
( ) x Bmean
f x
f x
w


  (2) 
In the proposed algorithm, the higher the value of w the 
smoother is the CPI result, but high w value means more 
computations and may remove the peak values at the 
boundaries. Thus, the value of w is set to minima ‘3’ in order 
to minimise the effects on the peak values at the boundaries. 
Fig. 3 shows the resulting diagram after applying the pre-
processing module on the original CPI diagram. 
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Figure 3.  Resulting CPI diagram after applying the per-processing 
module. 
As can be seen from Fig. 3, the curve of the resulting CPI 
diagram has been significantly smoothed by the pre-
processing module, but the main peak values at the 
boundaries are still intact. The next step is to apply the SOM 
based neural network to cluster these data. 
2) SOM Module 
SOM is a type of Artificial Neural Network (ANN) that 
is trained using unsupervised learning algorithm, which 
learns to classify the input vectors into different categories 
according to how they can be grouped in the input space 
[14]. 
For proposed algorithm, the input vector of SOM is the 
smoothed averaged CPI value. The neurons inside SOM 
competitive layer are organised in hexagonal topology, and 
the total number of used neurons is ‘9’. The weights of each 
neuron are initialised randomly, and each weight is changed 
along with the training process, and moves to the average 
position of all of the input vectors for which it is a winner or 
in the neighbourhood of a winner.  
During the training process, the SOM neural network 
tries to cluster the input values into 9 categories and maps 
them into the corresponding neurons. Fig. 4 shows clustered 
averaged CPI diagram when applying the trained SOM 
neural network on the smoothed average CPI diagram. 
A
v
er
a
g
e 
C
P
I
Samples of Average CPI  
Figure 4.  Clustered CPI diagram. 
In Fig. 4, similar CPI values are clustered in the same 
categories, and marked with the same symbols. As evident 
from Fig. 4, most of the major phases from the averaged CPI 
diagram have been marked with the same symbols, however, 
there are still some samples have not been grouped in the 
corresponding category sets. Therefore, a post-processing 
module is introduced to further merge the samples into the 
major group. 
3) Post-processing Module 
The post-processing module is a stage to merge the 
discrete minor clusters into few major clusters that can 
correct the positions of major clusters obtained from the 
SOM. 
Let l and c denote the total number of averaged CPI 
samples and clustered categories respectively, which will 
result in the outputs of the SOM neural network generating a 
matrix R with size c×l: 
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The elements in R are either ‘0’ or ‘1’. A value of ‘1’ for 
all elements within the same row vector indicates that they 
belong to the same category, and their column index is the 
location where the sample is in the smoothed averaged CPI 
diagram. 
Let vector 
i
p  consists of the column indices of the 
elements ‘1’ at row i from R with size of m. The differences 
between adjacent elements of the vector 
i
p  are calculated to 
form vector di.  
A scan process is firstly carried out to mark the elements 
in di one by one, where every element is masked either peak 
or off-peak element based on threshold t, and then, the 
positions of the peak element form vector
i
p . All the 
elements in 
i
p  are analysed in order to find the suitable 
candidate positions 
sL  and eL  for the major cluster in 
category i. The flow chart of this analysis is shown in Fig. 5. 
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Figure 5.  Flow chart of major group localisation. 
In Fig. 5, the obtained positions of major cluster may 
consist of more than one set of candidates. An extra process 
is proposed to further check whether the candidates belong to 
the same major cluster. The distances between the adjacent 
candidate sets are calculated and if the adjacent candidate 
sets have close distance, then they will be merged together. 
Fig. 6 shows the calculated positions of the major clusters. 
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Figure 6.  Calculated positions of the major groups. 
After obtaining the positions of major clusters in CPI 
diagram, according to (1), the corresponding positions in PC 
profile can be also calculated. 
III. EXPERIMENTAL SETUP AND IMPLEMENTATION RESULTS 
A. Experimental Setup 
For the proposed work, we have employed an embedded 
system based on a STMicroelectronics STM32F207IG 
microcontroller equipped with an ARM 32-bit Cortex-M3 
processor [15]. A combination of KEIL µVision IDE [16] 
and ULINKpro Debug and Trace Unit  is used to download 
the program and trace the instructions executed in the 
microcontroller, where high-Speed data and instruction trace 
are streamed directly to the host computer allowing off-line 
analysis of the program behaviour [16]. 
Five programs from the automotive package of the 
MIBench suite of benchmark algorithms [11] are selected: 
angle conversion (AC); bit count (BC); cubic function (CF); 
random numbers (RN); and square roots (SR). The five 
programs are mixed together with 6 different combinations 
to simulate six behaviours that resulted in an embedded 
system and are listed in Table I. 
TABLE I.  COMBINATIONS OF THE PROGRAMS 
Devices 
Original benchmark algorithms 
AC BC CF RN SR 
Behaviour 1 1a 1 1 1 1 
Behaviour 2 2 1 1 1 1 
Behaviour 3 1 2 1 1 1 
Behaviour 4 1 1 2 1 1 
Behaviour 5 1 1 1 2 1 
Behaviour 6 1 1 1 1 2 
a. Means the number of times a program is executed.  
In Table I, the device is firstly running AC, BC, CR, RN, 
and SR only once, namely: ‘Behaviour 1’. The device is 
secondly the same programs, but running AC twice, namely: 
‘Behaviour 2’. Following the same principle, we get six 
different behaviours in total. In general, the six behaviours 
are quite similar: the only difference is each behaviour has 
only one program that is executed twice, which significantly 
increases the difficulty to find the differences from the large 
number of executed instructions. 
B. Implementation Results 
The six mixed programs are downloaded and executed 
separately in STM32F207IG microcontroller. While running 
each program, the full executed instruction profile is traced 
and delivered in real-time to the host computer via 
ULINKpro Debug and Trace Unit. The µVision IDE exports 
the trace data to the hard disk for off-line analysis. For the 
proposed work, only PC and time information of each 
instruction are recorded in the profile, which are used to 
generate PC and CPI diagrams. 
According to the equation (1), average CPI value is 
decided by T, f and I. Since the running frequency of the 
used microcontroller is 120 MHz, and the number of 
instructions per interval is set to 10,000, it essentially means 
that each point on the CPI diagram represents the average 
CPI value taken over 10,000 instructions of execution. The 
time consumption while executing 10,000 instructions is 
recorded in the tracing profile. 
The proposed algorithm was successfully implemented in 
MATLAB, and tested using the six traced profiles mentioned 
in the previous section. The Behaviour 1 in Table I is used to 
simulate the normal status of the device. Smoothed Averaged 
CPI samples are firstly calculated in the pre-processing 
module, and then the averaged CPI samples of the 
‘Behaviour 1’ are used to train the SOM neural network. 
After training, the neural network is applied to cluster them 
into 9 categories. At the end of process, the positions of 
major clusters in CPI diagram are obtained by the post-
processing module. The rest of behaviours in Table I are 
used for testing, where the same procedures and trained 
SOM neural network are applied.  
In Fig. 7, the major phases in average CPI profile have 
been marked with different colours using the positions that 
are obtained from the testing. By comparing the segmented 
results of the ‘Behaviour 1’ and the rest of behaviours, it is 
evident that the parameters of the major phases in the 
‘Behaviour 1’ have significant differences from the others. 
For example, the size and number of each phase are varied in 
CPI profile, sequentially, if applying the phase locations to 
PC profile (e.g. Fig. 1), detailed features of the phase can be 
further analysed. By using these rough-to-fine features, a 
change in the system’s operation could be detected. 
IV. CONCLUSION 
In this paper, an algorithm based on the analysis of a 
processor’s performance profile is proposed to segment a 
program into different phases based on their major 
behaviours from embedded systems’ operation. A pre-
processing and a post-processing module are combined with 
a SOM to cluster the samples of CPI into different groups, 
and then these positions of each segmented group can be 
further used to find the main behaviours of each program. 
The proposed algorithm has been successfully implemented 
in MATLAB as a proof of concept prior to hardware 
implementation. Results achieved show that the proposed 
algorithm can successfully extract features from the 
processor’s performance profile, based on the segmented 
results, a unique ICmetric identification information can be 
generated, which can be used to detect any unusual changes 
in an embedded system.  
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Figure 7.  The results of average CPI segmentation. (a) Behaviour 1. (b) Behaviour 2. (c) Behaviour 3. (d) Behaviour 4. (e) Behaviour 5. (f) Behaviour 6. 
