Although gamma frequency oscillations are common in the brain, their functional contributions to neural computation are not understood. Here we report in vitro electrophysiological recordings to evaluate how noisy gamma frequency oscillatory input interacts with the overall activation level of a neuron to determine the precise timing of its action potentials. The experiments were designed to evaluate spike synchrony in a neural circuit architecture in which a population of neurons receives a common noisy gamma oscillatory synaptic drive while the firing rate of each individual neuron is determined by a slowly varying independent input. We demonstrate that similarity of firing rate is a major determinant of synchrony under common noisy oscillatory input: Near coincidence of spikes at similar rates gives way to substantial desynchronization at larger firing rate differences. Analysis of this rate-specific synchrony phenomenon reveals distinct spike timing ''fingerprints'' at different firing rates that emerge through a combination of phase shifting and abrupt changes in spike patterns. We further demonstrate that rate-specific synchrony permits robust detection of rate similarity in a population of neurons through synchronous activation of a postsynaptic neuron, supporting the biological plausibility of a Many Are Equal computation. Our results reveal that spatially coherent noisy oscillations, which are common throughout the brain, can generate previously unknown relationships among neural rate codes, noisy interspike intervals, and precise spike synchrony codes. All of these can coexist in a self-consistent manner because of rate-specific synchrony.
Although gamma frequency oscillations are common in the brain, their functional contributions to neural computation are not understood. Here we report in vitro electrophysiological recordings to evaluate how noisy gamma frequency oscillatory input interacts with the overall activation level of a neuron to determine the precise timing of its action potentials. The experiments were designed to evaluate spike synchrony in a neural circuit architecture in which a population of neurons receives a common noisy gamma oscillatory synaptic drive while the firing rate of each individual neuron is determined by a slowly varying independent input. We demonstrate that similarity of firing rate is a major determinant of synchrony under common noisy oscillatory input: Near coincidence of spikes at similar rates gives way to substantial desynchronization at larger firing rate differences. Analysis of this rate-specific synchrony phenomenon reveals distinct spike timing ''fingerprints'' at different firing rates that emerge through a combination of phase shifting and abrupt changes in spike patterns. We further demonstrate that rate-specific synchrony permits robust detection of rate similarity in a population of neurons through synchronous activation of a postsynaptic neuron, supporting the biological plausibility of a Many Are Equal computation. Our results reveal that spatially coherent noisy oscillations, which are common throughout the brain, can generate previously unknown relationships among neural rate codes, noisy interspike intervals, and precise spike synchrony codes. All of these can coexist in a self-consistent manner because of rate-specific synchrony.
gamma oscillations ͉ neural code ͉ neural computation G amma oscillations are observed in field potential recordings from many brain areas (1) (2) (3) (4) . These oscillations are typically noisy, exhibiting fluctuations in amplitude and a broad frequency distribution. In vitro experiments using cortical brain slices (5) have demonstrated that gamma oscillations can be produced by sustained activation of networks of inhibitory neurons, which in turn produce highly correlated rhythmic membrane potential oscillations in the local population of pyramidal cells (6) . This raises the general question of what role common noisy oscillatory synaptic inputs might play in producing synchronous action potentials across a population of neurons with differing mean firing rates. In the presence of correlated noisy gamma, neurons with the same mean firing rate would be expected to produce highly correlated spike trains (7) . But what is the level of synchrony that will result when the mean firing rates are different? These correlations would be functionally important because relative spike timing on the millisecond time scale influences synaptic activation of postsynaptic targets (8, 9) , timing-dependent short-term synaptic plasticity (10, 11) , and pattern recognition (12) .
Previous work has shown that weakly correlated noisy input to a pair of neurons produces an output correlation proportional to the geometric mean of their firing rates (13) . In contrast, we are interested in the opposite regime of highly correlated common noisy input. This regime is more appropriate to the synaptic drive expected from gamma-producing inhibitory networks; it also is suggested from in vivo paired intracellular recordings (14) .
To explore the relationship among common oscillatory drive, firing rate, and spike synchrony, we developed a network model (Fig. 1a) in which the average firing rate of each neuron is independently set by a constant input current, whereas spike timing is modulated by a common noisy oscillatory current. We studied this system experimentally by presenting a large sequence of stimulus epochs to an individual neuron in a cortical brain slice. The constant current levels used in the sequence of epochs were chosen to produce a broad range of mean firing rates, whereas the amplitude and time course of the noisy oscillatory current component was unchanged (frozen noise). We then analyzed spike synchrony for all epoch pairs by numerically simulating synaptic inputs to a postsynaptic coincidence detector read-out neuron with the timing of the inputs determined from the spike times from the two recorded spike trains. In separate analyses, epochs recorded with one neuron also were compared with those of another neuron recorded in a different session.
Our analyses reveal that the amount of synchrony between two neurons is strongly dependent on their relative mean firing rates, an effect we call rate-specific synchrony. The computational significance of rate-specific synchrony is that the common noisy gamma oscillation encrypts the different activation levels of a population of neurons into a set of distinct neural codes. Each subgroup of neurons with a similar level of activation has a unique fingerprint of action potential timing that can be detected and used for pattern recognition or synaptic plasticity.
Results
Whole-cell patch recordings from layer 2/3 pyramidal neurons in rat somatosensory cortex were stimulated in current clamp for 3-s epochs (Fig. 1 ). The constant current component was selected from a set of 50 uniformly spaced levels chosen to elicit action potential rates between 0 and Ϸ30 Hz. The noisy oscillation (Fig. 1c) , which was identical for each stimulus epoch and added to the constant current component, was synthesized in software to have a Gaussian Fourier spectrum with a characteristic center frequency (F c ) and width (F w ). A run consisted of 150 epochs, with the 50 constant current levels of the stimulus used in random order and repeated three times. As shown in Fig.  1d , the rate of action potential firing increased with the level of constant current. Membrane voltage responses to identical constant current levels demonstrated reproducible spiking behavior (Fig. 1d Middle) as reported previously (7) . We further observed that interspike interval distributions were noisy at each current level (Fig. 1f i and ii) . Spike rasters from the entire run, ordered from bottom to top by increasing constant current level used in the stimulus epoch (Fig. 1e) , show common firing patterns within local horizontal strips corresponding to nearby firing rates. When firing rates differ widely, however, the patterns appear to be qualitatively different, reflecting the combined effects of phase precession and discontinuous changes in spike timing (see Fig. 1e , shaded vertical box).
The qualitative differences in spike timing observed in raster plots like those in Fig. 1e suggest that the precise timing of action potentials might be a ''fingerprint'' that changes with firing rate. To quantitatively examine this idea, we evaluated pairwise synchrony for all possible combinations of rate. Through an analogy with biological coincidence detectors, the spike responses from two epochs were treated as distinct inputs to a simulated postsynaptic coincidence detector neuron. Each input activated a brief EPSP, and both synaptic inputs were summed and thresholded (see Methods) (Fig. 2a) . The EPSP time constant (2 ms) and spike threshold (1.37) jointly defined a 2-ms window for synchrony detection; however, the same window duration was achievable by using longer EPSP time constants with higher thresholds. For the purposes of analysis, synchrony was quantified as the number of threshold-crossing events divided by the minimum number of spikes in either epoch. This measure of synchrony defines the probability of a synchronous event conditioned on the spikes of the lower firing rate epoch. In Fig. 2b , synchrony is plotted as a color-coded ''synchrogram'' for all nonidentical epoch pairs. Epoch number, indexed by increasing mean firing rate, runs from left to right and bottom to top along each axis. In general, epochs that are close in number have higher values of synchrony, producing a blocky yellow band along the diagonal. To directly examine the dependence of synchrony on rate, the data were re-binned by firing rate in Fig. 2c . The elevated ridge along the diagonal indicates that the neuron was synchronously active at identical rates, but desynchronized when either rate changed (in this example, by more than Ϸ3 Hz). We also evaluated synchrony restricted to a shorter time period by producing synchrograms using only the first 500 ms of spike data from each epoch. This time interval is consistent with the duration of epochs of elevated gamma power observed in LFPs in vivo (1, 15, 16) . Despite the fact that rates are not as well sampled within this restricted window, the resulting synchrogram demonstrates that the ridge develops shortly after stimulus onset (Fig. 2d) .
To evaluate the importance of noisy gamma waveforms for the generation of rate-specific synchrony, we performed control experiments using constant current steps without any oscillatory input, as well as constant steps summed with a pure sinusoid for the common input. Fig. 2 e and f shows synchrograms from these control experiments conducted on the same neuron that produced rate-specific synchrony in response to noisy gamma in Fig.  2c . Rate-specific synchrony does not emerge in response to constant current steps ( Fig. 2e ) and only emerges weakly when a sinusoid is substituted for noisy gamma (Fig. 2f ) . More examples are provided in supporting information (SI) Fig. S1 f and g.
To quantify rate-specific synchrony, on-diagonal (ridge) synchrony was defined as the amplitude at zero rate difference, which is equivalent to calculating the mean of on-diagonal points in a synchrogram. Off-diagonal (background) synchrony was defined as the mean across firing rate differences of Ͼ3 Hz, which corresponds to the area inside the white triangle shown in Fig. 2c . Strong rate-specific synchrony was consistently observed (other examples found in Fig. S1a ) for our most common stimulus paradigm of center frequency (F c ϭ 30 Hz, F w ϭ 30 Hz, and A rms ϭ 50%), where A rms refers to the rms amplitude of the noisy gamma waveform relative to the range of the constant current steps. For these synchrograms (n ϭ 23 runs), mean ridge amplitude was 0.62 Ϯ 0.16 and mean ridge/background ratio was 3.06 Ϯ 0.41. Similar results were obtained by using stimuli with other center frequency and bandwidth values (Fig. S1 ). For comparison, constant current control experiments (n ϭ 12) (Fig. S1f) produced a mean ridge amplitude of 0.06 Ϯ 0.01, and the mean ridge/background synchrony was 1.02 Ϯ 0.16. For the pure sinusoid control experiments (n ϭ 8) (Fig. S1g) , the mean ridge amplitude was 0.33 Ϯ 0.06 and the mean ridge/background synchrony was 1.52 Ϯ 0.20. These quantifications demonstrate that rate-specific synchrony can be reliably produced and that the noisy gamma waveform plays an important role in its generation.
These results suggest that rate-specific synchrony could be useful as a computational mechanism in a network where each neuron receives independent time-varying inputs. Specifically, it might be used to determine whether and when many neurons in a network share a similar level of activation, thus implementing a form of pattern recognition known as Many Are Equal (MAE) (17) . To explore this idea, we considered the network architecture shown in Fig. 3a , consisting of 10 neurons that share a common noisy gamma input, but also have slowly varying independent inputs (Fig. 3b) . To study this experimentally, 10 different input current patterns were sequentially presented to an individual cortical neuron, and the elicited spike responses were later used to calculate the response in a postsynaptic detector cell produced by the summed synaptic responses of the 10 neurons. Each input current pattern started at a different level, converged to a common sustained level, and then diverged (Fig. 3b) . As in earlier runs, the same noisy gamma waveform was added to each waveform to produce the 10 stimulus epochs of 10-s duration. Spike rasters obtained from a neuron using this protocol are shown in Fig. 3c . Elicited firing rates ranged between 5 and 30 Hz, and the mean firing rate, averaged over all stimulus epochs, remained relatively constant throughout the stimulus. Individual spike rasters (Fig. 3d) were used as input to a synchrony detector (see Methods) (Fig. 3a) . When a simple threshold was applied to this waveform, all threshold-crossing events occurred during or near the central period when firing rates were similar (Fig. 3e) despite the fact that mean rate over all of the inputs was approximately constant across the entire stimulus epoch (Fig. 3f ) . Similar results were obtained for a biologically more realistic stimulus paradigm involving timevarying independent baseline currents (Fig. S2) . This result directly demonstrates the feasibility of using rate-specific synchrony for MAE computation.
In the preceding analyses, the response of a single neuron was compared against itself on different epochs to examine whether synchrony was rate-specific and to demonstrate MAE computation. These approaches used the repeated stimulation of a single neuron as a proxy for stimulating a group of neurons of a similar type. Although this strategy was used for its technical The elevated ridge along the diagonal is characteristic of rate-specific synchrony, in which spike timing is reliable at similar rates, but desynchronization occurs at different rates. A quantitative measurement of rate-specific synchrony is obtained by dividing the mean on-diagonal (ridge) synchrony by the mean off-diagonal (background) synchrony. Ridge amplitude is calculated by averaging over all identical rate pairs. Background amplitude is calculated by averaging over all pairs with Ͼ3-Hz rate difference (area within white triangle). (d) Rate-rate synchrogram for the same data calculated by using spikes from the first 500 ms of each epoch. (e and f ) Rate-rate synchrograms for control experiments on the cell shown previously. Constant current (DC) steps were presented without additive gamma (e) and with an additive 30-Hz sine wave ( f ).
simplicity, it was unable to account for the expected variability in physiological properties among a population of functionally similar neurons in an intact circuit. To examine whether ratespecific synchrony exists in the responses of different neurons, we compared epochs from all nonidentical neuron pairs that were stimulated by using our 3-s protocol (Fig. 1) . As shown in Fig. 4a (also see Fig. S1e ), rate-specific synchrony was found in some cross-neuron synchrograms. This result occurred despite differences in animal age, postdissection incubation time, and the precise anatomical location of the recorded cell. Some insight into what conditions might be necessary for rate-specific synchrony to be produced in vivo were obtained by grouping neurons based on the evoked rms fluctuations in the recorded voltage waveforms (Fig. 4b) . This analysis reveals that pairs of neurons that responded with voltage fluctuations of similar amplitude showed stronger rate-specific synchrony than those with very different fluctuations. Additionally, neuron pairs with large absolute voltage fluctuation amplitudes showed strong rate-specific synchrony. These results suggest that the relative and absolute stimulus amplitudes are important determinants of population synchrony. Although our experiments were motivated by evidence for highly correlated noisy oscillatory input (14) , as in the gamma feedback produced by an activated network of oscillating inhibitory interneurons, it is unlikely that the input to any two neurons in a population will have perfect stimulus correlation. Therefore, we tested the robustness of pairwise rate-specific synchrony to reduced correlation of the common noisy gamma input. A stimulus ensemble was constructed in which the average pairwise correlation between the common gamma input during different epochs ranged between 0.8 and 1.0 (see Methods). As with the original 3-s paradigm, this stimulus ensemble was characterized by F c ϭ 30 Hz, F w ϭ 30 Hz, and A rms ϭ 50%, and data were analyzed by using a 2-ms synchrony window. To control for heterogeneity in relative stimulus amplitude and cell properties, only same-cell comparisons were performed. The results (Fig.  4c) suggest that ridge/background ratio is robust to reduced stimulus correlation down to Ϸ0.9 (1.44 Ϯ 0.18, n ϭ 5). We verified that MAE computation remains feasible in this regime by modifying the stimulus paradigm from Fig. 3 to use 0.9 correlated gamma waveforms (Fig. S2) .
Neurons can respond nonlinearly to coincident synaptic events at 2-ms temporal resolution (8, 9), but how the size of this detection window varies across brain regions remains unknown.
To explore how rate-specific synchrony measurements change with increasing synchrony window duration, we reanalyzed the data from our 3-s protocol (Fig. 1 ) by using 2-to 10-ms windows (Fig. 4d ). This analysis demonstrates that ridge/background synchrony decays with increasing window duration, approaching a ratio of 1.3 Ϯ 0.17 (n ϭ 23) at 6 ms. We conclude that neurons must be capable of detecting synchronous events at temporal resolutions of Ͻ6 ms for rate-specific synchrony to be used computationally in the brain. Read-out of synchrony using a biologically inspired coincidence detector differs from other methods commonly used to study correlated activity in the brain. To address whether our results were dependent on the specific method we used, we also analyzed our 3-s stimulus data by using correlation coefficient (13) and spike cross-correlation as measures of synchrony. As shown in Fig. S3 , synchrograms obtained by using these measures show a prominent diagonal ridge characteristic of rate-specific synchrony, and both techniques estimate higher ridge/ background ratios than those obtained with our method at all temporal resolutions.
Discussion
Several previous conceptual models have addressed the relationship between gamma oscillations and neural synchrony (4, (18) (19) (20) . Most have focused on phase codes during sinusoidal oscillation, in which the timing of an action potential changes systematically with neuron depolarization (21) . Notably, however, phase models based on sinusoidal drive fail to account for Poisson-like interspike intervals commonly observed in singleunit recordings (22, 23) . Rate-specific synchrony resolves this issue by demonstrating that noisy oscillations produce a fingerprint of irregular spike timings that changes with firing rate, rather than simple phase precession. Although this encoding is complex and constantly changing, the commonness of this code across a population of neurons would permit its use in neural information representation and computation. Fig. 3 demonstrates that rate-specific synchrony can be used to implement MAE computation, a powerful algorithm for scale-invariant pattern recognition (17) .
When comparing our results to in vivo electrophysiological recordings, it is important to consider that rate-specific synchrony is likely to exist only while noisy gamma oscillations are present. This notion directly follows from our observation that no synchrony is produced in the absence of oscillatory input (Fig.  2e) . Gamma oscillations in anesthetized (15) , and behaving animals (1, 16) often show brief epochs of high power, typically with 100-to 300-ms duration. Because rate-specific synchrony emerges shortly after gamma onset (Fig. 2d) and degrades rapidly after gamma offset (Fig. S4) , we would expect only brief periods of rate-specific synchrony to be associated with these brief gamma epochs in vivo.
The evaluation of rate-specific synchrony in vivo would be best performed by dual intracellular recording in awake animals, which, despite experimental advances (24, 25) , remains technically challenging. However, a signature of rate-specific synchrony in extracellular recordings would be cross-correlation histograms that exhibit high peak amplitudes when rates are similar and gamma oscillations are present. By contrast, low crosscorrelation peaks would be expected when long spike trains are compared without consideration of firing rate differences or LFP power in the gamma band, as is typically done with in vivo data. This expected reduction in peak amplitude can be demonstrated with our own in vitro experimental data (see Fig. 1f iii and Fig. S4f) . A recent study showed that weak pairwise correlations also can occur because of low input stimulus correlation and demonstrated that spike correlations are determined by the geometric mean of firing rates in this regime (13) . Here we show that spike correlation progressively moves to the regime of rate-specific synchrony as common noisy input correlation strengthens (see Fig. S5 ). This result would only be evident from in vivo recordings if the data were properly parsed by rate and the presence of gamma.
More work is required to understand how changing the parameters of the noisy oscillation, such as its center frequency, bandwidth, and phase relationships, changes rate-specific synchrony. In addition, modulation of currents that change the dynamic time scales of spike generation may modify or gate rate-specific synchrony (26) . Preliminary numerical simulations using leaky integrate-and-fire and Hodgkin Huxley model neurons indicate that rate-specific synchrony can be reproduced in silico. Such studies were important in the design of our experiments and, together with analytical approaches (27) , should provide a fertile testing ground for exploring this phenomenon.
Our present findings suggest that rate-specific synchrony is an emergent property of any neural system subject to commonmode noisy oscillations. Because MAE computation is trivially performed under such conditions, as shown in Fig. 3 , we suggest a general role for this framework in brain areas where noisy oscillations, highly correlated synaptic input, and neuronal synchrony are observed.
Methods
Electrophysiology. All experiments were performed in compliance with the Guide for the Care and Use of Laboratory Animals (www.nap.edu/ readingroom/books/labrats). Specific protocols were approved by the Princeton University Institutional Animal Care and Use Committee. Sprague-Dawley rats (13-20 days postnatal; Charles River Laboratories) were anesthetized with isofluorane and decapitated, and the brain was removed under cold (Ͻ5°C) artificial cerebral spinal fluid (aCSF) (124 mM NaCl, 26 mM NaHCO3, 3 mM KCl, 1.25 mM NaH2PO4, 1.8 mM Dextrose, 1.8 mM MgSO4, and 1.6 mM CaCl2 continuously bubbled with 95% O2/5% CO2). Then 300-m-thick semicoronal somatosensory cortical slices were prepared by using a VS 1000 vibratome (Leica) and incubated at room temperature (T ϭ 20 -22°C) in an interface chamber. After 1-5 h, individual slices were placed in a submerged slice recording chamber and maintained at 32-35°C, with aCSF perfused at 2-4 ml/min flowing over both surfaces.
Blind whole-cell patch recordings were acquired from layer 2/3 cortical neurons using 4 -7 M⍀ pipettes pulled with 1.2-mm OD/0.6-mm ID glass (FHC) on a P2000 puller (Sutter Instruments) and filled with intracellular solution [148 mM K-gluconate, 10 mM Hepes, 2 mM MgCl2, 3 mM ATPNa2, and 0.3 mM GTPNa 2 (pH balanced to 7.3 with KOH)]. Intracellular current clamp recordings were made by using a BVC-700 amplifier (Dagan Instruments) with a 0.1 N gain headstage and digitized at 10 kHz (Digidata 1322A, Clampex software; Molecular Devices).
Stimulus Generation and Presentation. Stimulus waveforms were created in Matlab (Mathworks) and imported as analog waveforms into Clampex (Molecular Devices). Experiments were performed in episodic stimulation mode, with a sequence of 150 3-s stimulus epochs applied to the external command of the BVC-700 operating in current clamp. The common oscillatory stimulus waveforms were created in Matlab by using the inverse Fourier Transform function operating on a 30,000-element conjugate symmetric Fourier Spectrum vector with a Gaussian amplitude profile and random independent phases. The Gaussian amplitude was characterized by two parameters: center frequency and width. The noisy oscillation was rescaled and added to 50 uniformly spaced constant steps, such that the rms amplitude of the oscillation was a specific fraction of the maximum constant step. The 50 constant steps were placed in random order, with each step repeated three times sequentially, for a total of 150 stimulus epochs in each run. Oscillation parameters used were Fc of 30 or 50 Hz, widths of 10 -100 Hz, and Arms of 10 -75%, relative to the maximum constant current step value. Parameter values were chosen for consistency with published EEG and LFP power spectra (28 -30) . Most commonly, experiments (n ϭ 23) were done with 30 Hz Fc, 30 Hz Fw, and 50% Arms. Stimuli were offset and rescaled in amplitude for individual neurons in Clampex so as to induce firing between 0 and Ϸ30 Hz. A 5-s rest interval at 0 nA constant current was given between stimulus epochs. Thirty-eight runs of 150 stimuli were performed on 26 neurons in 13 preparations. Longer 10-s stimuli involving time-varying currents ( Fig. 3 and Fig. S2 ) were created in a similar way. A 100,000-element Gaussian-profiled Fourier spectrum vector with random phases was used to create the common oscillatory drive. The common drive was then added to the 10 distinct current waveforms (Fig. 3b and Fig. S2b ) after being scaled such that the Arms of the common drive was 25% or 50% of the dynamic range of currents presented. For decorrelation experiments, a frozen gamma waveform was chosen for a run, and on each epoch, a randomly generated and rescaled gamma waveform was added to the frozen gamma stimulus to produce the desired ensemble correlation value. Each decorrelated stimulus waveform was then rescaled to guarantee the desired Arms for that epoch. Twenty-two total runs of 150 stimuli were performed on 18 neurons in seven preparations by using this paradigm.
Synchrony Analysis. Action potential onset times were detected in Matlab by thresholding high-pass-filtered (10-Hz cutoff) membrane voltage waveforms to create spike rasters. Pairwise synchrony between two stimulus epochs was calculated by convolving each raster with a synaptic kernel, S(t) ϭ e Ϫt/ϩ defined for t Ͼ 0 with ϩ ϭ 2 ms and adding the outputs together. The maximum value at t ϭ 0 was 1. A synchronous event was identified when the resulting waveform crossed a threshold of 1.37, chosen to yield a synchrony window duration of 2 ms. (Larger values of ϩ can yield the same window duration provided a suitable threshold is chosen.) Synchrony was then calculated as the number of synchronous events divided by the minimum spike count in either raster. This measure of synchrony defines the probability of a synchronous event conditioned on the spikes of the lower firing rate stimulus epoch. Synchrograms were created by plotting this pairwise measure as a color on a 2D grid with coordinates defined by stimulus epochs indexed along each axis. When synchrograms were plotted as a function of rate, mean firing rate was defined as the inverse mean interspike interval across the temporal window examined, rounded to the nearest integer Hz. When analyzing temporal windows smaller than the full 3 s, each stimulus epoch was truncated to span the desired window; otherwise, synchrograms were created using the same procedure. On-diagonal (ridge) synchrony, ridge width, and offdiagonal (background) synchrony were used to characterize synchrograms as defined in the text.
