Boolean rings and Boolean algebras, though historically and conceptually different, were shown by Stone to be equation ally interdefinable. Indeed, in a Boolean ring, addition can be defined in terms of the ring multiplication and the successor operation (Boolean complementation) aΓ = 1 + x(=l -x). In this paper, it is shown that this type of equational definability of addition also holds in a much wider class of rings, namely periodic rings (ring satisfying x m = x n , m Φ n) in which the idempotent elements are "well behaved." More generally, the following theorem is proved:
Suppose R is a ring with unity 1, not necessarily commutative. Suppose further that R satisfies the identity x n = x n+1 f{x) where n is a fixed positive integer and f(x) is a fixed polynomial with integer coefficients. If, further, the idempotent elements of R commute with each other, then addition in R is equationally definable in terms of multiplication in R and the successor operation x~ = 1 + x. Some new classes of rings to which this theorem applies are exhibited.
1* The periodic case* In this section, we shall consider a periodic ring R with unity 1 in which the idempotent elements commute with each other, and will give a direct proof of the equational definability of the " + " of R in terms of "X" and the successor operation αΓ. This direct proof avoids the axiom of choice. We begin with a formal definition of a periodic ring. (ii) x is nilpotent if, and only if x n = 0.
Proof, (i) It can be shown by induction that the identity x n = x m (m > n ^ 1) implies that for all positive integers r
In particular
It is readily verified that β 2 = β, which proves (i). Part (ii) follows at once from equation (1). Proof. Let β 2 = e e R. It is readily verified that for each x e R, e + ex -exe is idempotent and hence e(e + ex -exe) = (β + ex -exe)e. Thus, ex = exe. Similarly xe = exe and so ex = xe proving the lemma.
To aid in our proof of the main theorem, we introduce some notation. Let (R, +, X) be any (not necessarily periodic) ring with unity 1. Let xeR.
We define the (unary) successor operation xĩ n R by ( 2 ) oT = x + 1 with an inverse successor operation x^ given by
We also use following notation:
with a similar definition for aΓ\ Moreover for all a, b e R we define the (binary) operation ( 5 ) αXj = (α Λ χ δ~Γ ( = α + 6 + α&) .
It is readily verified that for all aeR,
We are now in a position to give a direct proof of THEOREM 1. Let R be a periodic ring with unity 1 which satisfies the identity x m = x n , m > n ^ 1. Suppose that all the idempotent elements of R commute with each other. Then the " + " of R is equationally definable in terms of the "X" of R and the successor operation ". Indeed for all x, y e R we have
ere, x^ = αΓ*" 1 wftere g = 2 m -2 % Proof. Let a? 0 , ^/ 0 be arbitrary but fixed elements of iϋ, and let
Then, by Lemmas 1, 2, e is a central idempotent element of R. Let
The mapping (10) σ: R > Re φ Λ(l -β) σ{r) = (re, r(l -e)) , (r e Λ) , is readily seen to be an onto isomorphism:
(11) σ: R = Re 0 22(1 -β) , (<7 is onto).
Moreover, by (10), Verification of (7) when (ii) holds:
To begin with, observe that 1 -e is an idempotent element which is in the center of R, and in fact 1 -e is the unity element of i?(l -e). Hence 
Therefore, as in the above proof [see (13)],
Hence the right side of (7), with x = x o (l -e), y = j/ 0 (l -β), reduces to [see (15)]
By (6), (16), (17), (3), the expression in (18) reduces to
and again (7) is verified. Thus (7) is an identity of the ground ring R.
and thus x* = x^q~ι. Therefore (5) implies that x X^y = (aT X ^Γ 9 " 1 and the " + " of i2 is indeed equationally definable via (7) and these remarks in terms of the "X" of R and " only. This proves the theorem.
REMARK. Since a Boolean ring R with identity has characteristic 2, x"'= αΓ = cc* is the Boolean complement [5] . Also, a Boolean ring is periodic (satisfying x = α? 2 ) and commutative [5] . Therefore i? satisfies all of the hypotheses of Theorem 1. Moreover, (7) now reduces to (since m = 2, n -1)
which becomes, using the definition of union [5] in a Boolean algebra,
This is the familiar definition of addition in the Boolean case [5] . Therefore (7) may be viewed as a generalization to periodic rings of the formula for addition in the Boolean situation. At the end of this paper we give some examples of rings, some commutative and some not commutative, for which Theorem 1 applies.
2* The general case* We now proceed to extend the results of the previous section to a class of rings satisfying certain types of polynomial identities. We begin with the following DEFINITION 
If, further, all the idempotent elements of R commute with each other, then R is isomorphic to a subdirect sum of local rings U t (ieΓ).
Proof. An easy induction, which we omit, shows that equation
for all positive integers r.
\ Then e 2 = e. Hence, by Lemma 2, we have the following:
We recall, by BirkhofFs theorem [1] , that R is isomorphic to a subdirect sum of subdirectly irreducible rings R t (ieΓ).
We claim that each R t is a local ring. To prove this, let σ t : R-*Ri be the natural homomorphism of R onto R t . For x e R t let x e R be any preimage under σ t . Let e = x n {f(x)} n . Then by (21), e is a central idempotent in R. Let e = σ t (e). Then e is an idempotent in the center of R t . Now let
Since e is in the center of R if both I t and J 2 are ideals in R t . Moreover ii Π / 2 = (0). But Ri is subdirectly irreducible which forces either I, or I 2 to be (0). If I, = (0), e = e 2 = 0, hence e = 0. If Λ = (0), then β = Γ. Since e = (^) % {/(^)} w , we have shown that
Moreover, since i^ clearly satisfies (20), we conclude from (22) that
Hence R t is a local ring, and the lemma is proved. Since R i is a local ring, ax is either nilpotent or is a unit in R t . It is easy to see that ax is not a unit in R t (since a is nilpotent), and hence ax is nilpotent. Therefore, ax is right quasi-regular for all x in R i9 and hence a e J*. Thus, N t £ J if and hence N t -J t . Now, observe that the identity x n = x n+1 f(x) is inherited by the division ring RJNi and, moreover, both n and f(x) are fixed. Hence, R t /N t is a field, and the lemma is proved. 
Proof. Let x = 2 in (19). This gives 2 n = 2 w+1 /(2), and hence the characteristic of R is a positive integer q. Now let p^ p 2 ,
, p s be all the distinct prime factors of q. Let xeR if xg N i9 and let ay. i?£ -• RJNi be the natural homomorphism of R t onto the field RJNi. Let α/.» -> ά5. Note that the field RJNi has prime characteristic, and moreover the subring <£> generated by x is a finite field; that is,
Moreover, since the characteristic of the field RJNi must divide the characteristic q of R, it follows that the prime p s is one of the prime factors of q. Also in view of (19) (Note that if x is in N if then x n = 0, from which (27) also follows.) Now define the monic polynomial u(x) by (28) u (x) where, of course p lf p 2 , *",p 8 are the distinct prime factors of q. Observe that the coefficient of the lowest degree term in u{x) is -1. Moreover, by (27), if x is any element of any of the rings Ri (ieΓ), u(x) -0. Hence, in view of the fact that the operations of a subdirect sum are componentwise, u(x) = 0 for all x in the ground ring R. Thus, by (28) we see that, for some integer m > 1 and some monic polynomial g(x) with integer coefficients equation (24) holds, and the lemma is proved. 
Moreover, any monic polynomial f(x) with integer coefficients and zero constant term is expressible in terms of the operations X and in R.
Proof. To avoid any possible confusion, let us denote the unity of R by e. Then of = x + e and x" = x -e. Hence, (see (4)), To complete the proof of the lemma, consider the monic polynomial This finishes the proof of the lemma. With the aid of these lemmas we are now in a position to prove the following main theorem. THEOREM 
Let R be a ring with unity 1; let n be a fixed positive integer, and let f{t) be a fixed polynomial with integer coefficients such that for all xeR
Iff further, all the idempotent elements of R commute with each other, then the " + " of R is equationally definable in terms of the "X" of R and the (unary) successor operation ".
Proof By Lemma 5 there exists a monic polynomial g(t) with integer coefficients and an integer
g(x) for all x 6 R. We claim that R satisfies the following identity:
To prove this we recall first that by Lemma 3, R is isomorphic to a subdirect sum of local rings R t (ieΓ).
Since the operations in a subdirect sum are componentwise it suffices to verify (32) for each local ring R t . To this end we distinguish two cases:
g(x) holds in Ri and hence xg(x) = 1. Therefore the right side of (32) reduces to (see (3) Therefore, (32) is an identity of the ground ring R.
To complete the proof, we first observe that by setting x = 2 in (31), we get Thus, the characteristic of R is a positive integer q. Hence, by Note that since g(t) is a monic polynomial with integer coefficients and m > 1, fc(£) is also a monic polynomial with integer coefficients whose constant term is zero. Therefore, by Lemma 6, h(t) is expressible as a primitive composition of the operations X and ", say Also by Lemma 6, xg(x) is expressible as a primitive composition of the operations X and ", say (38) xgix) = ψ<a?; X, Λ ) .
In view of (34), (37), and (38), the right side of the identity (32) is expressible in terms of the two operations X, and % which proves the theorem.
3* Examples* We turn now to some examples of rings, some commutative and some not commutative, to which our theorems apply. EXAMPLE 1. Let R be any Boolean ring with unity [5] ; more generally, let R by any p-τing with unity; i.e., R satisfies x p = x, px = Q, p = prime. (See [4] , [2] , and [7] .) Then the " + " of R is equationally definable in terms of "X" and """. EXAMPLE 2. Let R be any ring with unity in which, for a fixed n > 1 and every xeR, x n = x. Then here too the " + " of R is equationally definable in terms of "X" and """.
It should be pointed out that the rings of Examples 1 and 2 are necessarily commutative, (see [3] ; p. 217), as are, of course the rings of the next example. EXAMPLE 3. Let R be the ring Z n of integers modulo n. It can be shown that R is periodic; in fact, R satisfies the identity where φ(n) is the familiar Euler ^-function. Therefore, by Theorem 1, the "+" of R is equationally definable in terms of "X" and ". Indeed equation (7) now becomes This formula for " + " is much simpler than that given in [6] .
The next two examples demonstrate that our theorems also apply to some rings which are not commutative.
) be a finite field and let R be the ring of those n x n upper triangular matrices over F in which all of the entries on the main diagonal are equal. It can be shown that R is a finite local ring whose only idempotent elements are the zero matrix and the identity matrix. The ring R is also a periodic ring; in fact, R satisfies the following identity:
Therefore R satisfies all of the hypotheses of Theorem 1; and hence, the "+" of R is equationally definable in terms of "X" and ". Observe that R is not commutative for n > 2 even over GF (2) . Example 4 can be generalized as follows.
EXAMPLE 5. Let R be any finite (not necessarily commutative) ring in which all of the idempotent elements commute with each other. Then the "+" of R is equationally definable in terms of "X" and ".
To prove this we let R = {x lf x 2 , , x k }. Now for any x i e R let S = {x i9 x* if --,^+ 1 }.
Since S contains k + 1 elements of R, there must exist integers r i and Si such that l^r ί <s ί^f t + l for which xV = xl* .
Therefore, as in the proof of Lemma l(i), it must follow that x^'^î s idempotent. Now let k n = Π (s< -r^t and m = 2n .
ί = l
Then we see that each x e R, x m = x % . Hence, iϋ is periodic. Therefore, again by Theorem 1, the " + " of R is equationally definable in terms of the "X" of R and the successor operation ".
The rings in Examples 4 and 5 are the first known examples of rings in which the commutative operation of ring addition is equationally definable in terms of a not commutative ring multiplication and a successor operation ". One might ask just how noncommutative a ring may be for this to still be possible.
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