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Sumário
Mapeamento em ambientes incertos para robôs
móveis
Um dos problemas fundamentais em robótica móvel é o problema da localização e mapeamento, no qual
um robô se deve localizar ao mesmo tempo que constrói um mapa do ambiente. Existem diversas técnicas
para abordar este problema. Neste trabalho propõem-se abordagens novas para a construção do mapa em
ambientes estáticos e dinâmicos, assumindo pose conhecida.
As abordagens propostas baseiam-se em campos aleatórios de Markov (Markov random ﬁelds - MRF) e em
campos aleatórios Gaussianos (Gaussian random ﬁelds - GRF), seguindo um ponto de vista Bayesiano, onde
as distribuições de probabilidade a priori são usadas como regularizadores. Num ambiente estático, cada
ponto do espaço é descrito pela sua probabilidade de ocupação. O primeiro método proposto é um ﬁltro
baseado nos MRF, que se centra no ruído das medidas e que pode ser implementado em linha (tempo real).
O segundo método é um método preditivo baseado nos MRF que permite também estimar a probabilidade
de ocupação do espaço não observado. Em ambos os métodos, os mapas são construídos numa grelha de
células. Outra abordagem baseia-se num espaço contínuo, baseado em GRF onde se propõe um método
recursivo de modo a reduzir a complexidade computacional.
No caso de ambientes dinâmicos, a probabilidade de ocupação é substituída pelas probabilidade de transição
duma cadeia de Markov para descrever o comportamento dinâmico de cada ponto. Nesta abordagem são
propostos dois métodos para os ambientes dinâmicos, igualmente baseados nos MRF e nos GRF. No método
com MRF todos os parâmetros são estimados em conjunto. Pelo contrário, com os GRF os parâmetros são
divididos em dois sub-conjuntos de modo a reduzir a complexidade computacional.
Todos os métodos propostos são testados e apresentam-se resultados em simulação nos respetivos capítulos.
Finalmente estes algoritmos são também validados em ambiente experimental. Nestas experiências, as
poses não podem ser medidas com precisão e é tida em consideração a incerteza na pose do robô.
Quando comparados com o estado da arte, os métodos propostos resolvem as inconsistências nos mapas
tendo em consideração a dependência entre pontos vizinhos. Este processo é realizado usando MRF e
GRF em vez de assumir independência. As simulações e os resultados experimentais demonstram que os
métodos propostos podem, não apenas lidar com as inconsistências nos mapas construídos, mas também
tirar proveito da correlação espacial para prever o espaço não observado.
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Abstract
Mapping in Uncertain Environments for Mobile
Robots
One of the fundamental problems in robotics is the localization and mapping problem, where a robot has to
localize itself while building a map of the environment. Several techniques exist to tackle this problem. This
work proposes novel mapping approaches with known robot poses for static and dynamic environments.
The proposed techniques are based on Markov random ﬁelds (MRFs) and Gaussian random ﬁelds (GRFs),
following a Bayesian viewpoint where prior distributions are provided as regularizers. In static environments,
every point is described by its occupancy probability. The ﬁrst proposed method is an MRF-based ﬁlter,
which focuses on the measurement noise and can be implemented online (realtime). The second one
is an MRF-based prediction method, which can also be used to estimate the occupancy probability for
unobserved space. In both methods, the maps are organized as a grid. Another approach, which works in
continuous space, is based on a GRF prediction method, and a recursive algorithm is proposed to reduce
the computational complexity.
In the case of dynamic environments, the occupancy probability is replaced by transition probabilities of a
Markov chain that describe the dynamic behaviour of each point. Two methods for dynamic environments
are proposed, also based on MRFs and GRFs. In the MRF-based method, all the parameters are jointly
estimated. In contrast, in the GRF-based method, the parameters are divided into two subsets to reduce
the computational complexity.
All the proposed methods are tested in simulations in the corresponding chapters. Finally, these algorithms
are also validated on an experimental platform. In the experimental environments, robot poses cannot be
measured precisely, and so the uncertainty of robot poses is also considered.
When compared with the state of the art for dynamic environments, the proposed methods tackle the
inconsistencies in the maps by considering dependence between neighbour points. This is done using MRFs
and GRFs instead of assuming independence. The simulations and the experimental results demonstrate
that the proposed methods can, not only deal with the inconsistency in the built maps, but also take
advantage of the spatial correlation to predict unobserved space.
Keywords: Markov random ﬁeld, Gaussian random ﬁeld, Mobile robotics, Mapping and localization
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1
Introduction
Since the industrial revolution in the XVIII and XIX centuries, machines have helped humans in many
physical activities, improving eﬃciency in characteristics like speed, power, safety, precision and reliability.
Robotics is one more step in the technological evolution where machines acquire the capability to operate
by themselves without human intervention.
For decades, robots have been mostly used for limited and repetitive tasks that could be programmed
a priori. These robots required known environments and were used mostly in industrial applications to
replace human labour and increase productivity. Later, a surge in mobile robotics with applications in
land, underwater, aerial and space exploration led to the need of dealing with the unknown. Robots
became autonomous, which required information from the environment and taking decisions without human
intervention.
In more recent times, autonomous robots are entering our everyday life. Robotic vacuum cleaners and
autonomous driving cars are two representative examples, but many more examples are emerging in our
society.
Dealing with uncertainty is one of the challenges that must be addressed in mobile robotics. When an
autonomous robot explores unknown environments, it should have the ability to learn the environment.
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After perceiving the environment by sensors, the robot should be able to build a map, which is useful
for itself to run into the environment again and do further tasks. Normally, observations are obtained in
local coordinates depending on robot poses. When building a map, observations and robot poses must be
located in the same coordinates. Robot poses are based on its kinematic model, and they are also noisy.
The poses can also be corrected when the robot senses the same place more than once. Given observations,
the robot should build a map and localize itself at the same time which is the fundamental problem called
simultaneous localization and mapping (SLAM) [LDW91]. It can be factored into a localization problem
and a conditional mapping problem [DWB06]. The objective of the localization problem is to estimate
robot poses, and the mapping problem is to build maps. The SLAM problem has been studied by many
researchers, and there are various methods to solve it, such as Extended Kalman ﬁlter (EKF) SLAM and
Fast-SLAM [MTKW02].
All the information is obtained from sensors. Range ﬁnders, such as laser sensors and sonar sensors, can
only detect their distances to the surrounding objects. Cameras, on the other hand, can capture more
information but can not directly measure distance. The depth of objects to cameras can be estimated
by feature or optical ﬂow based methods [HN06] [BH09]. Moreover, cameras can also be used to track
dynamic objects, such as people [PKK93]. Compared with range ﬁnders, cameras require higher processing
power.
1.1 Motivation
Indoor service robots are becoming very popular now. Normally dynamic objects in indoor environments,
such as doors and pieces of furniture, move slowly. In low dynamic environments, robots only need to
know where to go and need not to track objects. Because of the cheap price and low processing power
requirement, range ﬁnders are normally equipped onboard indoor service robots, such as robotic vacuum
cleaners. Because of the uncertainty of range sensors, the built maps are noisy. This thesis focuses on how
to make full use of the information from range sensors to build smooth maps that help navigate indoor
robots.
Both in static and dynamic environments, one point is similar to its surroundings in some properties. For
example, one point in a static environment is more likely to be occupied when the points near it are observed
occupied. If it is observed free, its observation is more likely to be noisy, and its observed state may be
corrected. Even if it is not observed, there can be a guess that it is occupied. This spatial correlation can
be modelled by Markov random ﬁelds (MRFs) or Gaussian random ﬁelds (GRFs). MRFs are widely used in
image analysis [Li09]. Meanwhile, the built maps can be represented by images. MRFs can be applied to
deal with the inconsistence in maps [TTW+04]. GRFs describe the correlation in continuous space. Given
some points in a GRF, any point in continuous space can be predicted [OR12]. Assuming each point is
correlated to its surrounding points, the built map for observed space will be smoother. Although there is
no data from unobserved space, the map can be predicted from surrounding observed space.
For static environments, some researches, such as [OR12] and [TTW+04], apply GRFs and MRFs in robot
mapping. However, their computational complexities are very high. In static environments, normally one
point is assumed to have two states: occupied and free [Elf89]. When points are represented by discrete
values, the curse of dimensionality will make many algorithms infeasible in practice. In order to reduce
the computational complexity, a better representation for static environments is occupancy probability or
free probability. In dynamic environments, robots have to interact with unpredictable and dynamic objects.
When focusing on one point, its state can change with time, so a Markov chain can be used to model
the dynamic behaviour for every point [MDBB12]. The parameters of Markov chains are used to represent
dynamic environments. Normally the correlation between parameters in space is not considered. In this
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thesis, the GRFs and MRFs are also applied in dynamic environments to smooth and predict dynamic
environments.
1.2 Objectives
The main objectives of this thesis are to solve the mapping problem in slow dynamic environments, where
the dynamics come from obstacles that can appear and disappear in time. The map representation should
have information about the dynamical behaviour of every point in space and enable other tasks (like path
planning) to be performed while taking this information into account.
While there are already methods in the literature to tackle this problem, the solutions proposed there
assume that each point in space is independent of the others, which is not realistic. A more realistic
approach would be to assume that if a point is dynamic, its immediate neighbourhood also has similar
dynamics with high probability. The aim of this thesis is to consider the correlated nature of the dynamics
between diﬀerent points in space to improve the maps obtained. As expected beneﬁts, the resulting maps
would be smoother, and it would also allow prediction of unobserved regions to be performed, for example
to interpolate two nearby observations.
1.3 Main contributions
This thesis proposes several methods based on MRFs and GRFs to build maps for static and dynamic
environments. The proposed methods use correlations between nearby points in space to ﬁlter observations
and to predict unobserved space.
The main contributions of the thesis are the following:
• A new MRF-based ﬁlter for static environments using the log odds form. The objective is to ﬁlter
out the noise in observations and can be implemented online. The main advantage of using the log
odds form is the existence of a feasible solution when considering spatial correlation in occupancy
states [LBaR].
• A new MRF-based ﬁltering and prediction for static environments using the log odds form. This
method predicts the occupancy probabilities of observed and unobserved space, and the algorithm
can be computed recursively. This method is an extension of the ﬁlter problem above [LBaR18c].
• A new GRF-based ﬁltering and prediction algorithm for static environments using the log odds form.
This approach also predicts the occupancy probabilities of observed and unobserved space. It can be
used to build local high-resolution maps. Instead of the well-known prediction equation in Gaussian
processes, a new recursive algorithm for Gaussian processes with independent noise in observations
is proposed. It avoids inverting matrices and puts the algorithm in a lower computational complexity
class than the previous GRF-based method [LBaR18a].
• A new MRF-based ﬁltering and prediction algorithm for dynamic environments. Markov chains are
applied to model dynamic environments. This approach allows predicting transition matrices of
observed and unobserved space [LBaR18b].
• A new GRF-based ﬁltering and prediction algorithm for dynamic environments. It is also based on
Markov chains and predicts the transition matrices of observed and unobserved space.
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1.4 Thesis outline
In Chapter 2, a brief overview of mapping is presented, and the state-of-the-art methods related to range
ﬁnders, occupancy grid mapping, statistic processes in mapping, are reviewed.
In Chapter 3, the fundamental materials that will be used throughout this thesis are introduced. The basic
probabilistic theories are described. In addition, some statistic processes, such as Gaussian process and
Markov chain, are introduced. Finally, unscented Kalman ﬁlters are presented.
In Chapter 4, occupancy probabilities are applied to represent static environments, and several approaches
are proposed. Based on MRFs, a ﬁlter is presented focusing on the noise in observed space, and a prediction
is proposed to predict the occupancy probabilities of observed and unobserved space. These two methods
build maps in discrete space. In addition, a GRF-based prediction is described, which works in continuous
space. A recursive method is proposed to avoid the inverse matrix problem in Gaussian processes. These
methods are tested in simulations.
In Chapter 5, Markov chains are applied to model dynamic environments, and two approaches are proposed
based on MRFs and GRFs, respectively. These two approaches can predict the transition matrices of
observed and unobserved space. The GRF-based method is divided into two steps to reduce computational
complexity. These methods are tested in simulations.
In Chapter 6, the previously proposed approaches are evaluated on a 3pi robot-based experimental platform.
A 3pi robot equipped with two infrared (IR) sensors is used to perceive the environment. In experimental
environments, the uncertainty of robot poses is also considered. Based on the experimental data, these
approaches are tested incorporating the uncertainty of robot poses.
In Chapter 7, conclusions of this thesis and future work are provided.
2
State of the art
2.1 A brief overview of mapping
Robot mapping is the task of creating maps when robots explore unknown environments. With these
maps, robots can do further tasks, such as navigation and path planning. There are three representative
kinds of maps: metric maps, topological maps, and semantic maps [DDK15]. The most common metric
maps are geometric maps, feature maps and grid maps. In the geometric maps, objects are represented by
their shapes. Only the objects are stored, and less memory is required. In the feature maps, environments
are represented by features extracted from the scans of the sensors. Features could be geometric features
or visual features, which depend on the sensors available. For sonar sensors [ATTM07], the features are
jump-edges and corners detected in the scans. For visual sensors, features are extracted from images, and
usually are based on the scale invariant feature transform (SIFT) [Low99]. A grid map represents the
environment by many grid cells, and the most typical grid map is the occupancy grid maps proposed in
[Elf89], where occupancy probabilities are used to describe grid cells. Many details of environments are
stored in grid maps which are convenient for exploration. However, the maps require a lot of memory to
store these grid cells. The topological maps [Cho96], on the other hand, have an approach that represents
the environment in a much more compact way. This approach models space structures as graphs where the
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objects or places are represented by nodes, and arcs are the paths and distances between these nodes. The
semantic maps [KB91] [KMEM11] store high-level information. Not only objects but also their properties
are provided.
In early research [Elf86], maps were mainly for robot navigation. Relative spatial relationships are considered
in [SSC90] where the estimates of landmarks are correlated with each other because of the uncertainty in
robot poses. The mapping and localization are considered as the ”chicken and egg” problem in [LDW91],
where the simultaneous localization and mapping (SLAM) is initially proposed.
Extended Kalman ﬁlter (EKF) SLAM [DNDW+00] is a remarkable solution to the SLAM problem under a
Gaussian noise assumption. Since robot motion and observation models are not linear, an EKF is applied
to linearize them. However, if these models are highly non-linear, the error is intolerable. Another valuable
solution is Fast-SLAM [MTKW02], which applies a particle ﬁlter to deal with the pose uncertainty. In
Fast-SLAM, particles are sampled from a proposal distribution. The weighted particles can be used to
approximate the true pose distribution, and the weights can be updated recursively. EKFs are used for
diﬀerent landmarks individually. This work is extended in [MSDB03]. The proposal distribution is the pose
conditioned on not only inputs and the past poses but also observations. For each particle, its weight has
the smallest variance given the conditions.
Loop closure is a task of deciding whether or not a robot returns to a previously visited place. Normally,
robot positions are estimated based on the motion model. Because of the inherent noise in the robot,
the uncertainty of robot positions will become bigger and bigger. As a result, the robot cannot close its
trajectory when it returns to the previously visited place. If the robot recognizes this place, it can help to
reduce the uncertainty of the robot positions and mapping results. In order to solve this problem, the robot
should label special places, which are features extracted from the observations. With more distinguishing
features, the robot has more chance to close its trajectory. A range sensor is used in [GSNR11] to close
the robot trajectory. The features, which contain the important geometric and statistical information, are
extracted from the point clouds. A booting classiﬁer is trained to compare two features and decide whether
they are the same. For a 3D lidar, histogram based signatures are extracted as features [ML11]. Each
new histogram is compared with previously stored histograms. If the distance between two histograms is
less than a threshold, the trajectory can be closed. The iterative closest point (ICP) algorithm [BM92] is
applied to compute the similarity of two surfaces [Low04]. For every point in one surface, the ICP will
give the minimum distance to the other surface. The similarity is then the sum of squared distances. For
the loop closure based on images, the similarity is based on the SIFT descriptor [NCH06] [HN06]. The
multi-level surface map is proposed for outdoor environments in [TPB06]. Multiple surfaces are stored in
each grid cell, and the robot can close its trajectory even when there are crossing bridges or underpasses.
The loop closure is easier for topological maps with planar constraints. If there is a crossing edge, the
cross will be a loop closure [SK04]. Without enough observations, it is diﬃcult to detect a loop closure.
An active loop closure is proposed in [SHBG05], where if there is an opportunity for a loop closure, the
robot can move further and obtain more information to check if there is a loop closure.
2.2 Range ﬁnders for robotics
Range ﬁnders measure distances from sensors to targets. The commonly used range ﬁnders are sonars, laser
sensors, radars, and IR sensors. Because of their cheap cost and relatively accurate ranges, sonars were
used for robot mapping and navigation in early research [ME85]. For indoor environments, the target types,
such as planes, corners, and edges, can be extracted for accurate mapping [KK95]. The target classiﬁcation
is done online in [HK01]. Sonars can also be used in underwater environments [SNKB07] [RRN10]. Sonars
also have disadvantages, such as angular uncertainty, specular reﬂections, and crosstalk. Lasers oﬀer precise
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measurements and are now popular for robotics. For indoor environments, the lines and corners can also
be extracted for scan matching [ATTM07]. 3D maps are built using lasers for indoor [GNB00] and outdoor
[CN06] environments. In addition, the use of laser sensors in a smoky environment [FDvNV10] and a
glass-walled environment[KC16] are also explored. In [DK04], sonar and laser data are fused for SLAM.
The main disadvantage of laser sensors is their expensive cost. IR sensors are very cheap and have high
refresh rates. However, they are sensitive to surface reﬂectance properties. Because of that, they are used
for obstacle avoidance in robotics. IR sensors have been applied in multi-robot systems [MS04] in recent
years where the neighbouring robots can measure the orientations and distances of their neighbours. With
high refresh rates, the robot can detect high dynamic objects and avoid collisions. A 2.5D IR range and
bearing system [RSZF09] and a new prototype dual rotating IR sensors [LC11] are designed for muti-robot
systems. In [GLGMM+11], an IR sensor system is used to estimate the position of robots in an intelligent
space [LH02], where what inhabitants are doing can be understood through distributed sensors. Since the
radar works well in bad weather conditions, it is suitable to overcome problems for assistance functions
relying solely on camera data [WLH+17]. A radar is used to detect road parked vehicles in [DHS+14]. 3D
localization and mapping based only on the radar is proposed in [HR16]. Lasers can often lead to ghost
movements for big, contiguous, stationary obstacles, a radar is used to reduce these ghost movements in
[NYK+15].
3D vision is another common way of building depth maps. While not strictly a range ﬁnder sensor, the use of
multiple images enables 3D depth perception and the 3-dimensional reconstruction of the environment to be
performed. The depth of surrounding environments can be estimated by matching features [HN06] or pixels
[BH09] in multiple images. As a result, texture richness is required. For a single camera [DRMS07], multiple
images in diﬀerent time instants are used for depth estimation. Multiple images are obtained simultaneously
for multiple cameras, such as binocular cameras [WL10] and stereo vision [HKD07]. Compared with range
ﬁnders, 3D vision requires higher processing power for depth estimation.
2.3 Occupancy mapping in static environments
2.3.1 Occupancy grid mapping
In classical occupancy grid mapping, the states of diﬀerent grid cells are independent of each other [Elf89].
Each grid cell can be updated recursively based on the Bayes rule when a new observation is obtained.
An inverse sensor model, which is a posterior distribution of one grid cell conditional on observations,
can make the computation eﬃcient. An approximate function of the inverse sensor model is trained in
[TBF05]. The data is sampled from a random map, poses, and measurements. The learning computation
is complex and the learning result depends on the learning algorithm and the samples used. An exact
solution to the inverse sensor model is given in [KLAM16], which is computed eﬃciently within the area
that sensors cover. The inverse sensor model is extended to agriculture applications in [KKCR18]. Dual
inverse sensor model for radar is proposed to avoid false detections [SD19]. A diﬀerent approach based
on a forward sensor model is used to do the mapping problem in [Thr01]. The expectation maximization
(EM) is used to maximize the data likelihood and obtain the best estimation of the map. Using a Laplacian
approximation, a probabilistic map can then be obtained. A novel “sensor cause model” is proposed to
consider the dependence between voxels in a 3D measurement cone [AMHHS17]. Not only the occupancy
probability but also the corresponding variance is provided, which is crucial for planning over grid maps.
Maps can also be improved by matching approaches. The well-known point to point matching approaches
are the iterative closest point, the iterative matching range point (IMRP)[LM97], and the iterative dual
correspondence (IDC) [LM97]. A “weighted” matching algorithm is proposed in [PKRB02]. Each scan
point is assigned a weight based on its uncertainty. In [BS03], each cell is assigned a normal distribution
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to model the probability of measuring a point locally. The matching problem is diﬀerentiable and can be
solved using Newton’s algorithm. The translation and orientation of the sensor are considered at the same
time in [MLM05]. Feature-based scan match methods can build more accurate maps. The features for
range ﬁnders are lines and corners [ATTM07] [ATT08]. In [KTR+17], maps are labelled as binary images.
The graphs extracted from the images are used to estimate a similarity transformation matrix by graph
matching. The similarity transformation matrix can then be used to align occupancy grid maps. Sometimes
scan match can only ensure local consistency and the global map is inconsistent, Markov random ﬁelds
(MRFs) are applied to smooth the global map [TTW+04]. However, the optimal solution can not be
obtained in closed form.
If map sizes increase or their resolutions become high, a lot of memory is required. In order to solve this
problem, mapping approaches with diﬀerent resolutions are proposed by some researchers. Probabilistic
quadtrees are developed for variable-resolution mapping of probabilistic occupancy data [KGU04]. The
occupancy values are divided into several classes, and neighbouring cells with the same class are merged.
Adaptive resolution based on measurements is proposed in [ESG10]. Neighbouring cells with similar occu-
pancy values are merged to reduce the amount of memory required. If new measurements conﬂicts with
the current map estimate, the aﬀected cells are split into smaller cells. The adaption can be done online.
In [JKK16], the cells along free space borders are reﬁned with smaller sizes. The sparse 3D scans are
registered with diﬀerent resolutions in [DSB17]. The scans near the robot have higher resolutions and
decrease with increasing distance.
2.3.2 Continuous occupancy mapping
The Gaussian process occupancy map (GPOM) [OR12], also known as Gaussian random ﬁeld, is an occu-
pancy representation of static environments in continuous space. A Gaussian process is applied to predict
unknown space. The training data is made of points sampled from measurements. These points have
binary values: +1 or -1 for occupied and free states. The occupancy mapping is considered as a binary
classiﬁcation problem. The high computational complexity of an inverse covariance matrix is the key dis-
advantage of the Gaussian process. For large-scale environments, a mixture of Gaussian processes using
Bayesian Committee Machines [Tre00] is proposed in [KK12]. The training data is divided into many clus-
ters, and a Gaussian process is applied to each subset. Finally, a mixture of Gaussian processes is proposed
to merge these submaps into one global map. This work is extended to update the Gaussian process recur-
sively in [KK11]. Gaussian mixture models are applied to build occupancy maps with variable resolution in
[OTM18]. In order to ensure continuity, local Gaussian processes are applied to overlap clusters [KK13]. A
Multi-support Gaussian process is developed to reduce the size of input data [VR16]. The map is divided
into many free, occupied, or ambiguous areas. These areas are the inputs of the Gaussian process, and the
multi-support kernel can deal with the two-dimensional regions. An online continuous mapping is proposed
to build a map as the zero level set of a Gaussian process implicit surface [LZHL19]. A nested Bayesian
committee machine is proposed to fuse the mapping result from new observations to the existing global
occupancy map [WE16]. As a result, new observations can be processed locally using Gaussian process,
and the mapping can be done in real time.
Another kind of continuous occupancy map is proposed in [RO16]. The map prediction is regarded as a
logistic regression classiﬁcation, where data is projected into a Hilbert space to reduce the dimension and
complexity that arises with increasing data. A large number of features are computed from the training
data, and their dot product can approximate the radial basis function kernel (RBF) [SS01]. The objective
function of the logistic regression model is convex in the parameters, and the logistic regression model can
be trained online by stochastic gradient descent. An overlapping method is proposed in [DWE16]. A global
occupancy map is kept. A new logistic regression classiﬁer is trained for every new observation, and the
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local maps can be fused by overlapping Hilbert maps.
2.3.3 Prediction
The objective of the prediction is to estimate unobserved space from the observations of observed space.
GPOMs can be applied to predict the occupancy probability of unobserved space. In [CLLH07], the
prediction-based SLAM algorithm (P-SLAM) is proposed to predict the structure of unobserved space.
The structures of the unobserved space can be predicted by matching the structures surrounding the target
space and the collected structures of observed space. This approach works well in the environments that
have repeated structures. In [SNS15], unexplored areas are predicted by ﬁnding similarities between the
current surroundings of the target space and the previously built maps. This method can help robots to
obtain more information about unobserved space and speed up the loop closure.
2.4 Mapping in dynamic environments
2.4.1 Object tracking
The main diﬀerence between static and dynamic environments is the existence of dynamic obstacles.
Dynamic objects can be roughly divided into two categories: low and high dynamic objects. The robot
object mapping algorithm (ROMA) proposed in [BLST02] considers low dynamic objects. Many static
occupancy grid maps are learnt with regular time intervals and the low dynamic objects are detected by
diﬀerencing these static occupancy grid maps. The EM algorithm is applied to learn models of dynamic
objects. The environment is described by two diﬀerent occupancy grid maps in [WS04]. One map models
the static environment, and the other one models dynamic objects. The dynamic map indicates objects
with high or low dynamics. In [MT07], a temporal occupancy grid is proposed for dynamic environments.
The whole history with diﬀerent time indexes is stored. Static and dynamic objects can be extracted from
these temporal occupancy grid maps. Cells with low dynamics and high probabilities of being occupied
are regarded as static. Dynamic and static objects is classiﬁed based on phase congruency in [HDLF19].
Low dynamic objects, such as the doors, do not change too much. Their possible conﬁgurations can be
extracted. For high dynamic objects, a high dynamic map is generated. For parking environments, a
method to detect both parallel-parked and cross-parked vehicles is proposed in [DHS+14]. An occupancy
grid map is regarded as an image, and vehicle candidates are extracted from the occupancy map. Two
random forest classiﬁers are trained to classify these vehicle candidates.
The detection and tracking of moving objects (DATMO) approach tries to estimate the number of potential
targets, their positions, and velocities from sensor data. The SLAM problem and the DATMO problem are
considered simultaneously in [WT02] and [WTT+07]. In [BH10], a robust algorithm to detect dynamic
obstacles from occupancy maps is presented. Grid cells are associated with the state of an object. In
[TTWB14], a uniform, grid-based representation is proposed. For every grid cell, its velocity is estimated
by a particle ﬁlter. Static and dynamic grid cells are classiﬁed based on their velocity distributions. Extended
objects tracking approach based on object-local occupancy grid maps is proposed in [SADD14] where a
particle ﬁlter is used to estimate both the dynamic states of objects and their static shapes. The particles
of each tracked object contain a part describing its dynamic state and a part representing its shape. In
[WU18], the cell dynamics are solved by standard tracking ﬁlters and velocities are estimated indirectly.
Bayesian occupancy ﬁltering (BOF) [CPL+06] is a Bayesian framework for dynamic environments. Envi-
ronments are also represented by occupancy grid maps. Each grid cell is described by a two-dimensional
spatial position and a two-dimensional velocity. With velocity information, the BOF can predict the spread
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of spatial occupancy and avoid the collision with partially observed moving obstacles. This work is improved
to reduce its complexities in [CTLM06]. The BOF is applied to fuse measurements from diﬀerent sensors
and extract the objects. Based on the velocity estimation in the BOF, the position and velocity of each
occupancy grid cell can be updated by a Kalman ﬁlter. Similarly, the BOF is used to fuse the information
provided by IR sensors and CCD cameras [RM09]. A clustering-tracking algorithm is applied to extract and
track objects based on the BOF output in [MMRL08]. A sequential Monte Carlo (SMC) implementation
of the BOF is proposed in [DON11]. The distribution of each grid cell is approximated by a number of
particles with weights obtained by fusing measurement data. This work is implemented to fuse laser and
radar sensor data in [NYK+15]. Hybrid Sampling BOF is proposed in [NRL14]. Occupancy grid maps are
used to represent the static part, while the dynamic part is modelled by a set of moving particles.
2.4.2 Markov models in dynamic mapping
In dynamic environments, the state of one point may change over time. Under the assumption that its
current state depends on the previous state, Markov models can be applied to represent the dynamic
behaviour. The hidden Markov model (HMM) [Rab89] is applied in [MDBB12] and grid maps are used
to represent dynamic environments. The state change of one grid cell is represented by a state transition
matrix, which can be used to predict the possible state in the future. The state transition matrix is estimated
by an online learning algorithm [MD08]. Normally, the well-known Baum–Welch algorithm is applied to
learn the transition matrix of an HMM, which consists of a forward procedure and a backward procedure.
In online methods, only the forward procedure is considered. In an HMM, there are two possible states:
occupied and free. The grid cells in the area covered by measurement ranges have two possible observations:
occupied and free. The grid cells outside measurement ranges are labelled as no-observation. In [RDH+16],
there are three possible observations: true, false and not observable. The underlying stochastic Markov
process consists of seven components: “true”, “false”, “unknown”, “dynamic”, “falsely false”, “falsely
true”, “falsely true/false”. The last three are used to deal with wrong observations.
The input-output HMM (IOHMM) [BF95] is an extension to the HMM. In an IOHMM, observations and
transition probabilities are conditional on the input sequence. It is applied to model the motion patterns
of dynamic objects in [WAJF14]. Every grid cell is assigned an IOHMM. The input of an IOHMM is the
observations of neighbouring cells in the previous time step. In this manner, the spatial correlation is taken
into account.
The Explicit-state-duration HMM (EDHMM) [DWW12] (or, equivalently, the hidden semi-Markov model
(HSMM) [Yu10]) is another extension of the HMM. In an EDHMM, the underlying process is a semi-Markov
chain with variable duration. EDHMM is applied to diﬀerentiate dynamic cells from static environment
in [DKS15]. For every grid cell, there are two latent states: dynamic and static. The observable states
considered are also occupied and free.
2.5 Summary
In summary, range ﬁnders directly provide their distances to surrounding objects, and diﬀerent kinds of
maps can be built for static and dynamic environments. Occupancy maps are classical representations
for static environments. Because of the uncertainty in sensor models or the error in match methods, the
built maps may be noisy. MRFs and Gaussian processes (or Gaussian random ﬁelds) can be applied to
deal with the inconsistency. However, these methods have high computational complexity. For dynamic
environments, one popular technique is to estimate the positions and velocities of dynamic objects. The
other one is to use Markov models to model the dynamic objects and the other space. Normally the
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inconsistency in dynamic environments is not considered. This thesis uses a diﬀerent representation for
static environments to reduce computational complexity. The two kinds of random ﬁelds are also applied
to built smooth maps for dynamic environments.

3
Preliminaries
This thesis, as most state-of-the-art algorithms for robotic mapping, is developed based on probability
theory. The probabilistic materials relevant to the work in this thesis are presented.
3.1 Probabilistic estimation
3.1.1 Bayes estimation
Given two random variables X and Y , and the corresponding probability density functions, the Bayes rule
[Bil08] is given by
p(x | y) = p(y | x)p(x)
p(y)
, (3.1)
where p(y) > 0. The probability p(y | x) is called likelihood function of x. The distribution p(x) is called
prior and the distribution p(x | y) after correction using the observations is called the posterior distribution.
The probability p(y) is not a function of x and has the role of a normalizer.
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3.1.2 Maximum a posterior
The Bayes rule computes the complete posterior probability distribution of x. If an estimation of x requires
a crisp value to be selected, a criteria has to be employed to ﬁnd such a value. The maximum a posterior
(MAP) as equation (3.3) is one such criteria. It just selects the x for which the posterior distribution
p(x | y) attains its maximum value.
xˆ = argmax
x
p(x | y) (3.2)
= argmax
x
p(y | x)p(x). (3.3)
Since p(y) is just a normalizing constant, it does not aﬀect the result of the MAP estimation and can be
omitted.
3.1.3 Maximum likelihood
Another estimation method called maximizing likelihood (ML), favoured in frequentist approach to proba-
bilities, does not involve a prior. Here, only the likelihood function is used as
xˆ = argmax
x
p(y | x). (3.4)
In some cases, when a uniform distribution can be used as a prior, the MAP and ML methods give the
same results.
3.2 Stochastic processes
A stochastic process is a collection of random variables X(t) usually indexed by time t ∈ T , where T is
a collection of discrete time instants, or a time interval. In a stochastic process, at any point t, X(t) is
a random variable. There are many kinds of stochastic processes. Gaussian processes and Markov models
are introduced next.
3.2.1 Gaussian processes and Gaussian random ﬁelds
A Gaussian process [RW06] is a particular sample of a stochastic process. It is used to describe a probability
distribution over functions in a continuous domain, such as time or space. Assuming thatX(t) is a Gaussian
process in time domain, at every time t, X(t) is a Gaussian distributed random variable. The Gaussian
process allows multiple points in time to be considered. In that case, selecting ζ points X(t1), · · · , X(tζ),
the random variables will be multivariate Gaussian distributed with mean vector µ and covariance matrix
K. The Gaussian process X(t) is denoted by
X(t) ∼ GP(µ(t), C(t, t′)), (3.5)
where µ(t) is a mean function
µ(t) = E[X(t)], (3.6)
and C(t, t′) is a covariance function
C(t, t′) = E[(X(t)− µ(t))(X(t′)− µ(t′))], (3.7)
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which is also called kernel that computes the covariance components that make up the covariance matrix
K. Denoting a time sequence by T = (t1, · · · , tζ), the corresponding random variable vector X =
[X(t1), · · · , X(tζ)]T is Gaussian distributed as
X ∼ N (µ,K), (3.8)
where the mean vector µ and the covariance matrix K are given by
µ =
[
µ(t1) . . . µ(tζ)
]T
,
K =
C(t1, t1) . . . C(t1, tζ)... ...
C(t1, tζ) . . . C(tζ , tζ)
 .
There are several common covariance functions, such as
• Constant: C(t, t′) = c,
• Gaussian noise: C(t, t′) = σ21tt′ ,
• Squared exponential: C(t, t′) = exp
(
− |t−t′|2
2`2
)
,
• Ornstein–Uhlenbeck: C(t, t′) = exp
(
− |t−t′|`
)
,
• Triangular: C(t, t′) = 1− |t−t′|` for |t− t′| ≤ ` and 0 otherwise,
where 1tt′ is the indicator function (1 when t = t′, 0 otherwise) and ` is the characteristic length-scale of
the process. In the ﬁrst covariance function, the covariance between any two points is a constant c. In the
second covariance function, diﬀerent points are uncorrelated. In other words, one point is only correlated
with itself. This function is useful to model additive Gaussian noise. In the last three covariance functions,
the covariance between two points becomes smaller as the distance increases. For large distances, the
covariance is 0 or close to 0.
Gaussian processes can be used to predict unknown points given some training data. The idea is to derive
the distribution of unknown points conditioning on training data from their joint distribution. Assuming
the outputs of X are observed without noise and selecting some unknown points denoted by a random
variable vector X∗ that is Gaussian distributed with mean vector µ∗ and covariance matrix K∗∗, the joint
distribution of training points X and test points X∗ is Gaussian distributed as[
X
X∗
]
∼ N
([
µ
µ∗
]
,
[
K KTT∗
KT∗ K∗∗
])
, (3.9)
where KT∗ is the covariance matrix between X and X∗. The conditional distribution of X∗ [RW06] is
X∗|X ∼ N (µˆ∗, Kˆ∗), (3.10)
where the predictive mean vector µˆ∗ and the predictive covariance matrix Kˆ∗ are given by
µˆ∗ = µ∗ +KT∗K−1(X − µ), (3.11)
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Kˆ∗ =K∗∗ −KT∗K−1KTT∗. (3.12)
Normally the outputs of a Gaussian process are observed with noise. Assuming the noisy outputs of X(t)
are
Y (t) = X(t) + , (3.13)
where  is assumed to be additive Gaussian noise with zero mean and variance σ2, the noisy output vector
of X denoted by Y is Gaussian distributed with mean vector µ and covariance matrix K + σ2I, where I
is the identity matrix. The joint distribution of noisy training points Y and test points X∗ is[
Y
X∗
]
∼ N
([
µ
µ∗
]
,
[
K + σ2I KTT∗
KT∗ K∗∗
])
. (3.14)
The predictive conditional distribution becomes
X∗|Y ∼ N (µˆ∗, Kˆ∗), (3.15)
where the predictive mean vector µˆ∗ and the predictive covariance matrix Kˆ∗ are rewritten as
µˆ∗ = µ∗ +KT∗(K + σ2I)−1(Y − µ), (3.16)
Kˆ∗ =K∗∗ −KT∗(K + σ2I)−1KTT∗. (3.17)
The main disadvantage in this prediction is the need to compute the inverse of the covariance matrix. If
there are more training points, the inverse matrix should be recomputed.
A Gaussian random ﬁeld (GRF) is a Gaussian process where random variables are indexed by a multi-
dimensional domain, such as space. The inputs of the corresponding covariance functions are distances
of two random variables in the multi-dimensional domain. Except for the covariance functions, the other
equations in this section can be used in GRFs.
3.2.2 Markov chains
A Markov chain is a stochastic process that satisﬁes the so called Markov property. The Markov property
states the future is conditionally independent of the past given the present,
p(xt+1 | xt, · · · , x0) = p(xt+1 | xt). (3.18)
Here it is assumed that the random variables are in the discrete-time domain, are denoted by Xt with time
index t, and have the same ﬁnite state space {s1, s2, · · · , sg} with g states. A Markov chain is shown in
Figure 3.1. The state transition probabilities are represented in a transition matrix
A =
a11 . . . a1g... . . . ...
ag1 . . . agg
 ,
where aij is the probability of transitioning from state si to sj . The transition matrix A is assumed to be
time-invariant.
Multiplying the current state distribution with A gives the state distribution at the next time step. When
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Figure 3.1: An example of a Markov chain. There are g possible states and the transition matrix is denoted
by A.
these two distributions are the same, it means the state distribution in the future does not change anymore.
This distribution is called stationary distribution. Given the transition matrix A, the stationary distribution
denoted by a vector G = [G1, · · · ,Gg] can be found by solving
GA = G (3.19)
with the additional constraint that elements must sum to 1.
The probability of changing state si to the others is 1− aii, where aii is the probability of staying in state
si. The probability of staying in state si for d time steps from time step t is
p(si, d) = (1− aii)ad−1ii p(xt = si), (3.20)
where p(xt = si) is the probability of being in state si at time t. The overall expected duration [Rat02] is
deﬁned by
E(d) =
∑
si
∑
d
dp(si, d)
=
∑
i
1
1− aii p(xt = si), (3.21)
which can be used to indicate how dynamic a process is. Low dynamic processes have long overall expected
durations.
3.2.3 Hidden Markov models
A hidden Markov model (HMM) [Rab89] is a Markov chain for which the states cannot be observed directly
but only though an observation process which is itself stochastic. Here only the HMM in the discrete-time
domain is considered, which is assume to have a ﬁnite observation space {o1, o2, · · · , oq} with q possible
observations. A graphical model of an HMM is shown in Figure 3.2. The observation model is represented
by emission probabilities p(yt | xt), which make up an emission matrix
B =
b11 . . . b1q... . . . ...
bg1 . . . bgq
 ,
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Figure 3.2: Graphical model of an HMM
Figure 3.3: Probabilistic parameters of an HMM. There are q possible observations and the emission matrix
is denoted by B.
where bij is the probability of observing oj given state si. The probabilistic parameters of an HMM is
shown in Figure 3.3.
If the parameters of an HMM are unknown, they have to be estimated from the data. Given an observation
sequence, the parameters of an HMM can be estimated. Meanwhile the initial distribution ρi = p(x0 = si)
of the Markov chain should be estimated together with the HMM parameters. An observation sequence is
denoted by O = (y0, y1, · · · , yζ) and all the parameters are denoted by θ = (ρ,A,B), where ρ = {ρi} is
the initial state distribution. If there is no prior knowledge on θ, the problem can be solved by maximum
likelihood. The likelihood function is
p(O | θ) =
∑
X
p(O,X | θ), (3.22)
where X = (x0, x1, · · · , xζ) is an underlying state sequence and
p(O,X | θ) = ρibx0y0
ζ∏
t=1
axt−1xtbxtyt . (3.23)
It is infeasible to maximize the likelihood function directly. A common alternative is to use the Baum–Welch
algorithm [Tu15] to recursively maximize a function
Q(θ, θ(k)) =
∑
X
p(X | O, θ(k))log p(X , O | θ) (3.24)
=
∑
X
p(X | O, θ(k))
(
log ρx0 +
ζ∑
t=1
log axt−1xt +
ζ∑
t=0
log bxtyt
)
=
∑
i
γi(0)log ρsi +
ζ∑
t=1
∑
i,j
ξij(t)log aij +
ζ∑
t=0
∑
i
γi(t)log biyt , (3.25)
where the variable γi(t) = p(xt = si | O, θ(k)) is the probability of being in state si at time t given the
observation sequence O and the parameters θ(k), the variable ξij(t) = p(xt = si, xt+1 = sj | O, θ(k))
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is the probability of being in state si at time t and sj at time t + 1 given the observation sequence O
and parameters θ(k). Uniting like terms in the second line gives equation (3.25). This algorithm can be
described as:
1. Compute Q(θ, θ(k)),
2. Set θ(k+1) = argmaxθQ(θ, θ(k)).
The two steps should be repeated until convergence. Maximizing Q(θ, θ(k)) gives the estimations of the
parameters,
ρ
(k+1)
i = γi(0), (3.26)
a
(k+1)
ij =
∑ζ
t=1 ξij(t)∑ζ
t=1 γi(t)
, (3.27)
b
(k+1)
ij =
∑ζ
t=0 δ(yt, oj)γi(t)∑ζ
t=0 γi(t)
, (3.28)
where δ(yt, oj) is the Kronecker delta. Before computing γi(t) and ξij(t), another two probabilities are
required. The ﬁrst one is αi(t) = p(y0, y1, · · · , yt, xt = si | θ), which is the probability of seeing the
y0, y1, · · · , yt and being in state si at time t. This step called forward procedure is computed recursively
from time 0 to t,
αi(0) = ρibiy0 , (3.29)
αj(t+ 1) = bjyt+1
g∑
i=1
αi(t)aij . (3.30)
The second one is βi(t) = p(yt+1, · · · , yζ | xt = si, θ), which is the probability of the ending partial
sequence yt+1, · · · , yζ given starting state si at time t. This step called backward procedure is calculated
from time ζ to t,
βi(ζ) = 1, (3.31)
βi(t) =
g∑
j=1
βj(t+ 1)aijbjyt+1 . (3.32)
According to the Bayes rule, the variables γi(t) and ξij(t) are given by
γi(t) =
αi(t)βi(t)∑g
j=1 αj(t)βj(t)
, (3.33)
ξij(t) =
αi(t)aijβj(t+ 1)bjyt+1∑g
i=1
∑g
j=1 αi(t)aijβj(t+ 1)bjyt+1
. (3.34)
3.2.4 Markov random ﬁelds
A Markov random ﬁeld (MRF) [Li09] is a multi-dimensional stochastic process where the random variables
satisfy another Markov property. This Markov property states a random variable Xi is conditionally inde-
pendent of all other variables given its neighbours whose Euclidean distances to Xi are not more than a
radius r. Assuming the index set of random variables is S = {1, 2,…, n}, the index set of the neighbours
of Xi is
Ni = {i′ ∈ S \ i | dis(Xi, Xi′) ≤ r}, (3.35)
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Figure 3.4: An example of neighbours. Two variables connected by a line are neighbours.
(a) A regular MRF (b) Regular neighbourhood
Figure 3.5: Neighbourhood in a regular MRF [Li09]
where S \ i means the set S without i. An example of neighbours is shown in Figure 3.4 where all the
neighbours are connected by lines. For diﬀerent random variables, the numbers of neighbours may be
diﬀerent. The Markov property is given by
p(xi | xS \ i) = p(xi | xNi). (3.36)
A clique c is deﬁned as a subset of random variables, in which every two random variables are neighbours.
A random variable Xi is a single clique. A pair-variable clique consists of two random variables connected
by a line, as shown in Figure 3.4. If there are more than two random variables in a clique, these random
variables are neighbours to one another, such as cliques {X4, X5, X6}, {X5, X6, X8}, and {X8, X9, X10}.
As shown in Figure 3.5(a), neighbours are symmetrical in a regular MRF. A ﬁrst-order neighbourhood
consists of the nearest neighbours labelled as 1 in Figure 3.5(b). The other labels are assigned to the
outermost neighbours in the corresponding order neighbourhood. The high order neighbourhood contains
all the neighbours in the lower order neighbourhoods, such as a second-order neighbourhood consisting
of neighbours labelled as 1 and 2. As shown in Figure 3.6, the cliques in a second-order neighbourhood
consist of single cliques, pair-variable cliques, triple-variable cliques and quadruple-variable cliques.
Assuming the collection of all the cliques is denoted by C and the vector of all the random variables in an
MRF is denoted by X, the joint distribution of X is
p(x) =
1
Z
exp
(
−U(x)T
)
, (3.37)
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Figure 3.6: Cliques in a second-order neighbourhood [Li09]
Figure 3.7: An example of UKF
where the normalizing constant Z called partition function is given by
Z =
∑
x
exp
(
−U(x)T
)
. (3.38)
The energy function U(x) is a sum of all the clique potentials Vc,
U(x) =
∑
c∈C
Vc, (3.39)
where Vc is a function of the values of random variables in the corresponding clique. The constant T ,
called the temperature, is a constant of the distribution.
3.3 Unscented Kalman ﬁlters
3.3.1 Filter
Unscented Kalman ﬁlters (UKFs) [WVDM00] are a class of methods used to estimate the states of a
nonlinear dynamic system. Diﬀerent from HMMs, the states take values in a continuous space. A graphical
model underlying the UKF is shown in Figure 3.7. The nonlinear system is speciﬁed by a state-space model
discretized in the time domain,
xk = F (xk−1) +W, (3.40)
where xk is the state vector and W is process noise assumed to be Gaussian distributed with zero mean
and covariance R. Given a current state, the future states can be predicted. The nonlinear measurement
model is given by
zk = H(xk) + V, (3.41)
where V is measurement noise assumed to be Gaussian distributed with zero mean and covariance Q.
In probabilistic form, the objective of the UKF is to obtain the distribution p(xk | z0:k) which characterizes
the current state distribution conditioned on all the measurements already obtained. There are two steps:
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state prediction and correction. In state prediction step, the objective is to estimate p(xk | z0:k−1),
p(xk | z0:k−1) =
∫
p(xk | xk−1, z0:k−1)p(xk−1 | z0:k−1)dxk−1 (3.42)
=
∫
p(xk | xk−1)p(xk−1 | z0:k−1)dxk−1, (3.43)
where p(xk−1 | z0:k−1) is the estimation of the previous state xk−1 given all the past measurements z0:k−1.
The current state xk only depends on the previous state xk−1. If the system is linear with Gaussian noise,
it is easy to predict the next state. For the nonlinear system, this step can be done by the scaled unscented
transformation [Jul02] where some sigma points are chosen from the distribution p(xk−1 | z0:k−1) and
projected through the system model p(xk | xk−1). The number of sigma points chosen is 2L+1, where L
is the dimension of the state vector xk. Assuming the distribution p(xk−1 | z0:k−1) is Gaussian distributed
with mean vector x¯+k−1 and covariance matrix P
+
k−1, the chosen sigma points x
i+
k−1 are
x0+k−1 = x¯
+
k−1,
xi+k−1 = x¯
+
k−1 + (
√
(L+ λ)P+k−1)i for i = 1, · · · , L,
xi+k−1 = x¯
+
k−1 − (
√
(L+ λ)P+k−1)i−L for i = (L+ 1), · · · , 2L. (3.44)
The corresponding mean weights wim and covariance weights w
i
c are given by
w0m =
λ
L+ λ
,
w0c =
λ
L+ λ
+ 1− α2 + β,
wim = w
i
c =
1
2(L+ λ)
i = 1, · · · , 2L, (3.45)
where α, β, and κ are parameters, the variable λ = α2(L + κ) − L. The formula (
√
(L+ λ)P+k−1)i
is the ith column of
√
(L+ λ)P+k−1. The parameter α is a positive scaling parameter and its range is
(0,1). The parameter κ is a non-negative scaling parameter and its range is [0, ∞). Normally κ is set to 0
[VDM04]. The parameter β is used to incorporate prior knowledge of the distribution of xk−1. For Gaussian
distributions, the optimal choice is 2 [Jul02]. The mean and variance of the distribution p(xk−1 | z0:k−1)
are given by
x¯+k−1 =
2L∑
i=0
wimx
i+
k−1, (3.46)
P+k−1 =
2L∑
i=0
wic(x
i+
k−1 − x¯+k−1)(xi+k−1 − x¯+k−1)T. (3.47)
For every sigma point xi+k−1, a corresponding point x
i
k can be obtained by transforming x
i+
k−1 through the
system model. The mean vector and covariance matrix of the distribution p(xk | z0:k−1) can be respectively
approximated by
x¯−k ≈
2L∑
i=0
wimx
i
k, (3.48)
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P−k ≈
2L∑
i=0
wic(x
i
k − x¯−k )(xik − x¯−k )T +R. (3.49)
The objective of the correction step is to estimate p(xk | z0:k) given the current measurement zk,
p(xk | z0:k) = p(zk | xk)p(xk | z0:k−1)
p(zk | z0:k−1) . (3.50)
First, the predicted measurement is obtained by projecting the sigma points chosen from distribution
p(xk | z0:k−1) through the measurement model. Since the sigma points xik with weights wim and wic do
not incorporate the system uncertainty W, they should be augmented [VDM04]. Assuming the new sigma
points are denoted by xi−k , the ﬁrst sigma point x
0−
k = x
0
k does not change, and the other sigma points
are augmented as
xi−k =
{
xik + (
√
(L+ λ)R)i for i = 1, · · · , L,
xik − (
√
(L+ λ)R)i−L for i = (L+ 1), · · · , 2L.
(3.51)
The mean weight and covariance weight for each sigma point do not change. Assuming the new sigma
points after projecting xi−k through the measurement model are denoted by z
i
k, the mean vector and
covariance matrix of the predicted measurement can be respectively approximated by
z¯k ≈
2L∑
i=0
wimz
i
k, (3.52)
and
P zk ≈
2L∑
i=0
wic(z
i
k − z¯k)(zik − z¯k)T +Q. (3.53)
Based on the predicted measurement, the mean vector and covariance matrix of the new estimation x+k
are ﬁnally calculated by
x¯+k = x¯
−
k +K(zk − z¯k), (3.54)
P+k = P¯
−
k −KP zkKT, (3.55)
where the Kalman gain K and the cross covariance Pxz are given by
K = PxzP zk , (3.56)
Pxz =
2L∑
i=0
wic(x
i
k − x¯k)(zik − z¯k)T. (3.57)
3.3.2 Smoothing
Smoothing is a little diﬀerent from the ﬁlter described above. For the same graphical model shown in
Figure 3.7, the objective of the smoothing problem is to estimate p(xk | z0:ζ) where future measurements
are also used to estimate the current state xk. This problem can be solved by
p(xk | z0:ζ) = p(zk+1:ζ | xk)p(xk | z0:k)
p(zk+1:ζ | z0:k) . (3.58)
The solution can also be divided into two steps: a forward step p(xk | z0:k) and a backward step p(zk+1:ζ |
xk).
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One simple case of smoothing is the estimation p(xk | z0:k+1) of the current state xk using a single future
measurement zk+1 and given by
p(xk | z0:k+1) = p(zk+1 | xk)p(xk | z0:k)
p(zk+1 | z0:k) . (3.59)
The forward step estimates p(xk | z0:k), which is obtained in the previous section. The backward step
computes p(zk+1 | xk) which is given by
p(zk+1 | xk) =
∫
p(zk+1 | xk+1)p(xk+1 | xk)dxk. (3.60)
The sigma points corresponding to the prediction of the measurement zk+1 can be obtained by the same
method based on the scaled unscented transformation and are denoted by zik+1. The mean vector and
covariance matrix of this predicted measurement are respectively approximated by
z¯k+1 ≈
2L∑
i=0
wimz
i
k+1, (3.61)
and
P zk+1 ≈
2L∑
i=0
wic(z
i
k+1 − z¯k+1)(zik+1 − z¯k+1)T +Q. (3.62)
The mean vector and covariance matrix of the distribution p(xk | z0:k+1) are respectively given by
x¯++k = x¯
+
k +K+(zk+1 − z¯k+1), (3.63)
P++k = P
+
k −K+(P zk+1)−1KT+, (3.64)
where the new Kalman gain K+ and the cross variance Pxz+1 are given by
K+ = Pxz+1(P zk+1)−1, (3.65)
Pxz+1 =
2L∑
i=0
wic(x
i
k − x¯k)(zik+1 − z¯k+1)T. (3.66)
In this way, the distribution p(xk | z0:ζ) can be obtained step by step.
3.4 Summary
In this chapter, the probabilistic estimation methods required to develop the proposed methods in the thesis
are presented. GRFs can be used to model the correlation between diﬀerent points in continuous space,
while MRFs represent the correlation in discrete space. Markov chains describe the dynamic behaviours
with state change in time, e.g. between free and occupied states. When the Markov chain parameters
are unknown and the states are not directly observed, the problem becomes an HMM. The Baum-Welch
algorithm used to estimate the HMM parameters is presented. Finally, the Unscented Kalman ﬁlter used
to estimate the states of a nonlinear dynamical system is presented.
4
Mapping in static environments
This chapter presents three novel mapping methods for static environments. Based on Markov random
ﬁelds (MRFs) and Gaussian random ﬁelds (GRFs), these methods follow a Bayesian viewpoint where a
prior distribution is provided as a regularizer. Section 4.1 introduces the classical occupancy grid mapping.
Section 4.2 gives the deﬁnition of log odds occupancy ﬁeld and its observation. The ﬁrst method presented
in Section 4.3 is an MRF-based online ﬁlter, which focuses on mapping in observed space. In Section 4.4, a
prediction method based on MRF is proposed to predict unobserved space. Replacing the MRF by a GRF,
the other prediction method is proposed in Section 4.5, which can build maps with high local resolution.
The three methods are tested in simulations in the corresponding sections.
4.1 Occupancy grid mapping
Occupancy grid mapping is a classical method in which the map is divided into many grid cells. Each
grid cell is regarded as a binary random variable and has two possible states: free and occupied. Normally
occupancy probability is used to represent the states, and the map can be represented by a gray scale image
shown in Figure 4.1. The darkness of each grid cell corresponds to the likelihood of its occupancy. If one
grid cell is certainly free, the darkness is 0. If it is certainly occupied, the darkness is 1.
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Figure 4.1: An example of a grid map. The black grid cells are occupied, the white ones are free, and the
gray ones are unknown.
Figure 4.2: Beam model of range ﬁnders [TBF05]
Normally range ﬁnders, which measure distances to objects, are used to build occupancy grid maps. In this
thesis, the beam model of range ﬁnders presented in [TBF05] is adopted, where distances are measured along
beams as shown in Figure 4.1. This model, shown in Figure 4.2, incorporates four types of measurement
errors which are described as follows:
• Correct range with local measurement noise. This error is due to the limited resolution of range
sensors, atmospheric eﬀect on the measurement signal, and so on. It is usually modelled by a narrow
Gaussian distribution in the measurement range [0, dmax]. Otherwise, the probability density function
is 0.
• Unexpected objects. In case there are some moving objects in front of the laser sensor, it can only
detect the nearest object. The shortest measured range should occur with high probability. It is an
exponential distribution in the measurement range [0, d]. Otherwise, the probability density function
is 0. By analogy with memoryless in time, it is invariant in space. If there is no object until distance
d, then from d onwards the distribution is the same.
• Failures. Sometimes, range sensors cannot measure distances, for example when laser sensors are
pointing at black, light-absorbing objects, or objects in bright light, and if object distance is larger
than dmax. In these cases, the measured range is always the same as the maximum range dmax. It
is the probability of the tails of the previous two distributions.
• Random measurements. Are characterized by a uniform distribution in the measurement range
[0, dmax]. Otherwise, the probability density function is 0.
In probabilistic form, the beam model is denoted by p(z | d), the probability of a measurement range z
given the true distance d. In an occupancy grid map, as the one shown in Figure 4.3, the maximum range
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Figure 4.3: A beam in grid map. The length of a beam can be divided into k parts.
dmax of a beam can be divided into k grid cells. Assuming the set of these grid cells in the maximum
measurement range is denoted by m′ = {m′1, · · · ,m′k} and the true range d corresponds to grid cells m′1:j ,
the beam model of laser sensors in grid maps can be approximated as
p(z | d) ≈ p(z | m′1:j). (4.1)
The measurement range z does not depend on all the grid cells and only depends on the grid cells covered
by the true range d. This is a way of conveying the information that all the space up to the distance d is
free, at the distance d is occupied, and unknown after that.
Assuming the set of all the grid cells in a complete map is denoted by m = {m0,m1, · · · ,mn} and the
observation set is denoted by z1:t = {z1, z2, · · · , zt}, the mapping problem aims to estimate the occupancy
map given the observations, p(m | z1:t). Based on the Bayes rule, the estimation of occupancy grid map
can be computed recursively by
p(m | z1:t) = p(z
t | m, z1:t−1)p(m | z1:t−1)
p(zt | z1:t−1) , (4.2)
where the denominator is a normalizer given by
p(zt | z1:t−1) =
∑
m
p(zt | m, z1:t−1)p(m | z1:t−1), (4.3)
and p(m | z1:t−1) is the previous map estimation given all the past measurements z1:t−1. The probability
p(zt | m, z1:t−1) is the same as the measurement model p(z | m′1:j) because the measurement range zt
only depends on the true distance. It is not feasible to keep all the joint probabilities of the map p(m | z1:t)
in memory. Instead, marginal distributions can be used to represent the result
p(mi | z1:t) = p(z
t | mi)p(mi | z1:t−1)∑
mi∈{occupied,free} p(z
t | mi)p(mi | z1:t−1) . (4.4)
The probability p(zt | mi) can be derived from the sensor model p(z | m′1:j). When the grid cells depend
on each other, it is also not feasible to compute p(zt | mi). Normally the states of diﬀerent grid cells are
assumed to be independent of each other, which is called state independence in this thesis. For mi /∈ m′,
the measurement range zt does not contribute to it and there is no need to update its estimation. As to
mi ∈ m′, the ﬁrst step is to compute conditional distributions,
p(zt,m′ \ mi | mi) = p(zt | m′)p(m′ \ mi | mi) (4.5)
= p(zt | m′)p(m′ \ mi). (4.6)
The subset m′ \ mi means the set m′ without the grid cell mi. Because of the state independence, the
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subset m′ \ mi does not depend on mi and p(m′ \ mi) is the product of all the prior probabilities of the
grid cells in the subsetm′ \ mi. Finally, the probability p(zt | mi) can be obtained from p(zt,m′ \ mi | mi)
based on the theory of total probability.
In log odds form [TBF05], the above Bayes ﬁlter as equation (4.4) is additive. Assuming the probability
that mi is occupied is denoted by p(mi) and the free probability is denoted by p(m¯i), the odds form of the
occupancy state of grid cell mi is the ratio of p(mi) divided by p(m¯i),
p(mi)
p(m¯i)
. (4.7)
The log odds form of the occupied state is deﬁned by
li = log
p(mi)
p(m¯i)
, (4.8)
and its range is (−∞,∞). The occupancy probability p(mi) can be obtained by the logistic function
p(mi) =
1
1 + exp (−li) . (4.9)
By analogy with equation (4.4), the free probability can also be updated recursively as
p(m¯i | z1:t) = p(z
t | m¯i)p(m¯i | z1:t−1)
p(zt | mi)p(mi | z1:t−1) + p(zt | m¯i)p(m¯i | z1:t−1) . (4.10)
Dividing equation (4.4) by equation (4.10) gives another odds form
p(mi | z1:t)
p(m¯i | z1:t) =
p(zt | mi)
p(zt | m¯i)
p(mi | z1:t−1)
p(m¯i | z1:t−1) . (4.11)
In log odds form, the Bayes ﬁlter becomes additive
log
p(mi | z1:t)
p(m¯i | z1:t) = log
p(zt | mi)
p(zt | m¯i) + log
p(mi | z1:t−1)
p(m¯i | z1:t−1)
=
∑
t
log
p(zt | mi)
p(zt | m¯i) + log
p(mi)
p(m¯i)
, (4.12)
where log p(z
t|mi)
p(zt|m¯i) is not in log odds form. Based on the Bayes rule, two posterior state probabilities can
be given by
p(zt | mi) = p(mi | z
t)p(zt)
p(mi)
, (4.13)
p(zt | m¯i) = p(m¯i | z
t)p(zt)
p(m¯i)
. (4.14)
Dividing the former by the latter one and taking the log algorithm yields another two log odds forms,
log
p(zt | mi)
p(zt | m¯i) = log
p(mi | zt)
p(m¯i | zt) − log
p(mi)
p(m¯i)
, (4.15)
where p(mi | zt) is the inverse measurement model [TBF05] that propagates from the measurement to the
map. As shown in Figure 4.4, an inverse beam model of laser sensors can be speciﬁed by three values:
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Figure 4.4: Inverse beam model [GAVA08]
• The value pf represents the occupancy probability that the point is before the end of the measurement
range. Its occupancy probability is very low.
• The value po represents the occupancy probability that the point is at the end of the measurement
range. Its occupancy probability is very high.
• The value pu represents the occupancy probability that the point is out of the measurement range.
Its occupancy probability is the prior p(mi).
When the measured distance is the maximum range, the occupancy probabilities of all the points in the
measurement range are pf . Given the inverse model, equation (4.12) is rewritten as
log
p(mi | z1:t)
p(m¯i | z1:t) = log
p(mi | zt)
p(m¯i | zt) − log
p(mi)
p(m¯i)
+ log
p(mi | z1:t−1)
p(m¯i | z1:t−1) . (4.16)
This equation has clear advantages when compared to equations (4.4) and (4.10). It is an additive equation
with a single parameter for each grid cell and avoids truncation problems that arise for probabilities close
to 0 or 1 [TBF05].
4.2 Log odds occupancy ﬁeld
4.2.1 Deﬁnition
In classical occupancy grid mapping, the states of diﬀerent grid cells are independent of each other.
Without dependence, occupancy grid maps are typically noisy. Smoothing noisy maps requires a dependence
assumption. As mentioned in the previous section, it is not feasible to compute the full joint distribution of
the map when dependence is considered because the computational complexity is exponential on the map
size. Normally, the occupancy probability is used to represent the built map in occupancy grid mapping
and takes a value in range [0, 1]. As shown in equation (4.8), the range becomes (−∞,+∞) after taking
the log odds form. In this section, the log odds form of an occupancy probability is used to represent one
point in space and regarded as a random variable li deﬁned by equation (4.8). All the random variables in
a complete map are denoted by a vector l = [l1, · · · , ln]T called log odds occupancy ﬁeld, where n is the
number of random variables. Since the new random variable is a function of the occupancy probability and
is not a function of states (occupied, free), the dependence between new random variables and the state
independence can hold at the same time.
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Figure 4.5: Diﬀerence between the classical occupancy grid mapping and the proposed methods
4.2.2 Observations
In this chapter, the proposed methods are to estimate the unknown random variables li given measurements
z1:t following a Bayesian viewpoint where a posterior is obtained given a prior and data. As shown in
Figure 4.5, the measurements z1:t are direct observations of states mi in classical occupancy grid mapping.
However, it is diﬃcult to obtain the posterior distribution of li directly from the measurements z1:t in
proposed methods. For convenience, the direct observation Oti of li at time t is a function of probabilities
p(zt | mi) and p(zt | m¯i), deﬁned by
Oti = log
p(zt | mi)
p(zt | m¯i) , (4.17)
which is called log observation. Assuming all the measurements z1:t are independent of each other given
the map, the computation of the overall observation Oi of li is given by
Oi = log
p(z1:t | mi)
p(z1:t | m¯i)
= log
∏t
j=1 p(z
j | mi)∏t
j=1 p(z
j | m¯i)
=
t∑
j=1
log
p(zj | mi)
p(zj | m¯i)
=
t∑
j=1
Oji . (4.18)
Similarly to equation (4.12), the observations in log odds occupancy ﬁeld are also additive. However, there
is one more term log p(mi)p(m¯i) in equation (4.12). This term can be regarded as the oﬀset of the observation Oi
and called initial log observation denoted by O0i , and can be seen as a prior for li. The overall observation
can be rewritten as the sum
Oi =
t∑
j=0
Oji . (4.19)
As a consequence, the observation Oi is the result of the Bayes ﬁlter in log odds form and called log odds
occupancy observation. Based on equation (4.15), the log observation Oti can also be obtained from the
inverse beam model p(mi | zt) by
Oti = log
p(mi | zt)
p(m¯i | zt) −O
0
i . (4.20)
Similarly to the inverse beam model given in Figure 4.4, the log observation Oti for one measurement range
can also be speciﬁed by three values:
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(a) A second-order neighbourhood (b) Pair-variable cliques
Figure 4.6: A second-order neighbourhood and pair-variable cliques
• The free part of the measurement range has a log observation Oti = log
pf
1−pf −O0i .
• The occupied point of the measurement range has a log observation Oti = log
po
1−po −O0i .
• The unobserved part outside the measurement range has a log observation Oti = log
pu
1−pu −O0i .
4.3 Filter based on a Markov random ﬁeld
This section introduces the ﬁrst proposed method for static environments based on the log odds occupancy
ﬁeld described in the previous section. The map is also divided into grid cells, and every grid cell is
represented by a log odds occupancy random variable li. The vector l representing all the random variables
is regarded as an MRF. A second-order neighbourhood in this MRF is shown in Figure 4.6(a), and every
random variable li has eight neighbours denoted by li′ . As mentioned in Section 3.2.4, there are four kinds
of cliques in a second-order neighbourhood. Here, only the pair-variable cliques shown in Figure 4.6(b) in
the second-order neighbourhood are considered. For every grid cell, there are 8 pair-variable cliques.
4.3.1 The Markov random ﬁeld model
Assuming the set of all the pair-variable cliques is denoted by C2, the prior distribution based on equation
(3.37) is
p(l) =
1
Z
exp
− 1T ∑
c∈C2
Vc(l)
 , (4.21)
where c denotes one clique, the normalizer Z is given by
Z =
∑
l
exp
− 1T ∑
c∈C2
Vc(l)
 , (4.22)
and T is the temperature. The clique potential Vc(l) is based on the quadratic deviation between two
random variables,
Vc(l) = (li − li′)2, (i, i′) ∈ c. (4.23)
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Since the sum in equation (4.21) is quadratic, the prior distribution can be rewritten as
p(l) =
1
Z
exp
(
− 2T l
TAl
)
, (4.24)
where A is a positive semi-deﬁnite n × n matrix obtained form the cliques and n is the number of grid
cells in the map. The maximum of this distribution occurs when Vc(l) = 0, which happens when all the
random variables take the same value. As a result, there are a lot of maximums in this prior distribution,
then A is singular.
Selecting a grid cell i in the map and expanding all the clique potentials in its second-order neighbourhood
gives ∑
i′
(li − li′)2 = 8l2i +
∑
i′
(−2li′ + l2i′). (4.25)
This can also be accomplished by selecting the ith row of A and reshaping it as a squared matrix
. . .
...
...
...
...
... . .
.
· · · 0 0 0 0 0 · · ·
· · · 0 −1 −1 −1 0 · · ·
· · · 0 −1 8 −1 0 · · ·
· · · 0 −1 −1 −1 0 · · ·
· · · 0 0 0 0 0 · · ·
. .
. ...
...
...
...
...
. . .

,
which has the same size as the map. The positions of these nonzero elements in this reshaped matrix are
the same as the grid cells in the corresponding neighbourhood. Assuming every grid cell has the same
number of neighbours, and A is a circulant matrix.
The likelihood function is based on the noisy observations Oi whose noise is assumed to be additive Gaussian
with mean 0 and variance σ2i . If one grid cell is unobserved, the corresponding observation Oi of li is given
by the equation (4.19) which in this case is just the initial observation O0i and assumed to be 0, and its
variance is set to a ﬁnite value. Assuming all the observations are independent and denoted by a vector
O = [O1, · · · , Oi, · · · ]T, the likelihood function of l is
p(O | l) = 1∏
i
√
2piσ2i
exp
(
−
∑
i
(li −Oi)2
2σ2i
)
=
1∏
i
√
2piσ2i
exp
(
−1
2
(l−O)TΛ(l−O)
)
, (4.26)
where Λ is a diagonal matrix diag(· · · , 1/σ2i−1, 1/σ2i , 1/σ2i+1, · · · ).
Finally, based on the Bayes rule, the MRF model is obtained
p(l | O) = ηp(O | l)p(l) = η 1∏
i
√
2piσ2i
1
Z
exp (−E(l)) , (4.27)
where η is a constant and the posterior energy function E(l) is
E(l) = 2T l
TAl+ 1
2
(l−O)TΛ(l−O). (4.28)
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4.3.2 Filtering
Both the temperature T and the variances σ2i can be used to change the weight between the prior knowledge
and the likelihood, but they are not independent. Here, the temperature T is set to 1 and the variances
σ2i are modiﬁed instead. The mapping result can be obtained by maximizing the posterior distribution
p(l | O), or equivalently, minimizing the posterior energy function E(l). The derivative of E(l) with respect
to l is given by
d
dl
E(l) = 4Al+Λ(l−O). (4.29)
Setting this derivative to zero, the linear equation
(4A+Λ)l = ΛO (4.30)
is obtained, where 4A+Λ is nonsigular. The mapping problem can be solved by
l = (4A+Λ)−1ΛO (4.31)
=H−1O, (4.32)
where H = 4Λ−1A+ I.
If the standard deviations σi = σ are constant for all the grid cells, then Λ−1 = σ2I and H becomes a
circulant matrix. One row in H can be reshaped as
. . .
...
...
...
...
... . .
.
· · · 0 0 0 0 0 · · ·
· · · 0 −4σ2 −4σ2 −4σ2 0 · · ·
· · · 0 −4σ2 1 + 32σ2 −4σ2 0 · · ·
· · · 0 −4σ2 −4σ2 −4σ2 0 · · ·
· · · 0 0 0 0 0 · · ·
. .
. ...
...
...
...
...
. . .

. (4.33)
As the robot explores the unknown environment, the map size will increase. However, the nonzero elements
do not change and only some zeros are added around the border,
0 0 0 0 0 0 0 0 0
0
. . .
...
...
...
...
... . .
.
0
0 · · · 0 0 0 0 0 · · · 0
0 · · · 0 −4σ2 −4σ2 −4σ2 0 · · · 0
0 · · · 0 −4σ2 1 + 32σ2 −4σ2 0 · · · 0
0 · · · 0 −4σ2 −4σ2 −4σ2 0 · · · 0
0 · · · 0 0 0 0 0 · · · 0
0 . .
. ...
...
...
...
...
. . . 0
0 0 0 0 0 0 0 0 0

.
The inverse matrix H−1 is also a circulant matrix. As shown in Figure 4.7, each row in H−1 can also be
reshaped as a matrix. Since the neighbourhood is isotropic, the elements in Figure 4.7 are also isotropic
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Figure 4.7: One row in H−1 reshaped as a matrix
and sum to 1. If the map size is suﬃciently large, the nonzero elements inH−1 become constant, and only
some zeros are added beside the outmost elements, as was also the case with H. This means the distant
grid cells will not aﬀect the target grid cell. When the nonzero elements in H−1 are known, there is no
need to recalculate the inverse matrix as the map size increases. As shown in Figure 4.7, the smallest size
of a square that contains these nonzero elements is denoted by J . In order to obtain the J2 elements, an
inverse matrix H−1 corresponding to a map with size J × J should be computed. The middle row in H−1
containing the J2 elements is denoted by a vector L. Since the neighbours are isotropic, the size J is an
odd number.
When a new observation of a grid cell is obtained, only J2 grid cells need to be updated. In other words,
when a grid cell needs to be estimated, the observations of J2 grid cells are acquired, which means that
this method can be implemented locally. The estimation of li at time t is computed by
lti = L[· · · , Oi−1, Oi, · · · ]T1×J2 . (4.34)
When a new observation set {· · · , Ot+1i−1 , Ot+1i , · · · } is obtained, the estimation can be updated recursively
by
lt+1i = L[· · · , Oi−1 +Ot+1i−1 , Oi +Ot+1i , · · · ]T1×J 2
= L[· · · , Oi−1, Oi, · · · ]T1×J2 +L[· · · , Ot+1i−1 , Ot+1i , · · · ]T1×J2
= lti +L[· · · , Ot+1i−1 , Ot+1i , · · · ]T1×J2 . (4.35)
Underlying this equation, there is another assumption that the variance σ2 does not change when there
are more observations for one grid cell. If the variance changes, the vector L should be recomputed.
4.3.3 Computational complexity
The ﬁlter obtained in the previous section is described as the Algorithm 1 below.
The computational complexity is obtained as follows.
Step 2 After choosing the variance σ2 and the size J , these values become ﬁxed. Compared with the map
size, J is very small and it is very easy to calculate the weight vector L by inverting a matrix with
size J2 × J2. The computational complexity of this step is O(1).
Step 3 The number of new observations depends on the new region observed in a time interval and the
size of every grid cell in this region. The grid cells correlated to new observations need to be updated.
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Algorithm 1 Filter based on MRF in static environments
Input: New observations · · · , Ot+1i−1 , Ot+1i , · · ·
Output: lt+1i
1: Choose the variance σ2
2: Calculate the weight vector L
3: for every grid cell i that is to be updated do
4: Obtain lt+1i using equation (4.35)
(a) Simulated map (b) Trajectory
Figure 4.8: Simulated static map and trajectory. (a): The black parts are walls and the other white space
are free. The arrows are measurement directions. (b): The line is the trajectory of the robot and the
arrows are moving directions.
The number of these grid cells is denoted by nc.
Step 4 Equation (4.35) is very simple and its computational complexity is O(1).
Finally, since the loop is ran nc times, the computational complexity of this algorithm is O(nc).
4.3.4 Simulation
To illustrate the algorithm, the map shown in Figure 4.8(a) was built, where there are corners and a corridor
with open doors. The robot has ﬁve measurement directions: 0, ±pi/2 and ±pi/4, which are with respect
to the robot’s reference frame. Each beam has the same width as the grid cells, and the maximum range
is set to 9 grid cells. The trajectory is shown in Figure 4.8(b) and the robot runs from 1© to 2©.
All the initial log observations O0i are set to 0. Following along a line in each one of the measurement
directions, the log observations of the free grid cells are set to Oti = −7. At the end of the measurement
range, the grid cell is occupied and its log observation is set to Oti = 9. If the measurement range is
the same as the maximum range, all the grid cells in the measurement range are observed free with log
observations set to Oti = −7. The log observations of the grid cells outside the measurement range are set
to Oti = 0. The log odds occupancy observation of one grid cell is computed by equation (4.17), and the
result is shown in Figure 4.9(a). The corresponding occupancy grid map obtained by applying the logistic
function is shown in Figure 4.9(b). The free space is observed to have low occupancy probability. The grid
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(a) The log odds occupancy observation (b) The occupancy observation
Figure 4.9: Log odds occupancy observation and occupancy observation of the simulated static map. (a):
The colour indicates the occupancy probability in log odds form. (b): The darkness indicates the occupancy
probability.
cells along the trajectory are free with the lowest occupancy probabilities. Because of the sensor noise, the
walls are not always observed precisely, and some free grid cells can be observed occupied or unknown.
First, the variance σ2 is set to 0.1, and the size J is chosen. When J is chosen as 11 and 17, the
corresponding mapping results are shown in Figure 4.10(a) and 4.10(b), respectively. When J increases
from 11 to 17, the diﬀerence is negligible. This is a linear ﬁlter, and increasing J has little inﬂuence on
the computational eﬃciency. The variable J can be set to a large number to ensure accuracy. When J
is set to 17, the results of the MRF-based ﬁlter with σ2 0.03 and 0.08 are shown in Figure 4.11. As σ2
increases, observations become noisier, and the result is smoother.
(a) J = 11 (b) J = 17
Figure 4.10: Results of MRF-based ﬁlter with diﬀerent J for the simulated static map
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(a) σ2 = 0.03 (b) σ2 = 0.08
Figure 4.11: Results of MRF-based ﬁlter with diﬀerent σ2 for the simulated static map
4.4 Prediction based on a Markov random ﬁeld
In the previous section, the variances of unobserved grid cells are ﬁnite, and the corresponding observations
Oi are set to 0. An unobserved grid cell learns not only from its neighbours but also from this value 0. In
this section, the variances of unobserved grid cells are set to inﬁnity. This means one unobserved grid cell
can only learn from its neighbours, and this information propagates throughout space. A new method is
proposed based on an MRF to deal with this situation.
4.4.1 The Markov random ﬁeld model
In the MRF model, the map is also divided into grid cells and each grid cell is represented by a random
variable li. As before, the vector l = [l1, · · · , li, · · · ]T is regarded as an MRF where only the pair-variable
cliques in second-order neighbourhoods are considered. The prior distribution is the same as equation
(4.24). The observation of li is Oi deﬁned by equation (4.17) and all the observations are denoted by a
vector O = [O1, · · · , Oi, · · · ]T. If one grid cell is not observed, the variance associated to its observation
is inﬁnite. Assuming the index set of observed grid cells are denoted by I and all the observations are
independent, the new likelihood function can be expressed as
p(O | l) = 1∏
i∈I
√
2piσ2i
exp
(
−
∑
i∈I
(li −Oi)2
2σ2i
)
, (4.36)
where Oi is Gaussian distributed with mean li and variance σ2i . Since the variances of unobserved grid
cells are inﬁnite, their inverses 1/σ2i are set to zeros and their observations do not take any eﬀect on the
likelihood function. The variances of observed grid cells are ﬁnite. The likelihood function can also be
rewritten as
p(O | l) = 1∏
i∈I
√
2piσ2i
exp
(
−1
2
(l−O)TΛ′(l−O)
)
, (4.37)
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where Λ′ is also a diagonal matrix. If one grid cell is not observed, the corresponding element in Λ′ is 0.
The new MRF model is written as
p(l | O) = ηp(O | l)p(l) = η 1∏
i∈I
√
2piσ2i
1
Z
exp (−E(l)) , (4.38)
where E(l) is rewritten as
E(l) = 2T l
TAl+ 1
2
(l−O)TΛ′(l−O). (4.39)
4.4.2 Prediction
The temperature T is also set to 1. Minimizing the posterior energy function E(l) gives an estimate of l.
The derivative of E(l) with respect to l is given by
d
dl
E(l) = 4Al+Λ′(l−O). (4.40)
Setting this derivative to zero, the linear equation
(4A+Λ′)l = Λ′O (4.41)
is obtained. Without observations, the matrix 4A + Λ′ is singular and there is no solution to this linear
equation. Once there is one observation, the only minimum of the posterior energy function E(l) occurs
when all the random variables li take the same value as the observation. As a result, the matrix 4A+Λ′
becomes nonsingular and the prediction equation is written as
l =H′−1Λ′O, (4.42)
where
H′ = 4A+Λ′. (4.43)
If one new grid cell is observed and the corresponding variance is σ2, the matrix Λ′ can be rewritten as
Λ′ + diag(· · · , 0, 1/σ2, 0, · · · ) = Λ′ + 1
σ2
aaT, (4.44)
where a = [· · · , 0, 1, 0, · · · ]T. The matrix H′ becomes H′ + 1
σ2
aaT. Based on the Sherman–Morrison
equation, the inverse matrix can be calculated by
(H′ + 1
σ2
aaT)−1 =H′−1 − H
′−1aaTH′−1
σ2 + aTH′−1a . (4.45)
When more grid cells are observed, this inverse matrix can be computed recursively.
If the map size does not increase, the inverse matrix H′−1 needs to be solved at the beginning, and then
it can be computed recursively using equation (4.45). When the map size is very large, it is not easy to
compute the inverse matrix of H′. Here, an alternative algorithm is proposed for the case in which the
variances of all the observed grid cells are σ2.
At the beginning, the variances of unobserved grid cells are assumed to be σ2. In this case, the prediction
method in this section is the same as the previous MRF-based ﬁlter, and the inverse matrix H′−1 can
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be constructed easily by inverting a matrix with a smaller size as described in Section 4.3. In equation
4.44, variances are added into Λ′ when new grid cells need to be considered. Now, the unobserved grid
cells are already considered and their variances should be removed from the matrix Λ′. When the variance
of one unobserved grid cell is removed from Λ′, the matrix H′ becomes H′ − 1
σ2
aaT. Based on the
Sherman–Morrison equation, the inverse matrix can be obtained as
(H′ − 1
σ2
aaT)−1 =H′−1 + H
′−1aaTH′−1
σ2 − aTH′−1a . (4.46)
This step should be done again and again until all the unobserved grid cells are removed. Finally, the same
prediction can be obtained.
4.4.3 Computational complexity
The prediction based on MRF is described as the Algorithm 2 below.
Algorithm 2 Prediction based on MRF in static environments
Input: New observations · · · , Ot+1i−1 , Ot+1i , · · ·
Output: l
1: Determine σ2i
2: Initialize H′−1
3: for every new grid cell observed do
4: Compute H′−1 using equation (4.45)
5: Obtain l using equation (4.42)
The computational complexity is obtained as follows.
Step 2 In order to initialize the inverse matrix H′−1, at least one grid cell should be observed. At the
beginning, the grid cell the robot occupies is assumed to be observed free. Assuming the number of
grid cells in the map is n, the computational complexity of this step is O(n3).
Step 3 The variances of new observed grid cells should be added into matrix H′. The number of new
observed grid cells nu depends on the new region observed in a time interval and the size of every
grid cell in this region. Step 4 should be computed nu times.
Step 4 Due to the simplicity of vector a, the computational complexity of equation (4.45) is O(n2).
Step 5 The computational complexity of the ﬁnal step is just matrix product which is O(n2).
Inverting the matrix H′ directly has a computational complexity of O(n3). Updating the inverse matrix
based on equation (4.45) reduces the computational complexity to O(n2).
4.4.4 Simulation
The method proposed in this section is applied to the same map and trajectory used in Section 4.3. The
simulated map and trajectory are shown in Figure 4.8, and the observations are shown in Figure 4.9. All
the variances are set to σ2. The results of the MRF-based prediction with diﬀerent σ2 are shown in Figure
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(a) σ2 = 0.03 (b) σ2 = 0.05
Figure 4.12: Results of MRF-based prediction with diﬀerent σ2 for the simulated static map
4.12. The space behind the left side or right side wall is predicted occupied which in the previous method
was predicted unknown (equal probabilities of free and occupied states). The unobserved space on the top
is still predicted free. The unobserved space in the corner of the center corridor is predicted free with large
uncertainty. Compared with Figure 4.11, the current method is able to propagate the prediction of free
space beyond the sensor range limit, as can be seen in the top region of the map. In the observed region
of the map, both methods obtain similar results.
4.5 Prediction based on a Gaussian random ﬁeld
The previous two methods build maps in discrete space. In this section, the log odds occupancy ﬁeld is
regarded as a GRF, and a new method is proposed to build maps in continuous space. In a GRF, some
points in observed space should be chosen as training data used to predict any point in continuous space.
In the log odds occupancy ﬁeld, if one point is observed multiple times, its observations are additive. Once
the space is now continuous, one question that arises is how to decide if one point is observed multiple
times. For convenience, two points close to each other are regarded as the same. As a result, the observed
space is also divided into grid cells, and each observed grid cell is represented by its central point. If any
point in one grid cell is observed, its central point is assumed to be observed once. After obtaining the
training points, maps with arbitrary resolution can be built.
In Section 3.2.1, predictions based on Gaussian processes and GRFs were introduced. In the prediction
equation of the Gaussian processes with noisy observations, the inverse of the covariance matrix must be
recalculated when new training points arrive. A novel method is proposed to avoid calculating this inverse.
4.5.1 The Gaussian random ﬁeld model
In the GRF, training points are constrained to the central points of the observed grid cells, and test points
can be chosen with arbitrary distances to each other in continuous space. Every point is represented by li
which is the log odds form of its occupancy probability. The training and test points are represented by a
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vector l = [l1, · · · , li, · · · , ln]T, where n is the number of all the points. The prior distribution is
p(l) =
1√
(2pi)n|K|exp
(
−1
2
(l− µ)TK−1(l− µ)
)
, (4.47)
where µ = [µ1, · · · , µi, · · · , µn]T is the mean vector and K is the covariance matrix. The covariance
function is chosen later. The observation vector of li is O = [O1, · · · , Oi, · · · , On]T where Oi is a log odds
observation deﬁned by equation (4.17). The variances of test points are set to inﬁnity. Assuming all the
observations in the vector O are independent, the likelihood function p(O | l) is the same as equation
(4.37) where Oi is Gaussian distributed with mean li and variance σ2i . Test points are not considered in
the likelihood function and the corresponding elements in the diagonal matrix Λ′ are 0. Based on the Bayes
rule, the GRF model is obtained
p(l | O) = ηp(O | l)p(l) = η 1∏
i∈I
√
2piσ2i
1√
(2pi)n|K|exp (−E(l)) , (4.48)
where η is a constant and E(l) is rewritten as
E(l) = 1
2
(l− µ)TK−1(l− µ) + 1
2
(l−O)TΛ′(l−O). (4.49)
4.5.2 Prediction
Minimizing the posterior energy function E(l) gives an estimate of l. The derivative of E(l) with respect
to l is written as
d
dl
E(l) =K−1(l− µ) +Λ′(l−O) (4.50)
= K−1(l− µ) +Λ′(l− µ)−Λ′(O − µ). (4.51)
Setting this derivative to zero, the linear equation
(K−1 +Λ′)(l− µ) = Λ′(O − µ) (4.52)
is obtained, where K−1 +Λ′ is nonsigular. The mapping problem can be solved by
l = µ+ (K−1 +Λ′)−1Λ′(O − µ). (4.53)
At the beginning, there are no observations and Λ′ is the zero matrix. If one training point is obtained
and the corresponding variance is σ2j , the inverse matrix becomes D = (K−1 + 1σ2j aa
T)−1, where a =
[· · · , 0, 1, 0, · · · ]T. Based on the Sherman–Morrison equation, the inverse matrix can be written as
D =K − Kaa
TK
σ2j + a
TKa
. (4.54)
If another training point is obtained and its variance is σ2∗, the inverse matrix becomes (K−1 +
1
σ2j
aaT +
1
σ2∗
a∗aT∗)−1, where a∗ = [· · · , 0, 1, 0, · · · ]T. Based on Sherman–Morrison equation, this inverse matrix can
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Figure 4.13: Examples of local mapping
be solved by
(K−1 +
1
σ2j
aaT +
1
σ2∗
a∗aT∗)
−1 = D − Da∗a
T∗D
σ2∗ + aT∗Da∗
. (4.55)
If there are more observations, it can be done in the same way. As a result, the inverse matrix can be
computed without inverting matrices.
Assuming i row in D is denoted by Di and the element at i row and j column is denoted by Dij , every
row can be updated by
Di =Ki − Kij
σ2j +Kjj
Kj . (4.56)
The covariance function K is a positive semi-deﬁnite matrix. When the point with index i is far from the
point with index j, the corresponding covariance Kij is close to 0, and there is no need to update the
corresponding row Di. At the beginning, only the elements in K that are greater than a small positive
number should be maintained. When predicting one point, only the training points in a small area around
it should be considered. The chosen area depends on the covariance function. When a new training point
is obtained, only the estimations of the points in a small area need to be updated. This also means there
is no need to consider the whole map when only a part of the map is to be predicted. Figure 4.13 shows
two examples of local mapping. When the area in dotted line needs to be predicted, the training points
in the dash-dot line should be considered. The shape and size of the predicted area can be arbitrary. The
augmented distance D depends on the covariance function used.
4.5.3 Choice of the covariance function
How much one point inﬂuences its surroundings depends on the covariance function. One point should
not correlate to distant points. The squared exponential function, the Ornstein–Uhlenbeck function and
the triangular function are possible choices. The corresponding covariance curves with similar inﬂuence
distances are shown in Figure 4.14(a). When the distance between two points is more than 5, the covariance
is 0 or close to 0.
Three covariance functions are tested with the same training data in one dimension, marked by asterisks
in Figure 4.14(b). The training points with values less than 0 can be regarded as free points and the ones
with values more than 0 are occupied points. All of them have the same variance 0.05. The means of
Gaussian processes are set to 0, and the predicted means are shown as three curves. On the left side of
the ﬁrst minimum, the training points are less than 0, the prediction for the squared exponential function
exceeds 0. For the squared exponential function and the triangular function, the predictions between two
minimums exceed 0. On the right side of the second minimum, there is one occupied training point, and all
the prediction curves exceed 0. With some special training points which are less than 0, the prediction for
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(a) Covariance curves (b) Predictions with same dataset
Figure 4.14: Comparison of three covariance functions
the Ornstein–Uhlenbeck function may also exceed 0. Anyway, the Ornstein–Uhlenbeck function provides a
qualitatively better prediction than the other two. As a result, the Ornstein–Uhlenbeck function is chosen,
and its covariance function is given by
C(c, c′) = σ2fexp
(
−|c− c
′|
`
)
, (4.57)
where σ2f is the signal variance, the parameter ` is the length scale, the variables c and c
′ are the corre-
sponding coordinates of two random variables.
4.5.4 Computational complexity
The prediction based on GRF is described as the Algorithm 3 below.
Algorithm 3 Prediction based on GRF in static environments
Input: New observations · · · , Ot+1i−1 , Ot+1i , · · ·
Output: l
1: Determine the training and testing points
2: Initialize covariance matrix K
3: Determine σ2i
4: for every training point do
5: for every test point correlated to current training point do
6: Compute Di using equation (4.56)
7: Obtain l using equation (4.53)
The computational complexity is obtained as follows.
Step 1 When new observations are obtained, the ﬁrst step is to choose the size of the local map as shown
in Figure 4.15. Assuming region 1 is one new scan, the local map updated should consist of regions
1 and 2. The observed points in region 3 should be considered when mapping regions 1 and 2. The
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Figure 4.15: Choice of local map
training points are the observed points in regions 1, 2 and 3. The test points can chosen arbitrarily.
Because of the noise in observations, the training points in regions 1 and 2 are also chosen as test
points. The observed points in regions 1 and 2 are not only training points but also test points.
Step 2 The covariance matrix K is based on the chosen covariance function and its dimension is n.
Initializing it has a computational complexity of O(n2).
Step 4 The number of training points is denoted by no.
Step 5 For every training point, the number of test points correlated with it is not constant and depends
on the chosen point in continuous space. Assume the maximum correlated test points is nm.
Step 6 The computational complexity of this step depends on the number of correlated test and training
points. This number is also uncertain and the maximum computational complexity is assumed to be
O(nr).
Step 7 Assume the number of the test points is nt, the computational complexity of the ﬁnal step is
O(ntn2o).
The computational complexity of the proposed recursive method including steps 4, 5 and 6 is less than
O(nonmnr). Inverting the matrix has a computational complexity of O(n3o). When nm and nr are less
than no, the proposed recursive method is more advantageous.
4.5.5 Simulation
As was done in the other methods based on MRF, the same map and trajectory shown in Figure 4.8 are
used. The training points are the central points of observed grid cells in Figure 4.9. The signal variance
σ2f is set to 1, and all the variances of observations σ
2
i = σ
2 = 2. When the length-scale ` is chosen as 0.5
and 1, the prediction results are shown in Figure 4.16. Increasing `, more points are correlated, and the
map is smoother.
The GRF-based prediction has the ability to build maps with high resolution. In order to improve the
resolution, the predicted map with size 40× 40 is divided into 80× 80 grid cells. The training data is the
same as the previous simulation. The whole map is also divided into 8 × 8 local maps. The global map
is built tiling the space with the local maps. The signal variance σ2f and the length-scale ` are set to 1.
The results with diﬀerent σ2 are shown in Figure 4.17. With the same σ2, the prediction results in Figure
4.16(b) and 4.17(a) are similar. The main diﬀerence between them is their resolutions. The smoothness
of the global map can be ensured by overlapping observations.
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(a) ` = 0.5 (b) ` = 1
Figure 4.16: Results of GRF-based prediction with diﬀerent ` for the simulated static map
(a) σ2 = 2 (b) σ2 = 5
Figure 4.17: Results of MRF-based prediction with diﬀerent σ2 for the simulated static map
4.6 Comparison
The MRF can be divided in two parts, a ﬁlter and a prediction. The MRF-based ﬁlter is an online method,
which can ﬁlter out noisy measurements while building a map. The MRF-based prediction can be used to
predict the unobserved space. When the whole map is observed, both methods are equivalent. Otherwise,
when there is unobserved space, the two methods are not equivalent, but the diﬀerence is small in the
observed space. In GRFs, one point only inﬂuences a certain small area. The GRF-based prediction works
in continuous space and can be implemented locally without losing smoothness. It also allows the map to
be built with high resolution.
Choosing Figures 4.9(b), 4.11(a), 4.12(a) and 4.17(a) as the representative results of the classical occupancy
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grid mapping (OGM) methods and the three proposed methods, the quantitative comparison between
diﬀerent methods is shown as Table 4.1. The occupancy probability between 0.47 and 0.53 is classiﬁed
as unknown. While the occupancy probability more than 0.53 is classiﬁed as occupied and the occupancy
probability less than 0.47 is classiﬁed as free. The proposed methods predict more true free (TF) and false
occupied (FO) space, because the space behind the wall is predicted occupied. The MRF-based ﬁlter and
the GRF-based prediction produce similar results. However, the latter can build continuous maps with any
resolution. The MRF-based prediction can predict more space than the other two.
Table 4.1: Comparison between results for the simulated static map. TF= True free, TO= True occupied,
FF= False free, FO= False occupied, UN=Unknown.
Free grid cell TF TO FO FF UN
Classical OGM (Figure 4.9(b)) 897 75 27 45 556
MRF-based ﬁlter (Figure 4.11(a)) 1046 79 85 66 324
MRF-based prediction (Figure 4.12(a)) 1296 77 137 73 17
GRF-based prediction (Figure 4.17(a)) 1019 91 76 55 359
The methods proposed in this chapter are considered occupancy mapping methods. Compared with the
classical occupancy grid mapping shown in Figure 4.9(b), the MRF-based ﬁlter can produce a smooth map
while the MRF-based prediction is able to predict unobserved space. However, the computation in the latter
is slightly more complex. The GRF-based prediction can also predict the unobserved space. Even though
it is not so computational eﬃcient as the classical occupancy grid mapping, it can also be implemented
online. In the Gaussian process occupancy map (GPOM) mentioned in Section 2.3.2, it is not considered
that one point is observed multiple times. In the proposed methods, the point observed multiple times
have low uncertainty.
4.7 Summary
In this chapter, diﬀerent mapping methods are proposed for static environments. The occupancy probability
in log odds form is applied to represent the map that is regarded as a random ﬁeld. An MRF-based ﬁlter
is proposed under the assumption that the variance of unobserved space is not inﬁnity. When all the
variances are the same, the ﬁlter becomes very computationally eﬃcient and can be implemented online.
An MRF-based prediction method is proposed when the unobserved space is not considered in the likelihood
function. Given the prior, the unobserved space can be predicted and the result is obtained by solving an
inverse matrix. Based on the Sherman–Morrison equation, the inverse matrix is computed recursively when
new grid cells are observed. Finally, A GRF-based prediction is proposed. Given a Gaussian prior, the
prediction can be done locally. Instead of the prediction equation with an inverting matrix problem, a new
recursive method is proposed to reduce the computational complexity. The GRF-based prediction can build
maps with arbitrary resolution. These methods are tested by the same simulated data.
5
Mapping in dynamic environments
The previous chapter presents novel mapping methods for static environments. This chapter concerns the
mapping problem in dynamic environments where robots have to interact with moving objects. A diﬀerent
model is used to tackle the dynamic objects, and two methods are proposed using Markov random ﬁelds
(MRFs) and Gaussian random ﬁelds (GRFs). Section 5.1 introduces hidden Markov models (HMMs) for
dynamic environments. Based on MRFs, the ﬁrst method is proposed in Section 5.2. The other method
based on GRFs is presented in Section 5.3. The proposed methods are also tested in simulations in the
corresponding sections.
5.1 Hidden Markov models for dynamic environments
5.1.1 The hidden Markov model
The main diﬀerence between static and dynamic environments is the existence of unpredictable dynamic
objects. In dynamic environments, one point c in space may be occupied or free in diﬀerent time instants.
Here, its next state mt+1c is assumed to only depend on the current one m
t
c and a Markov chain is applied
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Figure 5.1: Markov chain for dynamic environments
Figure 5.2: HMM for dynamic environments
to model the dynamic behaviour. The occupied and free states are denoted by s1 and s2, respectively.
The Markov chain is shown in Figure 5.1, where the probability transition matrix for mc is denoted by
Ac = {acij} and assumed to be time-invariant.
Deﬁning a grid cell whose central point is c, this point is measured once if one measurement beam z passes
by this grid cell. The Markov chain is a discrete model in time. Between two time instants, the state is
assumed to be constant and may be measured multiple times. The measurement beams for the current
state mtc are denoted by z
t
i with the same superscript t and diﬀerent subscripts, and the measurement
sequence is denoted by yt = (zt1, z
t
2, · · · ). Because of sensor noise, the states cannot be observed certainly,
and an HMM can be applied. The graphical model of an HMM is shown in Figure 5.2, where ζ is the
number of the measurement sequences. The corresponding emission probabilities are p(yt | mtc). Since
robots always moves in space, the observation sequences for the states in diﬀerent time instants may be
diﬀerent, and the emission probabilities are also diﬀerent. However, they are not unknown parameters.
Assuming independent observations, the emission probabilities can be derived by
p(yt | mtc) =
∏
i
p(zti | mtc), (5.1)
where p(zti | mtc) is the probability of the measurement zti given the state mtc. How to obtain p(zti | mtc)
from the sensor model is already mentioned in Section 4.1.
Besides two transition probabilities, the overall expected duration mentioned in Section 3.2.2 provides an
alternative way to analyse the dynamic behaviour. The state distribution (occupied, free) of one point may
change with time and the overall expected durations at diﬀerent times may be diﬀerent. For convenience,
the overall expected duration at a stationary state is applied and given by
E(d) = G1 1
1− ac11
+ G2 1
1− ac22
, (5.2)
where G1 and G2 are occupancy and free probabilities of the stationary distribution, respectively. The
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stationary distribution can be obtained by solving [G1 G2]
[
ac11 1− ac11
1− ac22 ac22
]
= [G1 G2],
G1 + G2 = 1.
(5.3)
As a result, the state probabilities G1 and G2 are given by
G1 = 1− a
c
22
2− ac11 − ac22
, (5.4)
G2 = 1− a
c
11
2− ac11 − ac22
. (5.5)
Given two transition probabilities ac11 and a
c
22, the overall expected duration can be computed to indicate
how dynamic one point is. High dynamic points will have short overall expected durations.
5.1.2 Parameter estimation
As mentioned in Section 3.2.3, it is not possible to estimate transition probabilities ac11 and a
c
22 by maxi-
mizing likelihood directly. The expectation maximization (EM) algorithm can be applied to estimate the
transition probabilities and the initial state probabilities. The parameters are denoted by θc = {ρci , acij},
where ρci represents the initial state probability p(m
0
c = si). Assuming an observation sequence is denoted
by O = (y0, y1, · · · , yζ−1) and an underlying state sequence is denoted byMc = (m0c ,m1c , · · · ,mζ−1c ), the
likelihood function of θc given the observation sequence and the underlying state sequence is
p(O,Mc | θc) = p(m0c)p(y0 | m0c)
ζ−1∏
t=1
p(mtc | mt−1c )p(yt | mtc). (5.6)
However, an observation sequence yt does not include all of the space. When mtc is not observed, the
emission probabilities p(yt | mtc) are set to 1. In order to estimate the parameters, the EM algorithm is
applied to recursively maximize a Q function given by
Q(θc, θ
(k)
c ) =
∑
Mc
p(Mc | O, θ(k)c )log p(Mc, O | θc) (5.7)
=
∑
Mc
p(Mc | O, θ(k)c ) (log p(O | Mc, θc) + log p(Mc | θc)) (5.8)
=
∑
Mc
p(Mc | O, θ(k)c )log p(O | Mc, θc) +
∑
Mc
p(Mc | O, θ(k)c )log p(Mc | θc), (5.9)
where the sum is over all the possible state sequences Mc, and θ(k)c represents the parameters obtained
in iteration k. Given the state sequence Mc, the observation sequence O is conditionally independent of
the parameters θc. As a result, the probabilities p(O | Mc, θc) can be rewritten as p(O | Mc) which can
be derived from the emission probabilities p(yt | mtc). As a consequence, the ﬁrst term in equation (5.9)
is constant. The parameters can be equivalently obtained by maximizing the second term. Similarly to
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equation (3.25), the second term is rewritten as
∑
Mc
p(Mc | O, θ(k)c )log p(Mc | θc) =
2∑
i=1
γci (0)log ρ
c
i +
ζ−1∑
t=1
2∑
i=1
2∑
j=1
ξcij(t)log a
c
ij
=
2∑
i=1
γci (0)log ρ
c
i +
ζ−1∑
t=1
2∑
i=1
ξc1i(t)log a
c
1i +
ζ−1∑
t=1
2∑
i=1
ξc2i(t)log a
c
2i,
(5.10)
where γci (t) represents p(m
t
c = si | O, θ(k)c ) which is the probability of being in state si in time instant t given
the observation sequence O and the parameters θ(k)c , and ξcij(t) represents p(m
t
c = si,m
t+1
c = sj | O, θ(k)c )
which is the probability of being in state si in time instant t and sj in time instant t+1 given the observation
sequence O and parameters θ(k)c . Since the three terms in equation (5.10) contain diﬀerent parameters
ρc1, a
c
11, and a
c
22, they can be maximized individually. The three terms can be represented by the functions
f(ρc1), f(a
c
11) and f(a
c
22), deﬁned by
f(ρc1) =
2∑
i=1
γci (0)log ρ
c
i
= γc1(0)log ρ
c
1 + γ
c
2(0)log (1− ρc1), (5.11)
f(ac11) =
ζ−1∑
t=1
2∑
i=1
ξc1i(t)log a
c
1i
=
ζ−1∑
t=1
ξc11(t)log a
c
11 +
ζ−1∑
t=1
ξc12(t)log (1− ac11), (5.12)
f(ac22) =
ζ−1∑
t=1
2∑
i=1
ξc2i(t)log a
c
2i
=
ζ−1∑
t=1
ξc21(t)log (1− ac22) +
ζ−1∑
t=1
ξc22(t)log a
c
22. (5.13)
Maximizing the ﬁrst function f(ρc1) gives the estimation of the initial probabilities,
ρ
c(k+1)
i = γ
c
i (0). (5.14)
Maximizing the other two functions f(ac22) gives the estimation of the transition probabilities,
a
c(k+1)
ii =
∑ζ−1
t=1 ξ
c
ii(t)∑ζ−1
t=1 γ
c
i (t)
. (5.15)
Computing the probabilities γci (t) and ξ
c
ij(t) requires temporary variables α
c
i (t) and β
c
i (t). The variable
αci (t) denotes p(y0, y1, · · · , yt,mtc = si | θ(k)c ), which is the probability of seeing the observation sequence
y0, y1, · · · , yt and being in state si. The variable βi(t) denotes p(yt+1, · · · , yζ−1 | mtc = si, θ(k)c ), which
is the probability of the observation sequence yt+1, · · · , yζ−1 given starting state si. Similarly to the
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forward-backward algorithm used in Section 3.2.3, the probabilities γci (t) and ξ
c
ij(t) can be computed by
γci (t) =
αci (t)β
c
i (t)∑2
j=1 α
c
j(t)β
c
j (t)
, (5.16)
ξcij(t) =
αci (t)aijβ
c
j (t+ 1)p(y
t+1 | mt+1c = sj)∑2
i=1
∑2
j=1 α
c
i (t)aijβ
c
j (t+ 1)p(y
t+1 | mt+1c = sj)
. (5.17)
In one time instant, the map is assumed to be static, and occupancy grid mapping can be applied to build a
temporal occupancy map. Because the transition matrix is unknown, the state probabilities p(mtc = s1) and
p(mtc = s2) are also unknown. All the state probabilities are temporarily set to 0.5 and the posterior state
probabilities p(mtc = s1 | yt) and p(mtc = s2 | yt) can be obtained. However, the emission probabilities
p(yt | mtc = s1) and p(yt | mtc = s2) are required for HMM. Based on the Bayes rule, the posterior
probability of the occupied state is given by
p(mtc = s1 | yt) =
p(yt | mtc = s1)p(mtc = s1)
p(yt)
, (5.18)
where p(yt) is a constant and p(mtc = s1) is the occupancy probability. Similarly, the posterior probability
of the free state is given by
p(mtc = s2 | yt) =
p(yt | mtc = s2)p(mtc = s2)
p(yt)
, (5.19)
where p(mtc = s2) is the free probability. Because the prior probabilities p(m
t
c) are set to 0.5, the posterior
state probabilities p(mtc = s1 | yt) and p(mtc = s2 | yt) are the normalized version of p(yt | mtc = s1) and
p(yt | mtc = s2). Replacing p(yt | mtc) by p(mtc | yt) to compute αci (t) and βci (t) gives temporary variables
αˆci (t) = η
c
α(t)α
c
i (t), (5.20)
βˆci (t) = η
c
β(t)β
c
i (t), (5.21)
where ηcα(t) and η
c
β(t) are constants. Using these new variables directly to calculate γ
c
i (t) and ξ
c
ij(t) by
equations (5.16) and (5.17), the same γci (t) and ξ
c
ij(t) can be obtained,
γci (t) =
αˆci (t)βˆ
c
i (t)∑2
j=1 αˆ
c
j(t)βˆ
c
j (t)
, (5.22)
ξcij(t) =
αˆci (t)a
c
ij βˆ
c
j (t+ 1)p(m
t+1
c = sj | yt+1)∑2
i=1
∑2
j=1 αˆ
c
i (t)a
c
ij βˆ
c
j (t+ 1)p(m
t+1
c = sj | yt+1)
. (5.23)
Finally these constants are cancelled. As a result, the posterior state probabilities p(mtc | yt) can be used
to estimate the parameters conveniently instead of the emission probabilities p(yt | mtc). For the case that
one point is not observed in one time instant, setting the corresponding emission probabilities p(yt | mtc)
to 0.5 also gives the same result.
5.1.3 Computational complexity
The EM method is described as the Algorithm 4 below.
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Algorithm 4 Expectation maximization
Input: Measurements zti
Output: a(k)1 and a
(k)
2
1: Initialize ρc(0)i , a
c(0)
ii
2: Build occupancy grid maps with temporary state probabilities 0.5 and obtain p(mtc | yt)
3: for every observed point c do
4: k = 0
5: while k < maximum iteration do
6: Calculate αci (t) and β
c
i (t) using p(m
t
c | yt)
7: Calculate γci (0) and ξ
c
ij(t) using equations (5.22) and (5.23)
8: Update the initial probabilities ρc(k+1)i using equation (5.14)
9: Update the transition probabilities ac(k+1)ii using equation (5.15)
10: k = k + 1
The computational complexity is obtained as follows.
Step 2 The observed space can be divided into grid cells, and each grid cell is represented by its central
point. An occupancy grid map is built for every time instant. For one point in one time instant, its
state probabilities can be iteratively updated by equation (4.4). The iteration number is the same
as the number of measurements which is limited in one time instant. As a result, the computational
complexity of calculating the state probabilities for one point in one time instant is O(1), and the
computational complexity of this step isO(ζno), where ζ is the number of the measurement sequences
and no is the number of observed points.
Step 5 Diﬀerent points have diﬀerent convergence speeds, and the detail is discussed later in Section
5.1.5.
Steps 6 and 7 For every point, the forward-backward procedure has a computational complexity of O(ζ).
Steps 8 and 9 For every point, the update of parameters has a computational complexity of O(1).
5.1.4 Simulation
Based on the simulated static environment shown in Figure 4.8(a), eight dynamic objects and a dynamic
door are added to simulate the dynamic environment shown in Figure 5.3(a). These dynamic objects change
their states with diﬀerent frequencies. The corresponding state durations of eight dynamic objects and the
dynamic door are ∆t/3, 2∆t/3, ∆t, 2∆t, 4∆t, 13∆t, 26∆t, 50∆t, and 60∆t, where ∆t denotes the time
between two time instants. After one state duration, the corresponding object may change its state or keep
its state with the same probability 0.5. Dynamic objects 1 and 2 may change their states during one ∆t
and they are used to show if very high dynamic objects can be modelled correctly. The map is divided into
grid cells, and the speed of the robot is 3 grid cells per ∆t. The robot has ﬁve measurement directions: 0,
±pi/2 and ±pi/4, which are relative to the robot’s orientation. The maximum range is 9 grid cells. After
the robot runs around the middle corner clockwise 20 loops, the trajectory is shown in Figure 5.3(b). The
values are the number of times the robot passes by each grid cell. Every side of some dynamic objects
can be observed. Meanwhile, the borders of some dynamic objects opposite to the trajectory cannot be
observed due to the obstacles in the middle of the room and distances being larger than the measurement
range.
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(a) Simulated dynamic environment (b) Simulated path of the robot
Figure 5.3: Simulated dynamic environment and path. (a): The gray part is a dynamic door and the black
squares are dynamic objects. The other black parts are static walls. The arrows are measurement directions
of the robot. (b): The colour indicates how many times the robot goes through one grid cell.
During one ∆t, the map is assumed to be static. For computational convenience, the log observation
deﬁned in Section 4.2.2 is applied to build an occupancy grid map instead of the beam model of range
sensors. The log observations Oti of grid cells observed occupied are 9, and the log observations O
t
i of grid
cells observed free are −7. The initial log observation O0i and the log observations Oti of unobserved grid
cells are 0. One grid cell with a posterior occupancy probability more than 0.5 is assumed to be observed
occupied once. One grid cell with a posterior occupancy probability less than 0.5 is assumed to be observed
free once. After 20 loops, the total times that the grid cells are observed free or occupied are shown in
Figure 5.4. In Figure 5.4(a), most of the free space is fully observed more than 20 times. It means some
free grid cells are observed more than once during one loop. The walls have less chance to be observed
free. As shown in Figure 5.4(b), the free space around objects and walls is observed occupied sometimes
because of sensor noise. Most of the observed free space is never observed as being occupied.
Given the occupancy grid maps, the parameters of every grid cell are estimated individually. The initial
values of parameters ac11, a
c
22, ρ
c
1 are set to 0.5. The maximum number of iterations of the optimization
process is set to 800. The estimates of parameters a11 and a22 for observed space are shown in Figure
5.5(a) and Figure 5.5(b), respectively. There is no estimate for unknown space covered by asterisks. In
Figure 5.5(a), the estimate of a11 for free space is close to zero. It means free space will change to the
free state from the occupied state quickly. The estimates for walls are high. It means the walls always
stay occupied. The dynamic objects 1 and 2 change with high frequencies. They may change their states
during one ∆t. Their estimates of a11 are similar to dynamic objects 2 and 3. The dynamic objects 4 and
5 have higher estimates. The parameters of dynamic objects 6 and 7 are similar to the walls. Because of
the sensor noise, some grid cells of the dynamic door are not estimated correctly, and the free space near
the door has a higher estimate of a11 than most of the free space. As a whole, the dynamic object with
a higher switching frequency has a lower estimate of a11. In Figure 5.5(b), the estimates of free space
and walls are opposite to their estimates in Figure 5.5(a). The free space has a high estimate of a22 and
the walls have low estimates. For the dynamic objects, their estimates are similar to the corresponding
estimates in Figure 5.5(a). The dynamic object with a higher switching frequency has a low estimate of
a22.
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(a) Observed free (b) Observed occupied
Figure 5.4: Total observed times for the simulated dynamic environment. (a): The colour indicates the
number of times one grid cell is observed free. (b): The colour indicates the number of times one grid cell
is observed occupied.
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.5: HMM parameter estimation without prior for the simulated dynamic environment. (a): The
darkness indicates the probability of staying in occupied state. (b): The darkness indicates the probability
of staying in free state.
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(a) Overall expected duration (b) Overall expected duration in log scale
Figure 5.6: Overall expected duration without prior for the simulated dynamic environment. (a): The
colour indicates the overall expected duration. (b): The colour indicates the overall expected duration in
log scale.
The overall expected duration is shown in Figure 5.6(a). The overall expected duration of the central free
space is similar to the walls. The overall expected duration of the free space behind the door is short, and
it is the same as the borders of observed free space. The diﬀerence between dynamic objects is not clear.
In order to see the diﬀerence clearly, the overall expected duration in log scale is shown in Figure 5.6(b).
The expected duration of the door is similar to the slow dynamic objects 7 and 8. The dynamic object
with a low switching frequency has a long expected duration.
5.1.5 Discussion
As shown in Figure 5.4, diﬀerent grid cells may have diﬀerent numbers of observations. Meanwhile, the
convergence speeds of the parameters of diﬀerent grid cells may also be diﬀerent. In order to analyse
the relationship between the number of observations and the parameter convergence speed, the following
paragraphs discuss three kinds of grid cells: free, occupied, and dynamic.
For free grid cells, how the number of free observations inﬂuences the parameter convergence speed is
introduced here. A free grid cell is the one with fewer occupied observations and more free observations.
Table 5.1 shows the observation numbers of 5 free grid cells. All of them have no occupied observation
and have diﬀerent numbers of free observations. The optimization processes of their parameters are shown
in Figure 5.7. With more free observations, the optimization process converges faster. The derivatives
of Q function with respect to a11 and a22 are shown in Figure 5.8. Even though there is no occupied
observation, the derivatives of Q function with respect to a11 converge to zeros. When the parameters a22
converge to 1, the derivatives of Q function with respect to a22 converge to nonzero constants. The best
estimates of a22 for these free grid cells are 1. When a22 reaches 0.9, the corresponding derivative of Q
function with respect to a11 is close to 0.
How the number of occupied observations inﬂuences the parameter convergence speed for occupied grid
cells is introduced in this paragraph. As one occupied grid cell, it should have fewer free observations and
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Table 5.1: Observation numbers of the selected free grid cells
Free grid cell 1 2 3 4 5
Free observation number 2 11 22 35 44
Occupied observation number 0 0 0 0 0
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.7: Optimization process of the parameters of the selected free grid cells
(a) Derivative of Q with respect to a11 (b) Derivative of Q with respect to a22
Figure 5.8: Optimization process of the parameter derivatives of the selected free grid cells
more occupied observations. Table 5.2 shows the observation numbers of 4 occupied grid cells and most of
their observations are occupied. Because of noise, it is not easy to choose occupied grid cells without free
observation. As a result, the ﬁrst three occupied grid cells have 1 or 2 free observations. The corresponding
optimization processes are shown in Figure 5.9. With more occupied observations, the optimization process
also converges faster. Even though there is no free observation for occupied grid cell 4, the parameter a22
can also be optimized by occupied observations. As shown in Figure 5.10, the derivatives of Q function
with respect to a11 and a22 converge to nonzero constants and zeros, respectively. Similarly, the best
estimates of a11 for these occupied points are 1. When a11 reaches 0.9, the corresponding derivative of Q
function with respect to a22 is close to 0.
Table 5.2: Observation numbers of the selected occupied grid cells
Occupied grid cell 1 2 3 4
Free observation number 1 2 1 0
Occupied observation number 34 26 12 3
5.2. PREDICTION BASED ON MARKOV RANDOM FIELDS 57
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.9: Optimization process of the parameters of the selected occupied grid cells
(a) Derivative of Q with respect to a11 (b) Derivative of Q with respect to a22
Figure 5.10: Optimization process of the parameter derivatives of the selected occupied grid cells
As to dynamic grid cells, the dynamic objects 2, 4, 6, 8 and the door are taken as examples, and their
observation numbers are shown in Table 5.3. They change with diﬀerent frequencies, and their numbers
of free observations are similar to the corresponding numbers of occupied observations. For one dynamic
object, the estimations of a11 and a22 converge at similar speeds. In Figure 5.12, all the derivatives converge
to zeros.
Table 5.3: Observation numbers of the selected dynamic objects
Dynamic object 2 4 6 8 door
Free observation number 16 21 16 24 12
Occupied observation number 17 17 12 13 8
5.2 Prediction based on Markov random ﬁelds
In the previous section, Markov chains are applied to model dynamic environments, and there are only two
parameters in a transition matrix. In this section, grid maps are applied to represent dynamic environments,
and every grid cell is described by two parameters of a Markov chain. Based on MRF theory, a new method
is proposed to estimate the parameters of observed and unobserved space.
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.11: Optimization process of the parameters of the selected dynamic objects
(a) Derivative of Q with respect to a11 (b) Derivative of Q with respect to a22
Figure 5.12: Optimization process of the parameter derivatives of the selected dynamic objects
5.2.1 The Markov random ﬁeld model
For one grid cell, the probabilities of staying in occupied and free states are denoted by ac11 and a
c
22,
respectively. The set of ac11 and a
c
22 for all the grid cells is denoted by A = (a1,a2), where a1 =
[· · · , ac11, · · · ]T and a2 = [· · · , ac22, · · · ]T. Assuming a1 and a2 are independent, the prior distribution can
be factorized as
p(A) = p(a1)p(a2), (5.24)
where p(a1) and p(a2) are assumed to have the same distribution. The prior distribution p(a1) is taken
as an example to derive the prior distribution which also takes the advantage of log odds form. The log
odds form of ac11 is deﬁned by
lca11 = log
ac11
1− ac11
. (5.25)
The vector of all the ac11 in log odds form is denoted by la1 = [· · · , lca11 , · · · ]T and can be expressed by
la1 = log
a1
1− a1 , (5.26)
where 1 is a column of ones and the division is elementwise. The vector la1 is regarded as an MRF where
only the pair-variable cliques in the second-order neighbourhood are considered. Similarly to equation
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(4.24), the prior distribution p(a1) is
p(a1) =
1
Z
exp
(
− 2T l
T
a1Ala1
)
(5.27)
=
1
Z
exp
(
− 1T U(a1)
)
, (5.28)
where
U(a1) = 2(log
a1
1− a1 )
TAlog a1
1− a1 , (5.29)
Z =
∑
a1
exp
(
− 1T U(a1)
)
. (5.30)
The temperature T has a role of weight between the prior distribution and the likelihood, and Z is a
normalizer. The matrix A depends on the cliques in MRFs. Similarly, the log odds form of ac22 is deﬁned
by
lca22 = log
ac22
1− ac22
. (5.31)
The vector of all the lca22 is denoted by la2 = [· · · , lca22 , · · · ]T and regarded as the same MRF. By analogy
with equation (5.28), the prior distribution p(a2) is
p(a2) =
1
Z
exp
(
− 1T U(a2)
)
, (5.32)
where
U(a2) = 2(log
a2
1− a2 )
TAlog a2
1− a2 . (5.33)
Since p(a1) and p(a2) have the same distribution, the normalizers Z are the same.
Assuming the coordinate set of observed grid cells is denoted by I and the states of diﬀerent grid cells
are independent, the map in time instant t that consists of the states of observed grid cells is denoted by
Mt = {m0c , · · · ,mtc, · · · }(c ∈ I) and its distribution is described as
p(Mt) =
∏
c∈I
p(mtc). (5.34)
A map sequence consists of diﬀerent maps Mt in time and is denoted by M = {M0, · · · ,Mt, · · · }.
As shown in Figure 5.13, the map sequence depends on space and time. Meanwhile, the map se-
quence also consists of diﬀerent state sequences Mc(c ∈ I) in space and can also be expressed as
M = {· · · ,Mc, · · · }(c ∈ I). Because of the state independence between diﬀerent grid cells, the dis-
tribution of the map sequence M is computed by
p(M) =
∏
c∈I
p(Mc). (5.35)
As mentioned in the previous section, one robot may have several measurements zti in one time instant t.
These measurements are denoted by a sequence yt = (zt1, z
t
2, · · · ), and all the measurements are denoted
by an observation sequence O = (y0, · · · , yt, · · · ). The likelihood of A given the observation sequence O
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Figure 5.13: An example of map sequences. One map sequence consists of diﬀerent maps in time or
diﬀerent state sequences in space.
and the underlying map sequence M is
p(O,M | A) = p(O | M,A)p(M | A) (5.36)
= p(O | M)p(M | A), (5.37)
Given the map sequence M, the observation sequence O is conditionally independent of the parameters
A. Assuming observations are independent, the probability p(O | M) can be obtained by
p(O | M) =
∏
t
p(yt | Mt), (5.38)
where p(yt | Mt) is the probability of the measurement sequence yt conditional on the map Mt in time
instant t. The measurement sequence yt only depends on the map Mt in the same time instant t. The
probability p(yt | Mt) can be derived from the measurement model p(zit | Mt),
p(yt | Mt) =
∏
i
p(zit | Mt). (5.39)
Because of the state independence between diﬀerent grid cells, the state sequence Mc only depends on
the corresponding parameter Ac at the same coordinate c, and the probability p(M | A) can be factorized
as
p(M | A) =
∏
c∈I
p(Mc | Ac). (5.40)
The likelihood function is
p(O | A) =
∑
M
p(O,M | A), (5.41)
where every M only contains the observed grid cells. The unobserved space is not considered in the
likelihood function. The observation sequence is also conditional on the initial map distribution p(M0)
which requires the initial state probabilities ρci = p(m
0
c = si) of observed grid cells as in equation (5.34).
For convenience, the initial probabilities are not written together with A.
Finally, based on the Bayes rule, the MRF model is
p(A | O) = p(O | A)p(A)
p(O)
, (5.42)
where p(O) is a constant.
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5.2.2 Parameter estimation
The parameters can be obtained by maximizing p(A | O), or equivalently maximizing
p(O,A) = p(O | A)p(A). (5.43)
This problem is similar to the HMM case without prior, and its direct maximization is not feasible because
equation (5.41) requires summing over all possible maps. The EM algorithm can applied to recursively
maximize the Q function (see Appendix B)
Q(A,A(k)) = EM|O,A(k) log p(M, O | A) + log p(A) (5.44)
= EM|O,A(k) log p(O | M,A) + EM|O,A(k) log p(M | A)
− 2log Z − 1T U(a1)−
1
T U(a2), (5.45)
where A(k) represents the parameters obtained in iteration k. Since the observation sequence O is condi-
tionally independent of the parameters given the map sequence M, the probability p(O | M,A) can be
rewritten as p(O | M) and is a constant. The normalizer Z is also a constant. As a result, the parameters
can be obtained by maximizing the non-constant terms. Discarding the constant terms gives
EM|O,A(k) log p(M | A)−
1
T U(a1)−
1
T U(a2)
=
∑
M
p(M | O,A(k))
∑
c∈I
log p(Mc | Ac)− 1T U(a1)−
1
T U(a2)
=
∑
c∈I
∑
M
p(M | O,A(k))log p(Mc | Ac)− 1T U(a1)−
1
T U(a2)
=
∑
c∈I
∑
Mc
p(Mc | O,A(k)c )log p(Mc | Ac)−
1
T U(a1)−
1
T U(a2). (5.46)
As mentioned in the previous section, the initial state probabilities ρci are not written together with Ac.
The probability p(Mc | O,A(k)c ) is the same as p(Mc | O, θ(k)c ) in equation (5.10), where θc includes Ac
and the initial state probabilities ρci . Therefore equation (5.46) can be rewritten as
EM|O,A(k) log p(M | A)−
1
T U(a1)−
1
T U(a2)
=
∑
c∈I
f(ρc1) +
∑
c∈I
f(ac11) +
∑
c∈I
f(ac22)−
1
T U(a1)−
1
T U(a2)
= f(ρ1) + f(a1) + f(a2) (5.47)
where ρ1 is deﬁned by ρ1 = [· · · , ρc1, · · · ]T which is the vector of the initial occupancy probabilities ρc1 of
observed grid cells. The function f(ρ1), f(a1) and f(a2) are the vector versions of the ones deﬁned in
equations (5.11), (5.12) and (5.13), deﬁned by
f(ρ1) =
∑
c∈I
f(ρc1)
= γ1log ρ1 + γ2log (1− ρ1), (5.48)
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f(a1) =
∑
c
f(ac11)−
1
T U(a1)
= ξ11log a1 + ξ12log (1− a1)− 2T (log
a1
1− a1 )
TAlog a1
1− a1 , (5.49)
f(a2) =
∑
c
f(ac22)−
1
T U(a2)
= ξ22log a2 + ξ21log (1− a2)− 2T (log
a2
1− a2 )
TAlog a2
1− a2 . (5.50)
The vector γi = [· · · , γci (0), · · · ], where γci (0) = p(m0c = si | O, θ(k)c ) is the initial probability of being in
state si given the observation sequence O. The vector ξij = [· · · ,
∑
t ξ
c
ij(t), · · · ] , where ξcij(t) = p(mtc =
si,m
t+1
c = sj | O, θ(k)c ) which is the probability of being in state si in time instant t and sj in time instant
t + 1 given the observation sequence O. The sums in three functions are rewritten as vector products.
Both a1 and a2 consist of the parameters in observed space and unobserved space. In equations (5.49)
and (5.50), the vector ξij is obtained from the forward-backward algorithm and has the same dimensions
of a1 and a2. For unobserved grid cells, the corresponding elements in ξij are set to 0. The ﬁrst two terms
in equations (5.49) and (5.50) come from the likelihood function and the last one comes from the prior.
There is no prior knowledge for ρ1. The three functions contains diﬀerent parameters ρ1, a1 and a2. The
parameters can be obtained by maximizing the three functions individually. The derivatives of Q(θ,θ(k))
with respect to the parameters ρ1, a1 and a2 are given by
d
dρ1
f(ρ1) = γ
T
1  ρ1 − γT2  (1− ρ1), (5.51)
d
da1
f(a1) = ξ
T
11  a1 − ξT12  (1− a1)−
4
T A(log
a1
1− a1 )
1
a1  (1− a1) , (5.52)
d
da2
f(a2) = ξ
T
22  a2 − ξT21  (1− a2)−
4
T A(log
a2
1− a2 )
1
a2  (1− a2) , (5.53)
where  is the elementwise division and  is the elementwise product (Hadamard product). Without prior
knowledge in equation (5.51), the function f(ρ1) can be maximized directly. Since γT1 + γ
T
2 = 1, the
estimation of ρ1 is
ρ1 = γ
T
1 . (5.54)
With the prior distributions p(a1) and p(a2), it is not easy to maximize the two functions f(a1) and
f(a2), or equivalently to minimize −f(a1) and −f(a2). Since this estimation is only one step in the whole
optimization process, the simple line search method (LSM) described as Algorithm 7 is used to estimate
a1 and a2 in range (0,1). The LSM is a gradient-based method where there are three inputs: the objective
function, the initial value vector of parameters and the maximum optimizing iteration step. This method
searches for the optimum of the objective function from the initial values of parameters iteratively. Because
only the ﬁrst iterations are numerically relevant, the LSM can be stopped before convergence in order to
achieve computationally eﬃciency. As discussed in Section 5.1.5, the derivative of Q with respect to a11 for
occupied space and the derivative of Q with respect to a22 for free space never converge to zeros. The LSM
will always search for the estimates for them even though their estimates are close to 1. In order to give
more chance to other parameters, the optimization process stops searching for them when their estimates
reach 0.995. The grid cells with more observations will converge faster. For the border of observed space
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and unobserved space, there are fewer or no observations, and it will take a long time to converge.
5.2.3 Computational complexity
This MRF-based prediction in dynamic environments is described as the Algorithm 5 below.
Algorithm 5 Prediction based on Markov random ﬁelds
Input: Measurements zti
Output: a(k)1 and a
(k)
2
1: Initialize step, ρ1, a1, a2 and k = 0
2: Build occupancy grid maps with temporary state probabilities 0.5 and obtain p(mtc | yt)
3: while k < maximum iteration do
4: Calculate γ1 and ξij using equations (5.22) and (5.23)
5: ρ
(k+1)
1 = γ
T
1
6: a
(k+1)
1 =LSM(−f(a1),a(k)1 , step)
7: a
(k+1)
2 =LSM(−f(a2),a(k)2 , step)
8: k = k + 1
The computational complexity is obtained as follows.
Step 2 The problems with diﬀerent numbers of parameters have diﬀerent maximum iterations.
Step 3 As described in Algorithm 4, the computational complexity of this step is O(ζno), where ζ is the
length of the observation sequence O and no is the number of observed grid cells.
Step 4 For every observed grid cell, the forward-backward procedure has a complexity of O(ζ). The
complexity of this step is O(ζno).
Steps 6 and 7 Two functions and their derivatives need to be computed by equations (5.49), (5.50),
(5.52) and (5.53). The computational complexities of these two steps are the same as O(n2), where
n is the number of all the grid cells.
5.2.4 Simulation
The observation data simulated in Section 5.1 is used to test this method. The initial parameters a1,a2,
and ρ1 are 0.5, and the temperature T = 125. The maximum number of iterations of the optimization
process is set to 300 and the parameter estimation is shown in Figure 5.14. Figure 5.14(a) is similar to
Figure 5.3(a) and smoother. In Figure 5.14(b), the estimate of free space is similar to 5.3(b). For the
walls, there are none or fewer free observations. It is not easy to estimate the probability of staying in free
state. In the prior knowledge, the walls depend on their neighbours which are free space and unobserved
space. The parameter a22 of the free space is more than 0.5 and the parameter a22 of unobserved space
is close to 0.5. As a result, the parameters of the walls, which should be close to 0, are a little high. The
parameters converge very slowly for unobserved space. The parameters of most of the unobserved space
are the same as the initial values 0.5, and only the parameters of the unobserved space near the observed
space is optimized.
The overall expected duration is shown in Figure 5.15(a), which is also smoother. The overall expected
duration of free space is very long, and the overall expected durations of dynamic objects are very short.
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.14: HMM parameter estimation of the MRF-based prediction for the simulated dynamic environ-
ment
The overall expected duration in log scale is shown in Figure 5.15(b). The diﬀerence between dynamic
objects is shown more clearly, and slower dynamic objects have longer expected durations. The parameters
of most of the unobserved space are not optimized, and the corresponding expected duration is very short.
(a) Overall expected duration (b) Overall expected duration in log scale
Figure 5.15: Overall expected duration of the MRF-based prediction for the simulated dynamic environment
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5.3 Prediction based on Gaussian random ﬁelds
In the previous section, a method based on MRFs is proposed. In this section, the MRF-based prior
knowledge is replaced by GRFs which works in continuous space. Like before, each point is associated with
two HMM parameters, a11 and a22, which are the probabilities of staying in occupied and free states. This
means there will be two random ﬁelds, one for each parameter.
In order to obtain the observation sequence, the observed space is also divided into grid cells. When any
point in one grid cell is observed, the central point is assumed to be observed once. Given an observation
sequence, the parameters of any point in continuous space can be estimated. Training data consists of
the central points of the grid cells. The coordinate set of training points and test points are denoted
by I and I∗, respectively. The parameters of training points are denoted by A = (a11,a22), where
a11 = [· · · , ac11, · · · ]T(c ∈ I) and a22 = [· · · , ac22, · · · ]T(c ∈ I). The parameters of test points are
denoted by A∗ = (a∗11,a∗22), where a∗11 = [· · · , ac11, · · · ]T(c ∈ I∗) and a∗22 = [· · · , ac22, · · · ]T(c ∈ I∗). In
probabilistic form, the parameter estimation of all the selected points including training and test points is
p(A,A∗ | O). (5.55)
The problem can be factorized as
p(A,A∗ | O) = p(A∗ | A)p(A | O), (5.56)
where p(A | O) is an HMM parameter estimation problem for training points and p(A∗ | A) is an HMM
parameter prediction problem for test points. The parameter estimation for training and test points are
done individually.
5.3.1 Hidden Markov model parameter estimation
Assuming two parameters ac11 and a
c
22 are independent, the prior distribution can be factorized as
p(A) = p(a11)p(a22). (5.57)
The distributions p(a11) and p(a22) are assumed to be the same and p(a11) is taken as an example
to derive the prior distribution. The log odds form lca11 of a
c
11 is also applied to formulate the prior
distribution, which is deﬁned by equation (5.25). The vector of all the lca11 of training points is denoted by
la11 = [· · · , lca11 , · · · ]T(c ∈ I) and assumed to be Gaussian distributed as
la11 ∼ N (µ1,KII), (5.58)
where µ1 is the mean vector and KII is the covariance matrix. The covariance function is Ornstein–
Uhlenbeck kernel function as in equation (4.57). The prior distribution p(a11) is
p(a11) =
1√
(2pi)n|KII |
exp
(
−1
2
U(a11)
)
, (5.59)
where n is the number of training points and
U(a11) = (log
a11
1− a11 − µ1)
TK−1II (log
a11
1− a11 − µ1). (5.60)
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The log odds form lca22 of a
c
22 is deﬁned by equation (5.31) and the vector of all the l
c
a22 of training points
is denoted by la22 = [· · · , lca22 , · · · ]T(c ∈ I), which is also assumed to be Gaussian distributed. The prior
distribution p(a22) is given in the same way by
p(a22) =
1√
(2pi)n|KII |
exp
(
−1
2
U(a22)
)
, (5.61)
where
U(a22) = (log
a22
1− a22 − µ2)
TK−1II (log
a22
1− a22 − µ2), (5.62)
and µ2 is the mean vector of la22 .
In one time instant t, there may be several measurements zti which are denoted by a sequence yt =
(zt1, z
t
2, · · · ). Assuming all the measurements are independent and an observation sequence is denoted
O = (y0, · · · , yt, · · · ), the likelihood function p(O | A) is the same as equation (5.41) in the MRF-based
prediction. The posterior distribution is
p(A | O) = p(O | A)p(A)
p(O)
, (5.63)
where p(O) is the normalizing constant.
Similarly to the parameter estimation of the MRF-based prediction in the previous section, the EM algorithm
is applied to estimate the parameters and its Q function is similar to the one in equation (5.45). With
diﬀerent prior knowledge from the MRF-based prediction in the previous section, the Q function is expanded
as
Q(A,A(k)) = EM|O,A(k) log p(M, O | A) + log p(A)
= EM|O,A(k) log p(O | M,A) + EM|O,A(k) log p(M | A)
− 2log (
√
(2pi)n|KII |)− 1
2
U(a11)− 1
2
U(a22). (5.64)
The probabilities p(O | M,A) can be calculated from the known sensor model, and the detail can be
found in Section 5.2.1. The same parameter estimation can be obtained by maximizing the non-constant
terms. Disregarding the ﬁrst and third constant terms gives
EM|O,A(k) log p(M | A)−
1
2
U(a11)− 1
2
U(a22)
=
∑
c∈I
f(ρc1) +
∑
c∈I
f(ac11) +
∑
c∈I
f(ac22)−
1
2
U(a11)− 1
2
U(a22)
= f(ρ1) + f(a11) + f(a22), (5.65)
where the function f(ρ1) is the same as equation (5.48) and ρ1 is the vector of the initial occupancy
probabilities. The functions f(a11) and f(a22), deﬁned by
f(a11) =
∑
c∈I
f(ac11)−
1
2
U(a11)
= ξ11log a11 + ξ12log (1− a11)− 1
2
U(a11), (5.66)
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f(a22) =
∑
c∈I
f(ac22)−
1
2
U(a22)
= ξ22log a22 + ξ21log (1− a22)− 1
2
U(a22). (5.67)
The vector ξij = [· · · ,
∑
t ξ
c
ij(t), · · · ](c ∈ I), where ξcij(t) = p(mtc = si,mt+1c = sj | O, θ(k)c ) which is the
probability of being in state si in time instant t and sj in time instant t+1 given the observation sequence
O. The three functions contains diﬀerent parameters and can be maximized individually. The estimation
of ρ1 is shown in equation (5.54). The derivatives of Q(A,A(k)) with respect to a11 and a22 are given by
d
da11
f(a11) = ξ
T
11  a11 − ξT12  (1− a11)−K−1II (log
a11
1− a11 − µ1)
1
a11  (1− a11) , (5.68)
d
da22
f(a22) = ξ
T
22  a22 − ξT21  (1− a22)−K−1II (log
a22
1− a22 − µ2)
1
a22  (1− a22) . (5.69)
The divisions are also elementwise. However, the parameter vectors a11 and a22 can not be solved directly.
Algorithm 5 is used to estimate them.
5.3.2 Hidden Markov model parameter prediction
The EM algorithm in the previous section does not give the variances of the parameters a11 and a22. After
the HMM parameter estimation, all the noise in the observations are assumed to be ﬁltered out and the
estimates of a11 and a22 are assumed to be without noise. Because of the independence between ac11 and
ac22, the prediction problem can be divided into two individual subtasks,
p(A∗ | A) = p(a∗11 | a11)p(a∗22 | a22). (5.70)
The two parameters of the test points can be predicted individually. Assuming the log odds forms of
parameter vectors a∗11 and a∗22 are denoted by l∗a11 = [· · · , lca11 , · · · ]T(c ∈ I∗) and l∗a22 = [· · · , lca22 , · · · ]T(c ∈
I∗), the estimations p(a∗11 | a11) and p(a∗22 | a22) can be derived from p(l∗a11 | la11) and p(l∗a22 | la22),
respectively. The joint distribution of la11 and l
∗
a11 is[
la11
l∗a11
]
∼ N
([
µ1
µ∗1
]
,
[
KII KTI∗
KI∗ K∗∗
])
, (5.71)
where µ∗1 is the mean vector of l∗a11 , the matrix KI∗ denotes the covariance between la11 and l
∗
a11 , and
K∗∗ is the covariance matrix of l∗a11 . The predictive distribution with noise-free observations is
l∗a11 | la11 ∼ N (l¯∗a11 , Kˆ∗a), (5.72)
where the predictive mean vector l¯∗a11 and covariance matrix Kˆ
∗
a are given by
l¯∗a11 = µ
∗
1 +KI∗K
−1
II (la11 − µ1), (5.73)
Kˆ∗a =K∗∗ −KI∗K−1IIKTI∗. (5.74)
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The best predictive parameter vector a∗11 of the test points is given by the logistic function
a∗11 =
1
1+ exp
(−l¯∗a11) , (5.75)
where 1 is a column of ones and the division is elementwise. Similarly, the joint distribution of la22 and
l∗a22 is [
la22
l∗a22
]
∼ N
([
µ2
µ∗2
]
,
[
KII KTI∗
KI∗ K∗∗
])
, (5.76)
where µ∗2 is the mean vector of l∗a22 . The coordinates of training points and test points for two prediction
problems are the same. As a result, the covariance matrix of the joint distribution and the predictive
covariance matrix do not change. The predictive distribution of l∗a22 is
l∗a22 | la22 ∼ N (l¯∗a22 , Kˆ∗a), (5.77)
where the predictive mean vector l¯∗a22 is given by
l¯∗a22 = µ
∗
2 +KI∗K
−1
II (la22 − µ2). (5.78)
The best predictive parameter vector a∗22 of the test points is
a∗22 =
1
1+ exp
(−l¯∗a22) . (5.79)
With the Ornstein–Uhlenbeck kernel function, one point is correlated mostly with points in a small neigh-
bourhood and the prediction can be implemented using only local information.
5.3.3 Computational complexity
The prediction based on GRFs in dynamic environments is described as the Algorithm 6 below.
Algorithm 6 Prediction based on GRFs in dynamic environments
Input: Measurements zti
Output: a(k)11 , a
(k)
22 , a
∗
11 and a
∗
22
1: Initialize step ρ1, a11, a22 and k = 0
2: Compute the inverse matrix K−1II
3: Build occupancy grid maps with temporary state probabilities 0.5 and obtain p(mtc | yt)
4: while k < maximum iteration do
5: Calculate γ1 and ξij using equations (5.22) and (5.23)
6: ρ
(k+1)
1 = γ1
7: a
(k+1)
11 =LSM(−f(a11),a(k)11 , step)
8: a
(k+1)
22 =LSM(−f(a22),a(k)22 , step)
9: k = k + 1
10: Obtain the parameters a∗11 and a∗22 using equations (5.75), (5.73), (5.79) and (5.78).
The computational complexity is obtained as follows.
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.16: HMM parameter estimation of the GRF-based prediction for observed space in the simulated
dynamic environment
Step 2 Inverting matrixKII has a computational complexity of O(n3), where n is the number of training
points.
Step 3 The problems with diﬀerent numbers of parameters have diﬀerent maximum iterations.
Step 4 As described in Algorithm 4, the computational complexity of this step is O(ζn), where ζ is the
size of the observation sequence O.
Step 5 The complexity of this step is O(ζn).
Steps 7 and 8 After factorization, there are fewer parameters in these two steps and their computational
complexities are the same as O(n2).
Step 10 The parameters a∗11 and a∗22 are obtained based on the prediction equation. The computational
complexity is O(ntn2), where nt denotes the number of test points.
5.3.4 Simulation
The simulated observation data in Section 5.1 is also used here. The training points are the central points
of the grid cells in observed space and the test points are only chosen from unobserved space. The initial
values of parameters are 0.5, the length-scale ` = 3, and the signal variance σ2f = 25. The mean vectors µ1
and µ∗1 are set to log 9, which corresponds to a probability of 0.9. The mean vectors µ2 and µ∗2 are set to
log 99 which corresponds to a probability of 0.99. It means the prior knowledge of the environment is slow
dynamic. The maximum number of iterations of the optimization process is set to 2000. The parameter
estimation for observed space is shown in Figure 5.16, which is similar to Figure 5.14. Because the means
in the prior distribution are set to high values, the estimates are higher than those in Figure 5.14, and the
estimates of the walls in Figure 5.16(b) are close to 0.5.
Based on the estimation of observed space, the estimation of unobserved space is shown in Figure 5.17.
The unknown space close to the walls is predicted with a high a11 and a low a22. The unknown space close
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 5.17: HMM parameter prediction of the GRF-based prediction for unobserved space in the simulated
dynamic environment
to free space is predicted with a low a11 and a high a22. The parameters of the unobserved space a little
far from the observed space are the same as the prior values.
The overall expected duration is shown in Figure 5.18. There is no much diﬀerence with that of the MRF-
based prediction in observed space. Static space and slow dynamic objects have long expected durations.
The unobserved space close to the free space and walls has a long expected duration.
(a) Overall expected duration (b) Overall expected duration in log scale
Figure 5.18: Overall expected duration of the GRF-based prediction for the simulated dynamic environment
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5.4 Comparison
The HMM parameters for each grid cell without prior knowledge can be estimated individually, and it is
easy to obtain the best estimates. With an MRF prior, the parameter estimate is smoother. However,
every parameter depends on the others, and it is not easy to search for the best estimates of the free space
without occupied observations and of the occupied space without free observations. With a Gaussian prior,
the prediction is factorized into two subtasks: parameter estimation for training points and parameter
prediction for test points. The parameter estimation is similar to the MRF-based prediction. However,
there are fewer parameters in this step, and it reduces the computational cost. In the prediction step, the
optimal solution is easy to be obtained given the parameter estimation in the previous step.
Based on parameters a11 and a22, the space in dynamic environments can be classiﬁed as Table 5.4. The
objects 1, 2, 3, 4 and 5 in the simulated map are high dynamic, and the other objects and the door are low
dynamic. The classiﬁcation results for Figures 5.5, 5.14 and 5.17 are shown as Figure 5.19 and Table 5.5.
These ﬁgures are the results of independent assumption and the proposed methods. Because the space
with fewer observations is not optimized in the MRF-based prediction, the true free (TF) space decreases
and the false high dynamic (FHD) space increases. Meanwhile, it ﬁlters out false low dynamic (FLD)
space. Smoothing the map also causes the increase of FHD and the GRF-based prediction has the same
problem. However, the GRF-based method predicts more TF. Because the prior knowledge of the map is
low dynamic and the space behind the walls are predicted occupied, there are more FLD and false occupied
(FO) space.
Table 5.4: Classiﬁcation for the dynamic environments. When the space does not belong to any class in
the previous four, it is classiﬁed as high dynamic.
Classiﬁcation Free Occupied Low Dynamic Unknown High Dynamic
Parameters
a11 < 0.6 a11 > 0.85 a11 > 0.85 0.53 > a11 > 0.47 Others
a22 > 0.85 a22 < 0.6 a22 > 0.85 0.53 > a22 > 0.47
Table 5.5: Comparison between results for the simulated dynamic map. TF = True free, TO = True
occupied, FF = False free, FO = False occupied, TLD = True low dynamic, FLD = False low dynamic,
THD = True high dynamic, FHD = False high dynamic, UN = Unknown.
Classiﬁcation TF FF TO FO TLD FLD THD FHD UN
Independent assumption (Figure 5.5) 1061 5 97 15 15 3 12 54 338
MRF-based prediction (Figure 5.14) 974 6 90 20 11 0 15 292 192
GRF-based prediction (Figure 5.17) 1126 8 72 75 16 85 13 205 0
The HMM parameter estimation without prior knowledge is similar to the work reviewed in Section 2.4.2.
In [MDBB12], the backward procedure is discarded, and an online method is applied to estimate the HMM
parameters. The Baum–Welch algorithm can obtain a better estimate than the online method with the
same data. The disadvantage is that it cannot be done online. Based on the input-output HMM [BF95],
the current state of one grid cell also depends on the previous observations of neighbouring grid cells in
[WAJF14]. In [DKS15], the hidden semi-Markov model is applied to incorporate state duration. Diﬀerent
from these methods, the proposed prediction methods consider the dependence between the transition
probabilities, which can smooth the parameter estimate of observed space and estimate the parameters of
unobserved space. The main disadvantage of the proposed methods is that the estimation for the border
of observed space has very slow convergence.
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(a) Classiﬁcation for independent assumption (b) Classiﬁcation for MRF-based prediction
(c) Classiﬁcation for GRF-based prediction (d) Classiﬁcation
Figure 5.19: Classiﬁcation of the results for the simulated dynamic environment
5.5 Summary
In this chapter, Markov chains are applied to model dynamic environments. Occupancy grid mapping is
used to build maps for every time instant, and the posterior probabilities are used to estimate the parame-
ters directly instead of the emission probabilities. Firstly, the transition matrix of each grid cell is estimated
individually without prior knowledge. Furthermore, the MRF is applied to consider the parameter depen-
dence between diﬀerent grid cells. With the MRF-based prior knowledge, the optimum in the maximizing
step of the EM algorithm cannot be obtained directly, and a line search method is applied. Finally, the
prediction based on GRFs is factorized to reduce computational complexity. Simulations are done to test
these methods with the same observation data.
6
Experiments
In the previous two chapters, diﬀerent methods are proposed for static and dynamic environments individ-
ually. In this chapter, these methods are validated in an experimental setup. The experimental platform is
introduced in Section 6.1. The uncertainty of robot pose is estimated in Section 6.2. Section 6.3 shows
how the uncertainty of the robot pose can be incorporated in the proposed methods. The results of the
proposed methods for static and dynamic environments are shown in Sections 6.4 and 6.5, respectively.
6.1 Experimental setup
As shown in Figure 6.1, the experimental platform consists of two parts: the robot part and the PC part.
On the robot part, a 3pi robot and one XBee communication module are connected to an mbed expansion
board, two IR sensors are connected to the mbed. On the PC part, one XBee module is connected to the
PC by an XBee Explorer USB.
The block diagram of the platform is shown in Figure 6.2. The 3pi robot is controlled by the mbed
microprocessor which sends commands to the robot by a pair of serial ports. The IR sensors 1 and 2 are
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(a) Robot part (b) PC part
Figure 6.1: Experiment platform
Figure 6.2: Block diagram of experiment platform
two Sharp GP2Y0A41SK0F IR sensors, which can measure distances to objects and generate an analog
voltage signal. The mbed samples the analog voltages of the IR sensors by two ADC ports. The voltage
data can be sent to the PC by XBees 1 and 2, which are XBee S1 802.15.4 low-power modules. The mbed
sends data to XBee 1 by another pair of serial ports. XBee 2 receives the data from XBee 1 and sends it
to the PC. Since the mbed processor has limited computational power, the PC is in charge of the mapping
tasks.
6.1.1 Software tools
The experimental platform requires software to be installed and conﬁgured on the PC, the mbed micropro-
cessor and the 3pi microcontroller. The following sections describe the software used and its conﬁguration
for each of these platforms.
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The 3pi robot
The 3pi robot operates as a slave of the mbed. A slave program is provided in the Pololu AVR C/C++
Library which can be found on the website of Pololu robotics and electronics. The main function of this
slave program is to analyse and follow the commands sent by the mbed. The commands include controlling
the speeds of the wheels, calibrating QTR-RC reﬂectance sensors, returning the feedback of QTR-RC
reﬂectance sensors, and so on. The slave program can be compiled by the recommended development
platforms without change. In the experiments, the slave program is compiled with Atmel Studio 7 in
Windows 10. A HEX ﬁle is generated which can be loaded on the 3pi robot microcontroller. An external
USB AVR programmer is required to program the 3pi robot. The driver of the programmer can also be
downloaded on the website of Pololu robotics and electronics. The programmer is connected to the 3pi
robot by a 6-pin ISP programming cable and the PC by a USB A to mini-B cable.
XBee modules
The XBee modules are conﬁgured using the XCTU software tool. It requires the driver of the USB-based
XBee explorer to be installed. The chip on the explorer is a FTDI FT231X whose driver can be downloaded
on the website of FTDI. After installing the driver, the explorer is assigned a port number. Some libraries
for diﬀerent programming languages, such as XBee Python Library, XBee Java library, are available. In
the experiments, the XBee Python library is installed. Python 3.0+ and PySerial 3.0+ are required by the
XBee Python library. In the experiments, Python 3.4 and PySerial 3.01 are installed.
The mbed
The C++ compiler and integrated development environment (IDE) of the mbed are free and web-based.
The common browsers on a PC can be used for programming. The program is compiled remotely on the
web server, which provides the binary for download. This binary can then be uploaded to the mbed using
the USB A to mini-B cable. There is a built-in USB ﬂash programmer on the mbed, and no external
programmer is required. The basic library for the mbed is the C++ SDK. The AnalogIn interface is used
to sample the voltages of the IR sensors and the timer interface is used to trigger an interrupt function.
Even though this library contains the basic interfaces to communicate with the 3pi robot and the XBee 1,
it is easier to use other two libraries: an m3pi library and an XBee library. These libraries can be imported
to mbed projects in the web-based IDE.
6.1.2 The mbed
The mbed is a high-level controller from ARM, and its core is a high-performance NXP LPC1768 Cortex-M3
processor. It runs at 96 MHz with 32 KiB RAM and 512 KiB FLASH. It includes several peripherals and
interfaces, such as Ethernet, 2 × I2C, 3 × UART, 6 × PWM, 6 × 12-bit ADC. In the experiments, two
ADCs and two UARTs are used. The two ADCs can be any two of the six, and their voltage inputs should
not exceed 3.3 V. The two UARTs are connected to XBee 1 and the 3pi robot through the expansion
board. The power supply of the mbed is 5V that could be provided by USB while programming the board
or the 3pi robot. While the robot is running, the mbed is powered by four AAA batteries on the 3pi robot.
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Figure 6.3: Brief bottom view of the robot
6.1.3 The robot
The brief bottom view of the robot is shown in Figure 6.3. The width W between the two wheels is 8.2 cm,
and the outer diameter of the robot is 9.5 cm. In the front, there are ﬁve QTR-RC reﬂectance sensors which
can be used to follow black lines. These sensors are connected to the digital pins. Despite being digital
pins, a scheme based on the discharge rate of pull-up capacitors allows analog reﬂectance measurements
to be taken for each of the ﬁve sensors. The provided feedback function in the slave program combines all
the feedbacks of ﬁve sensors, and the integrated feedback is computed by
1000s1 + 2000s2 + 3000s3 + 4000s4
s0 + s1 + s2 + s3 + s4
. (6.1)
The range of the feedback is [0, 4000]. The speeds of two wheels can be changed individually by the
provided motor function which accepts a speed parameter with range [-255, +255]. The number encodes
the speed level, and the sign is the direction of the motor. If the sign is positive, the motor will move
forward. The maximum speed of the robot is 100 cm/s. However, the speed does not change linearly with
command.
6.1.4 The IR sensors
The two IR sensors are mounted on the robot as shown in Figure 6.4. The relative orientations are ±30◦
with respect to the robot’s reference frame. The measuring range is 4 to 30 cm, and the update period
is 16.5 ± 4 ms. The operating voltage is 4.5 to 5.5 V, and connected to the VCC(5.0 V) port of the 3pi
robot. The output voltage is not more than 3.3 V which is the maximum voltage input of the ADC ports
on the mbed. When the distance is more than 20 cm, the output voltage has lower sensitivity and becomes
noisier. In the experiments, the maximum distances of IR sensors are set to 20 cm. The tested relationship
between measured distances and output voltages is shown in Figure 6.5. Since the aperture angle is very
small, the two IR sensors do not interface with each other, and the beam model of range ﬁnders in Section
4.1 can be applied to these IR sensors.
6.1.5 The XBee modules
The XBees 1 and 2 are of the same type, and they can communicate with each other without special
conﬁguration. In order to use the mbed Library and XBee Python Library provided by Digi, these two
XBees should have the same “ID” and networking settings. The sleep mode “SM” setting is set to “0 =
No Sleep”, and the API mode “AP” must be set to 1 or 2. In order to simplify the setting step, the default
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Figure 6.4: Brief top view of the robot
Figure 6.5: Tested relationship between the measured distance and the output voltage
settings are used except the “AP” setting which is conﬁgured once.
6.2 Localization
The proposed methods assume known poses. However, the robot cannot know its pose precisely in real
environments. All the poses are corrected by a trajectory closure constraint. In order to help the robot
to close its trajectory, a track with a mark is drawn as in Figure 6.6(a) and its size is shown in Figure
6.6(b). A simple controller (see Appendix D) is designed to help the robot follow the track. At the
beginning, the robot starts at the mark. As the robot moves, its pose is predicted by its motion model
while the corresponding uncertainty increases. When the robot detects the mark again, the robot closes
its trajectory, and all the poses will be corrected.
(a) Track (b) Size of the track
Figure 6.6: Track and its size. The black part is the track and the white part on the track is a mark.
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6.2.1 Robot motion model
The robot position is represented by the central point between two wheels in world coordinates, and its
orientation is relative to the x axis. Its pose vector is denoted by P = [x, y, φ]T, which includes the position
(x, y) and the orientation φ. Assuming the speeds of the left and right wheels are denoted by vl and vr,
the speed of the robot is modelled as 
d
dt
x =
vl + vr
2
cosφ
d
dt
y =
vl + vr
2
sinφ
d
dt
φ =
vr − vl
W
.
(6.2)
When the robot goes straight shown in Figure 6.7(a), its orientation does not change. Assuming the pose
at time step k − 1 is denoted by Pk−1 = (xk−1, yk−1, φk−1), the next pose Pk after a time interval ∆t
can be computed based on the Euler method,
xk = xk−1 +
vl + vr
2
∆tcosφk−1
yk = yk−1 +
vl + vr
2
∆tsinφk−1
φk = φk−1.
(6.3)
When the robot does not move straight shown in Figure 6.7(b), a direct intergration is performed instead
of the Euler approximation. Integrating equation (6.2) in a time interval ∆t gives the new pose [TBF05]
xk = xk−1 +
vl + vr
2(vr − vl)
(
sin
(
φk−1 +
vr − vl
W
∆t
)
− sinφk−1
)
yk = yk−1 +
vl + vr
2(vr − vl)
(
−cos
(
φk−1 +
vr − vl
W
∆t
)
+ cosφk−1
)
φk = φk−1 +
vr − vl
W
∆t.
(6.4)
The system model with additive process noise W is rewritten as
Pk = F (Pk−1, vr, vl) +W, (6.5)
whereW is Gaussian distributed with zero mean and covarianceR. The function F (Pk−1, vr, vl) represents
the expressions on the right sides of equations (6.3) and (6.4).
6.2.2 Robot measurement model
The robot follows the track in clockwise direction. Once the robot detects the mark, there will be one
observation of the position of the robot. The part of the track in front of the mark is straight. When the
robot arrives at the mark, the simple controller can adjust the orientation of the robot to be close to -pi. As
a result, not only the position but also the orientation becomes known, although not precisely. However,
the observation is not precise. The noisy observation is modelled as
Zk = Pk + [−4.75, 0, 0]T + V, (6.6)
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(a) going straight (b) turning
Figure 6.7: Robot motion model. Two wheels are represented by rectangles connected by a black line.
Figure 6.8: Two observations for the robot
where V is Gaussian noise with zero mean and covariance Q. The measurement Zk is the pose of the
robot head where the reﬂectance sensors are located and Pk is the pose of the central point of the robot.
The pose diﬀerence between the head and the central point is [−4.75, 0, 0]T when the mark is detected.
6.2.3 Pose smoothing
When the robot starts at the mark and performs a complete loop returning to the mark, only two observa-
tions of the pose are available, as shown in Figure 6.8. The two observations are denoted by Z0 and Zζ ,
respectively. Assuming the position of the mark is at coordinates (x0, y0), both observations Z0 and Zζ
are equal to (x0, y0, -pi). In order to ensure the smoothness of pose estimation along the trajectory, all
the poses along the trajectory should be corrected by the two observations. The pose smoothing can be
obtained by
p(Pk | Z0,Zζ) = p(Zζ | Pk)p(Pk | Z0)
p(Zζ | Z0) . (6.7)
This formula is divided into two steps: a forward step p(Pk | Z0) and a backward step p(Zζ | Pk).
The forward step estimates p(Pk | Z0), which in general can be obtained by iterating the equation
p(Pk | Z0) =
∫
p(Pk | Pk−1)p(Pk−1 | Z0)dPk−1. (6.8)
Based on the previous predicted state distribution p(Pk−1 | Z0), the current predicted state distribution
p(Pk | Z0) can be obtained. Since the robot model is nonlinear and equation (6.8) is diﬃcult to integrate,
the forward step is done instead by the scaled unscented transformation as mentioned in Section 3.3.1.
Because there is no prior knowledge for P0, the posterior distribution p(P0 | Z0) is assumed to be Gaussian
distributed with mean (x0, y0, -pi) and covariance Q. The dimension L of the robot pose vector is 3, then
the unscented Kalman ﬁlter mandates that 2L + 1 sigma points should be sampled from the distribution
p(P0 | Z0). Assuming the sigma points are denoted by P i0, the corresponding mean weights wim and
variance weights wic can be computed by equation (3.45) to approximate p(P0 | Z0). Computing the
mean and covariance weights requires three parameters α, β, and κ. Section 3.3.1 shows how them are
chosen. Based on these sigma points, the other poses can be predicted by projecting sigma points through
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the motion model step by step. After one prediction, new sigma points will be obtained, and they should be
augmented as shown in equation (3.51) to include the system noise and predict the next pose. Assuming
the augmented sigma points for pose Pk are denoted by P ik, the mean vector and covariance matrix of
the distribution p(Pk | Z0) can be approximated respectively by
P¯−k ≈
2L∑
i=0
wimP ik, (6.9)
P−k ≈
2L∑
i=0
wic(P ik − P¯−k )(P ik − P¯−k )T. (6.10)
The objective of the backward step is to estimate p(Zζ | Pk), which in general is given by iterating the
equation
p(Zζ | Pk) =
∫
p(Zζ | Pk+1)p(Pk+1 | Pk)dPk+1. (6.11)
This equation means p(Zζ | Pk) can also be obtained recursively based on the robot motion model.
As in the forward step, equation (6.11) is diﬃcult to integrate due to the nonlinear characteristics of the
motion model, and the same approach based on the unscented transformation is used. The sigma points
for the predicted observation are given by
ziζ = P iζ + [−4.75, 0, 0]T. (6.12)
Based on equations (3.63) and (3.64), the mean vector and covariance matrix of the predicted measurement
are approximated respectively by
z¯ζ ≈ P¯−ζ + [−4.75, 0, 0]T, (6.13)
Pz ≈ P−ζ +Q. (6.14)
For the pose Pk, every sigma point P ik corresponds to a sigma point ziζ at the end of the time horizon.
The corrected sigma points P i+k used to approximate the corrected distribution p(Pk | Z0,Zζ), which
already include the backward step, are computed by
P i+k = P ik +K(Zζ − ziζ). (6.15)
The Kalman gain K and cross variance Pkz are given by
K = PkzP−1z , (6.16)
Pkz =
2L∑
i=0
wic(P ik − P¯k)(ziζ − z¯ζ)T. (6.17)
The mean vector and covariance matrix of the distribution p(Pk | Z0,Zζ) are ﬁnally estimated as
P¯+k =
2L∑
i=0
wimP i+k
= P¯−k +K(Zζ − z¯ζ), (6.18)
P+k = P
−
k −KP−1z KT. (6.19)
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Figure 6.9: Coordinates of the track
(a) Position prediction (b) Position correction
Figure 6.10: Position prediction and correction. The blue points are means of position distributions and
the ellipses represent the position uncertainty of the robot (level curve of the distribution at three standard
deviations).
As a summary, the algorithm starts by predicting the poses Pk until a measurement is obtained. At that
point, a prediction of the measurement is done based on the computed poses Pk. Finally, combining both
using the Kalman ﬁlter given in equations (6.18) and (6.19) yields the corrected pose for any time k along
the trajectory.
6.2.4 Experimental results
The position of the mark is set to be at coordinates (45,25), and the coordinates of the track are shown
in Figure 6.9. The two observations Z0 and Zζ are (45, 25, -pi). The covariance matrices R and Q are
set to
R =
10−5 0 00 10−5 0
0 0 5× 10−5
 , Q = 8× 10−6
1 0 00 1 0
0 0 1
 .
The other three parameters are set to α = 0.00001, β = 2, κ = 0.
The predicted position of the robot before reaching the mark is shown in Figure 6.10(a). As time goes,
the uncertainty increases. After pose smoothing, the position correction is shown in Figure 6.10(b). The
estimated positions on the top are out of the outer line of the track with large variances, but the estimated
positions near the initial and ﬁnal positions are more accurate, as expected.
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6.3 Mapping incorporating the uncertainty of robot poses
The mapping methods based on MRF and GRF proposed in Chapters 4 and 5 compute posterior distributions
from a prior term and a likelihood term assuming that the precise position of the robot is known. When
the uncertainty of robot poses is considered, the problem is how to incorporate that uncertainty into the
two terms. In the MRF-based methods, the map is divided into grid cells, and uses a global coordinate
system independent from the robot. The prior distribution is deﬁned from the local neighbourhood of the
grid cells. In the GRF-based methods, the prior distributions depend on the relative positions between
diﬀerent points. However, the chosen points in observed space are the central points of observed grid cells.
The points in unobserved space are chosen arbitrarily and do not depend on robot poses. Without pose
uncertainty, the likelihood term is derived directly from the measurement model p(z | m). When the robot
pose is uncertain, the measurement model at the time step k is p(zk | m,Pk). Based on the law of total
probability, the uncertainty of the robot pose can be incorporated in the sensor uncertainty by
p(zk | m) =
∫
p(zk | m,Pk)p(Pk)dPk. (6.20)
In this thesis, the map is divided into grid cells, but it is not easy to integrate the probability in each
grid cell. This problem can be solved by sampling from the distribution p(Pk | Z0,Zζ) and averaging
over all the pose samples. Since every pose sample has no uncertainty, the measurement model without
pose uncertainty can be used directly. Taking the advantage of sigma points P i+k obtained in the previous
section, equation (6.20) can be rewritten as
p(zk | m) =
2L∑
i=0
wimp(z
k | m,P i+k ). (6.21)
Assuming m denotes a whole grid map and the state of one grid cell is denoted by mi, the probability
p(zk | mi) can be obtained by
p(zk | mi) =
∑
m \ mi
p(zk | m)p(m \ mi | mi)
=
∑
m \ mi
2L∑
i=0
wimp(z
k | m,P i+k )p(m \ mi | mi)
=
2L∑
i=0
∑
m \ mi
wimp(z
k | m,P i+k )p(m \ mi | mi)
=
2L∑
i=0
wimp(z
k | mi,P i+k ), (6.22)
where m \ mi means the whole map m without mi. After the uncertainty of robot poses are incorporated,
the proposed methods in the previous chapters can be implemented as usual.
6.4 Mapping in the static environment
The static map shown in Figure 6.11(a) is built to illustrate the proposed methods for static environments,
where there are some static objects with diﬀerent shapes and sizes. The coordinates of the map are shown
in Figure 6.11(b). Two IR sensors on the robot can measure distances to the objects. The prior occupancy
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(a) Static map (b) Coordinates of the map
Figure 6.11: Static map and its coordinates
(a) Log odds occupancy observation (b) Occupancy probabilities
Figure 6.12: Log odds occupancy observation and occupancy observation of the static experimental envi-
ronment. (a): The colour indicates the occupancy probability in log odds form. (b): The darkness indicates
the occupancy probability.
probability is set to 0.5. Regarding the sensor model, the occupancy and free probabilities of the occupied
grid cells in the measurement range are set to 0.998 and 0.002, respectively. The two probabilities of the
free grid cells in the measurement range are set to 0.008 and 0.992. The two probabilities for grid cells
outside the measurement range are set to 0.5.
Figure 6.12(a) shows the log odds occupancy observations Oi of grid cells after the robot ﬁnishes one loop
incorporating the pose uncertainty. Grid cells with values of 0 are not observed. Grid cell with values larger
than 0 are observed occupied, and grid cells with value less than 0 are observed free. In order to see them
clearly, the corresponding occupancy probabilities obtained by applying the logistic function are shown in
Figure 6.12(b), which are the results of the classical occupancy grid mapping. In this ﬁgure, the observed
states of the grid cells are clear, and there is a large uncertainty on the border of the observed space.
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(a) σ2 = 0.01 (b) σ2 = 0.03
Figure 6.13: Results of the MRF-based ﬁlter with diﬀerent σ2 for the static experimental environment
(a) σ2 = 0.01 (b) σ2 = 0.03
Figure 6.14: Results of the MRF-based prediction with diﬀerent σ2 for the static experimental environment
6.4.1 Filtering based on MRF
The results of the MRF-based ﬁlter with diﬀerent variances σ2 of the log odds Oi are shown in Figure 6.13.
When the variance is small, there is no much diﬀerence from Figure 6.12(b). As the variance increases,
there is more and there is a larger inﬂuence from neighbouring cells. As a consequence, more occupied grid
cells disappear.
6.4.2 Prediction based on MRF
Figure 6.14 shows the results of the MRF-based prediction of unobserved space with diﬀerent variances
σ2. With a larger value of σ2, the result is smoother. With the same variance σ2, the results of observed
space are similar to those shown in Figure 6.13. However, the observed space tends to spread further.
The unobserved space behind the occupied space is inﬂuenced by the objects and predicted occupied.
Meanwhile, the unobserved space in the middle is predicted free but with large uncertainty.
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(a) σ2 = 0.5 (b) σ2 = 1
Figure 6.15: Results of the GRF-based prediction with diﬀerent σ2 for the static experimental environment
6.4.3 Prediction based on GRF
For the GRF-based prediction, the Ornstein–Uhlenbeck covariance function was selected with length-scale
` and signal variance σ2f are set to 1, and the means are set to 0. The results with diﬀerent variances σ
2
are shown in Figure 6.15, where the observed space is also smooth. Most of the unobserved space outside
is essentially just the the prior. Regarding the unobserved space in the center, only the border is predicted
free. Most of this area, which was expected to be predicted free, is actually predicted occupied.
6.5 Mapping in the dynamic environment
For the dynamic environment, the objects with labels 1, 3, 4, 6, 8, and 9 in Figure 6.11(b) appear and
disappear from their positions with diﬀerent frequencies. The object 1 changes its state at every loop and
the subsequent dynamic objects change their states every 2, 5, 10, 20 and 50 loops, respectively. The
objects 2, 5 and 7 are still static. The robot follows the track for 100 loops, and an occupancy grid map
is built for every loop. Grid cells with posterior occupancy probabilities larger than 0.5 are assumed to be
observed occupied. While posterior occupancy probabilities less than 0.5 are assumed to be observed free.
The total times the grid cells are observed free or occupied are shown in Figure 6.16. Most of the space in
the middle is observed free many times. The space behind the dynamic objects has about half a chance to
be observed, and the space behind the static objects is never observed. For the static objects, their borders
are observed partially. Because of the uncertainty of sensors and robot poses, the space around the objects
is sometimes observed occupied. Similarly to most of the observed space, the number of observed times
for dynamic object 6 in Figure 6.16(b) is close to 0, possibly due to the small size of the object combined
with the fact that the robot is turning when the range ﬁnder crosses the object.
6.5.1 Parameter estimate without prior knowledge
The parameter estimation without prior knowledge is shown in Figure 6.17 where each observed grid cell
is estimated individually. Figure 6.17(a) and Figure 6.17(b) represent the transition probabilities of the
Markov chain of each pointing space. The unobserved space is covered by asterisks and has no estimates of
transition probabilities. For free space, the occupied-to-occupied probability (a11) is close to zero while the
free-to-free a22 is close to one, as expected. The static objects 2, 5 and 7 have high occupied-to-occupied
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(a) Observed free (b) Observed occupied
Figure 6.16: Total observed times for the dynamic experimental environment. (a): The colour indicates
the number of times one grid cell is observed free. (b): The colour indicates the number of times one grid
cell is observed occupied.
probability and low free-to-free. This way, Markov chain tends quickly to the occupied state which makes
sense for static objects. The dynamic object 1 has the opposite behaviour, with low occupied-to-occupied
and high free-to-free probabilities. This means that the state alternates between free and occupied quickly.
For the dynamic objects 3 and 4, the colour becomes darker corresponding to slower dynamics. Because of
the lack of observations, the dynamic object 6 is estimated as free space. The other two dynamic objects
8 and 9 change their states slowly. The space behind these dynamic objects has fewer observations, the
corresponding areas are darker than the space with more free observations. The space behind static objects
2 and 5 is never observed, and therefore there is no estimate. Because of the uncertainty of the robot pose,
the space behind the static object 7 has a similar estimate to free space.
Given the transition probabilities obtained, the overall expected duration of free and occupied states is
shown in Figure 6.18 in linear and logarithm scales. The free space has a long overall expected duration
as expected. Because of the sensor noise and uncertainty of the robot pose, the static objects have
long expected durations but are surrounded by shorter ones. The dynamic objects with higher switching
frequencies have shorter overall expected durations. Figure 6.18(b) shows the overall expected duration in
log scale, where the duration diﬀerence between dynamic objects is more clear. The border of the observed
space has a low expected duration due to sensor noise and uncertainty in the robot pose.
6.5.2 Prediction based on MRF
For the MRF-based prediction, the initial values of the parameters a1,a2, ρ1 are set to 0.5, and the
temperature parameter T is set to 20. The maximum number of iterations of the optimization process is
set to 300, and the results are shown in Figure 6.19. For most of the space, all the observations are free.
As discussed in Section 5.1.5, the corresponding parameter a22 converges very quickly and a11 has less
chance to be optimized. As a result, the parameter a11 for most of the free space in Figure 6.19a is close
to the initial value 0.5. In order to decrease the convergence speed of a22, for the space with more than
95 free observations, 45 of them are replaced by 45 fake observations corresponding to unknown space.
The new estimation is shown in Figure 6.20, where the estimate of a11 of the observed free space becomes
better. As to the objects, the estimates are similar to those obtained without prior knowledge. The use of a
prior in the MRF has produced a smooth estimation. In Figure 6.20(b), most of the observed free space is
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 6.17: HMM parameter estimation without prior for the dynamic experimental environment. (a): The
darkness indicates the probability of staying in occupied state. (b): The darkness indicates the probability
of staying in free state.
(a) Overall expected duration (b) Overall expected duration in log scale
Figure 6.18: Overall expected duration without prior for the dynamic experimental environment. (a): The
colour indicates the overall expected duration. (b): The colour indicates the overall expected duration in
log scale.
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(a) a11: staying in occupied state (b) a22: staying in free state
Figure 6.19: HMM parameter estimation of the MRF-based prediction for the dynamic experimental envi-
ronment
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 6.20: HMM parameter estimation of the MRF-based prediction for the dynamic experimental envi-
ronment
estimated correctly. The objects 1 and 4 with higher frequencies are correctly estimated. The objects with
slower dynamics and the static objects have similar characteristics, tending to remain in the same state
with high probability, but show diﬀerences regarding the space hidden by the objects. The static objects
alway hide this space, which is then explained by the prior, while the slow dynamic objects only hide the
space behind them when they are present. As a consequence, the hidden space is basically the prior in the
parameter a11, but similar to free space in the parameter a22.
The overall expected duration is shown in Figure 6.21(a), where the diﬀerence between objects and free
space is not clear. The expected duration in log scale is shown in Figure 6.18(b). The dynamic objects
3 and 6 are mostly invisible and have similar overall expected durations to the free space. The dynamic
objects with higher switching frequencies, 1 and 4, have shorter overall expected durations and are clearly
visible in log scale. Because the transition probabilities of the unobserved space are 0.5, the corresponding
overall expected duration is short.
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(a) Overall expected duration (b) Overall expected duration in log scale
Figure 6.21: Overall expected duration estimation of the MRF-based prediction for the dynamic experi-
mental environment
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 6.22: HMM parameter estimation of the GRF-based prediction for observed space in the dynamic
experimental environment
6.5.3 Prediction based on GRF
As to the GRF-based prediction, the initial values of the probabilities are set to 0.5, the length-scale ` of
the covariance function is set to 3 and the signal variance σ2f is set to 25. The mean vectors µ1 and µ
∗
1 of
the occupied-to-occupied probabilities for the training and test points are set to log 9, which corresponds
to a probability of 0.9. The mean vectors µ2 and µ∗2 are set to log 99, which corresponds to a probability of
0.99. Similarly to what was done in the MRF approach, the space with more than 95 free observations are
also replaced by fake observations corresponding to unknown space. The maximum number of iterations
of the optimization process is 1500. As shown in Figure 6.22, the estimate of observed space is very similar
to the one obtained in Figure 6.20. The main diﬀerence is that the static objects in Figure 6.22(b) are
more clearly visible than those obtained in Figure 6.20(b).
The prediction for unobserved space is shown in Figure 6.23. In Figure 6.23(a), the border of the observed
space is a little fuzzy and the estimate of most of the unobserved space is similar to the prior. In Figure
6.23(b), most of the parameters on the borders of observed space are close to 1, and the parameters of
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the unobserved space near these areas are also predicted to be close to one. Since the parameters of the
borders of observed space near the static objects are close to 0.5, the darkness near these areas is lighter.
Similarly to Figure 6.23(a), the prediction of the other unobserved space is similar to the prior.
(a) a11: staying in occupied state (b) a22: staying in free state
Figure 6.23: HMM parameter prediction of the GRF-based prediction for unobserved space in the dynamic
experimental environment
The overall expected duration is shown in Figure 6.24(a) and the version in log scale is shown in Figure
6.24(b). For the observed space, Figure 6.24(b) is similar to Figure 6.18(b). The observed free space, the
static objects, and the low dynamic objects have long overall expected expectations. As was the case in
the MRF approach, the overall expected expectations of the dynamic objects 3 and 6 are very long. For
the unobserved space behind the static objects, the overall expected duration is short. The rest of the
unobserved space has a long overall expected duration.
(a) Overall expected duration (b) Overall expected duration in log scale
Figure 6.24: Overall expected duration of GRF-based prediction for the dynamic experimental environment
6.6 Comparison
When considering static environments, the MRF-based ﬁlter can smooth the observed space, and its main
advantage is that it can be computed in few seconds in our experiment setup. The MRF-based prediction
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Table 6.1: Comparison between results for the static experimental environment. TF= True free, TO= True
occupied, FF= False free, FO= False occupied, UN=Unknown.
Classiﬁcation TF TO FO FF UN
Classical OGM (Figure 6.12(b)) 2950 26 79 109 3136
MRF-based ﬁlter (Figure 6.13(a)) 3241 27 77 120 2835
MRF-based prediction (Figure 6.14(a)) 5954 30 101 141 74
GRF-based prediction (Figure 6.15(a)) 3578 45 128 119 2430
Table 6.2: Comparison between results for the dynamic experimental environment. TF = True free, TO
= True occupied, FF = False free, FO = False occupied, TLD = True low dynamic, FLD = False low
dynamic, THD = True high dynamic, FHD = False high dynamic, UN = Unknown.
Classiﬁcation TF FF TO FO TLD FLD THD FHD UN
Independent assumption (Figure 6.17) 4362 145 18 13 0 35 4 152 1571
MRF-based prediction (Figure 6.20) 3902 146 13 9 0 15 2 687 1526
GRF-based prediction (Figure 6.23) 4648 146 16 11 0 752 2 725 0
can deal with unobserved space, but has the disadvantage that it takes longer. The GRF-based prediction
can predict the unobserved space and be implemented online. Even though it takes longer time than the
ﬁlter, the time is suﬃcient for the map to be done in real time in our experiment setup.
When the occupancy probability in the results for static experimental environments is between 0.47 and
0.53, more than 0.53, or less than 0.47, it is classiﬁed as unknown, occupied or free. The comparison
between Figures 6.12(b), 6.13(a), 6.14(a) and 6.15(a) is shown as Table 4.1. These ﬁgures represent
the classical occupancy grid mapping (OGM) and the proposed methods. All the proposed methods can
predict unknown space and the MRF-based method predicts more space. The other two proposed methods
produce similar results. Because the central unknown space is predicted occupied for GRF-based method,
the corresponding false occupied (FO) is high.
In dynamic environments, the parameter estimates of the HMMs without prior knowledge obtained in
Section 6.5.1 are a little noisy. The MRF-based prediction of Section 6.5.2 produces similar estimates for
the objects to the previous method. Because of the prior and the lack of free observations for the occupied
space, the parameter a22 for the occupied space cannot be estimated correctly. For the observed space,
the results of the three methods give similar results. The estimate of most of unobserved space is similar
to the prior knowledge in the GRF-based prediction.
Based on the classiﬁcation as Table 5.4, the objects 1, 3, 4 and 6 in the experimental map are high dynamic,
and the objects 8 and 9 are low dynamic. The classiﬁcation results for Figures 6.17, 6.20 and 6.23 are
shown as Figure 6.25 and Table 6.2. Because of pose uncertainty, all the true low dynamic (TLD) space is
wrong. As to the MRF-based prediction, the free space on the border is estimated as high dynamic. As a
result, it has less true free (TF) space and more false high dynamic (FHD) space. The GRF-based method
can predict more free space correctly. Because of the prior low dynamic assumption, there are more false
low dynamic (FLD) space. The proposed methods can smooth the map, there must be more FHD space.
6.7 Summary
The 3pi robot is the base of the experimental platform used to test the proposed methods. Two IR sensors
are used to obtain data from the environment. The data is sent to the PC through two Xbee modules
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(a) Classiﬁcation for independent assumption (b) Classiﬁcation for MRF-based prediction
(c) Classiﬁcation for GRF-based prediction (d) Classiﬁcation
Figure 6.25: Classiﬁcation of the results for the dynamic experimental environment
and the PC runs the algorithms to build the maps. The proposed methods in Chapters 4 and 5 assume
known poses for the robot. However, the robot pose is not known in the experimental environments. The
localization problem is simpliﬁed by assumming that the robot follows a track continuously and detects
a mark every loop, which allows its precise location to be known at that point. As the robot follows the
track, the speeds and measurement ranges are sent to the PC. When the robot meets the mark twice,
the pose can be corrected using the measurements and a trajectory closure constraint. The uncertainty of
the robot poses is incorporated into the uncertainty of the IR sensors, and the proposed methods can be
implemented as usual as if the robot location were known. First, the methods for static environments are
tested. Several static objects with diﬀerent shapes and sizes spread around the track. The MRF-based ﬁlter
can produce a smooth map for the observed space. The MRF-based and GRF-based predictions can predict
unobserved space. In the dynamic environment, some of the static objects become dynamic with diﬀerent
switching frequencies. Markov chains are used to model the transition probabilities vary from point to point
in the map, but some correlation depending on the distance is assumed. In the MRF-based methods this
correlation is introduced by considering the immediate neighborhood of every grid cell, while in the GRF-
based methods a covariance function is used for that purpose. The GRF-based and MRF-based predictions
produce smoother results than the estimation without prior knowledge. The experimental results presented
in this chapter demonstrate viability of the the proposed methods for static and dynamic environments.
In a real problem, the size of the map will increase with time and there are more parameters to be estimated.
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For the MRF-based ﬁlter in static environments, its computational complexity increases linearly with the
size of built maps. Since this method can build local maps, its computational complexity does not increase
too much. The GRF-based prediction for static environments can also do local mapping. Its computational
complexity scales quadratically with the number of training and linearly with the number of test points
in local maps. However, the MRF-based prediction for static environments has quadratic computational
complexity with the size of the whole map. The MRF-based prediction for dynamic environments has the
same computational complexity as the static environment. As to the GRF-based prediction for dynamic
environments, its computational complexity is the same as the GRF-based method for static environments.

7
Conclusions
7.1 Summary
In this thesis, the mapping problem is approached considering a static as well as a dynamic environment.
The proposed techniques follow a Bayesian approach using Markov random ﬁelds (MRFs) and Gaussian
random ﬁelds (GRFs), and were validated in simulation and experimental results. The experimental results
show that the proposed methods can be implemented in practical situations.
In Chapter 4, occupancy probabilities in log odds form are used to represent static maps and regarded
as random variables. The observations of random variables are the result of the classical occupancy grid
mapping. The ﬁrst approach is an MRF-based ﬁlter where a map is divided into grid cells and unobserved
grid cells are also considered in the likelihood function. Maximizing the posterior distribution of an MRF
model requires a matrix inversion. The nonzero elements in this inverse matrix do not change with the
increasing map size. When all the variances of observations are assumed to be the same, these nonzero
elements can be obtained by solving another inverse matrix with a small size. The second approach is an
MRF-based prediction where the variances of observations of unobserved grid cells are set to inﬁnity. As a
result, the unobserved grid cells do not take any eﬀect on the likelihood and can only learn from observed
space. The solution can also be obtained by solving an inverse matrix. With diﬀerent grid cells observed,
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the inverse matrix is diﬀerent. However, the inverse matrix only needs to be computed at the beginning, and
the following inverse matrices can be computed recursively based on the Sherman-–Morrison equation when
new grid cells are observed. Finally, an alternative prediction approach based on GRF is proposed, which
can work in continuous space. The solution can be obtained by the well-known prediction equation with
an inverse matrix problem in the Gaussian processes with noisy observations. Another recursive algorithm
is also proposed instead to avoid the inverse matrix problem. Meanwhile, this method can build maps with
high local resolution. The smoothness can be ensured by overlapping enough observations, which depends
on the covariance function. The simulation results for the three methods are presented in the corresponding
sections.
In Chapter 5, Markov chains are applied to model dynamic environments. The transition matrix of a
Markov chain can be represented by two parameters. These two parameters are assumed to be mutual
independent but are assumed to be dependent of the parameters in their neighbourhood. First, an MRF-
based prediction is proposed, which can estimate the parameters for observed and unobserved space. The
EM algorithm is applied to solve this problem and a line search method is used to search for the maximum in
the maximizing step of the EM algorithm. Finally, a GRF-based prediction is proposed, where the parameter
estimation is divided into two steps: parameter estimation for training points and parameter prediction for
test points. The ﬁrst step is to estimate the parameters underlying noisy observations, which is similar to
the MRF-based prediction. Based on the parameters of training points, the parameters of test points can
be estimated by the prediction equation in the Gaussian processes with noise-free observations. The two
proposed methods are tested in simulations in the corresponding sections.
In Chapter 6, an experimental platform is built to validate the proposed methods for static and dynamic
environments. A 3pi robot equipped with two IR sensors is used to obtain data from experimental envi-
ronments. The data is sent to a PC by two Xbee modules. In real environments, the uncertainty of robot
poses is incorporated in sensor uncertainty, and the proposed methods with known robot poses can be
implemented as usual. In order to estimate the uncertainty of robot poses, a track with a mark is designed,
and the unscented Kalman ﬁlter is applied to smooth trajectories with a loop closure constraint. In the
static experimental environment, some static objects are around the track, and the robot follows the track
one loop. In the dynamic experimental environment, some objects become dynamic with diﬀerent changing
frequencies, and the robot follows the track multiple loops. Finally, the experimental results for diﬀerent
methods are presented and discussed.
7.2 Future work
In the future, some research questions can be solved to reﬁne the proposed methods and they are listed as
follows:
• Local mapping of the MRF-based prediction for static environments. In Section 4.3, the MRF-
based ﬁlter can be implemented locally. When one grid cell needs to be updated, some other grid
cells near it should be considered. When all the grid cells are observed, the MRF-based prediction in
Section 4.4 becomes an online ﬁlter. It means the MRF-based prediction could be done locally in the
area with more grid cells observed. Similarly to the GRF-based prediction, the smooth of maps can
also be ensured by overlapping data. The size of the overlapped area depends on the variance and
the number of observed grid cells. When the variance is small, one grid cell has low uncertainty, and
fewer grid cells are correlated. As a result, the size of the overlapped area should be small. When
there are unobserved grid cells near it, the dependence on the unobserved grid cells will spread to
other observed grid cells, and the overlapped area will enlarge.
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• Active sampling of the GRF-based prediction for static environments. In Section 4.5, the GRF-
based prediction works in continuous space. However, observed space is divided into grid cells to
choose training points, and the discretization requires much memory. This method is more complex
computationally with more training data. In [OR12], only one occupied point and one free point
are chosen for every laser beam in continuous space. In [WVW12], active sampling is proposed to
reduce the number of training points. These sampling strategies may arise another problem that the
coordinates of training points depend on robot poses. In this case, the uncertainty of robot poses
should be considered in prior distributions [OR12].
• Alternative to the Ornstein–Uhlenbeck kernel function of the GRF-based prediction for static
environments. In Section 4.5, the Ornstein–Uhlenbeck kernel function is applied. Figure 4.14 shows
that Ornstein–Uhlenbeck kernel function is better than the other two. In experimental results shown
in Figure 6.15, the space around the observed space in the middle is observed free. However, the
observed space is predicted occupied. It means the Ornstein–Uhlenbeck kernel function does not
ensure the unknown points are always predicted free if all the training points are free. In this thesis,
all the parameters are chosen manually. The parameters can be learnt by maximizing marginal
likelihood [RW06]. If the map size is very big, diﬀerent regions may have diﬀerent parameters. As a
result, the parameters should be optimized locally.
• Backward procedure in the EM algorithm could be discarded. In the proposed methods for
dynamic environments in Chapter 5, the search process is very slow, and the E step of the EM
algorithm takes a long time. In the Baum–Welch algorithm, the E step includes a forward procedure
and a backward procedure. Normally the backward procedure is discarded to reduce the computational
complexity in online learning algorithms [MD08], [RDH+16]. Without the backward procedure, the
forward procedure can be computed recursively. The disadvantage is that a lot of information is lost,
and it requires more data to obtain reliable parameter estimates.
• Scaling in a real problem. As discussed in Section 6.7, the computational complexity for the
proposed methods that can not do local mapping will increase with the map size. One possible way
is to reﬁne these methods, such as modifying them to be local mapping methods or discarding the
complex step as discussed in the previous paragraphs. Another possible way is to reduce the data
size. It does not change the built map so much to drop similar values at similar locations [WVW12].
The data with fewer observations in dynamic environments can be discarded because it reduces the
convergence speed for the proposed methods and the corresponding parameters can not be optimized.
7.3 Concluding remarks
Taking the advantage of the usage of the log odds form and virtual observations, the MRF-based ﬁlter and
GRF-based prediction proposed in this thesis for static environments have lower computational complexity
than the state-of-the-art GRF-based methods. On the other hand, the proposed MRF-based prediction can
not be applied to do local mapping due to its high computational complexity for large maps. Despite this
limitation, all three methods can be used to smooth maps and predict unobserved space. However, the
smoothing should be done with care, as small objects can be regarded as noise and be ﬁltered out.
The methods available in the literature to tackle similar problems, in dynamic environments and using
Markov chains, assume that each point in space is independent of the others. When compared with
them, the methods proposed in this thesis can build smooth maps and predict the dynamic behaviour of
unobserved space. However, they have higher computational complexity and can only be applied oﬄine.
For the proposed MRF-based methods, the parameters only aﬀect the weight between prior knowledge and
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observations, and they produce reasonable maps without parameter tuning. For the GRF-based methods,
however, the signal variance and length scale parameters should be carefully selected before running the
algorithms.
For static environments, the observations are represented as occupancy grid maps (OGMs), while for
dynamic environments the observations are sequences of OGMs. Normally, the methods for simultaneous
localization and mapping (SLAM), such as Kalman ﬁlter SLAM and fast SLAM, produce OGMs. As a
result, the proposed methods can be implemented together with other mapping techniques where OGMs
are available.
In principle, all the proposed methods can be applied with other sensors whenever range information can
be extracted, such as with cameras by matching features or pixels in multiple images.
A
Basic probabilistic concepts and
common distribution
This chapter introduces the basic concepts of probability theory and distributions. For more information,
see [Bil08].
A.1 Basic probabilistic concepts
Probability is a mathematical tool used to represent random experiments whose results are unpredictable.
In a random experiment, the set of all possible outcomes is denoted by Ω. For example, a coin toss has
Ω = {head, tail}. In many situations, it is helpful to have results that are numeric. In those cases, a
random variable X : Ω→ R can be deﬁned that assigns numerical values to the outcomes. The notation
P (X = x), where x is a real number, is used to mean the probability of the (set of) outcomes that are
mapped to the same number x by the random variable X, i.e., P ({ω ∈ Ω | X(ω) = x}). For example, in
coin tossing, it is possible to deﬁne a random variable that assigns 0 to heads and 1 to tails. The function
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P (X = 0) means the probability of heads P ({heads}). Usually a probability function p(x) is deﬁned for
convenience.
For discrete random variables, the range of p(x) is [0, 1] and is normalized so that∑
x
p(x) = 1. (A.1)
The expected value of a random variable is deﬁned by the weighted mean of x
E(X) =
∑
x
xp(x). (A.2)
Continuous random variables X have a continuum set of values. The range of the probability density
function p(x) is [0,+∞] and the integral over p(x) is also one∫
p(x)dx = 1. (A.3)
The mean is deﬁned in a similar fashion as for discrete variables by
E(X) =
∫
xp(x)dx. (A.4)
The variance of a random variable X is deﬁned by
V ar(X) = E[(x− E(x))2], (A.5)
which measures the average squared deviation from its mean.
The joint probability function of two random variables X and Y is deﬁned by
p(x, y) = P (X = x ∩ Y = y), (A.6)
which represents the probability of observing an outcome in both sets X = x and Y = y. The covariance
of two random variables X and Y is deﬁned by
Cov(X,Y ) = E[(x− E(X))(y − E(Y ))], (A.7)
which is the expected product of their deviations. The conditional distribution of X given Y is deﬁned by
p(x | y) = p(x, y)
p(y)
(A.8)
provided p(y) 6= 0. The random variables X and Y are said to be independent if
p(x, y) = p(x)p(y). (A.9)
A.2 Common distributions
Some common distributions used in this thesis are introduced.
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A.2.1 Uniform distribution
In a uniform distribution, the probability density function is constant in a given interval, and zero everywhere
else
p(x) =
{
1
d2−d1 if x ∈ [d1, d2],
0 otherwise.
(A.10)
The mean and variance are 12(d1 + d2) and
1
12(d2 − d1)2, respectively.
A.2.2 Exponential distribution
In a exponential distribution, the range of x is [0,∞) and the probability density is
p(x) = λexp (−λx) , (A.11)
where λ is a parameter. The mean and variance are 1λ and
1
λ2
, respectively.
A.2.3 Gaussian distribution
An one-dimensional Gaussian distribution is deﬁned by the probability density function
p(x) =
1√
(2pi)σ2
exp
(
−1
2
(x− µ)2
σ2
)
, (A.12)
where µ is the mean and σ2 is the variance. A random variable with a Gaussian distribution is denoted by
X ∼ N (µ, σ2).
For a n-dimensional random vector X with mean vector µ and covariance matrix K, its distribution is
expressed as
p(x) =
1√
(2pi)n|K|exp
(
−1
2
(x− µ)TK−1(x− µ)
)
, (A.13)
and a random vector with this distribution is denoted by X ∼ N (µ,K).

B
Derivation of Q function
For any non-zero probability p(O,A), equation (5.43) can be rewritten as
logp(O,A) = logp(M, O | A)− logp(M | O,A) + logp(A). (B.1)
The expectation over possible values of the underlying map sequence M under the current parameter
estimate A(k) is formulated as
logp(O,A) =
∑
M
p(M | O,A(k))logp(M, O | A) + logp(A)
−
∑
M
p(M | O,A(k))logp(M | O,A)
= Q(A,A(k)) + F(A,A(k)), (B.2)
where F(A,A(k)) is deﬁned by the negated sum it is replacing. This last equation holds for any value of
A including A = A(k),
logp(O,A(k)) = Q(A(k),A(k)) + F(A(k),A(k)), (B.3)
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and subtracting this last equation from the previous equation gives
logp(O,A)− logp(O,A(k)) = Q(A,A(k))−Q(A(k),A(k))
+F(A,A(k))−F(A(k),A(k)). (B.4)
Gibbs’ inequality tells us that F(A,A(k)) ≥ F(A(k),A(k)), so we can obtain
logp(O,A)− logp(O,A(k)) ≥ Q(A,A(k))−Q(A(k),A(k)). (B.5)
Choosing A to improve Q(A,A(k)) beyond Q(A(k),A(k)) can not cause logp(O,A) to decrease below
logp(O,A(k)), and the marginal likelihood of the data is non-decreasing.
C
Line search methods
A line search method is used to ﬁnd a minimum of a given function f(x) along a descent direction iteratively,
xk+1 = xk + λkgk, (C.1)
where λk is the step length and gk is the search direction. Each iteration must ensure
f(xk+1) ≤ f(xk). (C.2)
There are many choices of λk which can satisfy this condition. If λk is not appropriate, the minimizing
process will be very slow. In order to make the process fast, λk should satisfy the Wolfe conditions [WN99],
which consists of a suﬃcient decrease condition and a curvature condition. The suﬃcient decrease condition
is
f(xk+1) ≤ f(xk) + c1λk∇f(xk)Tgk, (C.3)
where ∇f(xk) is the gradient of f(x) and c1 ∈ (0, 1). The curvature condition is
∇f(xk+1)Tgk ≥ c2∇f(xk)Tgk, (C.4)
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where c2 ∈ (0, c1). Normally, the direction gk is set to the negative gradient −∇f(xk). The line search
method is described as Algorithm 7, where x0 is the initial value and step is the maximum iteration. In
step 3, the step length λk will decrease from an initial value at a rate in (0, 1) until it satisﬁes the Wolfe
conditions.
Algorithm 7 Line search method LSM(f(x), x0, step)
Input: f(x), x0, step
Output: xk
1: k = 0
2: while k < step do
3: search λk which satisﬁes the Wolfe conditions
4: calculate the gradient ∇f(xk)
5: xk+1 = xk − λk∇f(xk)
6: k = k + 1
D
Experimental program
D.1 The mbed program
The ﬂowchart of the mbed program is shown as Figure D.1. The time intervals of the robot’ inputs are
required for the localization. In order to simplify the work, the main code is in the timer interrupt function.
This function is called repeatedly at a speciﬁed rate. The time intervals are always the same as that the
timer overﬂows. The Ticker interface provided in the mbed SDK can be used to set up the recurring
interrupt. The time interval must be greater than the maximum time the timer interrupt function runs
once. In our case, the time interval is set to 0.1 s.
Two 12-bit ADCs are used to obtain the voltages of the IR sensors. In our experiments, they are p17 and
p19 shown in Figure 6.2. The return value of ADC function is a 12-bit integer. The integer range [0,
0xFFF] corresponds to the voltage range 0 to 3.3 V.
The robot can follow the track with a simple controller. If the robot does not deviate too much, it will go
straight. If not, it will turn to the opposite side. If the mark is detected by the robot and the feedback will
be that the robot deviates too much. However, it is not that case. Before the robot meets the mark, the
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(a) Main function (b) Timer interrupt function
Figure D.1: Flowchart of the mbed program
simple controller can ensure the robot does not deviate too much. At the mark, going straight is better
than turning to one side. In order to obtain enough data for mapping problem, the robot should run slowly.
The 3pi robot library for the mbed is provided to send the commands to the 3pi robot and receive the
feedback returned by the 3pi robot. The return value of reﬂectance sensors is transformed from [0, 4000]
into [-1.0, 1.0]. The range of the parameter for the speed is also transformed from [-255, 255] into [-1.0,
1.0].
For the XBee module connected to the mbed, the ﬁrst step is to conﬁgure the deﬁnitions RADIO_TX,
RADIO_RX and RADIO_RESET in conﬁg.h. They are assigned by the expansion board. The corresponding
pins are p28, p27 and p26. The second step is to initial the XBee with these pins and baud rate which is
the default setting (9600). Before sending data to PC, the MAC address of the XBee module connected to
PC is required, which can be checked by XCTU. The data sent to PC is shown as Figure D.2. The details
are described as follows:
Figure D.2: Byte assignments of the data
• Byte 0 (DN): DN is the data number, in case the data is not received by PC in order. It is a number
from 0 to 125. It will increase 1 when the data is sent once. When it becomes 126, it is changed to
0.
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• Byte 1 - 4 (HS1, LS1, HS2, and LS2): The return value of the ADC is 12-bit. The 12-bit number is
divided into two 6-bit numbers: H- and L-. The sampling voltage of IR sensor 1 consists of HS1 and
LS1. The sampling voltage of IR sensor 2 consists of HS2 and LS2.
• Byte 5 - 6 (LSP and RSP): LSP and RSP are the speeds of the left wheel and the right wheel,
respectively. The values are from 0 to 127.
• Byte 7 (MN), MN is used to indicate if the mark is detected at this moment.
D.2 The PC program
The ﬂowchart of the PC program is shown as Figure D.3. It also consists of two parts: the main function
and the callback function. In the main function, the XBee 2 is initialized with the port number and baud
rate (9600). A listener is registered to execute the callback function when new data is received. In the
callback function, the main task is to decode and save the message sent by the robot. The data is sent
by the robot every 0.1s. As a result, the callback function will be executed with the same frequency. In
case that the data cannot receive by PC in time, less code should be in the callback function. Except the
decoding, the other tasks can be put in the main function.
(a) Main function (b) Callback function
Figure D.3: Flowchart of the PC program
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