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This article proposes a bootstrap version of the tests of Robinson (1994) for testing unit and=or fractional roots. The
ﬁnite-sample behaviour of the tests, based on these bootstrap critical values is compared with those based on
asymptotic and on ﬁnite-sample results and with a number of leading unit-root tests. The Monte-Carlo
simulations indicate that the bootstrap version of the tests of Robinson (1994) outperforms the other tests,
including the one using ﬁnite-sample critical values. The improvement in the size and the power is particularly
important under AR(1) alternatives. A small empirical application is also carried out with inﬂation for a panel of
16 European countries. The results show that the differences across countries depend on the critical values used:
whereas the I(1) property of inﬂation is unclear with the asymptotic tests in some countries, the bootstrap version
of Robinson’s (1994) tests cannot reject the presence of a unit-root in inﬂation.
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1 INTRODUCTION
The fractional integration framework has become steadily popular in the econometric
literature, because it provides a more general and ﬂexible alternative to investigate data
dynamics than the traditional stationary and nonstationary approaches. Indeed, it allows us
to consider non-integer differences to be applied in raw time series. Several methods have
been proposed in order to estimate and test the fractional differencing parameter. Some of
them are parametric and the model is speciﬁed up to a ﬁnite number of parameters of
which one determines the degree of differencing. Examples here are Fox and Taqqu
(1986), Dahlhaus (1989), Sowell (1992a), etc. Others are semiparametric and just concentrate
on the long run behaviour of the series (e.g., Geweke and Porter-Hudak, 1986; Robinson,
1995a,b; etc.). Robinson (1994) proposes a parametric Lagrange Multiplier (LM) procedure
for testing the fractional differencing parameter in raw time series. In that paper, he shows
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9that his method is the most efﬁcient one when directed against the appropriate alternatives.
Nevertheless, all these tests suffer from high size and power distortions when ﬁnite-samples
are considered (Gil-Alana, 2000a; Andersson and Gredenhoff, 1997). A possible way to
tackle this problem consists of simulating ﬁnite-sample critical values (Gil-Alana, 2000a),
but this approach appears to have poor behavior under autocorrelated AR(1) residuals.
Bootstrap versions of fractional integration tests constitute an alternative method (see
Andersson and Gredenhoff, 1997). The tests of Robinson (1994) appear again here the
most appropriate, since their statistics are clearly pivotal. It can be expected with a parametric
bootstrap, that the true size will quickly converge to the nominal size, reducing distortion in
ﬁnite samples.
In the following section, we motivate the use of Robinson’s (1994) procedure for testing
unit and=or fractional roots in raw time series. In Section 3, a bootstrap version of the
tests for small samples, as well as their theoretical properties, is presented. Critical values
are then simulated for one realisation and for different sample sizes. Section 4 contains
the Monte-Carlo experiments, comparing the performance (size and power) of different
unit-root tests. In Section 5, the tests are applied to the annual structure of inﬂation in sixteen
European countries while Section 6 concludes.
2 FRACTIONAL AND UNIT-ROOT TESTS
The issue of modelling macroeconomic time series is a matter that still remains controversial.
Initially, deterministic approaches based on linear (or quadratic) functions of time were pro-
posed but they were shown to be inappropriate in many cases, especially if the trend changes
or evolves over time. Then, and especially after the seminal paper of Nelson and Plosser
(1982), stochastic approaches based on ﬁrst (or second) differences on the data became pop-
ular, and a battery of test statistics were proposed for testing unit roots (Fuller, 1976; Dickey
and Fuller, 1979; Phillips, 1987; Phillips and Perron, 1988; Kwiatkowski et al., 1992; etc.).
Most of these procedures are developed against autoregressive (AR) alternatives and conspic-
uous features of these methods are the non-standard nature of the null asymptotic distribu-
tions, which are involved, and the absence of Pitman efﬁciency theory. However, these
properties are not automatic, rather depending on what might be called a degree of ‘‘smooth-
ness’’ in the model across the parameters of interest, in the sense that the limit distributions
do not change in an abrupt way with small changes in the parameters. They do not hold in
case of unit root tests against AR alternatives. This is associated with the radically variable
long run properties of AR processes around the unit root. Thus, Robinson (1994) proposes a
Lagrange Multiplier (LM) test of the null hypothesis:
Ho:d ¼ do; ð1Þ
for any real value do in a model given by
ð1   LÞ
dxt ¼ ut; t ¼ 1;2;...;T ð2Þ
and where ut is a white noise and the xt in (2) can be the errors in a regression model:
yt ¼ b
0zt þ xt; ð3Þ
where b ¼ð b1;...;bkÞ
0 is a ðk   1Þ vector of unknown parameters, and zt is a ðk   1Þ vector
of deterministic regressors that may include, for example, an intercept, (e.g., zt   1), or an


































































9intercept and a linear time trend, (in case of zt ¼ð 1;tÞ
0). Clearly, the unit root corresponds
then to the null hypothesis: d ¼ 1. Fractional and AR departures have very different long-run
implications. In (2), xt is nonstationary but non-explosive for all d   1=2. As d increases
beyond 1=2 and through 1, xt can be viewed as becoming ‘‘more nonstationary’’, (in the
sense, for example, that the variance of partial sums increases in magnitude) but it does so
gradually, unlike what happens in case of AR alternatives. Examples of fractional models
like (2) in macroeconomic and ﬁnancial time series are Diebold and Rudebusch (1989),
Sowell (1992b), Gil-Alana and Robinson (1997) in macroeconomics, and Ding et al.
(1993) and Andersen and Bollerslev (1997a,b) in ﬁnance. Speciﬁcally, the test statistic pro-
posed by Robinson (1994) is given by:
^ r r ¼
T
^ A A
   1=2 ^ a a
^ s s2 ; ð4Þ
where T is the sample size and
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IðljÞ is the periodogram of ^ u ut:IðljÞ¼ð 1=ð2pTÞÞj
PT
t¼1 ^ u uteiljtj2, where ^ u ut are the least squares
residuals from (2) and (3) under the null:
^ u ut ¼ð 1   LÞ
doyt   ^ b bwt; wt ¼ð 1   LÞ





 !  1X T
t¼1
wtð1   LÞ
dozt;
and g is a known function coming from the spectral density of ut:f ðlj;tÞ¼
ðs2=ð2pÞÞgðlj;tÞ.
Note that these tests are purely parametric and therefore, they require speciﬁc modelling
assumptions to be made regarding the short memory speciﬁcation of ut. Thus, for example,
if ut is white noise, g   1, and if ut is AR(1) of form: ut ¼ tut 1 þ et, gðlj;tÞ¼
j1   teiljj 2, with s2 ¼ VðetÞ, so that the AR coefﬁcients are function of t.
Robinson (1994) showed that under certain regularity conditions,
^ r r !d Nð0;1Þ as T !1 : ð5Þ
Thus, we are in a classical large-sample testing situation and the conditions on ut in (5) are
far more general than Gaussianity, with a moment condition only of order 2 required. An
approximate one-sided 100a%-level test of Ho (1) against the alternative: Ha:d >
doðd < doÞ
1 will reject Ho (1) if ^ r r > zað^ r r <  zaÞ, where the probability that a standard nor-
mal variate exceeds za is a. Furthermore, he shows that the above test is efﬁcient in the
Pitman sense, i.e., that against local alternatives of form: Ha:d ¼ do þ dT 1=2, with
1do is ﬁxed.


































































9d 6¼ 0, the limit distribution is normal with variance 1 and mean which cannot (when ut is
Gaussian) be exceeded in absolute value by that of any rival regular statistic. Therefore,
we are in a classical large-sample testing situation by reasons described in Robinson
(1994). Empirical applications based on this version of Robinson’s (1994) tests can be
found in Gil-Alana and Robinson (1997) and Gil-Alana (2000b), and other versions of his
tests, based on seasonal, (quarterly and monthly), and cyclical data, are presented in Gil-
Alana and Robinson (2001) and Gil-Alana (1999; 2001) respectively.
3 A BOOTSTRAP VERSION OF ROBINSON’S (1994) TESTS
Robinson (1994) compares the performance of his tests with a number of leading unit root
tests. He simulates via Monte-Carlo several IðdÞ processes and computes the rejection fre-
quencies of the unit-root hypothesis. The choice of this hypothesis aims at enabling the com-
parison with traditional unit root tests. Nevertheless, the results would not be modiﬁed if
another (fractional) hypothesis would have been tested (Note that the test statistic is based
on the null differenced model which is supposed to be Ið0Þ under the null). It turns out
that his tests perform asymptotically well, but present large biases in the size for small sam-
ples and when the disturbances are AR(1) autocorrelated.
2 Gil-Alana (2000a) improved the
behaviour of this test by simulating ﬁnite-sample critical values, however the power remains
low, and traditional tests still present better properties when residuals are AR(1).
Horowitz (2000) shows that under some properties – mainly the asymptotical pivotality of
the statistics – the use of the bootstrap techniques provide an improved approximation to the
ﬁnite-sample distribution of the statistics. As Robinson’s (1994) tests, contrary to most other
unit and=or fractional root tests, satisfy this condition, i.e., the limiting distribution of the test
statistic does not depend on any unknown nuisance parameters. A bootstrap version of these
tests is thus proposed and compared to other leading unit-root tests.
We begin by calculating the bootstrap critical values of ^ r r in (4) for different sample sizes,
T ¼ 25, 50, 100 and 200, based on 5000 replications.
3 The empirical procedure consists of
estimating an Ið1Þ process, denoting residuals by ^ u ut, and generating bootstrap residuals,
randomly drawn with replacement from the observed residuals. (We use the generator of
uniform laws, rndu, in the Gauss 3.2 package to draw the sequence of residuals). For each
set of individual a Ið1Þ series is generated and the Robinson’s (1994) statistics recomputed.
Repeating this operation a large number of times (say M), it is possible to build the bootstrap
distribution and to determine the quantiles. In the upper part of Table I we give the critical
values of ^ r r in (4) when a ¼ b ¼ 0 is correctly assumed, (i.e., yt ¼ xtÞ, while in the lower part,
we give the critical values of the test statistic with b unknown and zt ¼ð 1;tÞ
0. We observe
that the empirical distributions are similar in both cases, with a negative mean, but as we
increase the sample size, the values approximate to those given by the normal distribution.
We also note in this table that for most of the quantiles, both the lower and the upper tail
critical values are smaller than those given by the normal distribution. Thus, when testing
Ho ð1Þ against Ha:d > do, the test statistic based on the asymptotic critical values will reject
the null more often than those based on the bootstrapping values; however, when testing (1)
against Ha:d < do, the test statistics based on the asymptotic critical values will not reject the
null so often as with the bootstrap ones. We also notice, referring to Gil-Alana (2000a), that
2These results are reported in this paper across Tables I–IV (columns S1 and S2).
3See Appendix 1 for a detailed presentation of the procedure.


































































9these critical values are more conservative than those obtained by Monte-Carlo simulations.
They are thus expected to lead to higher size and power.
4 SIZE AND POWER ANALYSIS
The next step consists of comparing the size and the power of our bootstrap version of
Robinson’s (1994) tests with several other unit-root leading tests. To this aims, as in
Robinson (1994), we run Monte-Carlo simulations and apply our bootstrap tests for
fractional integration.
4
TABLE I Critical Values of the Bootstrap Version of the Robinson’s
(1994) Test.
T
Percentage 25 50 100 200
Critical values of ^ r r in (4) with b ¼ 0 and 5000 replications
0.10% 2.8347 2.8267 2.8154 3.1094
0.50% 2.6063 2.5847 2.5716 2.6813
1.00% 2.4499 2.4402 2.4333 2.5423
2.50% 2.3532 2.1775 2.0341 2.1423
5.00% 2.1130 2.0038 1.8572 1.8782
10.00% 1.8976 1.6964 1.5311 1.6100
20.00% 1.6047 1.3966 1.2061 1.2431
40.00% 1.1302 0.9099 0.7390 0.6503
50.00% 0.8577 0.7075 0.5303 0.4150
60.00% 0.5600 0.4812 0.2757 0.1865
80.00% 0.0646 0.1998 0.3540 0.4131
90.00% 0.5783 0.7216 0.7608 0.8397
95.00% 0.9661 1.1512 1.1933 1.3077
97.50% 1.3948 1.6310 1.6801 1.9049
99.00% 1.9026 2.0956 2.1887 2.3142
99.50% 2.3238 2.4300 2.4473 2.7927
99.90% 2.8220 3.0204 3.3164 3.6657
Mean 0.7365 0.5668 0.4258 0.1826
Critical values of ^ r r in (4) with unknown b and zt ¼ð 1;tÞ
0
0.10% 3.0148 2.8865 3.0040 2.7899
0.50% 2.7004 2.6428 2.5377 2.6517
1.00% 2.6309 2.4810 2.3508 2.3537
2.50% 2.4378 2.2005 2.1873 2.1219
5.00% 2.1954 2.0085 1.8683 1.7896
10.00% 1.9459 1.7560 1.6045 1.4882
20.00% 1.6185 1.4445 1.2758 0.5805
40.00% 1.1038 0.9062 0.7093 0.5851
50.00% 0.8792 0.6842 0.4711 0.3342
60.00% 0.6493 0.4792 0.2219 0.1069
80.00% 0.0129 0.1359 0.3864 0.5150
90.00% 0.5056 0.6587 0.8568 0.9976
95.00% 1.0154 1.1239 1.3426 1.4650
97.50% 1.5384 1.5146 1.9056 1.7790
99.00% 2.0330 2.0262 2.3170 2.1327
99.50% 2.3201 2.4090 2.5512 2.3649
99.90% 2.8576 2.8418 3.2162 2.7203
Mean 0.7768 0.6101 0.3960 0.2808
4The description of the Monte-Carlo experiments of the bootstrap version of Robinson’s (1994) tests is presented
in Appendix 1.


































































9TABLE II Rejection Frequencies for Upper-tailed 5% Test and Fractional Alternatives.
y
0 0.05 0.1 0.2 0.3 0.5 0.7 0.9
T¼25
B1 0.054 0.103 0.133 0.267 0.389 0.706 0.871 0.953
B2 0.050 0.089 0.114 0.238 0.378 0.670 0.867 0.940
S1 0.016 0.000 0.047 0.121 0.231 0.516 0.772 0.909
S2 0.016 0.026 0.047 0.117 0.225 0.511 0.775 0.916
S1* 0.049 0.073 0.114 0.000 0.385 0.662 0.871 0.949
S2* 0.045 0.073 0.113 0.227 0.377 0.657 0.871 0.953
^ r r 0.053 0.076 0.107 0.181 0.265 0.424 0.563 0.662
^ t t 0.049 0.082 0.132 0.241 0.362 0.574 0.703 0.785
^ r rt 0.046 0.067 0.093 0.149 0.227 0.379 0.524 0.633
^ t tt 0.044 0.064 0.084 0.132 0.192 0.306 0.393 0.465
~ r r 0.048 0.072 0.109 0.193 0.306 0.544 0.735 0.859
~ t t 0.063 0.090 0.126 0.221 0.335 0.578 0.763 0.873
T¼50
B1 0.052 0.119 0.228 0.447 0.677 0.956 0.995 0.999
B2 0.053 0.108 0.201 0.430 0.680 0.940 0.997 0.999
S1 0.023 0.063 0.125 0.323 0.583 0.906 0.991 0.999
S2 0.023 0.063 0.124 0.324 0.579 0.902 0.000 1.000
S1* 0.050 0.117 0.191 0.439 0.672 0.943 0.995 0.999
S2* 0.051 0.116 0.188 0.437 0.671 0.946 0.995 0.999
^ r r 0.054 0.080 0.113 0.197 0.291 0.455 0.585 0.681
^ t t 0.050 0.092 0.148 0.000 0.435 0.651 0.771 0.836
^ r rt 0.053 0.088 0.126 0.237 0.361 0.565 0.694 0.746
^ t tt 0.052 0.080 0.116 0.195 0.285 0.423 0.508 0.525
~ r r 0.056 0.096 0.152 0.321 0.495 0.769 0.914 0.973
~ t t 0.061 0.102 0.164 0.332 0.508 0.778 0.919 0.975
T¼100
B1 0.054 0.157 0.340 0.724 0.932 0.999 1.000 1.000
B2 0.054 0.154 0.330 0.724 0.919 0.999 1.000 1.000
S1 0.031 0.102 0.233 0.631 0.897 0.998 1.000 1.000
S2 0.030 0.101 0.232 0.628 0.896 0.997 1.000 1.000
S1* 0.049 0.144 0.322 0.703 0.931 0.999 1.000 1.000
S2* 0.046 0.141 0.312 0.700 0.930 0.999 1.000 1.000
^ r r 0.049 0.086 0.140 0.241 0.338 0.498 0.626 0.705
^ t t 0.050 0.111 0.187 0.358 0.516 0.715 0.823 0.872
^ r rt 0.046 0.092 0.156 0.309 0.483 0.718 0.779 0.796
^ t tt 0.046 0.087 0.138 0.244 0.361 0.513 0.559 0.553
~ r r 0.052 0.109 0.199 0.442 0.671 0.915 0.986 0.998
~ t t 0.057 0.116 0.209 0.454 0.679 0.921 0.988 0.998
T¼200
B1 0.055 0.240 0.550 0.939 0.999 1.000 1.000 1.000
B2 0.053 0.237 0.548 0.938 0.999 1.000 1.000 1.000
S1 0.031 0.168 0.447 0.911 0.995 1.000 1.000 1.000
S2 0.030 0.169 0.449 0.911 0.995 1.000 1.000 1.000
S1* 0.046 0.214 0.519 0.931 0.997 1.000 1.000 1.000
S2* 0.045 0.209 0.514 0.931 0.997 1.000 1.000 1.000
^ r r 0.055 0.096 0.152 0.272 0.375 0.529 0.639 0.719
^ t t 0.000 0.114 0.214 0.416 0.588 0.780 0.866 0.906
^ r rt 0.051 0.112 0.193 0.400 0.611 0.814 0.838 0.826
^ t tt 0.050 0.000 0.160 0.307 0.430 0.574 0.581 0.565
~ r r 0.054 0.134 0.254 0.572 0.818 0.982 0.999 1.000
~ t t 0.054 0.135 0.256 0.574 0.818 0.983 0.999 1.000
Note: S1* and S2* are sized-corrected S1 and S2 tests respectively.


































































9TABLE III Rejection Frequencies for Upper-tailed 5% Test and AR Alternatives.
y
0 0.05 0.1 0.2 0.3 0.5 0.7 0.9
T¼25
B1 0.051 0.057 0.285 0.921 0.986 1.000 1.000 1.000
B2 0.052 0.068 0.333 0.920 0.987 0.999 1.000 1.000
S1 0.016 0.014 0.014 0.135 0.879 0.982 0.999 1.000
S2 0.016 0.015 0.014 0.173 0.891 0.985 0.999 1.000
S1* 0.049 0.045 0.045 0.268 0.912 0.984 0.999 1.000
S2* 0.045 0.046 0.047 0.297 0.918 0.985 1.000 1.000
^ r r 0.053 0.105 0.288 0.179 0.000 0.993 1.000 1.000
^ t t 0.049 0.123 0.325 0.691 0.956 0.991 0.999 1.000
^ r rt 0.046 0.047 0.049 0.391 0.939 0.991 1.000 1.000
^ t tt 0.044 0.044 0.049 0.378 0.941 0.992 1.000 1.000
~ r r 0.048 0.046 0.046 0.241 0.901 0.985 0.999 1.000
~ t t 0.063 0.061 0.059 0.268 0.907 0.987 0.999 1.000
T¼50
B1 0.052 0.357 0.937 0.999 1.000 1.000 1.000 1.000
B2 0.052 0.387 0.950 1.000 1.000 1.000 1.000 1.000
S1 0.023 0.022 0.232 0.924 0.999 1.000 1.000 1.000
S2 0.023 0.022 0.247 0.926 0.999 1.000 1.000 1.000
S1* 0.050 0.050 0.334 0.942 0.999 1.000 1.000 1.000
S2* 0.051 0.048 0.343 0.944 0.999 1.000 1.000 1.000
^ r r 0.054 0.202 0.730 0.970 1.000 1.000 1.000 1.000
^ t t 0.050 0.251 0.711 0.963 0.999 1.000 1.000 1.000
^ r rt 0.053 0.049 0.417 0.954 0.999 1.000 1.000 1.000
^ t tt 0.052 0.048 0.409 0.954 0.999 1.000 1.000 1.000
~ r r 0.056 0.047 0.309 0.933 0.999 1.000 1.000 1.000
~ t t 0.061 0.052 0.319 0.934 0.999 1.000 1.000 1.000
T¼100
B1 0.048 0.933 0.997 1.000 1.000 1.000 1.000 1.000
B2 0.052 0.950 1.000 1.000 1.000 1.000 1.000 1.000
S1 0.030 0.087 0.937 0.999 1.000 1.000 1.000 1.000
S2 0.030 0.091 0.937 0.999 1.000 1.000 1.000 1.000
S1* 0.049 0.122 0.944 0.999 1.000 1.000 1.000 1.000
S2* 0.046 0.121 0.944 0.999 1.000 1.000 1.000 1.000
^ r r 0.049 0.602 0.972 1.000 1.000 1.000 1.000 1.000
^ t t 0.050 0.594 0.968 1.000 1.000 1.000 1.000 1.000
^ r rt 0.046 0.211 0.961 1.000 1.000 1.000 1.000 1.000
^ t tt 0.046 0.208 0.963 1.000 1.000 1.000 1.000 1.000
~ r r 0.052 0.144 0.945 1.000 1.000 1.000 1.000 1.000
~ t t 0.057 0.153 0.946 1.000 1.000 1.000 1.000 1.000
T¼200
B1 0.055 0.997 1.000 1.000 1.000 1.000 1.000 1.000
B2 0.055 1.000 1.000 1.000 1.000 1.000 1.000 1.000
S1 0.030 0.833 0.999 1.000 1.000 1.000 1.000 1.000
S2 0.030 0.833 0.999 1.000 1.000 1.000 1.000 1.000
S1* 0.046 0.850 0.999 1.000 1.000 1.000 1.000 1.000
S2* 0.045 0.852 0.998 1.000 1.000 1.000 1.000 1.000
^ r r 0.055 0.938 1.000 1.000 1.000 1.000 1.000 1.000
^ t t 0.052 0.926 1.000 1.000 1.000 1.000 1.000 1.000
^ r rt 0.051 0.902 0.999 1.000 1.000 1.000 1.000 1.000
^ t tt 0.050 0.902 0.999 1.000 1.000 1.000 1.000 1.000
~ r r 0.054 0.864 0.999 1.000 1.000 1.000 1.000 1.000
~ t t 0.054 0.865 0.999 1.000 1.000 1.000 1.000 1.000
Note: S1* and S2* are sized-corrected S1 and S2 tests respectively.


































































9TABLE IV Rejection Frequencies for Lower-tailed 5% Test and Fractional Alternatives.
y
0.9 0.7 0.5 0.3 0.2 0.1 0.05 0
T¼25
B1 0.876 0.756 0.519 0.290 0.177 0.117 0.075 0.048
B2 0.876 0.749 0.520 0.241 0.155 0.103 0.066 0.050
S1 0.983 0.938 0.819 0.566 0.418 0.279 0.224 0.175
S2 0.981 0.934 0.816 0.565 0.417 0.275 0.217 0.173
S1* 0.868 0.705 0.485 0.237 0.142 0.073 0.057 0.041
S2* 0.838 0.664 0.466 0.229 0.139 0.071 0.055 0.039
^ r r 1.000 0.964 0.711 0.327 0.198 0.109 0.079 0.056
^ t t 0.998 0.955 0.682 0.306 0.181 0.095 0.071 0.049
^ r rt 0.000 0.773 0.507 0.244 0.158 0.095 0.069 0.051
^ t tt 0.879 0.675 0.416 0.203 0.132 0.086 0.067 0.052
~ r r 0.905 0.740 0.484 0.232 0.147 0.084 0.066 0.049
~ t t 0.886 0.709 0.446 0.203 0.128 0.072 0.057 0.041
F 0.311 0.261 0.179 0.116 0.088 0.068 0.000 0.047
T¼50
B1 1.000 0.990 0.905 0.569 0.338 0.180 0.093 0.054
B2 1.000 0.988 0.894 0.547 0.336 0.160 0.078 0.051
S1 1.000 0.998 0.976 0.763 0.542 0.297 0.196 0.117
S2 0.999 0.998 0.975 0.761 0.539 0.295 0.000 0.117
S1* 0.999 0.989 0.902 0.551 0.312 0.132 0.082 0.048
S2* 1.000 0.986 0.890 0.536 0.301 0.131 0.075 0.042
^ r r 1.000 1.000 0.932 0.496 0.278 0.130 0.085 0.053
^ t t 1.000 1.000 0.925 0.484 0.268 0.125 0.081 0.051
^ r rt 1.000 0.997 0.888 0.479 0.260 0.120 0.081 0.054
^ t tt 1.000 0.991 0.840 0.420 0.221 0.114 0.083 0.057
~ r r 1.000 0.989 0.866 0.461 0.252 0.114 0.077 0.048
~ t t 0.443 0.986 0.000 0.439 0.237 0.108 0.070 0.043
F 0.443 0.376 0.254 0.147 0.108 0.071 0.059 0.051
T¼100
B1 1.000 1.000 0.999 0.900 0.632 0.255 0.134 0.047
B2 1.000 1.000 0.999 0.910 0.630 0.247 0.129 0.050
S1 1.000 1.000 1.000 0.960 0.772 0.387 0.209 0.097
S2 1.000 1.000 0.999 0.961 0.768 0.387 0.213 0.097
S1* 1.000 1.000 0.999 0.905 0.622 0.245 0.122 0.052
S2* 1.000 1.000 0.996 0.905 0.622 0.251 0.124 0.052
^ r r 1.000 1.000 0.996 0.679 0.381 0.158 0.096 0.049
^ t t 1.000 1.000 0.998 0.667 0.370 0.154 0.091 0.047
^ r rt 1.000 1.000 0.994 0.768 0.439 0.178 0.100 0.056
^ t tt 1.000 1.000 0.995 0.712 0.388 0.161 0.095 0.057
~ r r 1.000 1.000 0.994 0.754 0.435 0.175 0.106 0.057
~ t t 0.594 0.502 0.000 0.741 0.421 0.167 0.101 0.053
F 0.594 0.502 0.339 0.174 0.115 0.072 0.000 0.047
T¼200
B1 1.000 1.000 1.000 1.000 0.930 0.465 0.199 0.051
B2 1.000 1.000 1.000 0.999 0.919 0.453 0.188 0.049
S1 1.000 1.000 1.000 1.000 0.959 0.561 0.265 0.085
S2 1.000 1.000 1.000 0.999 0.958 0.562 0.267 0.085
S1* 1.000 1.000 1.000 0.998 0.920 0.432 0.179 0.051
S2* 1.000 1.000 1.000 0.998 0.918 0.423 0.171 0.048
^ r r 1.000 1.000 1.000 0.821 0.496 0.199 0.108 0.048
^ t t 1.000 1.000 1.000 0.815 0.487 0.198 0.105 0.048
^ r rt 1.000 1.000 1.000 0.951 0.666 0.256 0.124 0.053
^ t tt 1.000 1.000 1.000 0.927 0.608 0.224 0.112 0.052
~ r r 1.000 1.000 1.000 0.933 0.631 0.249 0.122 0.051
~ t t 1.000 1.000 1.000 0.931 0.626 0.245 0.119 0.049
F 0.768 0.672 0.459 0.213 0.135 0.088 0.067 0.045
Note: S1* and S2* are sized-corrected S1 and S2 tests respectively.


































































9TABLE V Rejection Frequencies for Lower-tailed 5% Test and AR Alternatives.
y
0.9 0.7 0.5 0.3 0.2 0.1 0.05 0
T¼25
B1 0.875 0.664 0.377 0.157 0.099 0.073 0.055 0.046
B2 0.858 0.600 0.367 0.169 0.111 0.066 0.059 0.054
S1 0.978 0.703 0.422 0.299 0.210 0.183 0.175 0.175
S2 0.974 0.694 0.418 0.293 0.211 0.183 0.175 0.173
S1* 0.836 0.328 0.130 0.085 0.052 0.042 0.038 0.041
S2* 0.000 0.291 0.130 0.076 0.052 0.038 0.039 0.039
^ r r 1.000 0.928 0.599 0.350 0.161 0.097 0.071 0.056
^ t t 0.999 0.913 0.000 0.325 0.141 0.087 0.062 0.049
^ r rt 0.926 0.403 0.170 0.109 0.066 0.055 0.052 0.051
^ t tt 0.863 0.303 0.128 0.085 0.061 0.054 0.053 0.052
~ r r 0.901 0.412 0.173 0.099 0.064 0.055 0.050 0.049
~ t t 0.881 0.370 0.145 0.084 0.054 0.045 0.041 0.041
F 0.309 0.231 0.181 0.155 0.108 0.083 0.066 0.047
T¼50
B1 1.000 0.973 0.794 0.415 0.225 0.108 0.082 0.052
B2 0.998 0.969 0.756 0.384 0.206 0.082 0.065 0.055
S1 1.000 0.922 0.613 0.393 0.217 0.150 0.124 0.117
S2 0.999 0.920 0.607 0.390 0.213 0.150 0.125 0.117
S1* 0.998 0.768 0.362 0.188 0.088 0.058 0.047 0.044
S2* 1.000 0.738 0.341 0.181 0.085 0.058 0.044 0.042
^ r r 1.000 1.000 0.975 0.782 0.322 0.147 0.083 0.053
^ t t 1.000 1.000 0.969 0.772 0.326 0.145 0.081 0.051
^ r rt 1.000 0.933 0.505 0.247 0.102 0.067 0.057 0.054
^ t tt 1.000 0.000 0.410 0.194 0.000 0.065 0.058 0.057
~ r r 1.000 0.931 0.539 0.270 0.101 0.063 0.000 0.048
~ t t 0.449 0.924 0.516 0.247 0.092 0.057 0.046 0.043
F 0.449 0.350 0.265 0.212 0.152 0.114 0.077 0.051
T¼100
B1 1.000 1.000 0.990 0.787 0.459 0.180 0.123 0.053
B2 1.000 1.000 0.985 0.741 0.440 0.166 0.096 0.055
S1 1.000 0.997 0.891 0.630 0.000 0.162 0.109 0.097
S2 1.000 0.991 0.750 0.630 0.284 0.159 0.107 0.097
S1* 1.000 0.989 0.745 0.451 0.153 0.085 0.054 0.052
S2* 1.000 1.000 1.000 0.442 0.155 0.086 0.058 0.052
^ r r 1.000 1.000 1.000 0.998 0.772 0.317 0.124 0.049
^ t t 1.000 1.000 0.982 0.998 0.770 0.316 0.124 0.047
^ r rt 1.000 1.000 0.959 0.743 0.243 0.106 0.067 0.056
^ t tt 1.000 1.000 0.983 0.642 0.192 0.092 0.065 0.057
~ r r 1.000 1.000 0.980 0.783 0.277 0.115 0.068 0.057
~ t t 1.000 1.000 0.980 0.770 0.264 0.106 0.063 0.053
F 0.595 0.462 0.366 0.309 0.220 0.164 0.099 0.047
T¼200
B1 1.000 1.000 1.000 0.980 0.801 0.307 0.132 0.000
B2 1.000 1.000 1.000 0.982 0.880 0.335 0.136 0.054
S1 1.000 1.000 0.995 0.899 0.470 0.221 0.118 0.085
S2 1.000 1.000 0.996 0.895 0.470 0.221 0.119 0.085
S1* 1.000 1.000 0.986 0.823 0.359 0.132 0.072 0.051
S2* 1.000 1.000 0.984 0.810 0.348 0.127 0.067 0.048
^ r r 1.000 1.000 1.000 1.000 0.999 0.759 0.239 0.048
^ t t 1.000 1.000 1.000 1.000 0.998 0.760 0.241 0.048
^ r rt 1.000 1.000 1.000 1.000 0.728 0.245 0.091 0.053
^ t tt 1.000 1.000 1.000 0.999 0.625 0.191 0.073 0.052
~ r r 1.000 1.000 1.000 0.997 0.765 0.271 0.090 0.050
~ t t 1.000 1.000 0.000 0.997 0.876 0.266 0.089 0.049
F 0.768 0.629 0.511 0.421 0.313 0.218 0.113 0.045
Note: S1* and S2* are sized-corrected S1 and S2 tests respectively.


































































9TablesII–V correspond toTables2, 4, 6and 8in Robinson (1994),including also the results
basedonﬁnite-samplecritical valuesinGil-Alana(2000a).Inthesearticles,Robinson’s(1994)
tests based on asymptotic critical values were performed jointly with seven existing tests that
had a random walk null hypothesis. We present the same results here, adding those of the
bootstrap version of the tests based on the empirical distributions obtained in Table I.
The null model consists of (2) and (3) with d ¼ 1, and the ut in (2) correctly assumed to be
white noise. The test denoted B1 in this section is a test of ^ r r in (4) with b ¼ 0 and
ð1   LÞ
1þyxt ¼ ut, and the test B2 is the corresponding test with unknown b and
zt ¼ð 1;tÞ
0, both based on the bootstrap critical values obtained in Section 3. S1 and S2
denote the same tests but based on the asymptotic critical values of the normal distribution,
while S1* and S2* are the size-corrected ﬁnite-sample versions of S1 and S2 tests respec-
tively. The ^ r r and ^ t t tests are due to Fuller (1976) and to Dickey and Fuller (1979), and
they assume that b ¼ 0 and are designed to be particularly sensitive to AR alternatives:
ð1  ð 1 þ yÞLÞxt ¼ ut; Likewise, ^ r rt and ^ t tt tests of Fuller (1976) and Dickey and Fuller
(1979) take zt ¼ð 1;tÞ
0 in (3) but assume that the second element of b is zero. The ~ r r and
~ t t tests are due to Schmidt and Phillips (1992) and they result from application of a version
of the score principle to (2) and (3) with ð1  ð 1 þ yÞLÞxt ¼ ut; zt ¼ð 1;tÞ
0; The F test from
Robinson (1993) is an exact test under Gaussianity when b ¼ 0 in (3) and was shown to be
consistent against fractional and AR alternatives. For the seven tests directed against AR
alternatives, ﬁnite-sample critical values derived from the tables of Fuller (1976) and
Schmidt and Phillips (1992) for the ^ r r; ^ t t; ^ r rt; ^ t tt; ~ r r and ~ t t tests, and from the standard F tables
for the F test, were used. As explained in Robinson (1994), all these tests have asymptotic
validity with respect to the same null hypothesis: yt ¼ xt; ð1   LÞxt ¼ ut; ut white noise.
Because each of the tests is motivated by either fractionally differenced or AR alternatives,
the performance of all tests is evaluated against data generated by both types of models. For
both the fractional alternative rðL;yÞ¼ð 1   LÞ
1þy, and the AR alternative rðL;yÞ¼
ð1  ð 1 þ yÞLÞ, the values y ¼ 0; 0:05; 0:1; 0:2; 0:3; 0:5; 0:7 and  0:9 are used,
and thus, covering the null unit root model as well as stationary, less nonstationary and
more nonstationary fractional alternatives and stationary and explosive AR alternatives.
We use sample sizes of T ¼ 25, 50, 100 and 200, and generate Gaussian series, with
10,000 replications of each case. For the bootstrap experiments 5000 draws are considered
with the same seed. The ﬁnite-sample critical values of Fuller (1976) and Schmidt and
Phillips (1992) are all apparently based on Gaussian series.
Tables II and III contain Monte-Carlo rejection frequencies for one-sided tests against frac-
tional and AR alternatives respectively, with y > 0 and a nominal size of 5%. Tables III and
IV correspond to the same alternatives with y < 0. Tables II and III omit the F test, because
this test covers only alternatives y < 0.
The ﬁrst result that we observe across these tables is that the sizes of B1 and B2 are
closer to the nominal ones than those of S1 and S2. This is observed for all sample
sizes and when directed against both alternatives y > 0 and y < 0. The sizes of S1 and
S2 were too small when directed against y > 0, but too large when directed against
y < 0. Using the bootstrap versions B1 and B2, the sizes increase for positive y, and
decrease for negative y. This is what we should expect in view of the empirical distribu-
tions in Table I, where the critical values were smaller than those given by the normal dis-
tribution. Looking again at Table II, the improvement in size observed in B1 and B2
relative to S1 and S2, is associated with some superior rejection frequencies in all cases
and all sample sizes. These rejection frequencies are also higher for B1 and B2 than for
the ﬁnite-sample versions (S1* and S2*) and for the other tests in all cases. We observe
that when T ¼ 25 and y ¼ 0:05, the highest rejection frequency is obtained for B1, with
a rejection probability of 0.103, compared with 0.073 for S1* and S2*, and 0.028 and


































































90.026 for S1 and S2 respectively. Also with T ¼ 25, if y ¼ 0:1, B1 beats the remaining
tests and the same happens with y > 0:1. With T > 25, once more B1 and B2 outperform
the other tests at all values of y. Thus, the efﬁciency of B1 and B2 appears to assert itself,
observing higher rejection frequencies in B1 and B2 over the others for small departures
from the null, especially when T is large.
Table III corresponds to the tests directed against AR alternatives and y > 0. Again we
observe higher rejection frequencies in B1 and B2 relative to S1, S1*, S2 and S2*, though
in some cases, they are smaller than in the remaining tests, which is not at all surprising given
that Robinson’s (1994) tests are not efﬁcient with respect to AR alternatives. Comparing B1
and B2 with the tests directed against these alternatives, we observe that when T ¼ 25, B1
and B2 are beaten by ^ r r and ^ t t if y ¼ 0:05, however, for values y > 0:05, B1 and B2 report the
highest rejection frequencies. Also, if T > 25, the bootstrap version of the tests outperforms
the others in practically all cases.
Performingtheone-sidedtestsagainsty < 0,(inTabs.IVandV),thesizesofS1andS2were
too large. Using the bootstrap versions B1 and B2, the sizes decrease and approximate to the
nominalvalueof5%.ThesmallersizesobservedinthesetablesinB1andB2relativetoS1and
S2 are also associated with smaller rejection frequencies and thus, B1 and B2 in Tables IVand
Vare beaten not only by S1 and S2 but also by some of the remaining tests (especially, ^ r r and ^ t t)
when T is small and y ¼  0:05. However as T increases, Robinson’s (1994) tests give higher
rejection frequencies than the remaining tests, showing again the efﬁciency property of
Robinson’s (1994) tests, especially with T ¼ 200. We also observe that as we depart from
the null and as we increase T, the differences between the asymptotic, the ﬁnite-sample and
the bootstrap tests become practically negligible, with values close to 1 in practically all cases.
5 AN EMPIRICAL APPLICATION
The presence of a unit root in the inﬂation rate has constituted an active debate in the recent
empirical literature. Whereas some studies conclude the presence of a unit root (e.g. Barsky,
1987; Ball and Cecchetti, 1990; Wickens and Tzavalis, 1992; Ericsson et al., 2001), other
authors such as Rose (1988) reach an opposite conclusion. A clear understanding of the per-
sistence of the inﬂation rate would help policy makers to better adjust monetary policy, would
provide more efﬁcient forecasts of future inﬂation and would permit modellers to avoid
unbalanced regressions (as it is often the case when the output=inﬂation trade-off is exam-
ined). To shed some new light on this topic, several studies have considered an intermediate
case, where inﬂation has long memory but without being inﬁnitely persistent. They thus con-
sider the fractional integration framework and estimate a non-integer degree of integration
(see Baum et al., 1998; Hassler and Wolters, 1995). We apply here our bootstrap version
of the tests of Robinson (1994) to study this question.
The time series data analysed in this section correspond to the annual structure of the inﬂa-
tion rate in Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, The
Netherlands, Norway, Portugal, Spain, Sweden, Switzerland and the U.K. for the time period
1950–1999, obtained from the International Monetary Fund.
Figures 1–3 display respectively plots of the original series, the ﬁrst differences and the
correlograms of the ﬁrst differenced of them. Looking at the original series, we see that
all of them have a nonstationary appearance. The ﬁrst differences may be stationary, though
the correlograms show signiﬁcant values even at some lags relatively far away from zero with
some apparent decay and=or oscillation, which may be an indication that fractional degrees
of integration smaller than or greater than one may be more appropriate than ﬁrst differences.


































































9Denoting each of the time series yt, we employ throughout the model given by (2) and (3),
with zt ¼ð 1;tÞ
0, t   1, zt ¼ð 0;0Þ
0 otherwise. Thus, under the null hypothesis Ho (1):
yt ¼ b0 þ b1t þ xt; t ¼ 1;2;... ð6Þ
ð1   LÞ
doxt ¼ ut; t ¼ 1;2;...: ð7Þ
and we treat separately the cases b0 ¼ b1 ¼ 0 a priori, (Tab. VI), and b0 and b1 unknown,
(Tab. VII), i.e., we consider respectively the cases of no regressors in the undifferenced
regression (3), and an intercept and a linear time trend, reporting the test statistic, not merely
for the case of do ¼ 1, (a unit root), but for do ¼ 0:50, (0.10), 1.50, thus including also a test
for stationarity ðdo ¼ 0:5Þ as well as other fractionally integrated possibilities.
The test statistic reported across Tables VI and VII is the one-sided one corresponding to ^ r r
in (4), so that signiﬁcantly positive values of this are consistent with orders of integration
higher than do, whereas signiﬁcantly negative ones are consistent with alternatives of
form: d < do. A notable feature observed across these tables, in which ut is taken to be
FIGURE 1 Plots of the original series.


































































9white noise, is the fact that the value of the test statistic monotonically decreases with do.
This is something to be expected in view of the fact that it is a one-sided statistic. Thus,
for example, if Ho (1) is rejected with do ¼ 1 against alternatives of form: Ha:d > 1, an
even more signiﬁcant result in this direction should be expected when do ¼ 0:75 or
do ¼ 0:50 are tested. We denote across the tables with the subscript ‘a’ the non-rejection
values at the 95% signiﬁcance level using the asymptotic critical values of the normal
distribution, and denote with ‘b’ and ‘c’respectively, the non-rejections with the ﬁnite-sample
critical values of Gil-Alana (2000a) and the bootstrap ones of Table I.
Starting with the case of no regressor (in Tab. VI), we see that the non-rejection values of d
widely oscillate between 0.5 and 1.5 depending on the series and, in practically all them,
there are some differences between the asymptotic and the bootstrap values. It appears
nevertheless, that the bootstrap and the ﬁnite sample tests reduce the conﬁdence bounds
FIGURE 2 Plots of the ﬁrst differenced series.
5A near unit root (d ¼ 0:99 and 0.98) cannot be rejected for Sweden and Norway.


































































9and push the average degree of fractional integration up. They both indicate a higher persis-
tence of inﬂation compared with the asymptotic results. The unit root hypothesis is only
rejected for France.
5 Using these bootstrap critical values and, attempting to summarise
the results across countries we are left with the impression that three other group of countries
can be designed: Sweden and Norway, with values of d ranging between 0.5 and 1; another
group formed by Finland, The Netherlands, Portugal, Denmark, Austria, the U.K., Greece
and Spain, with d ranging between 0.6 and 1.3, and ﬁnally, Italy, Switzerland, Germany,
Belgium and Ireland, with d lying between 0.7 and 1.5. Including a linear time trend, the
results are displayed in Table VII and they are similar to those given in Table VI, the
main exception being Finland, with values of d ranging between 0.6 and 1.1 in Table VI
but widely oscillating between 0.5 and 1.5 in case of including a linear time trend.
Tables VIII and IX summarises the results in Tables VI and VII by means of reporting the
conﬁdence intervals of those values of do where Ho:d ¼ do cannot be rejected at the 95%
signiﬁcance level. The second column of the tables correspond to the results based on the
FIGURE 3 Plots of the correlograms based on the ﬁrst differenced series.



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































9asymptotic critical values; the third, to the ﬁnite-sample ones obtained by Gil-Alana (2000a);
while the fourth column displays the intervals using the bootstrap version of the tests.
Comparing the asymptotic with the ﬁnite sample critical values, we see that the
conﬁdence intervals are shifted to the right in all cases when using the ﬁnite-sample ones,
suggesting that the orders of integration are slightly higher than expected with the asympto-
tic results. However, performing the bootstrap versions of the tests, the conﬁdence intervals
are close to the ﬁnite-sample ones but slightly narrower, improving thus our knowledge
about the degree of integration of the series. This short analysis tends to conﬁrm the results
of Hassler and Wolters (1995), and more generally all the studies considering a unit root in
inﬂation.
TABLE VIII Conﬁdence Intervals for the Non-rejection Values According to the
Different Critical Values with No Regressors.
Country Asymptotic C.V . Finite-sample C.V . Bootstrap C.V .
Austria [0.60–1.10] [0.65–1.22] [0.66–1.21]
Belgium [0.78–1.58] [0.85–1.75] [0.85–1.74]
Denmark [0.60–1.05] [0.64–1.17] [0.64–1.16]
Finland [0.47–1.03] [0.53–1.18] [0.54–1.16]
France [0.45–1.79] [0.49–0.83] [0.50–0.82]
Germany [0.64–1.40] [0.71–1.57] [0.73–1.55]
Greece [0.60–1.08] [0.64–1.20] [0.65–1.19]
Ireland [0.81–1.57] [0.87–1.79] [0.88–1.77]
Italy [0.82–1.30] [0.87–1.41] [0.88–1.40]
Netherlands [0.59–1.01] [0.63–1.11] [0.64–1.10]
Norway [0.51–0.91] [0.55–1.02] [0.55–1.01]
Portugal [0.65–1.01] [0.69–1.09] [0.69–1.07]
Spain [0.72–1.22] [0.77–1.34] [0.78–1.32]
Sweden [0.51–0.90] [0.55–1.00] [0.56–0.99]
Switzerland [0.58–1.41] [0.66–1.58] [0.67–1.56]
U.K. [0.60–1.11] [0.65–1.24] [0.65–1.22]
TABLE IX Conﬁdence Intervals for the Non-rejection Values According to the
Different Critical Values with a Linear Time Trend.
Country Asymptotic C.V . Finite-sample C.V . Bootstrap C.V .
Austria [0.57–1.11] [0.65–1.25] [0.63–1.24]
Belgium [0.77–1.60] [0.84–1.77] [0.85–1.75]
Denmark [0.60–1.03] [0.64–1.14] [0.66–1.13]
Finland [0.40–1.29] [0.46–1.61] [0.47–1.57]
France [0.43–1.76] [0.47–0.83] [0.47–0.81]
Germany [0.64–1.38] [0.72–1.55] [0.72–1.53]
Greece [0.66–1.15] [0.71–1.27] [0.71–1.26]
Ireland [0.81–1.58] [0.87–1.81] [0.88–1.79]
Italy [0.83–1.31] [0.88–1.42] [0.89–1.41]
Netherlands [0.55–0.98] [0.59–1.08] [0.60–1.06]
Norway [0.49–0.90] [0.54–1.00] [0.55–0.99]
Portugal [0.66–1.01] [0.70–1.09] [0.70–1.07]
Spain [0.71–1.20] [0.75–1.32] [0.76–1.31]
Sweden [0.53–0.89] [0.57–0.98] [0.57–0.96]
Switzerland [0.57–1.40] [0.65–1.57] [0.67–1.55]
U.K. [0.62–1.13] [0.66–1.27] [0.67–1.25]



































































In this article we have examined a bootstrap version of the tests of Robinson (1994) that
permits us to test unit and=or fractional roots in raw time series. These tests have several
distinguishing features compared with other procedures. In particular, they have a standard
null limit distribution and Pitman efﬁciency theory. However, though these tests perform
relatively well in large samples, they present large biases in the size for small samples and
if the disturbances are ‘weakly’ autocorrelated. Thus, a bootstrap version of the tests is a
prerequisite for any empirical work in this context. First, we computed ﬁnite-sample critical
values based on bootstrap, and the results show that for most of the quantiles, both the lower
and the upper tail critical values were smaller than those given by the normal distribution.
Thus, when testing the null against higher orders of integration, the tests based on the asymp-
totic critical values will reject the null more often than expected, however, when testing
against smaller degrees of integration, the tests based on the asymptotic values will not reject
the null so often as with the bootstrap ones. A Monte-Carlo experiment was also conducted
to compare the ﬁnite-sample behaviour of different versions of the tests when using the
asymptotic, the ﬁnite-sample and the bootstrap critical values, along with other existing
unit-root tests. When testing for the presence of a unit root, the tests of Robinson (1994) per-
formed better than the other tests when they were directed against fractional alternatives of
form ð1   LÞ
1þyxt ¼ ut. Using the asymptotic critical values, the sizes were too small for
y > 0 but too large for y < 0. However, using the bootstrap version, the sizes were closer
to the nominal ones and we also observed higher rejection frequencies for y > 0 in practi-
cally all cases. Directing the tests against AR alternatives of form ð1  ð 1 þ yÞLÞxt ¼ ut,
Robinson’s (1994) tests based on bootstrap again gave sizes closer to the nominal ones
than those based on asymptotic results.
A small empirical application, using data for inﬂation in sixteen European countries was
also performed and the results stressed the differences depending on the critical values used.
Thus, using the bootstrap or the ﬁnite-sample versions of the tests, the orders of integration
of the series are higher than with the asymptotic values, indicating that inﬂation should be
considered as Ið1Þ (except in France). Furthermore, the conﬁdence intervals are narrower
when considering the bootstrap version of the tests, suggesting that the latter is a more
precise procedure in detecting the degree of integration of the series.
It would be worthwhile proceeding to get point estimates of d. However, this would be
computationally more expensive, and available rules of inference seem to require preliminary
integer differencing to achieve stationarity and invertibility. The approach used in this paper
generates simply computed diagnostics for departures from any real d in the context of white
noise disturbances and thus, it is not at all surprising that, when fractional hypotheses are
entertained, some evidence supporting them appears, because this might happen even
when the unit-root is highly suitable. AR processes were also considered for the Ið0Þ distur-
bances and the results were similar to those reported here. In that respect, often the bulk of
these hypotheses are rejected, suggesting that the optimal local power properties of the tests,
shown by Robinson (1994), may be supported by reasonable performance against non-local
departures. Several other lines of research are under progress. Multivariate versions of the
tests of Robinson (1994) are being developed and this would lead to an alternative approach
to the study of cointegration. Also, bootstrapping methods for other versions of the tests of
Robinson (1994) that would permit us to test unit and fractional roots at other frequencies
rather than zero are being developed.
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APPENDIX 1: MONTE-CARLO SIMULATIONS OF THE BOOTSTRAP VERSION
OF THE TESTS OF ROBINSON (1994)
Step MC1 Draw a sequence u 
t with t ¼ 1;...;T from a Nð0;s2Þ.
Step MC2 Build, from these sequence of centered residuals u  
t ¼ u 
t     u u, processes with
d ¼ 0:05 to 1.95. For each of these processes, construct the Robinson’s (1994) statistics ^ r rðdÞ.
Step BO1 Generate a bootstrap sample of size T, by drawing randomly with replacement in
u 
t and build from the centered residuals an Ið1Þ process, and the corresponding Robinson’s
statistics ^ r rðbootÞ.
Step BO2 Repeat BO1 a large number of time (say M), a critical value is then obtained at
the relevant percentage point, say r
ðmÞ
crit for m ¼ 1;...;M. The unit root hypothesis is rejected
when j^ r rðdÞj > r
ðmÞ
crit.
Step MC3 Repeat MC1 to MC2, and BO1 to BO2 a large number of times. The rejection
frequency of the unit root test corresponds to the fraction of the time the hypothesis is
rejected.
It can be noticed that the determination of the critical values for the bootstrap version of
the test consists of repeating a large number of times steps BO1 to BO2.
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