A block affine projection algorithm that is less complex but mathematically equivalent to a recently proposed Gauss-Seidel pseudo affine projection (GS-PAP) algorithm is proposed. This reduced complexity is achieved by applying a partitioning method to the original sampleby-sample algorithm. It is shown that the derived algorithm has better convergence and tracking abilities than those of the NLMS algorithm. Its application in an acoustic echo cancellation is investigated.
Initialisations: XðÀ1Þ ¼ 0; RðÀ1Þ ¼ dI; PðÀ1Þ ¼ b=d; UðÀ1Þ ¼ 0; HðÀ1Þ ¼ 0 ð1Þ
At each sample n ! 0, It can be seen that (6) and (7) lead to a similar update equation as the NLMS algorithm. The basic idea of reducing complexity in the GS-PAP adopted in this Letter is similar to that used in [6] for deriving the modified fast exact NLMS (MFENLMS) algorithm. Denote M as the block size. We partition the vectors X(n), U(n) and H(n) according to: The equations (4) to (7) of the GS-PAP algorithm can be partitioned into an 'updating' part and a 'fixed' filtering part as in [6] . Computation of the 'updating' part with a lower order of complexity is performed at each recursion step, whereas the 'fixed' part can be computed from M recursion steps. Therefore, the non-uniformly distribution of the arithmetic operations within a block of M samples, encountered in other block algorithms [5] [6] , can be avoided. Equation (7) is repeatedly substituted in (4) taking into account the previous partitions. The following equations are obtained for The fast block exact GS-PAP (FBEGS-PAP) algorithm includes (2)- (3), (5)- (6), (8)- (13). All the equations excepting (10) and (12) are performed every step. Their complexity is small because usually M and N are much smaller than the filter length L. The 'filtering part' ( (10) and (12)) depends on the data from the last block. This part involves the computation of M successive outputs of a fixed coefficient filter. Several fast FIR filtering procedures that reduce significantly the number of operations exist (e.g. based on linear or circular convolution). We used the efficient FIR filtering architecture presented in Fig. 2 of [7] for cases when the block size is a power of two (M ¼ 2 k ). The numerical complexities of the algorithms are measured by counting the number of multiplications and divisions per recursion. Therefore we obtain:
The increase in complexity of the FBEGS-PAP algorithm in comparison with that of the MFENLMS is rather small for the usual values of N and does not depend on L or M. The proper choice of the block size is of crucial importance in reducing the number of multiplies and divisions. As shown in [6] , there is an 'optimal' block size value of M that minimises its complexity if the projection order is fixed. It can be easily deduced that the value of the block size that minimises the number of multiplies and divisions is higher for a higher filter length (e.g. if N ¼ 10, the 'optimal' value of M is 8 for L ¼ 256, and is 32 for L ¼ 1024, etc.). Results: We tested the convergence and tracking abilities of the FBEGS-PAP algorithm using coloured noise and speech (white noise has also been used but not shown here) as excitation signals in an acoustic echo cancellation example. As expected, because it is mathematically equivalent to the GS-PAP, it inherits its performances. An example of the superior convergence and tracking abilities of the FBEGS-PAP algorithm as compared to the NLMS when using a coloured excitation signal is shown in Fig. 1 . In our simulations, we
The impulse response of the measured car cabin impulse response was truncated to 259 coefficients, so that the theoretical minimum misalignment was calculated to be À49.06 dB. The tracking abilities of the algorithms were investigated by a sudden change in the sign of the measured echo path coefficients after 25000 samples. The convergence of the algorithms was compared using the squared norm of the difference between the car cabin impulse response and the adaptive filter (in dB). The FBEGS-PAP algorithm was stable in all our 32-bit floatingpoint simulations and the learning curves were virtually identical with those of the GS-PAP in double precision simulations (Fig. 1) . Table 1 compares the numerical complexity of the considered algorithms for different filter lengths, block sizes and projection orders. It can be seen that the complexity of the FBEGS-PAP is significantly reduced in comparison with those of the NLMS and the GS-PAP. Also, it is marginally more complex than that of the MFENLMS for moderate values of the affine projection order (see Table 1 ). 
