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ABSTRACT 
Consider the linear regression model M = (y, Xj3,a2Z,) and two sets of competing, 
not necessarily exact linear restrictions Rip = rj, j = 1,2. Assume that the linear 
restrictions are nested, that is, RI = TR2 and rt = Tr2 for some matrix T. To estimate 
the vector p, we derive the pre-test estimator 5, a two stage procedure based on testing 
the dominance condition which follows the mean squared error matrix comparison of bt 
and b2, the restricted least squares estimators of #I in the model Mj = {y, X/3 1 KjS = 
rj, a2Z,,), j = 1,2. We investigate statistical properties of the pre-test estimator b and, 
comparing b with bl, characterize its optimality under the mean squared error matrix 
criterion. 
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1. INTRODUCTION AND PRELIMINARIES 
Consider the linear regression model 
M = {Y, -v* a2w, (1.1) 
in which y is an IE x 1 observable random vector, normally distributed with ex- 
pectation E(y) = Xj3 and dispersion matrix D(y) = a2Z,; X is an it x p known 
matrix of full column rank; ~5 is a p x 1 vector of unknown parameters; c2 is an 
unknown positive scalar; and In is the identity matrix of order n. 
Moreover, assume that there are two sets of competing linear restrictions 
Rio = r-i, j = 1,2, (1.2) 
where Rj is an mj x 1 known matrix of arbitrary rank, and rj is an mj x 1 known 
vector such that 
rj E C(Rj); (1.3) 
C(.) stands for the column space of a matrix argument. In addition to (1.3), suppose 
that the first set of linear equations in (1.2) is implied by the second one, i.e., for 
some matrix T it holds that 
RI = TR2 and r-1 = Trz. (1.4) 
At this point let us mention that such a situation occurs, for instance, when- 
confronted with the multicollinearity problem-one is inclined to make use of 
principal component techniques and/or refer to “optimal” reduction of the regres- 
sion equation (cf. Dhrymes, 1978, Chapter 5). The aim of this paper is to show 
how, being forced to accept one of the possible sets of restrictions, their optimal 
choice can be based on testing the condition which follows the matrix risk com- 
parison of competing restricted least squares estimators of fi. In this paper we also 
investigate statistical properties of the final two stage estimator of /? and discuss 
its optimality under a matrix risk function. The restricted least squares estimators 
of B, corresponding to the model (1.1) and the separate sets of restrictions (1.2), 
are denoted by 
bj = S - S-‘Rj(RjS-‘R$)-(Rjs - rj) 
= B - S-1’2(RjS-“2)‘(Rjg - rj), j = 1,2, (1.5) 
where S = X’X. The matrix S-1/2 is uniquely determined by the relation 
S-1/2S-1/2 = S-t, and ,Z? = S-‘X’y is the ordinary least squares estimator 
of ~3 in the model M. By A- and A+ we denote, respectively, a g-inverse and the 
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Moore-Penrose inverse of A. Further, the dispersion matrix of the estimator bj is 
denoted by D(bj), i.e., 
(1.6) 
where 
p. = (~jS-‘I”)+R.S-‘I* 
J J (1.7) 
is the orthogonal projector (under the standard inner product) on the column space 
of the matrix S -l/*R!. Since the restrictions (1.2) are allowed to be inexact, the 
estimators bj are posiibly biased. We use cj to denote the bias of bj , i.e., 
cj = E(bj) - p = -S-1/2(R,S-‘/2)+&, (1.8) 
where Si = Rip - rj is a vector representing inexactness of the restrictions (1.2). 
Note that cj E C[D(bj)] if and only if cj = 0. In general, for assessing the 
precision of the considered estimators bj, we use the mean squared error matrix 
(or, in another terminology, the matrix risk function) 
M(bj) = E[(bj - p)(bj - b)‘] = D(bj) + cjcj. (1.9) 
The statistical arguments for the criterion (1.9) are well known and will not be 
repeated here [see, e.g., Toro-Vizcarrondo and Wallace, 19681. Usually, we say 
that the estimator bjl is not worse than bj, in the sense of the mean squared error 
matrix criterion, if the difference M(bj) - M(bjf) is a nonnegative definite (n.n.d.) 
matrix. In the sequel, we write A > 0 if A is an n.n.d. matrix, and Al 5 A2 if the 
difference matrix A2 - Al is n.n.d. 
Since the early eighties several authors have been concerned with comparisons, 
under different assumptions and superiority criteria, of two restricted least squares 
estimators of fi: cf. Guilkey and Price (1981), Price (1982), Klaczynski and 
Pordzik (1985), Terasvirta (1986), Toutenburg (1992), Trenkler (1987, 1991), 
Trenkler and Toutenburg (1990, 1992). However, so far attention has been focused 
mainly on determining the conditions under which one estimator can be improved 
on by another. In view of the fact that all dominance conditions involve unknown 
parameters of the model, in practice these results state only a part of solution to the 
problem of optimally estimating the vector p. In this paper we propose (referring 
to a concept of preliminary test estimation) to make that approach operational. 
It seems quite natural that in considering two estimators bl and b2, where the 
former uses only a subset of the restrictions the latter does, one is disposed to 
accept bz if M(b2) 5 M(bl), and bl otherwise. From this standpoint, we derive 
a two stage procedure 5, wherein the first step consists in testing the dominance 
condition which follows the mean squared error matrix comparison of bl and 
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b2. Furthermore, we investigate statistical properties of the pre-test estimator 
z, first characterizing its expectation and dispersion matrix, and next comparing 
5 with bl and discussing its optimality in the sense of the mean squared error 
matrix criterion. The results obtained in the paper extend Judge and Bock’s (1978) 
approach (wherein RI = 0 and R2 is a matrix of full row rank) to the pre-test 
estimation in the linear regression model. They also generalize the considerations 
in Hessenius and Trenkler (1991), where one set of restrictions is required to be 
exact. 
2. COMPARISON OF THE RESTRICTED LEAST SQUARES ESTIMATORS 
Before stating the main result of this section, for convenience we introduce 
some preliminaries. It is worth pointing out that the difference of dispersion ma- 
trices D(bl)-D(b2) is n.n.d. if andonly ifC[D(bz)] C C[D(bl)], or, equivalently, 
R 1 = T R2 for some matrix T. This assertion is an immediate consequence of the 
following note; cf. Ben-Israel and Greville (1974, p. 71), Trenkler (1987). 
LEMMA 1. For Pj = (RjS-“2)+RjS-1’2, j = 1, 2, and P = P2 - Pi, the 
following statements are equivalent: 
(0 
(ii) 
(iii) 
(iv) 
(v) 
P is n.n.d., 
P is an orthogonal projector, 
PIP2 = PI, 
P2Pl = 4, 
Rl = T R2 for some matrix T. 
To avoid rather tedious though straightforward calculations in the sequel, notice 
that under the assumptions (1.3) and (1.4), for j, j’ = 1,2, we have 
Pjdjf = djf, 
j = j', 
dl, j # j’, 
(2.1) 
and 
d;dz = d;dl, 
where dj = S’i2cj = -(RjSp1f2)‘S. 
The next result, needed subseque:tly, is given in Lemma 2. 
(2.2) 
LEMMA 2. (Baksalary and Kala, 1983). Suppose A is a symmetric n x n 
matrix, a is an n x 1 vector, and E is a positive sealal: Then the following statements 
are equivalent: 
(i) EA - aa’ is n.n.d., 
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(ii) A is n.n.d., a E C(A), and 
a/A-a 5 E, (2.3) 
where A- is any g-inverse of A. 
Now we are ready to characterize that region of the parameter space wherein 
the restricted least squares estimator b2 is not worse than bl in the sense of the 
mean squared error matrix criterion. 
THEOREM 1. Consider the linear regression model M = {y, Xg, a21,,] and 
two sets of linear restrictions RjB = rj, j = 1, 2, such that RI = TR2 and 
rl = Tr2 for some matrix T. Then, for the restricted least squares estimators 
bj = fi - S-“2(RjS-“2)+(Rjfl - rj), j = 1, 2, we have M(b2) (_ M(bl) if 
and only if either 
(i) 61 #OandPd;!=Oor 
2 (ii) St = OanddJPdz 5 o , 
where Sj = RjB - rj, P = (RzS-‘12)+R2S- l/2 _ (RIS-l/2)+ 
RIS-‘/~, and d2 = -(RzS-1/2)+62. 
Pro05 The estimator b2 dominates bl in the sense of the MSE matrix criterion 
if and only if the matrix a2P+dld; -dzdi is n.n.d. Consider case(i) when 61 # 0. 
Since P is an orthogonal projector, the matrix am2 P + did; is n.n.d. and one of 
its g-inverses takes the form a2P + dld;/(d;dl)2. According to (2.1) we have 
d2 = Pd2 + dl and consequently d2 E C(a2P + dIdi). 
Applying Lemma 2, wherein a2 P + did; plays the role of the matrix A, it is 
seen that o2 P +dldi -d2di is n.n.d. if and only if cre2di Pd2 5 0 or, equivalently, 
Pd;, = 0. The proof for (ii) when 61 = 0 is obvious. n 
As a consequence of Theorem 1, regardless whether St is the zero vector or 
not, the following statement is true. 
COROLLARY 1. Let RI = TR2 and rl = Tr2 for some matrix T. Then 
M(b2) 5 M(bl) if Pd2 = 0 or, equivalently, bias(bt) = bias(b2). 
Starting from the dominance conditions presented in Theorem 1, in the next 
section we derive the pre-test estimator of the vector /3. The problem for case (i), 
St = 0, was considered by Hessenius and Trenkler (1991). Hence we focus our 
attention on the setup (ii) when 61 # 0. To motivate our consideration, let us refer 
to principal component estimation by Marquardt (1970), a procedure commonly 
used to cope with the multicollinearity problem in linear regression. Roughly 
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speaking, the method can be regarded as restricted least squares estimation with 
the restrictions of the form R/3 = 0, where 
and Q is a p x p matrix whose columns are orthogonal eigenvectors of X’X 
ordered according to the relative magnitude of the corresponding eigenvalues. 
It is clear that such restrictions are imposed to reduce the number of “small.” 
eigenvalues of X’X (or, in other words, to exclude nearly dependent directions 
in the regressor matrix X), which are responsible for inflating the variance of 
least squares estimators of p. For details we refer the reader to Greenberg and 
Webster (1983, pp. 168-173). At this point, however, it should be emphasized 
that following the approach we are forced to accept one of the possible sets of 
nested and surely not exact linear restrictions. Sometimes it is questionable which 
eigenvalues can be regarded as “large” or “small.” Consequently, this amounts to 
a choice between two competing sets of restrictions. The problem of the optimal 
choice can be solved through the method presented in this paper. 
3. CONSTRUCTION OF PRF-TEST ESTIMATOR 
In this section we construct a two stage procedure for estimating the vector ,5 
which takes on the value of the estimator b2 if a preliminary test of significance 
gives evidence that M(b2) 5 M(bl), and the value of the estimator bl otherwise. 
In general, the construction of the pre-test estimator b is based on the result of 
Theorem 1. However, if there is no information available on whether 61 is the 
zero vector or not, then, reconciling requirements (i) and (ii) of Theorem 1, the 
construction of the pre test estimator is to be based on Corollary 1. 
We begin by recalling the standard test procedure for the linear hypothesis 
Ho : R/t? = I, (3.1) 
where R = P(R2S-‘12)+R2, r = P(R2S-‘12)+r2 , and P = P2 - PI. The 
conventional test statistic, under the model M, takes the form 
F = (Rj? - r)‘(RS-‘R’)-(RB - r) 
he2 
(3.2) 
where 6 = S-‘X’y, h = rank(R), and e2 = y’(Zn - XS-‘X’)y/(n - p). It 
follows an F-distribution with h and n - p degrees of freedom, respectively, and 
with noncentrality parameter 
1 = (RB - r)'(RS-'R')-(Rfl - r) 
26 
(3.3) 
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It is known (cf. Toro-Vizcarrondo and Wallace, 1968) that the test statistic (3.2) 
can also be used for testing a hypothesis of the form h L )La. In such a case, the 
UMPI test procedure requires the comparison of the value of F-statistic and the 
appropriate percentile of a noncentral F-distribution with noncentrality parameter 
he. These percentiles are available in the tables of Wallace and Toro-Vizcarrondo 
(1969) and Goodnight and Wallace (1972). 
Hence, because the equality RS-‘R’ = P implies h = d;Pd2/2a2, it is clear 
that both dominance conditions stated in Theorem 1 are F-operational. Conse- 
quently, the pre-test estimator b based on the test of the condition 
(i) Pd2 = 0 (i.e. h = 0 ) or 
(ii) d;Pdz 5 a2 (i.e h 5 i) 
can be compactly expressed as 
5 = bl + I[O, .)(0@2 - bl), (3.4) 
where Ztu, c)(F) denotes the indicator function which takes the value one if F -c c 
and zero otherwise, with c being the appropriate percentile of the F-distribution 
with noncentrality parameter zero in case (i), or one-half in case (ii). 
Some remarks are worth makin_g. In view of the relation rank(P) = rank(R2) - 
rank(Rt), the pre-test estimator b can be considered if rank(R2) > rank(R1). 
Further, making use of the equality 
PI(R~S-“~)+(R~~ - r2) = S-“2(b2 - bl), (3.5) 
the numerator of the F-statistic (3.2) can be simplified to the form 
(b2 - bl)‘S(bz - bl). Finally it is to be noted that in the special case when 
RI = 0 and R2 is a matrix of full row rank, z coincides with the procedure which 
was thoroughly discussed in the seminal paper of Bock et al. (1973); see also the 
monograph by Judge and Bock (1978). 
The following theorem plays a central role in characterizing the statistical 
properties of 5. 
THEOREM 2. Let b = bl + I[,, c)(F)(b2 - bl) be the pre-test estimator of ,!I 
de$ned in (3.9). Then 
(i) E(b) = B + ~1 - p2@1 - c2L 
(ii) D(b) = (1 - p2)D(bl) + pzD(b2) + p*(cl - c2)(c1 - c2)‘, where, for 
1 = 2,4, 
and 
1 (3.6) 
P* = 2P2 - p4 - Pi. (3.7) 
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Proo$ See Appendix. 
In the next section we discuss the mean squared error optimality of the pre-test 
estimator 5. Here, two corollaries are presented, only to illustrate the compromise 
which can be obtained with 6 in considering a choice between the restricted least 
squares estimators br and b2. 
COROLLARY 1. Let Ila 11 = (a’a) ‘i2for a vector a E RP. Then 
Ilbias(Xbr)ll 5 Ilbias(X~)II 5 Ilbias(Xb2)JI. 
COROLLARY~. Let kc* = p2/(2p*). Then D(bl) > D(g) iff h 5 h,; 
furthermore, D(b) 1 D(b2). 
4. COMPARISON OF THE PRE-TEST ESTIMATOR z AND RESTRICTED 
LEAST SQUARES ESTIMATOR bl 
It is clear that the pre-test estimator b which inspects the mean squared error 
efficiency of using the restrictions R2jI = r2 constitutes a natural alternative for the 
“conservative” estimator bl . To demonstrate its advantage over bl , we compare 
the two estimators under the mean squared error matrix criterion. For proving the 
main result of this section, we need the following lemma due to Baksalary and 
Trenkler (1991). 
LEMMA 3. Let A be a symmetric matrix of order n, let al and a2 be n x 1 
vectors, and let ~1 and (~2 be positive scalars. Then 
A - cxF1a,a; - u;‘aza; 2 0 
if and only if A ? 0, ai E C(A), a;Aai 5 ai, i = 1,2, and (a; A-a2)2 5 
(crl - a;A-al)(uz - a;A-az), where the quantities afA_aj, i, j = 1,2, are 
invariant with respect to the choice of a g-inverse of the matrix A. 
Observe that according to Theorem 2, it holds that 
M(Z) = s-"2[&1 - p2)(Zp - PI) + p&z, - 9) 
+ p*dd’ + (dl - pzd)(dl - pzd)‘]S-“2, (4.1) 
where Pj, dj , pl, and p* are given in (1.7), (2.2), (3.6), and (3.7), respectively, 
while 
d =dl -d2. (4.2) 
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THEOREM 3. Thepre-test estimator b is not worse than the estimator bl in the 
sense of the mean squared error matrix criterion if and only if either 
(9 61 # 0 ana’ Pdz=Oor 
(ii) 6t=O and . 
d;Pd2 5 
DLP2 
2P2-P4' 
(4.3) 
Proof From (1.9) and (4.1) it follows that 
M(bl) - M(b) = S-1’2[a2p2P + dld; - p*dd’ 
-(dl - pTd)(dl - p2d)‘]S-1’2. 
Hence b dominates bl if and only if the matrix B = p2a2P + did; - p*dd’ - 
(dl - pzd)(dl - pzd)’ is n.n.d. Let now (i) 61 # 0. Assume for a while A = 
pza2P+dldi, al = d, a:! = dl-pzd, (2’1 = l/p*,andaz = 1. Itisclearthatthe 
matrix B is n.n.d. if and only if the conditions as stated in Lemma 3 are satisfied. 
For proving their equivalence to Pd2 = 0, first notice that on account of the 
relations P 2 0 and Pd2 = -d, we have A z 0 and ai E C(A), i = 1,2. Further, 
using the equalities given in (2.3) and A- = (p2a2)-’ P + dld;/(d;dl)2, we can 
express the conditions ai A-ai 5 Ui, i = 1,2, respectively, as d; Pd2 5 p2a2/p* 
and p2a-2d;Pd2 < 0; thus their equivalence to Pd2 = 0 is obvious. Finally, - 
under Pd2 = 0, we have a; A-a2 = 0, which completes the argument. 
The proof for (ii) 61 = 0 follows directly from Lemma 2. n 
The conclusions following the theorem take on interest when one considers 
the optimal choice between two restricted least squares estimators bl and b2. It 
becomes clear that if (and only if) bias(bt) = bias(b;?) # 0, or bias(b1) = 0 and 
bias(b2) is small enough, the fact of testing the condition M(b2) 5 M(bl) before 
making the decision does not imply the loss of mean squared error efficiency of the 
final estimate of /?. In other words, it is still an optimal procedure (though implying 
two stage estimation) to check the performance of the competing estimators before 
one of them is to be used. Besides, it is shown that for all ,9 for which 61 # 0 and 
M(b2) 5 M(bl), the pre-test estimator 5 is not worse than the estimator bl (as 
expected for a reasonable alternative to bl). 
The next argument for using b is seen if we consider the conditions under 
which bl is not worse than b. In fact, it turns out that there are no values of B for 
which M(bl) 5 M(b). For the proof, observe that the estimator bl is not worse 
than b if and only if the matrix 
B = p*dd’ + (dl - pzd)(dl - pzd)’ - (a2p2P + dld;) 
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is n.n.d. However, considering the case d = 0, it is clear that the nonnegative 
definiteness of the matrix B implies rank(P) = 0, the condition under which the 
pre-test estimator 5 does not exist. Next, let us suppose that d # 0 and B 2 0. 
Then the matrix P B P is n.n.d., i.e. 
(2~2 - p4W’ - pza2P 2 0, (4.4) 
which implies the relation C(P) z C(d). Since P is an orthogonal projector, it 
follows that P = dd’/(d’d), and consequently the condition (4.4) takes the form 
P2D2 
2P2 - p4 - d’d 10, 
or simply s L 0, with s denoting the left hand side of the relation above. Now, to 
show a contradiction, let us express the matrix B as 
B = (s + pz)dd’ -t pzdld; - pz(dl + d)(dl + 4 
and assume for a while that A = (s + p2)dd’ + pzdld; and a = p:‘*(dl + d). 
Since the matrix A is n.n.d., a E C(A), and 
A_ = (s + pd-‘dd’ 
(d’d)2 
on account of Lemma 1 we con&de that the nonnegative definiteness of the matrix 
B implies the relation pz/(s + ~2) I 0, which contradicts the condition (4.5), 
i.e. s 3 0. Thus the difference matrix M(g) - M(bl) cannot be n.n.d. in the 
case d # 0 either. Summarizing, it is shown that the fact of testing the condition 
M(b2) 5 M(bl) before choosing between bt and b2 never implies the loss of 
mean squared error efficiency of the final two stage estimator i; with respect to the 
restricted least squares estimator bl . 
APPENDIX 
Two lemmas are needed. Lemma 4 is a slight modification of Theorems 1 and 
3 in Bock et al. (1973) [see also Judge and Bock (1978, p. 321)]. 
LEMMA 4. Let w denote an a x 1 random vector, normally distributed with 
expectation E(o) = I? and dispersion matrix D(o) = Ia, and let y denote an 
independent random variable which, multiplied by some scalar d, follows a chi- 
square distribution with g degrees of freedom. Then 
(9 E[LKI,&‘wIY)w] = TM, 
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where 
and the chi-square distributed random variables within the brackets are indepen- 
dent. 
LEMMA 5. Let A denote a symmetric nonnegative definite a x a matrix, and 
let B denote a b x a matrix of rank g. Then there exists an (a - g) x a matrix Bo 
srrch that 
rank(B’ : Bh) = a 
and 
BoAB’ = 0. 
ProojY See Baksalary and Pordzik (1993). n 
Proof of Theorem 2. First, it is to be noticed that 
b2 - bl = -S-‘R’(RS-‘R’)+(Rb -r) 61) 
and, since the matrix (RF’R’)+ is n.n.d., there exists a p x h matrix L such that 
rank (L) = h and (RS-lR’)f = LL’. Hence we can write 
bz - bl = -oS-‘R’Lu (A.2) 
where the random vector u = L’(Rp - r-)/a is normally distributed with expec- 
tation E(u) = L’6/a and dispersion matrix D(u) = L’(LL’)+L = Zh. Further- 
more, the F-statistic given in (3.2) can be expressed as 
F=!k 
rl ’ (A.3) 
where 
It is well known that the statistic (n - p)r]/ h, being independent of the random 
vector u, follows a x2 distribution with n-p degrees of freedom [see, e.g., Rao and 
Mitra (1971, p. 142)]. 
Now, by virtue of (A.2), (A.3) and Lemma 4(i), it holds that 
E[Zro,.Q’)(b2 - bl)] = -as-‘R’LE Z [ ,0&u] 
-p&R’(RS-‘R/)+8, 64.4) 
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where for 1 = 2, 4, 
(A.51 
Hence, making use of the equality 
s-‘R’(RS_‘R’)+6 = Cl - c2, 
we obtain the expectation of b = bl + Zlu, c)(F)(b2 - bt) in the form 
E(b) = B + Cl - p2(c1 - cz). 
64.6) 
Next, considering the dispersion matrix of b, we can write 
where 
D(b) = A1 + A2 - A3 - A;, (A.7) 
A1 = D [b + 4o,c,(fW2 - h)], 
A2 = D [S-‘/2(R1S-1’2)+(R1/!i -q)] = ~T’S-“~P$T-“~, (A.8 
and 
A3 = COV[~ + 40,~)(F)(b2 - bl), S-1/2(R1S-1/2)+(R1~ - rl)] 
xa2S-‘/2PlS-1/2 _ S-‘R’(RS-‘RI)+ 
xCov[Zp,,j(F)(R& RIb)](S-1’2R’,)+S-1’2. 
However, on account of normality assumption and the equality 
Cov(Rg, R& = a2P PI S-‘12R; = 0, 
it is clear that the statistics ZIu, C) (F)(RB - r) and R1 B (the former being a function 
of R$ and S2) are independent. In consequence we have 
A3 = ,2S-‘/+lS-‘/2 (A.9) 
We now want to evaluate A 1, which can be written as 
Al = BI + B2 + B3 + B;, (A. 10) 
where 
B1 = D(B) = 02S-‘, 
B2 = D[4o,c,(Wb2 -WI, 
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and 
B3 = Cov[j, 4O,c)vw2 -WI. 
According to Lemma 4(ii) we obtain 
E[4o,c,(Wb2 - h)@2 - bd] 
= a2S-‘R’LE [IIo,,)(~)uu’] L’RS-’ 
= CT~~~S-’ R’(RS-‘R’)+RS-’ 
+p&‘R’(RS-‘R’)+GS’(RS-‘R’)+RS-‘, 
where pl, for 1 = 2,4 is given in (AS). Furthermore, in view of (A.6) and the 
identity 
we have 
S-‘B’(BS-‘R’)+BS-’ = S-1/2pS-‘/2 (A.ll) 
E[4o,c)(W72 - hM2 - W’] 
= p202S-‘/2pS-‘/2 + P4(Cl - C2)(Cl - c2)’ 
and consequently 
(A. 12) 
B2 = p2a S 2 -1’2Ps-1’2 + (p4 - p$(q - C2)(Cl - c2)‘. 
In order to evaluate B3 we shall use the matrix Ro, which satisfies the conditions 
R&R’ = 0 (A.13) 
and 
rank(R6 : R’) = p. (A. 14) 
The existence of such a matrix Ro is assured by Lemma 5. First we prove the 
equality 
(;)B3 = (~)[-p2~2~-1’2P~-L’2-(p~-p~)(C~-C2)(C~-Ci)i]. (A.15) 
Due to E(B) = f?, it follows that 
BB3 = B[~lo,c)(F)(Bj - W(b2 -h)‘], 
while, in view of (A.l), (A.6), and r E C(R) = C(RS-'R'), 
R/? - Rfl = RS-‘R’(RS-‘R’)+(R) - r - 6) 
= -R(b2 - bl + cl - ~2). 
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Hence, using (A.4) and (A. 12), we obtain 
RB3 = -R( E[ZIo, c)(Wb:! - h)(bz - h)‘] 
f(c1 - cz)JQo, c,(Wbz - h)‘].} 
= -R[p2a2S- 1’2Ps-1’2 f (p4 - PZ)(Cl - C2)(Cl - c2)‘]. 
Turning our attention to Ro B3, note that the statistics Rob and Zlo, )(F)(bz-bt) are 
independent [the latter being a function of B and rj?, while Cov(Rb, Rob) = 01, 
so 
RoB3 = E[Z[o,c)V’)(Rob - RoS)(bs - W’] 
= Wofi - RoS)E[Z~o,cj(Wb2 -h)‘] = 0. 
Now, on account of (A.6), (A. 1 l), and (A. 13) we may write 
ROBS = -Ro[p2(~ S 2 -1’2Ps-“2 + (p4 - p2)(q - C2>(Cl - cz)‘], 
thus proving (A. 15). In view of (A. 14), from (A.15) we have 
B3 = -~~u~S-“~PS-“~ - (p4 - p2)(cl - c2)(cl - c2)’ 
and finally 
Al = a2S-’ _ P~~~S-‘/~PS-‘/~ 
+&72 - p4 - p;)(cl - C2)(Cl - cz)‘. (A.16) 
Taking into account (A.@, (A.9), and (A. 16) we obtain 
m = (1 - P2)Wl) + P2W2) + (2P2 - P4 - P$(Cl - C2)(Cl - c2)‘, 
which completes the proof. 
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