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Resumen: En este trabajo, presentamos el problema de l\Iillimización de Cuadráticas
sin restricciones y se da una técnica de solución para cada uno de los diferentes casos
que se pueden presentar.
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Abstract: In this work, we present the Quadratic Minimization prohlems without
restrictions and its given a solution technique for each of the different cases whic:h can
be presented.
Key words: Mathematic programation, convex programation, diagonalization,
spectral decomposition and Cholesky decomposition.
1. Introducción
Una cuadrática es un polinomio en ti variables con términos hasta segundo orden. La minimización
de estas funciones tienen interés por el gran número de aplicaciones que recaen en este formato [3],
[4] Y [5]- Por ejemplo, cuando para un conjunto de datos impíricos se postula una relación linear
con ciertos parámetros desconocidos, el problema de ajustar esos parámetros suele ser resuelto a
través de la minimización de la suma de los cuadrados de los errores, es decir, la minunización de
una función cuadrática. La suma de cuadrados no es mejor que otras medidas globales de errores,
en términos de calidad de ajuste (pues se pudo haber considerado él con otro tipo de nonna). Sin
embargo, es la medida cuya minimización es la más simple del punto de vista numérico. De hecho la
minimización de cuadráticas es uno de los problemas más fáciles en el arte de la OPTIl\IIZACIÓN,
haciendo también que sea utilizado frecuentemente como subproblema auiiliaret: algoritinos que
resuelven problemas más complicados.
2. Cuadráticas sin Restricciones
Dada G E lRnxn simétrica, b E lRn y e E lR constante. El problema de estudio será
(1)
Lema 2.1:
Si q(:r) = ~:rjGT + b'.r: + e entonces
vq(:c) = G.I +- h
Hq(:l') = G
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entonces
1 [ (n 11. n)] (n )q(:r) =:2 :cl ¿.91i·Li, ¿g2(Ei,"" ¿gniXi, + ¿bix, + e
~=l '/'=] ~=l ,=1
Luego
n ( ) = (Oq(x) oq(1.:) Oq(X))
vq.T ::l' ::l. '''''::l, .u.TI UX2 ox.;
es decir
oq(X) 1[( 2 ~ )' ( )' ( ),]OX1 =:2 .9l1X¡ + ~ .91iXiXI + g21X¡X2 + ....+ gnlXIXn + b,
oq(x) 1 [ ~ ]o:r1 =:2 2g11Xl + ~ .91iXi + (g21X2 + g3jX3 + ... + gnlXn) + bl
pero por ser G simétrica se cumple que .9ij = .9ji' Por tanto se obtiene
oq(X) 1 [~ , ]OXl = .9nXj +:2 L 2g1iXi + b¡
t=2
En forma análoga se obtiene un resultado similar para cada
o~(X) = t.9jix;+bj j=2,3, ... ,n
UXji=l
Luego
\7q(:r) = (O~,(X), O~(,X), ... , °t.x)) = (t, .9l'iXi + i; ...,tgniX'i + bn)
x] X2 Xn i=J ' i=1 .
(
11 11.)
\7q(x) = 8.9)(1:i,···) 8.9y:t:¡ + (b¡, ... , bn)
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V'q(.t:) = e- + b.
Para la última parte dellema hacemos
(
Dq(;¡;) oq(x) Oq(]'))
h(;(;) = (h1(:r;), ... : h,,(;r;)) = V'q(;r;) = ~)~"") -!:j-.-
, U.'L 1 U;('2 uJ. n
8hl(X) éJlq(x) 0111 (x)
1
a;;- a,J:o --¡¡;;;;- 911 912 ... 911/
8hl'l:) 8h2(,:) Gh~(,r.)
921 922 920
V'h(x) = ax;- O,T2- o:c." ... =e
olt" (x) 8h,,(x) 8h,,(x) 9n1 9n2 9nn~ GXl oXn
•
Los puntos críticos de (1) serán aquellos puntos donde el gradiente se anula, por tanto de
acuerdo al lema 1) serán todas las soluciones del sistema lineal
ex + b = o (2)
La existencia o unicidad estará determinada por las propiedades de este sistema.
Lema 2.2.
a) El problema (1) admite algún punto crítico si y solo si b E 1((e), (1((e) es el espacio
generado por las columnas de e).
b) El problema (1) admite un único punto crítico si y solo si e es no singular.
Prueba.






donde ei representa la i-ésima columna de e. De donde
Por lo tanto
b E ~(e)
La parte recíproca es análoga.
b) Tenemos el sistema lineal
ex + b = o
ó
ex =-b
elcual es un sistema de 11 ecuacioues y n incógnitas. Por el álgebra lineal (*) posee solución
única si y solo si G es una matriz 110 singular.
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•
L¿-1 ecuación de los puntos críticos
G;¡; + b = O (2)
puede t ener una, infinita o ninguna solución.
Si (2) no tiene solución, es decir b 1:- 9{(G) entonces. (1) no admite rniuimizador local o global
(caso coní.rariose tendría un z" tal que Cx" + b= O. Contradicción con la hipótesis). Uno de esos
casos, podría ser por ejemplo cuando
con G = OY b =1- O.
Si (2) tiene solución única,entonces ese punto sería el único punto crítico de (1), pero él podría
ser Ull minimizador 1 niaximizador o punto silla.
Finalmente si (2) tiene infinitas soluciones (eso ocurre cuando G es singular y b E 9{(G))
entonces todas ellas serán puntos críticos y del mismo tipo (será probado más adelante).
Observación:
Es interesante observar aquí, que en un problema con infinitas soluciones (G singular y b E 9{(G))
puede ser transformado en un problema sin solución, debido a üna perturbación pequeña en el
vector b. Por ejemplo el sistema lineal
Ox + O = O
tiene como soluciones a todo ~n, pero el sistema
Ox + é = O
no posee solución alguna para cualquier e =1- O.
Esto nos muestra que, muchas veces, es difícil distinguir las situaciones "sin solución" de las
"infinitas soluciones". En efecto: Debido a errores de redondeo, puede ocurrir que, el vector b que,
en realidad estaba en el espacio columna de G (b E 9{(G)), quede fuera de ese subespacio, haciendo
que un sistema con infinitas soluciones aparente ser incompatible en los cálculos numéricos.
También puede ocurrir que una matriz G singular se torne inversible, por perturbaciones de
redondeo (las clásicas matrices mal-condicionadas), transformando un sistema incompatible, o
indeterminado en un problema con solución única.
Usando resultados de convexidad y las condiciones de optimilidad de segundo orden (ver [1]),
podemos clasificar fácilmente los puntos críticos de (1):
Si x* es minimizador local, entonces, se cumple H q(x*) ~ O. Pero G = H q(x*), entonces G es
semi definida positiva para todo x. Luego q(x) será una función convexa y cualquier minimizador
local es global. Con todo esto podemos concluir: Si x* es un punto critico y G ~ O '\Ix E ~n
entonces necesariamente x* es un minimizador global.
Con el mismo razonamiento deducimos que toda cuadrática tiene un único tipo de punto
crítico, por que la hessiana es una matriz constante, es decir todos serán minimizadores globales,
maximizadores globales o puntos sillas.
La prueba del siguiente lema, muestra que, debido a la simplicidad de las funciones cuadráticas, .
es fácil obtener las mismas conclusiones sin apelar a los resultados de convexidad.
Lema 2.3.
Si G ~ O y x" punto crítico de (1)! entonces .1:* C8lLTI. minimizador global de (1).
Prueba.
Tenemos
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pues xt G = --1;. Luego
() 1( ")IG'( *) 1*G"q.C = - .r - ;(' 7 :'¡; -:r: - -:r z + (;. 2 2
Luego por ser G semidefiuida positiva se tiene
( ) 1 *0 * 1*0 * 1 *0 * 1 "G *qJ: ~-'2:T.;r:1; +c=-2.T ;r; +'2:r :r -'2:1: :r +c \Ix E ]R"
() 1 *G' * "G * 1 '*0 * t * ( *)q:1; ~ '2x TJ:: - x :r + e = 2x, x + b« + e = q :r
q(x) ~ q(x*) \I:r E ]Rn
Por lo tanto x* es un miniinizador global. _
Lema 2.4.
Si (1) admite un tninimizador local, entonces e es semidejinula positiva para todo x E ]R".
Prueba.
Si x* es un minimizador local, entonces :lr > O tal que
q(x) ~ q(x*) \Ix E Bix", r)
1 e bt 1 *e * bt *'2x x+ x+c~'2x x + .'1; +c
de donde
~xex - ~J;*ex* + btx -' btx* > O22-
1 1 -c * se; *)-xex - -x x + x - x > O2 . 2 -
~xex - ~x*Gx* - x*e(x - x*) > O22-
~xex - ~x*ex* - x*Gx + x*ex* > O2 2 . -
1 e 'e 1 -c *' O-x x - x x + -x ~'[ >22-
1'2(.'1; - ;r;*)te(x - z") ~ o \1:(; E B(.T*, r ) (Ct )
Sea x ti: B(x*, r), entonces
x - x*
y = a'
11.'1; - x* 11 '
con a < r
es tal que y E B(x*,r). Luego
(
_.T -.T* a) e ( x - x" a)
11.1: - ,x* 11 . 11:1: - 1:* 11
de donde
De (O') Y (/i) coucl ui iuos que
e 2: o \/:¡: E ]R"
-
, .'
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Corolario 2.1.
Todo minimizar/m' local de (1) es .qlo/¡al.
Prueba.
Si .z" es niinimiz ador local. entonces por lema 4 G 2: OV:/;E ]R11.
PUl otro lado, por t eorema de Taylor se tiene que
1
q(:r) = 0'(1'*) + vq(.r*)(x -.T*) + :lr - .];*)Hq(z) (.1; - J/) V:r
q(:1:) = q(.l;*) + [Gx* + b](x - z") + ~(;r; - x*)G(:r - :1:*) vx
q(:r;) = q(:¡;*) + O + ~(.l' - x*)G(:c - :1:*) 'Vx
2
0'(x) 2: q(.T*) Vx E ]R"
Por lo tanto .T* es minimizador global. _
Corolario 2.2.
Si la matriz G es indefinida, entonces la cuadrática q(x) no tiene extremos locales (es decir no
posee ni máximos ni mínimos locales).
Prueba.
Sea x* un punto crítico.
Si G es indefinida, entoncesG = Hq(x*) es indefinida. Luego, existirán te,:y vectores no nulos en
~n tal que
:y.H(x*):y> O W.H(T*)llJ < O
Corno q(T) tiene segundas derivadas parciales continuas, existirá un e > O tal que
u.Híx: + ty)y > O W.H(T* + tw)w < O
para todo t tal que Itl < e. Entonces, podemos definir
Y(t) = q(:r* + tU) TV(t) = q(.1;* +. ho),
de donde
Y'(O) = O = TF'(O)
y
Y" (()) = .IJ. Hq (:r * ) y > O W"(O) = 11'. Hl¡(:r*)UJ < O.
Por tanto. ]loclelJlo,'-i COl 1C11lir que, t = ()mínimo local estricto para Y (t) y máximo local estricto
J)itn\ ¡V(t). Esto quiere decir. que si nos 1l1()n~JllOS (\ p.ut ir de .1'* e11 in dirección de /l Ó -/l, los
\'i'\lull's de 0'(.r) auuiouran. lJC10 si nos 1ll0\'CIllOS il partir de ./'* en li! dirección de (1' Ó =rll>, los
valores de q(.'r) disruinuvou. PUl' esta razón. dcnomin.unox al punto crítico .r" punto silla. y ('stc
punto no ('S ui uuixiino ui mínimo. _
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3. Solución de
factorización
Cuadráticas .SIn Restricciones usando
La forma más ruda de resolver (1) es considerando la descomposición espectral de e, En efecto,
como e es simétrica, existe una matriz ortogonal Q (es decir qQt = Qlq = 1) y una matriz
diagonal D tal que
(3)
Los autovalores de e, 0"1,0"2"",O"n, son elementos de la diagonal D y los autovalores :
correspondientes son las columnas de q. Luego para cualquier x E lR.n, xi- O,existirá un y E lR.n,
y i- ° tal que
donde los [q¡] son las columnas de Q. Entonces
De donde,
xtex ~ ° ~ a, ~ °Vi.
Con eso afirmamos: e es semidefinida positiva si todas las entradas de D son no negativas. Si
todos los elementos de la diagonal son mayores que cero, entonces, D y e son definidas positivas.
Por tanto, observando la diagonal de D obtenemos información sobre el tipo de puntos críticos
que el problema (1) puede tener. Si estamos interesados en minimizadores, y D ~ 0, entonces
analizaremos el sistema
ex + b = O.
Usando (3), el sistema toma la forma
(QDQt)x =-b (4)





donde z = Qtx. Además
.7: = Qz
El sistema (6) tendrá solución si y solo si, un posible cero en la diagonal de D corresponde a una
coordenada nula ([QibL) de -on.
Si hay un cero en la diagonal, es decir o¡ = 0, tal que [QtbL i- 0, entonces, el sistema (4) no
posee solución, y consecuentemente el problema (1) carece de puntos críticos.
Si todos los elementos de D son estrictamente positivos (i.e. det(e)i- O), entonces, (4) tiene
solución única; y el vcctor :1:calculado a través de (6) y (*) será Ull niinimizador global del problema
(1) .
Si el sistema (6) es compatible, pero existerr, = Ü y [Q' úL = 0, entonces tendremos infinitas
soluciones. En efecto, sea
Dz = -Qlb





con a, = O Y [_Q' bJ¡ = O; aj = O y [-Q/bL = O. Notamos que Zi podrá tomar cualquier valor
y siempre será solución. Lo mismo ocurre para Zj' Esto quiere decir, que se obtendrán infinitas
soluciones. Cabe mencionar aquí, que debido a que
Z = Qtx entonces x = Qz
es decir
x = [ql q2 ... qn]z
donde qi son las soluciones de Q. Entonces
Pero, como z; Y Zj toman infinitos valores, x tomará la forma
es decir
x E A = {x = A1+ ziqi+ Zjqj/ z., Zj E]R.}
Esto quiere decir que, todas las infinitas soluciones de (4) forman una variedad afín en ]R.n
de dimensión igual al número de ceros en la diagonal D. Además todas las soluciones serán
minimizadores, pues por dato D 2: O lo que implica e 2: O.
Analicemos ahora los diferentes casos que se pueden presentar:
Caso 1. Cuando no existen rninimizadores (es decir e es indefinida) del problema (1), es útil
determinar para cada x E ]Rn una dirección d E ]R.n tal que
lím q(x + td) = -00
t=-cc
(7)
Si realmente supiéramos hallar una dirección que satisfaga (7), podríamos decir que siempre
seremos capaces de resolver (1) (incluso cuando el mínimo sea - 00,minimizador será x+ood).
Analicemos pues este caso:
Si algún autovalor de e, ai < O,entonces tomamos d =autovector asociado a a, (ubicada en
la i-esima columna de Q), entonces
1 . ..
q(x + id) =2(x +td)te(x + td) + bt(x + td) + e
=~xtG:r + xJe(td) + ~i2dled + b1:r+tbtd + e2 2
=q(x) + t(btd + :rtGd) + ~t2dted
=q(:.r;) + tW + G.'C)d+ ~t2([fed
1 )
=q(:r:) + t\Jq(:r)d + 2{-dted




1 2q(x + td) = q(x) + t\7q(x)d + "2t a,
Con esto podremos afirmar que q(x + td) corno función de t es una parábola cóncava y
q(x + td) --7 -00 cuando t --7 ±oo.
La elección de aquel el, no es la única que satisface (7). En efecto bastará escoger cualquier
dirección d tal que dtGd < O.
Caso 2. Consideremos el caso en que D 2::O, pero existe a, = Ocon [QtbL i= O (es decir el sistema
Gx+b = Oes incompatible, no existe solución alguna). Tomemos nuevamente d =autovector
asociado a a,
t [t] t'b d = Q b i i= O Y d Gd = a, = O
siempre que bid = [QtbL < O, caso contrario se tomará +d. De esta manera, siempre
podremos suponer que btd < O. Luego
1
q(x + td) =q(x) + t\7q(x)d + -dtGd
2
=q(x) + t(Gx + b)td
=q(x) + txtGd + tbtd










q(x + td) = q(x} + tbtd
Luego, q(l: + td) es una recta cou pendientenegativa y
q(:¡: + td) --7 -00 cuando t --7 oo.
Con todo esto podemos concluir que: la Descomposición Espectral, resuelve de' manera
totalmente satisfactoria el problema (1). Sin embargo, su costo compntacional es frecuentemente
intolera b18. y la búsqueda de alternativas más barat W·; es necesaria.
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La manera más popular de resolver (1), se basa en la Factorización de Cholesks] de G (ver [2]).
Tal procedimiento funciona y es estable solo cuando G es definida positiva, en tal caso
donde L E ]R"XIl matriz triangular inferior y elementos en la diagonal iguales al, D E]R"xn matriz
diagonal con elementos positivos.
El siguiente algori tmo halla los factores Cholesky de G.
Algoritmo
dlJ := g11
Para j=2 hasta ti hacer
j-l
djj := gll - ¿ dkklJk
k=l
Si j = ti Pare.
Si j < ri Entonces
Para i = j + 1 hasta ti hacer
1 (j-1 ),
lij := - gij - ¿ dkkljklik
djj k=l
El algoritmo de Cholesky termina produciendo D > O ~ G es definida positiva. Si G es
singular o indefinida, en algún momento aparecerá un djj ::; Oen el cálculo de estas entradas.
En los casos en que la factorización de Cholesky de G es completada con éxito, el único
minimizador del problema (1) es obtenido resolviendo
proceso que puede ser descompuesto en tres pasos:
a) Resolver Ly = -b
b) Resolver Dz = y
c) Resolver Vx = z
La minimización de la funciórgcuadrática bajo este procedimiento alcanza O(n3/6) de tiempo.
Cuando, con el algoritmo, detectamos que la matriz G no es definida positiva, podemos apelar
por el proceso mucho más costoso de calcular su descomposición espectral.
4. Aplicaciones
4.1. Selección de Cartera
(J II inversionista tiene P dólares para invertir en un grupo de ti acciones y quisiera saber cuanto
invertir en cada una de.ellas. La corubinación seleccionada se conoce como cartera del inversionista.
El inversionista tiene metas contradictorias: le gustaría tener una cartera que tuviera al mismo
tiempo UIl gran rendimiento esperado y un riesgo pequcíio. Estas nietas son contradictorias porque
lo más frecuente es que, en elmundo real, las carteras con alto rendimiento esperado tienen también
Hit o riesgo.
84 1'lIIinimiza.ción de Cua.drá,tica.s
Supóngase que una inversión de Di dólares se aplica al activo i y suponga que durante algún
periodo de tiempo especificado estos D; dólares se convierten en 1.3D¡. En este caso diríamos que
el rendimiento durante c¡.;e periodo es de
1.3D¡ - D¡
--D-. -=0.3,
Por fines prácticos se supondrá que el riesgo se midemediante la varianza del rendimiento
en la cartera.
Formularemos por escrito el modelo general para un problema de dos activos. Se usará la
siguiente notación:
o-'f =Varianza de los rendimientos anuales de la acción i, i = 1,2
0'12 =Covarianza de los rendimientos anuales de las acciones 1 y 2.
EL¡=Rendimiento anual esperado de la acción i, i = 1,2
G =Límite inferior sobre el rendimiento anual esperado de la inversión total.
Si =Límite superior sobre la inversión en la acción i, i = 1,2
1. La varianza de los rendimientos anuales de la acción 1, es un número que describe la
"variabilidad" de estos rendimientos de un año a otro.
2. La covarianza de los rendimientos anuales de las acciones 1 y 2 es un número que describe
o mide como los rendimientos de las dos acciones ascienden juntos.
3. El rendimiento esperado de la cartera se define por el número
4. La varianza de la cartera se define por el número
El problema resulta ser un problema de programación cuadrática:
s. a.




Una empresa vende un producto en dos áreas geográficas aisladas. Supongamos que puede
poner precios diferentes en cada una de las áreas porque no es fácil revender en una lo que se ha
comprado en otra. Supongamos también que la empresa tiene cierto poder de monopolio, en el
sentido' de ejercer una influencia sobre los precios e11los dos mercados ajustando las cantidades
en cada uno. Los economistas suelen llamar "monopolista discriminado;" él, una empresa con este
poder.
Normalmente los precios en cada región son dadas por la fórmula siguiente (función inversa de
let demanda)
P, = al- b1Ql y P2 = 0'2 - b2Q2
y los costos totales son proporcionales a la producción t ot al, es decir
Los beneficios totales estará dado por
El objetivo del monopolista es maximizar su beneficio, basándose en "Cuanto debe producir en
cada región para obtener el máximo beneficio". Esto conduce a formular un problema cuadrático.
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