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Abstract
In this paper we will say that a sequence xk is λ, A-statistically convergent, if for every ε > 0,
lim
n→∞
1
λn
|{k ∈ In : |[AX]k − L|  ε}| = 0
with In = [n − λn + 1, n], where A is an infinite matrix and λ a strictly increasing sequence of positive
numbers tending to infinity such that λ1 = 1 and λn+1  λn + 1 for all n. Using the Banach algebra
(w0(λ), w0(λ)) we get sufficient conditions to have a sequence λ, A−1-statistically convergent. Then we
deduce conditions for a sequence to be λ, Nq -statistically convergent. Finally we get results in the cases
when A is the operator C(μ) and the Cesáro operator.
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1. Introduction and preliminary results
For given infinite matrix A = (anm)n,m1 we define the operators An for any integer n  1,
by
An(X) =
∞∑
m=1
anmxm, (1)
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where X = (xn)n1, the series intervening in the second member being convergent. So we are
led to the study of the infinite linear system
An(X) = bn, n = 1, 2, . . . , (2)
where B = (bn)n1 is a one-column matrix and X the unknown. The system (2) can be written
in the form AX = B, where AX = (An(X))n1. In this paper we shall also consider A as an
operator from a sequence space into another sequence space. We will write s for the set of all
complex sequences, l∞ and c0 for the sets of all bounded and null sequences, respectively. For E
and F subsets of s we will denote by (E, F ) the set of all matrix transformations A = (anm)n,m1
that map E to F . A Banach space E of complex sequences with the norm ‖ ‖E is a BK space if
each projection PnX = xn for all X ∈ E is continuous. A BK space E is said to have AK, (see
[12]), if for every B = (bn)n1 ∈ E, B = ∑∞m=1 bmem, (with en = (0, . . . , 1, . . .), 1 being in the
nth position), i.e.∥∥∥∥∥∥
∞∑
m=N+1
bmem
∥∥∥∥∥∥
E
→ 0 (n → ∞).
For given F ⊂ s and given matrix A we will put
F(A) = {X ∈ s : AX ∈ F }.
Here we will use the operators represented by C(λ) and (λ) for given sequence λ with λn /= 0
for all n. We define C(λ) = (cnm)n,m1 by
cnm =
{ 1
λn
if m  n,
0 otherwise.
It was proved in [1], that the matrix (λ) = (c′nm)n,m1 with
c′nm =
⎧⎨
⎩
λn if m = n,
−λn−1 if m = n − 1 and n  2,
0 otherwise,
is the inverse of C(λ). Using the notation e = (1, 1, . . .) we will write  = (e) and  = C(e).
2. The Banach algebra (w0(λ),w0(λ))
In the following we will write U+ for the set of all sequences u with un > 0 for all n. We
define sets w0(λ) and w∞(λ) for λ ∈ U+ by
w0(λ) =
{
X = (xn)n1 ∈ s : C(λ)|X| ∈ c0
}
that is
w0(λ) =
{
X = (xn)n1 ∈ s : lim
n→∞
1
λn
n∑
k=1
|xk| = 0
}
and
w∞(λ) = {X = (xn)n1 ∈ s : C(λ)|X| ∈ l∞}.
These sets were studied by Malkowsky and de Malafosse (see for instance [10,9,8,1,2]). When
λn = n for alln, we get the well known spacesw0(λ) = w0 andw∞(λ) = w∞ studied by Maddox.
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Recall that to any given Banach space E of sequences we can associate the set B(E) of all
bounded linear operatorsL : E → E. It is well known that B(E) is a Banach algebra with the
norm
‖L‖ = sup
X /=0
(‖L(X)‖E/‖X‖E).
More precisely we will consider the Banach space E = w0(λ) normed by
‖X‖w∞(λ) = ‖C(λ)|X|‖l∞ = sup
n
(
1
λn
n∑
k=1
|xk|
)
. (3)
We then have the following result.
Lemma 1. Let λ be a strictly increasing sequence of reals tending to infinity. Then
B(w0(λ)) = (w0(λ), w0(λ))
and
‖A‖(w0(λ),w0(λ)) = sup
X /=0
(‖AX‖w∞(λ)
‖X‖w∞(λ)
)
.
Proof. It was proved in [9] that if λ is a strictly increasing sequence of reals tending to infinity
w0(λ) and w∞(λ) are BK spaces and w0(λ) has AK, with respect to the norm ‖X‖w∞(λ) defined in
(3). Since w0(λ) is a Banach space the set B(w0(λ)) of all bounded operatorsL : w0(λ) → w0(λ)
normed by
‖L‖(w0(λ),w0(λ)) = sup
X /=0
(‖L(X)‖w∞(λ)
‖X‖w∞(λ)
)
is a Banach algebra. Furthermore it is well known that any matrix map between BK spaces is
continuous (cf. [12]). This implies
(w0(λ), w0(λ)) ⊂ B(w0(λ))
and by [8, Theorem 1.9, pp. 64] if E and F are BK spaces and E has AK, then (E, F ) ⊂ B(E, F ).
As we have just seen w0(λ) is a BK space with AK and so B(w0(λ)) ⊂ (w0(λ), w0(λ)). Finally
we conclude
B(w0(λ)) = (w0(λ), w0(λ)). 
In all that follows we will use this result and assume that the sequence λ ∈ U+ is strictly
increasing to infinity.
3. Statistical convergence and inverse of an infinite matrix
3.1. On the λ , A−1-statistical convergence
In this section we define theλ,A-statistical convergence that generalizes the notion of statistical
convergence and using the inverse of A in the Banach algebra (w0(λ), w0(λ)) we get conditions
to have a sequence λ, A−1-statistically convergent. Then we apply these results to the study of λ,
Nq - and λ, C(μ)-statistical convergence.
Recall that the notion of statistical convergence was introduced by Steinhaus in 1949, see [11],
and studied by several authors such as Fast [3], Fridy [4–7] and Connor. It is said that X = (xn)n1
is statistically convergent to the number L if
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lim
n→∞
1
n
|{k  n : |xk − L|  ε}| = 0 for all ε > 0,
where the vertical bars indicate the number of elements in the enclosed set. In this case we will write
xk → L(S) or st − lim X = L. Note that the notion of lacunary statistical convergence was intro-
duced by Fridy and Orhan [6,7] and can be considered as a special case of statistical convergence.
We will consider the following additional hypothesis on λ = (λn)n1:
λ1 = 1 and λn+1  λn + 1 for all n. (4)
Recall that for such sequence λ the generalised de la Vallée–Poussin mean is defined by
tn(X) = 1
λn
∑
k∈In
xk for X = (xn)n1,
where In = [n − λn + 1, n] for n = 1, 2, . . .
Let λ satisfy (4), let L ∈ C and A ∈ (E, F ). For ε > 0 we will use the notation
Iε(A) = {k ∈ In : |[AX]k − L|  ε}
(where we assume that every series [AX]k = Ak(X) = ∑∞m=1 akmxm for k  1 is convergent).
We will say that X = (xn)n1 is λ, A-statistically convergent to L if for every ε > 0,
lim
n→∞
1
λn
|Iε(A)| = 0.
We then write xk → L(Sλ(A)). If λn = n for all n, we write xk → L(S(A)) and for A = I ,
xk → L(S(I)) means that xk → L(S).
In the following we will suppose e ∈ s(A) and put LAe = (ln)n1. So for every n  1 the
series
∑∞
m=1 anm is convergent and ln = L
∑∞
m=1 anm for given L ∈ C. We will use the notation
Dα , α ∈ U+ for the diagonal matrix (αnδnm)n,m1, where δnn = 1 for all n and δnm = 0 if m /= n.
So for any subset E of s, we define the set
DαE = {X = (xn)n1 ∈ s : (xn/αn)n1 ∈ E}.
In this way we have for instance
Dαw0(λ) =
{
X ∈ s : sup
n
(
1
λn
n∑
k=1
|xk|
αk
)
< ∞
}
.
Now we can state the following results.
Theorem 2. Let λ ∈ U+ where λ satisfies (4) and assume that there is α ∈ U+ such that DαA ∈
(w0(λ), w0(λ)) and
‖I − DαA‖(w0(λ),w0(λ)) < 1. (5)
(i) Then A is invertible and A−1 ∈ (D1/αw0(λ), w0(λ)).
(ii) If A−1(Ae) = e, then for given L ∈ C, xk → L(Sλ(A−1)) for all X with
lim
n→∞
1
λn
n∑
k=1
|xk − lk|αk = 0.
Proof. (i) We have seen that B(w0(λ)) = (w0(λ), w0(λ)) since w0(λ) is a BK space with AK.
Now from conditions DαA ∈ (w0(λ), w0(λ)) and (5) we have
(DαA)
−1 = A−1D1/α ∈ (w0(λ), w0(λ))
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and
A−1 ∈ (D1/αw0(λ), w0(λ)). (6)
(ii) We need to show that
lim
n→∞
1
λn
n∑
k=1
|[A−1X]k − L| = 0 for all X ∈ LAe + D1/αw0(λ).
Since A−1(Ae) = e we get
A−1(X − ALe) = A−1X − A−1(ALe) = A−1X − Le, (7)
so
C(λ)|A−1X − Le| = C(λ)|A−1(X − ALe)|.
For every X ∈ LAe + D1/αw0(λ) we have Y = X − LAe ∈ D1/αw0(λ) and by (6), A−1Y ∈
w0(λ), that is
C(λ)|A−1(X − ALe)| ∈ c0 for all X ∈ LAe + D1/αw0(λ).
Using (7) and the fact that In ⊂ [1, n] we successively get
[C(λ)|A−1(X − ALe)|]n = 1
λn
n∑
k=1
|[A−1(X − ALe)]k|
= 1
λn
n∑
k=1
|[A−1X]k − L|
 1
λn
∑
k∈Iε(A−1)
|[A−1X]k − L|
 ε
λn
|Iε(A−1)|.
Then for every X ∈ LAe + D1/αw0(λ) that is limn→∞(1/λn)∑nk=1 |xk − lk|αk = 0 we have
xk → L(Sλ(A)). 
3.2. Application to the matrix of weighted means and to the matrix C(μ)
In this subsection we will use the previous results and give conditions to havexk → L(Sλ(Nq)),
where Nq is the matrix of weighted means defined for q ∈ U+ and Qn = ∑nm=1 qm by [Nq ]nm =
qm/Qn for m  n, and [Nq ]nm = 0 otherwise. Then we will study similar problems in the cases
when A is the operator C(μ) and the Cesàro operator.
3.2.1. On the λ, Nq -statistical convergence
For given subvector space ⊂ s and for L ∈ C, we will write L +  for the set of all sequences
of the form X = Le + Y with Y ∈ . We can state the following result.
Corollary 3. Let λ satisfying condition (4) and assume
lim
n→∞
Qn−1
Qn
< 1. (8)
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Then for every X ∈ L + DQ/qw0(λ) and for any given ε > 0
lim
n→∞
1
λn
|{k ∈ In : |Nqxk − L|  ε}| = 0.
Proof. In the following we will apply Theorem 2 where A is a simple matrix band. So we first
put
N ′ = N−1q = (D1/QDq)−1 = D1/qDQ.
Then N ′nn = Qn/qn, N ′n,n−1 = −Qn−1/qn for all n and N ′nm = 0 otherwise. Now for j  1
integer let
N ′(j) =
⎛
⎝
[
N(j)
]−1 0
1
0 .
⎞
⎠ ,
where N(j) is the finite matrix whose elements are those of the j first rows and columns of N ′.
The finite matrix N(j) is invertible, since it is a triangle. We get N ′(j)N ′ = (anm)n,m1, with
anm =
⎧⎪⎪⎨
⎪⎪⎩
1 for m = n  j,
Qn/qn for m = n  j + 1,
−Qn−1/qn for m = n − 1 and n  j + 1,
0 otherwise.
Putting ρn = Qn−1/Qn and M = I − D(1/ann)nN ′(j)N ′, for any given X ∈ w0(λ) we have
Mn(X) = 0 for all n  j and Mn(X) = ρnxn−1 for all n  j + 1. Now put
Kj = sup
nj+1
(
λn−1
λn
)
sup
kj+1
ρk−1
and show that (8) implies Kj < 1 for j large enough. For this let ε > 0. From (8) we have
lim
n→∞ρn = l < 1.
Then there is an integer j1 such that
sup
nj1
ρn < l + ε.
Now it can easily be shown that limn→∞λn−1/λn = 1 since λ satisfies (4) and is a strictly increas-
ing sequence tending to infinity, and as above there is an integer j2 such that
sup
nj2
(
λn−1
λn
)
< 1 + ε.
Since l < 1, for ε small enough taking j = sup(j1, j2) we then have
Kj  (l + ε)(1 + ε) = l + ε(l + 1 + ε) < 1.
Then
σj = sup
nj+1
[(
sup
jkn
ρk
)
λn−1
λn
]
 Kj < 1. (9)
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We get
‖MX‖w∞(λ)= sup
nj+1
⎛
⎝ 1
λn
n∑
k=j+1
ρk−1|xk−1|
⎞
⎠
σj sup
nj
⎛
⎝ 1
λn−1
n−1∑
k=j
|xk|
⎞
⎠
Kj‖X‖w∞(λ).
Using (9) we get
‖M‖(w0(λ),w0(λ))  Kj < 1.
Finally since Qn−1/Qn = 1 − qn/Qn = O(1)(n → ∞) we deduce D(1/ann)nN ′(j)N ′ ∈ (w0(λ),
w0(λ)). Then we successively get
N ′(j)N ′((N ′(j)N ′)−1e) = e
and ln = 0 for n  j , ln = L for n  j + 1. So for X ∈ L + D(ann)nw0(λ) we have
lim
n→∞
1
λn
n∑
k=1
|xk − lk|
akk
= lim
n→∞
1
λn
j∑
k=1
|xk| + lim
n→∞
1
λn
n∑
k=j+1
|xk − L| qk
Qk
= 0.
It can easily be seen that D(ann)nw0(λ) = DQ/qw0(λ) and by Theorem 2 with A = N ′(j)N ′ and
α = (1/ann)n1 we deduce xk → L(Sλ(Nq(N ′(j))−1)). Finally since [(N ′(j))−1X]n = xn for all
n  j + 1 we conclude xk → L(Sλ(Nq)). 
Remark 1. Note that the previous result remains true when we replace condition (4) by the
weaker assumption: λ is exponentially bounded. Recall that a nondecreasing sequence λ ∈ U+
is said exponentially bounded if there is an integer m  2 such that for all non-negative integers
ν there is at least one term λn ∈ I (ν)m = [mν,mν+1 − 1]. It was shown (cf. [9, Lemma 1]) that
a non-decreasing sequence λ = (λn)n1 is exponentially bounded, if and only if there are reals
s  t such that for some subsequence (λni )i1
0 < s  λni
λni+1
 t < 1 for all i = 1, 2, . . .
Note that obviously the sequence λn = n for all n satisfies (4) and is exponentially bounded.
Example 4. If we take λ = (n)n1 and q = (2n)n1 we have Qn = 2n+1 − 2. Then DQ/qw0 =
w0 since 1  Qk/qk = 2 − 1/2k−1  2 for all k implies
1
2n
n∑
k=1
|xk|  1
n
n∑
k=1
qk
|xk|
Qk
 1
n
n∑
k=1
|xk| for all X.
So for every X ∈ L + w0 and every ε > 0 we have
lim
n→∞
1
n
∣∣∣∣∣
{
k  n :
∣∣∣∣∣ 12k − 1
k∑
i=1
2i−1xi − L
∣∣∣∣∣  ε
}∣∣∣∣∣ = 0.
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Particularly for given α > 0 let xi = L + 1/iα for all i. Then
un(α) = 1
n
n∑
i=1
1
iα
tends to zero as n tends to infinity. Indeed it is trivial that un(1) tends to zero as n tends to infinity;
and for α /= 1 we have
un(α)= 1
n
n∑
k=1
1
iα
 1
n
(
1 +
∫ n
1
dx
xα
)
 1
n
[
1 + 1
1 − α
(
n1−α − 1
)]
.
This shows un(α) = o(1)(n → ∞) for each α > 0. So for X ∈ L + w0 and for every ε > 0 we
have
lim
n→∞
1
n
∣∣∣∣∣
{
k  n :
∣∣∣∣∣ 12k − 1
k∑
i=1
2i−1
iα
− L
∣∣∣∣∣  ε
}∣∣∣∣∣ = 0.
3.2.2. Application to λ, C(μ)-statistical convergence
Reasoning as in the proof of Corollary 3 where ρn = μn−1/μn and N ′ is replaced by (μ) =
Dμ, we can state the following.
Corollary 5. Let μ, λ ∈ U+ and assume
lim
n→∞
μn−1
μn
<
1
limn→∞
(
λn−1
λn
) . (10)
Then D1/μ(μ) is bijective from w0(λ) to itself and
w0(λ)(D1/μ(μ)) = w0(λ).
We then get the next result where we will use the set  of all sequences X ∈ U+ such that
limn→∞(xn−1/xn) < 1 and put C(μ)xk = [C(μ)X]k for all k.
Proposition 6. Let μ ∈  and λ satisfying (4). For given L ∈ C and for every X with
lim
n→∞
1
λn
n∑
k=1
∣∣∣∣ xkμk − L
(
1 − μk−1
μk
)∣∣∣∣ = 0 (11)
we have xk → L(Sλ(C(μ))), that is
lim
n→∞
1
λn
|{k ∈ In : |C(μ)xk − L|  ε}| = 0
for all ε > 0.
Proof. We have to show C(μ)X − Le ∈ w0(λ) for all X satisfying (11). We easily see that
C(μ)X − Le = C(μ)(X − L(μ)e).
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Since C(μ) = D1/μ, we have C(μ)X − Le ∈ w0(λ) if and only if
(X − L(μ)e) ∈ Dμw0(λ).
Since μ ∈  and λ is increasing we get
lim
n→∞
(
μn−1
μn
)
< 1  1
limn→∞(λn−1/λn)
and trivially (10) holds. Thus by Corollary 5 the operator D1/μDμ is bijective from w0(λ)
to itself and so  = −1 ∈ (Dμw0(λ),Dμw0(λ)). We deduce for every X with X − L(μ)e ∈
Dμw0(λ) we have (X − L(μ)e) ∈ Dμw0(λ). We conclude since for every n  1 we
have
L[(μ)e]n = L(μn − μn−1)
with μ0 = 0. 
When μ /∈  we can use the following result due to Malkowsky [10] to get another condition
to have xk → L(S(C(μ))). Recall that l1 is the set of all absolutely convergent series. We then
have
Lemma 7. A ∈ (l1, w0) if and only if
sup
m,k
(
1
m
m∑
n=1
|ank|
)
< ∞ and lim
m→∞
(
1
m
m∑
n=1
ank
)
= 0 for each k  1.
We deduce the following result.
Proposition 8. Let μ ∈ U+ and assume
lim
m→∞
(
1
m
m∑
n=1
1
μn
)
= 0. (12)
Then xk → L(S(C(μ))) for all X such that
∞∑
n=1
|xn − L(μn − μn−1)| < ∞.
Proof. The condition xk → L(S(C(μ))) means that since C1 = C((n)n1) we have
C1|C(μ)X − Le| ∈ c0, (13)
which is equivalent to C(μ)X − Le ∈ w0. Since C(μ)X − Le = C(μ)(X − L(μ)e) we deduce
(13) is equivalent to C(μ)(X − L(μ)e) ∈ w0. Then by Lemma 7 condition (12) implies that
C(μ) ∈ (l1, w0), so for every X with
X − L(μ)e = (xn − L(μn − μn−1))n1 ∈ l1
we have C(μ)(X − L(μ)e) ∈ w0. This gives the conclusion. 
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In this way it can be shown that for given χ > 0 we have xk → L(S(C((nχ )n1))) that is
lim
n→∞
1
n
∣∣∣∣∣
{
k  n :
∣∣∣∣∣ 1kχ
k∑
i=1
xi − L
∣∣∣∣∣  ε
}∣∣∣∣∣ = 0 for all ε > 0
for all X with
∑
n |xn − L(nχ − (n − 1)χ )| < ∞.
Remark 2. Consider the important particular case when μn = n. As we have just seen C(μ) is
then the Cesàro operator represented by C1. We have xk → L(S(C1)) for all X ∈ L + l1. For this
we give a direct proof. We have
un = 1
n
n∑
k=1
|[C1(X − Le)]k| = 1
n
n∑
k=1
∣∣∣∣∣1k
k∑
m=1
(xm − L)
∣∣∣∣∣ (14)
1
n
n∑
k=1
∣∣∣∣∣1k
k∑
m=1
(xm − L)
∣∣∣∣∣= 1n
n∑
k=1
∣∣∣∣∣1k
k∑
m=1
xm − L
∣∣∣∣∣ (15)
 1
n
∑
k∈Iε(C1)
∣∣∣∣∣1k
k∑
m=1
xm − L
∣∣∣∣∣
 1
n
ε|Iε(C1)|.
Since X ∈ L + l1 there is K > 0 such that
un  K
1
n
n∑
k=1
1
k
.
The second member of the inequality tends to zero as n tends to infinity and using (14) and (15)
we conclude
1
n
|Iε(C1)| → 0(n → ∞).
This completes the proof.
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