Two operations are presented for a modular approach to the denition of frameworks for rigorous development of software, formally represented as institutions. The rst one generalizes models, allowing them to have more structure than the minimal required by their declared signatures, as it happens for software modules, having local routines that do not appear in their interface. The second one extends sentences, and their interpretation in models, allowing sentences on richer signatures to be used as formulae for poorer ones. Combining the application of these operations, powerful institutions can be dened, like those for , or for . The compatibility of dierent sequential applications of these operations and properties of the resulting institutions are studied as well.
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In the last twenty years, several dierent formal approaches have been proposed supporting rigorous software development. Even restricting the attention only to frameworks, the variations are many, depending on the signatures (from the original homogeneous ones, to many-sorted, order-sorted, higher-order, polymorphic, with or without predicates and so on), the sentences (from pure equations without variables to full rst-order, or even higher-order, formulae), the models (from total, to partial, non-strict, state-based algebras) and the satisfaction relation (from standard evaluation semantics, to observational denitions).
The proliferation of frameworks, is in a sense unavoidable, because a formalism providing tools to deal with all possible software features, for instance convenient for the sequential, concurrent and object-oriented paradigms, and in all development phases, from the requirement to the design, if any, would be a and would become out of date in a short time.
But, on the other side, having so many possibilities is confusing, especially for the naive best institutions duplex institutions extension by universal closure institution of implementation specications very abstract specications users, and makes the choice of the paradigm, for any given problem, quite dicult. Moreover, the expertise accumulated during a project development may be useless for the next specication task, because changing the problems, the needed formalism changes as well. Finally, it is often the case that, in order to provide some new features, brand new frameworks, or adaptations of already existing ones, have to be developed almost from scratch, proving standard properties, with standard techniques, but in several slightly dierent settings.
In our opinion, a solution for, or at least an improvement of, this situation is to have means to modularly build the formalisms themselves, assembling pieces of already wellknown formalisms, or tuning them, by adding only the \local" features. Indeed, in this way the theory can be worked out once and forever and, even more important, the expertise acquired by the end users can be reused. Moreover, since building a framework in this way is easy and does not require a time consuming development of new theories, it becomes convenient to select for any given problem the best formalism, having all the features needed by the particular problem under examination, but as simple as possible.
In this paper, following the well-established approach by Goguen and Burstall, see e.g. (Burstall and Goguen, 1984; Burstall and Goguen, 1992) , specication frameworks are formalized as . Thus, enrichments and assembling of formalisms become, in this setting, operations among institutions.
The need for such a modular approach to the formalism construction has already been sporadically addressed in the literature. Consider for instance the in (Burstall and Goguen, 1992) , where an institution is built whose sentences come from two input institutions, also applied in the database eld in (Reichwein and Fiadeiro, 1992) . Another example is the in (Sannella and Tarlecki, 1988) , of a given institution and a set of its signature morphisms, where sentences are enriched along these signature morphisms regarding the extra-symbols as variables universally quantied. Moreover the of (Beierle and Voss, 1987) enriches an institution by tools to deal with implementation.
Here we face the problem of enriching an institution in a way that models possibly have more structure than the minimal required by their signatures, as it happens for software modules, having local routines that do not appear in their interface. Thus, in this new setting we could characterize larger classes of models, having not all the same syntax, but sharing a minimal structure. Moreover, sentences are extended to provide the capability of expressing properties on the possible local functionalities, stating properties not only on the models (i.e. about the interpretations), but also on the syntaxes themselves (i.e. about the actual structure of the models).
Concrete instances of this constructions can be found in the description of institutions for in the eld of concurrency, like for instance the very abstract entity specications in (Reggio, 1991) , the very abstract entity specications with temporal logic in (Astesiano and Reggio, 1993a) , the very abstract entity specications with event logic in (Astesiano and Reggio, 1993b; Reggio, 1993) , each one in several variants, like with rst-order, conditional, equational logic, with partial, non-strict, generalized models and so on.
Another application of the very abstract operation, in the eld of abstract data types,
In mathematical practice it is quite common to regard algebraic structures, like elds or rings, as poorer structures, like groups or monoids. This can be interpreted from two points of view; the rst intuition is that we about the extra structure, so that if we have a ring, then we also have a group on the same set and with the same sum, inverse and zero as the ring. Thus, dierent rings with the same underline group result in one group and, more interestengly, we cannot for instance use the product(s) in order to prove properties on the sum. The second interpretation is that a ring in itself a group, i.e. groups are all those entities that have the group operations, but can A more applicative example of the same situation is the denition of software modules realizing a data type. Indeed, any such module is required to associate a function with each operation of the data type, but it is quite common, in the practice, to have (private) local denitions, dierent for every actual module, giving to the module an extra-structure. Then all local operations (and types) of a module can be hidden by some encapsulating interface, so that users cannot use them anymore. This corresponds, in the previous example, to forgetting the ring structure. But it is also reasonable to export (some of) the local operations, in order to improve complexity of algorithms or simplify termination proofs and such. In other words, the module itself, with all its structure, is regarded as a realization of the data type.
Using the concept of , see e.g. (Burstall and Goguen, 1984; Burstall and Goguen, 1992) , to represent logical frameworks, the \forget/hide" viewpoint is immediately available, since it corresponds to the use of the functors, that for any change of syntax represent how models have to be translated. But the notion that a richer structure should be regarded in itself, without translations, as a poorer structure too, cannot be immediately represented. In order to describe this point of view we dene an operation that applied to a logical framework yields a framework over , where models of a syntax are required to provide a semantic counterpart for all elements of the syntax, but can have some extra-structure, i.e. where models are, for each signature, the models of the original institution on \extensions" of such signature.
An (see e.g. (Burstall and Goguen, 1984) ) consists of a category of , a functor : giving the set of over a signature, a functor : giving the category of on a signature, and a = (6) (6) for each 6 object in , sometimes denoted by = , such that for each morphism : 6 6 in , the = ( )( ) ( )( ) = holds for each in (6 ) and each in (6). In the sequel we assume that = ( =) is an institution and discuss the elements needed in order to build an institution = ( ), with the same syntax as (signature and sentences), but whose models are allowed to have some extra structure.
6
Intuitively in a signature 6 represents the minimal structure that its models have, but the models can have a richer structure than the one explicitly described by 6. Thus, the 6-models in are the 6 -models in , for some 6 \extending" 6. In most examples signatures are structured (families of) sets, so that extensions are simply set-inclusions and hence correspond to a particular subclass of signature (mono)morphisms. This leads to consider the class of these morphisms, called , as one of the parameters. Note that two minimal requirements have to be imposed on this class: that the identities are admissible, corresponding to the intuition that each signature is the trivial extension of itself, and that the class of admissible morphisms is closed under composition, because extending an extension should result in an extension, too. Therefore, it is natural to formalize the admissible morphisms as the arrows of a subcategory having the same object class as the signature category. Let = ( =) be an institution; then a family of for is any subcategory of s.t. = . Here and in the sequel we write : 6 6 to denote that is an admissible morphism from 6 into 6 , that is (6 6 ). Moreover, we simply write for ( )( ). Given 6 6
, we say that 6 6 i there exists an admissible morphism in (6 6 ). A class of admissible morphisms available for each institution consists of the identities. But, since in this case the construction of the very abstract models in the sequel collapses to the identity, this class is useless.
A more interesting class of admissible morphisms is that of monomorphisms, as they are composable and include identities. This choice corresponds more closely to the intuition of extension we want to capture and indeed, in the following we will see a motivating example using monomorphisms as admissible morphisms.
Using admissible morphisms to represent signature extensions, the abstract models on any signature 6 are pairs , where is a (standard) model on a signature 6 extending 6 via , that is : 6 6 and (6 ) . Note that we need to keep track of the way 6 extends 6, because in general 6 may be an extension of 6 in dierent ways, as several morphisms with the same domain and codomain can be admissible.
Let us consider, now, the arrows between these new models, in order to get a category. Since abstract models are pairs, also a morphism between two such models, say from : 6 6 into : 6 6 , is a pair of arrows between the corresponding components. The second element is an arrow from into (seen as objects of the comma category 6 , i.e. an admissible morphism : 6 6 in s.t. the following diagram commutes 6 6 6 Thus, if such an exists, is an algebra on an extension of the actual signature of and hence it is natural to choose as rst component of the model morphism, a 6-morphism from into , preserving all the structure of and not only the minimal required by 6. Let = ( =) be an institution and a family of admissible morphisms for . 
7
For each 6 , the category (6) is dened by: (6 6 ) (6 ) and 6 ; (6)( : 6 6 : 6 6 ) = (6 6 ) = and (6 )( ) ; = ; : 6 6 : 6 6 = . A graphical view of this composition is given below, where : and : .
Notice that if (6 6 ) = for all 6 = 6 and (6 6) = , then the construction of (6) yields (an isomorphic copy of) (6) itself. For every 6 , (6) is a category. It is trivial to check that \ " is associative in (6) and that is the identity of the composition.
There is (at least) another natural choice of the model morphisms in (6), that is to have as morphisms from : 6 6 into : 6 6 the 6-morphisms in (6) from into . However, in this way the morphisms do not depend on the extra-structure of 6 and 6 . Hence two abstract models, say and , on the same extension can be isomorphic if their restrictions along are such, while and are not even related by a homomorphism either way. Thus, unmotivated identities among the models would be introduced.
Instead, following our choice, two abstract models are isomorphic in the new institution i in the starting institution they are models on isomorphic signatures (i.e. the structure of the rst is a renaming of the structure of the second one) and (their renamed structures) are isomorphic, accordingly with the intuition that the nature of the specied models is the same and in the new institution we are only able to specify \bigger" classes of original models.
Using the notation of Denition 2.3, for all morphisms in (6), we have that is an isomorphism i both and are isomorphisms and the inverse of is admissible.
Straightforward check of the denition. The models on a signature 6 can be naturally regarded as very abstract models on that signature, seen as extension of itself by the identity, and the very abstract models Using the notation of Denition 2.6, is the left adjoint to and for every (6) the counit of the adjunction is = .
Let us consider an object (6) and show that for each (6) and each : Algebraic approaches to the semantics of specications regard as very relevant the notion of model translation (or reduct) along a signature morphism, because it allows to abstract from the name of the operations of a module. This is reected, in the institution language, by the functorial nature of the model component and by the satisfaction condition, that formalizes the slogan \ ". Thus, we have to dene the translation of very abstract models along signature morphisms, generalizing the denition of (6) to a functor from to ; in other words, a family of functors ( ): (6 ) (6 ), for every (6 6 ), has to be dened, preserving identities and composition. Let us x a signature morphism : 6 6 ; then ( ): (6 ) (6 ) should transform a model : 6 6 in a pair : 6 6 , consisting of an extension of the signature 6 and a model on such extension. Moreover, if can be extended to a morphism between 6 and 6 , then the model can be easily dened as the translation of along .
Therefore we need a uniform way of building extensions of : 6 6 starting from any extension : 6 6 of its codomain. Graphically the situation is the following, where we know the continuous arrows and have to determine the dashed lines. Notice that, given a class of admissible morphisms, there are dierent sensible choices for building extensions of 6 starting from the 6 -extensions. Indeed, let us consider as admissible all monomorphisms (but the example works as well for the set theoretic inclusions as class of admissible morphisms in the case of standard algebraic institutions). Then if we pick a (non-identical) monomorphism we can choose itself as and the identity as or, vice versa, the identity as and itself as .
Thus, in the following denition we require that are selected satisfying the minimal conditions sucient for each ( ), dened by translation of models along such 's, to be a functor.
Let be a class of admissible morphisms for an institution = ( = ? -? -P P P P P P P P P P q P P P P P P P P P P q 
( ) 2 The choice of , and is natural w.r.t. the second argument:
3 The identity as second argument is preserved: (a) ( ) = ( ); (b) ( ) = ; (c) ( ) = . There are two obvious candidates for local backward extension, that are ( ) = (and accordingly ( ) = ) and ( ) = (and accordingly ( ) = ). The former actually satises all conditions required by the denition of local backward extension, though methodologically it does not have much sense, because the extension is trivial and, as we will see in the sequel, it does not satisfy the conditions required to get an institution. The latter is not well dened, in general, because is not required to be admissible for any choice of admissible morphisms; for instance if admissible morphisms are all monomorphisms in and contains at least a morphism that is not mono, then ( ) = is not admissible. But even if all morphisms are admissible, this choice does not satify condition 3c if is not an identity, because ( ) = . The conditions required from a local backward extension, besides the technical needs in the proofs of functoriality for ( ), are determined by the intuition that a local backward extension along : 6 6 and : 6 6 should endow 6 with the algebraic structure present in 6 that is not already present in 6 . Indeed, let us consider again our motivating example of software modules. We start from some representation of modules in a standard algebraic framework, the institution , and want to regard the signature of a module as its visible syntax, allowing local internal operations and hence we (adopt a notion of signature extension and) build . Then, it is natural to require the translation of module along a renaming of its visible signature to yield the module itself with the visible part accordingly renamed and the local structure unchanged as far as possible. Indeed, changing the types of the visible part aects the functions having parameter(s) or result of some global type.
Let us consider many-sorted rst-order logic with equality. Thus, each signature 6 consists of a set of , an -indexed family of and an -indexed family of . Function symbols are used to build terms and predicate symbols applied to terms yield atomic sentences. Signature morphisms are consistent renaming of symbols; thus if a function expects an argument of sort , then its translation requires an argument of the image of along the signature morphism. As admissible morphisms, , we consider the plain inclusions between many-sorted signatures, i.e.: = : 6 6 ( ) = for all symbols Then, for instance, let us consider the signature 6 of (nite) sets of natural numbers with a sort representing (discrete) time.
Moreover, let us consider its implementation by integers and lists, using integers to represent both natural numbers and time and with sets described by lists. This is formalized by the following signature 6 
( ) = ( ) = Let us nally consider an extension of 6 , where a boolean sort is added Then the expected extension of 6 is:
More in general, the intuition behind the denition of the backward extension of 6 is to add to 6 all components of 6 6 , as it is graphically represented below.
6 6 6 6 6 6 6 6 6 6
However, this solution is too simplied to cope with more sophisticated examples. Let us see some instances of the problems that can be encountered, to get an intuition of the possible solutions. In the sequel, we will use for symbols belonging to an extension but not to the visible part of the signature. Let us consider again the previous example, but consider the following extensions 6 , with local functions having visible sorts in their arity.
In this case, as represents , we can imagine that the arguments of sort in the backward copies of and should be replaced by arguments of sort . But, as stands for both and , we should expect two backward copies of , one where we can use the same symbol for both copies of the , taking advantage of the overloading of function and predicate symbols granted by the denition of functions as an indexed family instead than a set equipped with an arity function. Accordingly to our intuition that the source is replacing the target signature in the extension to get the backward extension, the elements of the target signature that are not in the image of the morphism are dropped. Therefore, local function (predicate) symbols having dropped sorts in their arity have to disappear too, as in the following case. Let us consider again the starting example, but regarding as a morphism from 6 into 6 , that is as its composition with the embedding of 6 into 6 , and as extension the following signature In this case, as does not belong to the image of the morphism, and hence cannot be replaced by any sort of 6 , nor is a local symbol, and hence we do not have to add it to the backward extension, it will disappear. Accordingly the local function has to be dropped. Thus the intended extension of 6 is:
The last problem we want to illustrate is how to deal with name clashes. Let us consider again the starting example, but using as extension the following signature If we naively apply the technique suggested at the beginning, then we have two incarnations of in the backward extension, one originated from the enrichment by the local structure from 6 and the otherone already present in the source. Unfortunately, as for each xed arity the function symbols form a set, this leads to an unduely identication of the two incarnations. Therefore, a new symbol for the \local" has to be provided and the intended extension of 6 is: 14 Thus, from this case analysis, we have that the simplied picture we proposed has to be generalized to account for | non injective signature morphisms, inducing duplications of local functions (predicates) with the same name, but dierent arity or result type; | non surjective signature morphisms, possibly discarding sorts and hence making local functions (predicates) symbols to be dropped if some discarded global sort appears in their arity; | name clashes between the local symbols in the extension and visible symbols in the source signature, requiring to introduce new names to avoid unduely identications. The last case actually is the unique problematic from a technical viewpoint, as it seems to be impossible to nd a uniform way of introducing new symbols. Therefore, we have to move to signatures, that is for each isomorphism class of signatures we arbitrary choose a representative. In order to be sure that we are not discarding needed admissible morphisms, we x many details of the representatives for isomorphic signatures that we are using. Notice that the reduction from concrete to (a particular choice of) abstract signatures does not aect the specication language built over an institution, but is analogous to translation of user dened identiers to their internal (usually disambiguated) representation made through key tables and does not show up at the user level (though it is used to dene the semantics of the specications dened by the user). In order to keep the presentation as simple as possible, and since such restriction does not seem too severe from a practical viewpoint, we stick to signatures, that is from now on we take into account only signatures with a nite number of sorts, operations and predicates. Let us be the category of abstract signatures, and let = ( = ) denote the institution of many-sorted rst-order logic with equality and let us consider as admissible morphisms the embedding in . Then, for instance, the rst example is interpreted as a presentation in an algebraic language for the following abstract signatures (the \abstract" names are assigned in declaration order) 
;
Institutions for Very Abstract Specications
(1) (3) (3) Notice that, due to the heavy overloading of function symbols in abstract signatures, to describe morphisms it is needed a decoration to distinguish the several components dealing with function symbols w.r.t. the arity.
=
(1) (2) (3) (1):
(1) (1):
(2) (1):
(3) (1): (1) (1) (1): (1) (3) (3) (1): (2) (2) 6 = (1) (2) (1):
(2) (1) (2): (1) (1) (1): (1) (2) (2) 6 = (1) (2) (3) (1):
(2) (1) (2): (1) (1) (1): (1) (2) (2) (1) (2):
and, accordingly, the morphism is ( (1)) = (1) ( (1)
( (1)) = (1) ( (1)) = (1) Then, the expected backward extension of 6 is 6 itself enriched by the elements of 6 that do not belong to 6 . Notice that, since sort sets of abstract signatures are given by enumeration of intervals, the extra elements are of the form ( ) , where is the cardinality of the sorts of the target signature and of its extension, and have to be translated, so that the rst element, ( + 1) gets the next free index in the source signature, that is ( + 1), where is the cardinality of the sorts of the source signature. Therefore, the representative of a local sort ( ), with , will be the sort ( + ( )) and analogously for function and predicate symbols. Thus, for instance, in this example we have to add a sort to represent (3) to the sort set of 6 , that is (1) (2) (3) and hence we must add (4) and associate (4) with (3) by the extension of . Therefore, we get as extension (1): (1) (1) (1): (1) (3) (3) (1): (2) (2) (1) (2): (1) (1) (1) (2) (2) (2) (3) (1) (3) (3) (4) (4) (3) (4) ; X X ; em S; ; S i i n n n n n n S n S n S S s : : : s s : : : s
; em S ; em ; em ; em x x x 16 and, accordingly, the extended morphism ( ), denoted by , is
Let : 6 6 , where 6 = ( ) and 6 = ( ), be the morphism
using to denote its pointwise extension to strings, too, in and : 6 6 , where 6 = ( ), be an admissible morphism in . Here and in the sequel, we will use to denote the cardinality of a set . | ( ) = ( ), where: = ( ) 1 for = + , where = , = , and = . In the following we will denote by the extension of to , dened by ( ) = ( ) ( ) and
for each , , = ( ) 1 for = + , where = ( ) , = ( ) and = ( ) . In the following we will denote by the extension of to , dened by
for each , = ( ) 1 for = + , where = ( ) , = ( ) and = ( ) . In the following we will denote by the extension of to , dened by
It is obvious to see that ( ) is a many-sorted abstract signature. Notice that dangling edges are automatically taked care of, as deleted sorts do not appear in and hence the corresponding set is not taken into account. | ( ) is the inclusion of 6 into ( ), that is, ( )( ) = for all symbols of the signature 6 . ; ; em em S; ; ; em ; em S; ; ; em S ; ; S S S i i n n n n n n S n S n S S i i n n n n n n S n S n S S ; em S i i n n n n n n n n n n n n n n n S S ; em em ; em ; em s ; em em s i S ; em em s s s i n i n n n < i ; em ; em s ; em s i n i n n n < i s i n i n n n < i n i n n n < i n n n n i n n i n n n n i n n ; em em ; em ; em S ; ; S ; ; ; S; ; ; ;
that is it coincides with on 6 and is the obvious index translation on the symbols from 6 6 . Let us verify that , and dened above are a local backward extension on .
We have to show that ( 
; let us see that both yields the same result on each sort of ( ). Using the notation of the previous point, we have for each = ( )
); thus, + = + + = + . Therefore, the two denitions coincide. The proof that ( ) and ( ( ) ) coincide also on operations and predicates is analogous to the above proof for sorts. 2c) Trivial, as there is at the most one admissible morphism between two signatures.
Let : 6 6 , where 6 = ( ) and 6 = ( ). If we show that ( ) = ( ) coincides with 6 , then by denition of ( ) and ( ), the conditions 3b and 3c immediately follow. But, by denition, = + = and hence = ; analogously it can be proved the wanted identication for operations and predicates. Let us now show that the properties required for local backward extensions suce to have that each ( ) is a functor. Let = ( =) be an institution and , , be a local backward extension on a class of admissible morphisms for . For every (6 6 ), let ( ): (6 ) (6 ) be dened by:
for each (6 ) , i.e. the admissible morphism is translated into the admissible morphism provided by the backward extensions and the model is accordingly translated along the (model-interpretation of the) extension of , as the front side of the following picture shows (the back side reminds the syntactic counterpart):
for each (6 )( : 6 6 : 6 6 ), accordingly with the translation of models; a complexive picture is given below; -? -P P P P P P P P P P q P P P P P P P P P P q (  )   2 2  2  2 2 2  2  2 2 2  2  2  2  2  2 2  2  2 2  2 ( ) sends objects of (6 ) into objects of (6 ) and that it preserves the functionality of model morphisms, i.e. that ( )( ) is a morphism from ( )( ) into ( )( ) for every morphism :
: 6 6 from : 6 6 into : 6 6 . Thus it is sucient to check that ( ) preserves identities and composition.
For every : 6 6 (6 )
= ( ( ) ) = = Let : 6 6 : 6 6 : 6 6 be objects of (6 ), belong to (6 )( ) and to (6 )( ). Then, by denition of composition in (6 ), = and hence
Moreover,
and
) is the pair whose rst element is ( ( ))( ) ( ( ))( ) and the second is ( ( ) ) ( ( ) ). Let us consider just the rst components. ( ) )) and
Let us consider now the second components.
2.3.
Given a local backward extension, for each signature morphism a functor ( ) can be dened, translating the abstract models. But in general such construction is not compositional, as shown by the following example.
Consider an alternative local backward extension for rst-order signatures where the extension is built making a (non necessarily disjoint) union between the symbols in the source signatures and those local to the extension of the target. That is, for each : 6 6 , where 6 = ( ) and 6 = ( ) and each admissible : 6 6 , where 6 = ( ), the local backward extension is dened as follows. | ( ) = ( ), where: = ( ). In the following we will denote by the extension of to , dened by ( But the result is not the same that we get if the identity on is factorized through the embedding :
and the signature morphism : , associating both and with , as follows where is the embedding and ( ) = ( ) = .
Thus, in order to get an overall functor , more conditions have to be required from the backward extensions.
Let be a class of admissible morphisms for an institution = ( =). A on for is a local backward extension , and on for satisfying the following extra conditions:
4 The choice of , and is natural w.r.t. the rst argument:
(c) ( 
It is interesting to note that some apparently good candidates for backward extensions do not satisfy the uniformity conditions and hence cannot be accepted. For instance if all morphisms are acceptable, then let us consider the that on and yields the identity as ( ) and as ( ); then for = we have as ( ) and hence condition 5 is not satised. Putting together the denitions of (6) and ( ) we nally get a functor from into . Let = ( =) be an institution and , , be a backward extension on a class of admissible morphisms for . For every (6 6 ), let ( ): (6 ) (6 ) be dened as in Proposition 2.10. Then is a functor from into . Because of Proposition 2.4 and 2.10, we have that is well-dened; thus we only have to show that it preserves identities and composition in . let 6 be a signature, = : 6 6 , = : 6 6 belong to (6) and : be a model morphism. 
Analogously to the previous point we show that ( )( ) = . Therefore, ( ) is the identity functor over (6). let : 6 6 and : 6 6 be signature morphisms, = : 6 6 and = : 6 6 belong to (6 ) and : 6 6 : be a model morphism.
) that is equal to the pair with components ( ( ( )))( ( ( ))( )) and (
). Let us consider the rst component.
Let us consider the second component.
It is worth noting that dierent backward extensions can be compatible with the same family of admissible morphisms. Let us see a(n articial but) simple case.
Let be a category with objects and as non-trivial arrows only :
, : and their composition : . As admissible monomorphisms we consider the identities, and ; since and are not composable, this class is closed under composition. The denition of the backward extensions of identities is xed by property 5; thus we have the following diagram, where 6 can be , or and can be or if 6 = , or if 6 = . Let us nally dene an institution with the same signatures and sentences as , but with very abstract models. Let = ( =) be an institution, be a family of admissible morphisms, and , and be a backward extension on for . Then ( ) = ( = ) is an institution, where is dened as in Proposition 2.13 and = is dened by:
for each model : 6 6 in (6) and each in (6). (Tarlecki, 1985; Tarlecki, 1986) ) while is so. Indeed, roughly speaking, the category (6) is the (disjoint) union of all categories (6 ) for some 6 generalizing 6, i.e. s.t. there is an admissible monomorphism from 6 into 6 . Thus, let us consider the case of rst-order logic; then, the initial signature 6 is empty (no sorts, nor functions nor predicates), then (6 ) contains (6) for all signature 6 and hence is too large to be the terminal object in , that is a singleton trivial category.
Since is not, in most cases, nitely cocomplete, institutions with as model functor cannot be used to dene the semantics of specication languages by means of limits and colimits as, for instance, in (R.M. Burstall and J. A. Goguen, 1980) ; but they are perfectly suitable for those specication languages whose semantics is dened using the notion of validity (for basic specications) and set theoretic constructions, like in (Sannella and Tarlecki, 1988) .
The institution of the hyper-loose (many-sorted rst-order with equality) specications, introduced in (Pepper, 1991) , is the very abstract institution over , with admissible morphisms and backward extensions as introduced in the following Application 2.16.
Let us see that the local backward extension for rst-order logic presented in Application 2.9 is also a backward extension.
Let : 6 6 and : 6 6 , where 6 = ( ), 6 = ( ) and 6 = ( ), be morphisms in and : 6 6 , where 6 = ( ) be an admissible morphism in , that is a plain embedding. Moreover let us denote by 6 = ( ) the signature ( ). 4a)We have to show that the signatures ( ) = ( ) and ( ) = ( ( )) are equal. Let us see that the two signatures have the same sorts, using the following notation: = , = , = and = . I  I  I  I   1  3  3  1  2  2  2  2  2  2  3  3  1  2  3  3 S S S n n n S n n n n ; n n n n S n n n n n S ; ; ; ; s S s i i n n n ; s s i n i n n n < i ; ; s s i n i n n n < i ; ; ; s s i n i n n n n n < i n < i n n n n < i n n ; ; ; ; ; ; ; ; ; ; ;
It suces to show that = . By denition = + and = + , where is the cardinality of the set of sorts of ( ), that is = + . Therefore, = + + = . Analogously it is possible to show that the two signatures have the same operations and predicates. 4b)Using the same notation as in the previous item, we have to show that ( ) = ( ) ( ( )). Let us see that the equality holds for the sort component and leave the analogous proofs for operations and predicates to the reader. Let us assume . Then, using the notation of the previous point, we have = ( ) for some 1 + and, by denition Straightforward. Therefore , and are a backward extension, so that we can use them to dene an institution, = ( ) called the institution of . Since the denition of admissible morphisms and associated backward extensions only depends on the signature category, the choice of , , and , can be shared by institutions with the same signatures, disregarding the models and the sentences. In particular, the choice for , and backward extension on the embeddings as admissible morphisms, presented in Application 2.16 for the case of manysorted signatures (with predicates), applies, hence, in most signicant institutions and in particular to the institutions of (conditional) equational specications of many-sorted total (partial, non-strict) algebras. Let = ( =) and = ( = ) be institutions and be a family of admissible morphisms for . Then is a family of admissible morphisms for , too, and any backward extension on for is a backward extension on for as well. Trivial. Thus, as does not aect the signature category, admissible monomorphisms and backward extensions for an institution are also such for any institution ( ). Thus, several applications of can be performed sequentially, given the ingredients only for the starting institution. In particular we can always consider = (
, that is, in general, dierent from ( ) not only from a technical viewpoint, because the models of ( ) are pairs , while the object of have the form , but also from an intuitive viewpoint. Indeed, if we regard the symbols in 6 6 as private for a model (module) : 6 6 , then a model : 6 6 : 6 6 has an intermediate level of privacy between the global symbols in 6 and the local symbols in 6 6 .
It is also worth noting that, given an admissible monomorphism family for an institution = ( =) and a subcategory of , with embedding , the restriction of to the elements of is a family of admissible monomorphisms for the institutions = ( =). Moreover, the restriction of any backward extension , and for s.t. the extensions of signature morphisms in along admissible monomorphisms in yield morphisms in too, gives a backward extension for .
Since abstracting models does not aect the consequence relation between set of sentences, any (complete) entailment system (see e.g. (Meseguer, 1989) ) for an institution gives an entailment system for any institution ( ) as well. Let = ( =) be an institution and let us use the following symbols (6), 0 0 (6) and (6) . An for is a family ( (6)) (6) satisfying the following conditions: if 0 and = for all 0, then = ; for each (6); if 0 and 0 0 , then 0 ; if 0 for all and 0 , then 0 ; if 0 , then ( )(0) ( )( ) for any : 6 6 in . An entailment is said i the following condition holds if = for all s.t. ( = for all 0), then 0 . Moreover, is a 0, denoted by 0= , i ( = for all 0 implies = ) for each (6) . Let = ( =) be an institution, be a (complete) entailment system for , be a family of admissible morphisms, and , and be a backward extension on . Then is a (complete) entailment system also for the institution = ( ) Since has the same signatures and sentences as it it immediate to see that the reexivity, monotonicity, transitivity and -translation conditions are satised. Sign Sign 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6`I`j j``Ij jj Then we have to show that is sound (complete) for , that is 0 implies 0= (0= implies 0 ), assuming that is sound (complete) for , that is 0 implies 0= (0= implies 0 ). Thus, in order to show that soundness (as well as completeness) holds, it suces to show that 0= i 0= . Let us assume that 0= and let (6) be such that = for all 0. Then, by denition of = , = for all 0, so that = , that is = . Therefore, 0= implies 0= . Vice versa, let us assume that 0= and let : 6 6 (6) be such that = for all 0. Then, by denition of = , ( )( )= for all 0, so that ( )( )= , that is = . Therefore, 0= implies 0= .
2.4.
As we have seen in Denition 2.6, the categories of models and very abstract models for a given signature are related each other by a pair of functors. Now we will show that such relation smoothly generalizes to natural transformations between the model and the very abstract model functors. Moreover, we will see that, since and preserve and reect validity, they can be used to relate an institution and any very abstract institution built on the top of it by both institution morphisms and maps of institutions.
Thus, each institution morphism and each map of institutions between two underlying institutions can be lifted to work on the very abstract institutions built on them.
Under the hypothesis and using the notation of Proposition 2.13, both : and : , dened for each 6 as in Denition 2.6, are natural transformations.
By Proposition 2.7, for each signature 6 both and are functors. Thus, we only have to show that the naturality diagram commutes for them. Let : 6 6 be a signature morphism in and consider the following diagram.
Let belong to (6 ); then, by denition of , ( )( 1  1  1  2  2  6  6  1  1  1  1  1  2  2  2  1  1  1  1  1  2  2  2  1  1  1  2  2 8(6) 6 6 6 
and hence is natural. Analogously we proceed to show that is natural too. Let : 6 6 be a signature morphism in and consider the following diagram.
(6 ) ( )
Let be a homomorphism in (6 ) from : 6 6 into : 6 6 . , each 8(6) and each (6) the following property is satised: = ( ) i ( ) = Let = ( =) be an institution, be a family of admissible morphisms, and , and be a backward extension on ; moreover let = ( ) = ( = ) be dened as in Proposition 2.15. Then ( ) is a plain map of institutions from into and a morphism of institutions from into and ( ) is a plain map of institutions from into and a morphism of institutions from into .
To prove that ( ) is a plain map of institutions from into and a morphism of institutions from into , by denition, it suces to show that for each 6 , each (6) and each (6) we have that = i ( )= . But this trivially follows from the denition of = , because ( )= i ( )( )= , ( ) being . Analogously, to prove that ( ) is a plain map of institutions from into and a morphism of institutions from into , it suces to show that for each 6 , each (6) and each (6) we have that = i ( )= . By denition of = , = i ( )( )= i.e., by denition of , i ( )= . Since any institution is related to its very abstract generalization by plain maps of institutions (institution morphisms), any map of institutions (institution morphism) generalizes to a map (morphism) between the very abstract generalization of its domain and codomain.
Indeed, let us for instance consider the case of maps of institutions. Let (8 ): be a map of institutions, be ( ) and be ( ), then the composition of ( ), (8 ) and ( ) in diagrammatic order is a map of institutions, because it is the composition of maps.
However, it is interesting to note that such composition yields (8 ), where is dened by ( ) = ( ( )) = ( ) . Thus, in the particular case of the identity map of institutions, we have that the above composition gives ( ), where ( ) = . That is, the identity yields a nonidentical map of institutions, associating each pair with the element among those pairs having the same projection on the xed part. Indeed, denoting by , the pair is a morphism from into any s.t. 3.1.
While last section was dealing with a generalization of models, that is of the semantic component of a formalism, here an operation is presented, allowing the use of more expressive logic, leaving the language and the semantics unaected. Particularly interesting results can be obtained by the combination of the two operations, as we will see in the next section.
The starting intuition is that we want to use as sentences on a signature, the sentences built out of the symbols of a richer signature. A well known purely mathematical example is the embedding of rst-order logic with equality into standard rst-order logic, implementing equality as a special binary predicate, whose interpretation in all models is the identity relation. Thus we can distinguish two steps: the sentences are enriched, by allowing as sentences on a given signature the formulae on that signature enriched by the equality predicate, and then the models are extended in a canonical way to models of the enriched signature, so that the validity of sentences can be borrowed from the standard denition for the extensions.
In the general case the extension operation cannot be performed on some signatures. For instance those signatures where the symbols to be added are already present, with a possibly dierent semantics, cannot be extended at all. Analogously, some signature morphisms are incompatible with the extensions. Thus, in general, a subcategory of signatures has to be selected as signature category of the result of this operation.
On the semantic side a canonical way of extending the models, in order to dene the validity of the new sentences by a standard interpretation of the extra-symbols, is needed. But, since the denition of validity does not involve the categorical structure of the model class, we simply need a function associating each model with its extension, disregarding the model morphisms. Let = ( =) be an institution, be a subcategory of with embedding :
, be a functor from into and be a natural transformation from into , where denotes the functor dropping from a category all non trivial morphisms. Then
The only property that has to be checked is the satisfaction condition. Let (6 6 ) be a signature morphism, (6 ) be a model and (6 ) be a sentence. In the example sketched here, the set of sorts of the extended signatures are innite. Thus, in order to use abstract signatures, we would have to generalize rst the category of abstract signatures itself, as suggested in a footnote in Application 2.9. Moreover we should give the renaming mechanism sending each functional sort into its abstract representative. On the bright side, we should not restrict signatures, because we would add new names.
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institution, by the satisfaction condition for ,
i.e. since is a natural transformation, i ( ( ( ))( ))= , i.e. by denition, i ( )( ) = . Notice that the operation can be used to change the notion of validity. Indeed, if and are identities, but is any natural transformation, then produces the same institution, but the denition of validity refers, in the result, to a dierent model. A sensible application of this construction is, for instance, the denition of an institution, where each model is associated by with its representation. It is interesting to note that in this way, to prove that the result is actually an institution, it suces to check that the denition of fully abstraction of a model is compatible with the reducts along signature morphisms.
Let us see a more extensive example of application of the operation, that is the use of second-order formulae on rst-order models. Indeed, in a rst-order model all information needed to describe its second-order extension is present, because the function spaces can be derived from the carriers for the basic values.
Let us consider the institution of rst-order logic. We want to use a richer logic for describing properties of its models, allowing quantication to range not only on values, but also on functions. The basic idea is to extend a signature with sorts for the function spaces and explicit operations, whose intended result on a function and arguments for such a function is the result of the function itself. Accordingly rst-order structures are extended, by interpreting the functional sorts by the corresponding function spaces. For this application, in order to improve readability, it seems more convenient to use signatures and to x a representation for them where names are identiers, that is strings on a xed alphabet. Therefore, in the following we assume that, in particular, sorts are strings on a set of symbols including . Let us describe the arguments for to get a second-order logic We have to restrict rst-order signatures to those where the names we want to use for functional sorts are not already in use. Thus let be the full subcategory of concrete rst-order signatures whose objects are the signatures having sort names that do not contain the symbol .
We want to add functional sorts and apply functions. Thus for each 6 = ( ) let (6) be the signature ( ), where is inductively dened by: Carriers.
Operations.
Predicates. 6 is extended to a signature morphism ( ):
(6) (6 ) as follows: | ( ) is inductively dened on by: 
35
In each model of , the carrier of has exactly two elements, thus the variables of sort are interpreted in the set of all predicates on the carrier of sort . Therefore, the last axiom has the eect of restricting the models to those satisfying the induction principle. Many other slightly dierent \higher-order" extensions are possible. For instance, we can add only rst-order sorts (that are those of the form with all the 's in ), getting actually a logic (and the example above can still be expressed), or we can interpret non-basic sorts in the extension of the models as the set of all computable functions. However, other apparently good candidates cannot be expressed through the operation. For instance, we cannot interpret non-basic sorts in the extension of the models as the set of all expressible functions in some functional language (e.g. some typed -calculus), nor, in particular, as the set of the interpretations of the function symbols in the signature, because in that case the extension on models is not natural, because the reduct functor should throw away the elements that are not denoted.
3.2.
The denition of in Proposition 3.1 does not assume any relation between a signature and its extension, nor between a model and its extensions. In particular a signature is not required to be a subsignature of its extension, though this property is satised in most examples.
As a consequence of this generality, it is not possible to prove that the starting institution and its extension are related by morphisms, nor by maps.
But, under the more restrictive, but very reasonable, hypothesis that a signature is a subsignature of its extension and, accordingly, that the restriction of a model extension to that subsignature gives back the starting model, it is possible to show that the extension of an institution is embedded by an institution morphism into that institution.
Under the hypothesis and using the notation of Proposition 3.1, let be a natural transformation from into s.t. each is a signature morphism from (6) into (6) in and ( ) = for all models . Then ( ( ) ) is an institution morphism from ( ) into .
Since is a natural transformation from into , by composing it with the functor , we get a natural transformation from into = . Thus, the only property that has to be checked is the satisfaction condition. Let (6) be a model and ( (6) A simple example of application of this construction is the introduction of equality in (fragments of either partial or total) rst-order logic. In that case, if working with concrete signatures, then the extensible ones are those where the selected equality symbol does not appear as binary predicate, and each such signature is extended by adding the equality as a binary predicate for each sort; otherwise, using abstract signatures, all signatures are extensible and each one is extended by adding for each sort a binary homogeneous predicate (determined by the rst free index for that arity). The models are extended by interpreting the new predicate as identity (in the partial case this corresponds to having equality) and the signature morphisms are simply the embeddings.
The rational behind describing institutions by means of operations on them is making the denition of several frameworks tailored for particular applications modularly based on a few, well-understood basic institutions. Thus, it is common to have several dierent operations, and correspondingly their arguments, for the same institution. For instance, for the institution of rst-order logic we have described the extension of sentences allowing higher-order quantication and the extension adding equalities.
An interesting point is, therefore, whether we can compose dierent extensions. Indeed, let us assume that we have the basic ingredients for two extensions on the same institution. Then it is immediate to see that, in order to sequentially perform both extensions, we only need that one of them code signatures into signatures that can be extended by the other one. Let = ( =) be an institution, and be subcategories of with embedding and , respectively. Moreover, let and be functors into respectively from and . Finally, let be a natural transformation from into and be a natural transformation from into . If the image of is contained into , then , , and are correct arguments for the operation .
Since the image of is contained into , then is well dened. Thus, we only have to prove that is a natural transformation from into . Let : 6 6 be a signature morphism in ; then ( ): Notice that (6) = 6 for each signature 6 in and hence (6) = (6) . In most cases, even if the image of is not included in , it is possible to restrict the extensible signatures to a subcategory of s.t. its image along is contained in , without loosing too much interesting languages. For instance, we can sequentially perform the extension adding equalities and that adding functional sorts, in any order, restricting ourselves to those signatures where the equality symbol is not used as a binary predicate and, at the same time, sorts are not built using the symbol. The construction yields the same result for both composition orders, as it is always the case for extensions simply adding new symbols, because union is commutative.
4.1.
Combining the operations proposed in the previous sections we can modularly produce quite powerful frameworks.
As in the case of composition of extensions, also for the combination of extension and model abstraction, it is often the case that we have the basic ingredients for the operations on the same basic institution and that we would like to perform them sequentially.
Thus, let us assume that we are able to apply to some tuple ( ) and to some tuple ( ), for the same institution . The compatibility conditions between ( ) and ( ) to be required in order to be able to perform both operations are very simple and intuitive. Indeed, if we want rst to extend sentences, since the signatures are in this way restricted to , we only need that , and can be restricted as well, that is, that on extensible morphisms they yield extensible morphisms, too. On the other hand, if we want rst to generalize models, then we need to be able to lift to work on abstract models. At this aim, it is sucient that preserves admissible monomorphisms, to be able to translate the models, and commutes with , and , to get a natural transformation. Let = ( =) be an institution, be a family of admissible morphisms, and , and be a backward extension on . Moreover, let be a subcategory of with embedding , let be a functor from into and let be a natural transformation from into . 
, dened by ( : 6 6 ) = ( ) ( ) is a natural extension from into . Moreover if the hypothesis of both points are satised, then the applications of and in the two orders yield the same result, that is
1 Since is a subcategory of , it is closed under morphism compositions and identities. Therefore, as is closed under morphism compositions and identities too, so is and hence it is a family of admissible morphisms for . Moreover, if ( ), ( ) and ( ) belong to for all admissible morphisms and signature morphisms in , then , and are well dened and inherit from , and the satisfaction of the commutativity properties required for backward extensions. 2 Since preserves admissible morphisms, each is properly dened. Let us see that is natural. Let us consider a signature morphism : 6 6 in and a model : 6 6 in (6 ) = ( (6 )). Then, by direct application of the denitions, we have: 
where (6) consists of all pairs : 6 6 with an object of (6 ) = (6 ) and an admissible morphism in . But, as is contained into the signature morphisms in , = and hence (6) = (6). Therefore, = . Moreover, = is dened by:
Moreover, = is dened by:
( ( )) by naturality of , we have that = and = are equal. Therefore, = .
4.2.
Let us see, as a motivating example, the application of the sentence extension operation to the institution of very-abstract data type, built generalizing the models of rst-order logic.
Here, to get a more intuitive and readable result, we are using an algebraic metalanguage presenting a signature, that is intended to represent its abstract counterpart. This corresponds to having a translating each concrete symbol into an abstract one, for instance associating each new sort with ( ) in the order dened by the declaration, starting from the rst free index (that is the cardinality of the sort set of the source signature plus 1) and analogously proceeding for operations and predicates.
The idea is to extend the institution , introduced in Application 2.16, with appropriate formulae for expressing requirements on the (extra part of the) signatures of the very abstract models. Obviously, there are dierent ways to choose these requirements. Here we present a rather general and powerful choice, that we think appropriate for many reasonable applications. However, at the same time, we are introducing only those constructs needed by the specication examples presented here. Our idea is to give the possibility to express both purely syntactic conditions on the extra part of the models (e.g. requiring the (non) existence of an operation or a predicate whose functionality satises some conditions) but also semantic one (e.g. requiring the (non) existence of an operation or a predicate whose interpretation satises some conditions, as commutativity). The practice of using very abstract specications of abstract data Then the institution for rst-order VAS is built by applying the operation to the institution and the underlying idea is to take as new formulae on a signature 6 the formulae of classical rst-order logic with equality on the signature enriching 6 by sorts, operations and predicates for handling the syntactic elements on 6 (e.g.: sorts, operations, predicates, variables, terms, formulae, ) and their interpretations. Let us now list the parameters for .
The extendible signatures. We have to restrict the admissible signature morphisms. Indeed, having formulae stating the (non) existence and the (dis)equality of the signature symbols, non-injective or non-surjective signature morphisms may do not preserve or reect validity. For example, let us consider a non-injective signature morphism : 6 6 between signatures having only sorts and no operations nor predicates, 6 = ( ) and 6 = ( ), dened in the only possible way: ( ) = = ( ). Then, let be the formula : = , where the type is interpreted in all extensions of models as the set of sorts of their signature. Now, is satised by any 6 -model of the form , that is the translation along of the 6 -model , while its translation along does not hold for . If, vice versa, we consider a non-surjective morphism : 6 6 , dened by ( ) = , then the formula : = holds for each such , but its translation along does not hold for . Therefore we can only extend signature isomorphisms.
Extending signatures. We want to add to each signature sorts representing the elements of the signature itself and functions and predicates to manipulate them. In order to get terms of such extra sorts as close as possible to their \meta" counterparts, we are using an algebraic specication language with heavy overloading, mixx notation and silent operations, but it is intended to represent an abstract signature, so that the following axioms are unambiguous. Dierent specication languages could be adopted in order to get a clearer distinction between the levels or, vice versa, to let the users forget that there are two levels. We specify the fundamental requirements on a module for handling labelled transition trees without completely xing the interface. The designer in charge of realizing such module is allowed to devise a nice choice of extra constructors for trees, but it cannot add operations modifying parts of a tree, so that it is possible to give implementations where repeated common subtrees are shared. 
Another application of very-abstract specication, is the description of properties required on the local structure of actual parameters for parameterized specications.
In most specication languages constructs are provided to describe parameterized specications, that are (partial) functions yielding a specication, that is a class of models, for any given value of the parameter(s) specication(s). The type of the expected argument is usually described by a specication, too and an actual parameter is acceptable if it is a subclass of the formal parameter. Thus, the heading of a parameterized specication has form ( : ) = and an instantiation ( ) is correct if ( ) ( ). The specication provides the names for the minimal structure required from the parameter, in order to be able to dene the body of the parameterized specication. For instance let us consider the following trivial example of a list specication, parameterized on the type of the list elements. Thus has one sort, , no operations, no predicates and no axioms, and a specication of list with only constructors is as follows. Now, we intuitively could instantiate on a specication of integer numbers in order to get lists of integers, but the names introduced by , like and 3, should be unused in the actual parameter in order to avoid name clashes. While many specication languages provide means to apply a parameterized specication : of a specication, for each sort. In order to achieve this result, we combine very-abstract specications with the higher-order extension. Thus, we get a carrier and any constant in it represents a parameterized family of operations in the signature.
The motivating example of the construction we are going to introduce is the . In her recent work on formal modelization of actor systems, C. Talcott has presented a class of structures, called , see (Talcott, 1996) , by giving their relevant properties. Such structures can be characterized as the models of a rst-order very abstract specication (with term-generation constraints), but not of a rst-order (with term-generation constraints) specication. The relevant point is that the actors in one system use values which can be completely dierent by those used in another system and such values can be built also using the \actor names". Furthermore, on any sort of such structures a renaming operation is dened, which given a bijective mapping over the actor names renames each occurrence of an actor name in an element of that sort accordingly with . For example, if the values are lists of integers and of actor names, then the application of such renaming on a bijective mapping and the following list 1 2 0, where and are actor names, will produce 1 ( ) 2 ( ) 0. Thus we want to be able to express the following points: | for each sort we have a function ; | the typing of each such is | the semantics of each such is (mutually) inductively dened by a set of rules, one for each operation : with = , of the form
Moreover, we have the inductive basis ( ) = ( ). By a very abstract specication we can express all the above requirements, but the rst. In order to be able to denote a sort indexed family of functions we combine the very abstract specications with the sentence extension introducing higher-order sorts. Let us consider the institution = ( ) where, with a slight notational abuse, we denote by its restriction to . Since the sets of extra symbols introduced by the two sentence extensions are disjoint, we can sequentially perform both applications starting from the signatures that can be extended in both senses (see e.g. Proposition 3.4). Now, without xing the values used by the actors, nor the signatures used to manipulate them, we can qualify \Abstract Actor Structures" by means of a specication in . Let us see the more signicant part of such specication. Entity algebras, where stands for processes, either simple or structured (i.e. several processes interacting together), see (Reggio, 1991) , provide a formal framework for the process specication. Each entity has associated an in such a way that it is possible to retrieve its entity subcomponents depending on their identities and its concurrent/distributed structure. Moreover, such structure can be graphically represented in a way that makes the subcomponent relationships and the subcomponent sharing explicit. This latter feature is very roughly based on the idea that \the concurrent/distributed structure of processes in an entity algebra is given by the algebraic structure of such algebra" (also supported by J. Meseguer (Meseguer, 1992) ). Thus, a specication expressing abstract requirements on the concurrent/distributed structure of some processes modelled by entity algebras will naturally be a very abstract specication, i.e. having models with dierent signatures, i.e. modelling processes with dierent concurrent/distributed structures.
Technically, we have the basic institution of rst-order entity specications
where | is a category whose objects ( ) are pairs 6 = (6 ), where 6 = ( ) is a many-sorted rst-order signature (an object of ) and such that for each 6 there exist: { some sorts ( ), ( ), ( ) (entities of type , their identities and the labels of their transitions respectively, is the sort of their bodies); { an operation : : ( ) ( ) (entity constructor, which taken a body and an identity returns an entity) and { a predicate : ( The precise denition of is too complex to be accommodate within an example. But intuitively an algebra represents a distributed structure, and hence is an acceptable entity algebra, i identities are unique within each entity, are preserved by the transitions and each entity is structured, that is if the corresponding carriers are basically term-generated.
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and whose morphisms are those of preserving entity sorts and the related auxiliary sorts, operations and predicates. | is the restriction of to . | ( 6) is the subcategory of ( 6), whose objects are the entity algebras and ( : 6 6 ) = ( : 6 6 ), dened in (Reggio, 1991) . | = = . The conditional specications in under reasonable conditions admit initial models, and so they can be used to specify the design of some particular concurrent system, because in such cases the structure of the system is fully determined.
For requirement specications, instead, we use the very abstract specications of the institution given, by using the two operations and , as follows. First, we dene = ( ) where includes the elements of which are also morphisms in ; , , are the restrictions of , , to and (in (Reggio, 1991) it is shown that such restrictions are well-dened, i.e. they return signatures and morphisms in ); then = ( ) where is the subcategory of s.t. it has the same objects and whose only morphisms are the isomorphisms.
adds to an entity signature some predicates for testing which are the subcomponents of the entities (as in the following example) and is dened accordingly. We specify the class of all structured processes where deadlocks never happen without making assumptions on their concurrent structure (i.e. without \over specication") by a very abstract entity specication.
(recall that holds whenever is a subcomponent of ).
ABSTRACT EXTEND EXTEND EXTEND M. Cerioli and G. Reggio We have presented two operations on institutions, and , allowing the modular constructions of institutions for very abstract specications and studied their properties.
To be able to use in practice very abstract rst-order specications, we still need to develop an appropriate specication language for making them more readable and making simpler to write them.
It is interesting to note that the use of is not limited to build very abstract institutions, but can be used also in other case, see e.g. in Section 3 for building institution for observational specications and for second-order logic. Thus, operations on institution could be also a nice tools to simplify the work of checking that a formal framework is an institution.
From the practice of formal methods for software specication, it is easy to intuit that other operations are needed in order to get a suciently powerful language for the compositional denition of meta-formalisms. Some more operations are presented in (Cerioli and Reggio, 1993) , but these are case studies rather than an organic presentation of the reasonable set of operations.
We think that a careful analysis of more case studies is still needed, in order to get an intuition of the basic constructs constituting the wanted metalanguage for assembling formalisms. Some initial work (see (Cerioli and Reggio, 1995) ) shows that a large number of institution used in specication method for concurrent systems may be built by starting from some basic institutions with a set of basic operations roughly corresponding to restricting the signatures, restricting the models and extending the sentences (this one corresponds to use ). Furthermore, after having determined an appropriate set of operations, we will have to study their properties, mainly w.r.t. \moving among institutions" and about their compositions so to be able to decide whether two expressions built by such operations denote the same formalism.
We are glad to thank the anonymous referee for his/her positive suggestions and criticisms, that helped us (we hope) to improve the paper and encouraged us to nd better applications to illustrate our results.
