Abstract-IEEE 802.16 standard supports five different service classes in order to support different needs of the mobile users with different QoS criteria. But, this standard doesn't specify admission control and scheduling mechanisms and so far many solutions are proposed in the science world. In this paper we propose priority based uplink scheduling scheme for IEEE 802.16 standard that improves the QoS performances of the five WiMAX service classes, especially of the ertPS service class. Simulation experiments and analysis are done choosing the most adequate WiMAX simulator and the ns-2 simulation tool. Traffic load of the ertPS connections is changed from low to high in order to perform detailed performance analysis of the results. Results given in average delay, average jitter and average throughput are evaluated and compared with so far known uplink scheduling mechanism. The results show that our proposed uplink scheduling scheme based on the priority of the service classes improves the QoS performances especially in high loaded scenarios.
I. Introduction
The broadband wireless access (BWA) system designed for wireless metropolitan area networks, WiMAX/802.16 is nowadays already 4G wireless network technology. Initially, with the IEEE 802.16-2004, it was designed for small business and residential fixed access users. After that Mobile WiMAX, known as IEEE 802.16e fulfilled the requirement for wireless mobility and supported subscriber stations moving at vehicular speeds. Media Access control (MAC) layer of IEEE 802.16e offers five classes of services to provide different quality of service (QoS) for various demands of the users. Three of them, Unsolicited Grant Service (UGS), extended real-time Polling Service (ertPS) and real-time Polling Service (rtPS) are classified for realtime services, while the non-real-time Polling Service (nrtPS) and best effort (BE) are for non-real-time services. Each service class has its own specific QoS parameters expressed in bandwidth requirement and delay. UGS periodically receives fixed size grants without requesting them. The last included service class, ertPS, has similar grant mechanism that is used for UGS service class. The difference is that periodically allocated grants can be used for sending bandwidth requests to inform the required grant size. The rtPS service class is providing to subscribers periodic unicast bandwidth request opportunities. These request opportunities guarantee minimum traffic rate and latency bound. The nrtPS service class offers periodic unicast bandwidth request opportunities with more spaced intervals than rtPS and minimum traffic rate guarantee. The last service class, BE, shares with the nrtPS contention bandwidth request opportunities.
Packet scheduling algorithm and call admission control algorithm are the core of the resource management and resource allocation of the WiMAX technology. Packet scheduling in the uplink direction at the base station (BS) is more challenging than scheduling at the downlink direction. It is more complex because it takes into account all QoS parameters defined by the standard and it doesn't have direct access to the connections queues. The uplink scheduler is dependent on the bandwidth requests that are sent by the subscriber stations in order to keep information on each connection status. The bandwidth requests can suffer from delays that can be generated by the contention mechanism. The requests may be also lost because of the channel noise causing outdated info.
There are many solutions that are proposed for uplink scheduling algorithms. The uplink schedulers proposed in [1] [2] [3] are based on simple implementable ideas. The uplink scheduler that is proposed in [1] does not provide maximum latency guarantees, and the one explained in [2] proposes a priority value computed by the subscriber stations (SSs) in order to provide latency and rate guarantees. The proposed uplink scheduler in [3] is standard-compliant scheduling solution for the uplink traffic in IEEE 802.16 and it uses three queues, low, intermediate and high priority queue. It supports maximum sustained traffic rate, minimum traffic rate, maximum latency and maximum traffic burst requirements. In [4] a fair uplink scheduler is presented that is based on the values of TCP timeout and congestion window and on the channel conditions. Authors in [5] propose a cross-layer scheduler that operates with a mechanism that dynamically adjusts the size of the uplink and downlink subframes according to the network conditions. The scheduling mechanism proposed in [6] , in order to guarantee latency requirements for real time applications, classifies packets in 4 classes. This classification is based on the history of the delays of the packets and higher priority is given to the subscriber stations that have better channel conditions. But, authors in this paper do not provide minimum rate guarantees. Authors in [7] propose an uplink scheduling algorithm that assigns priority values to the connections on the basis of the service class priority, the delay of the packets, the status of the queue and the quality of the channel. But, in the performance evaluation of this scheduler BE service class is not included.
The work presented in this paper extends the uplink scheduler solution proposed in [3] , so that we introduce five levels of priority from 1 to 5 (1 is the highest and 5 is the lowest priority value) that are applied respectively to the five service classes, ertPS, UGS, rtPS, nrtPS, and BE. In this way bandwidth allocation decisions, besides the level of priority of the three queues proposed in [3] , also take into account the level of priority of each service class according to our proposed scheme.
Simulation results present that our proposed uplink scheduling scheme improves the QoS performances measured in average delay, average jitter and average throughput, after implementing it in ns-2 and comparing it with the results that can be obtained using the uplink scheduling mechanism proposed in [3] . Our solution especially obtains better QoS performances for the newest service class -ertPS without degrading other four service classes and in some cases even getting better results for them, too.
The rest of this paper is organized as follows. Section 2 describes the uplink scheduling principles in mobile WiMAX. Section 3 presents the proposed uplink scheduling scheme. Section 4 describes the simulation environment used to evaluate the proposed uplink scheduling scheme. After that, simulation results are presented in Section 4 and Section 5 concludes the paper.
II. Uplink Scheduling in Mobile WiMAX
In the point-to-multipoint mode in Mobile WiMAX technology the base station (BS) communicates with several subscriber stations (SS) in the WiMAX cell. Connections that are made between the BS and the SS are identified by a CID (Connection Identifier) and are structured in frames. One CID can present one application or a group of applications. When the transmission of the traffic is from the SSs to the BS, it is called uplink transmission (UL). When the transmission is in the opposite direction from the BS to the SSs, it is called downlink (DL) transmission. The admission of the new connection is performed by the BS on the basis of the current situation with the available resources. If the QoS requirement of the requested bandwidth is supported the BS will generate CID and Service Flow Identifier and will notify the SS. The admission control algorithm will accept a new connection when this condition will be fulfilled:
service is the traffic rate of the new connection i of one of the WiMAX service types denoted with service. In (1) the already reserved capacity is denoted with C reserved and it is equal to:
The whole capacity that is available for the uplink scheduler is denoted with C. It is the amount of uplink bandwidth that can be allocated by the uplink scheduler for transmission and unicast polling. The scheduling schemes in the MAC layer in Mobile WiMAX are designed to deliver successfully different service classes to the users over the wireless channel. The set of QoS parameters of the five scheduling types at MAC layer (UGS, rtPS, ertPS, nrtPS, BE) are presented in Table 1 .
There are three different scheduling categories in the Mobile WiMAX networks. Two of them are located at the WiMAX base stations and one at the subscriber stations. DL-BS and UL-BS are the first two scheduling processes that are located at the BS and the third is used for uplink located at the SSs after receiving grants from the UL-BS scheduler. The UL-BS scheduling process is the most complicated because when the WiMAX base station makes scheduling decisions it has no updated information about the current queue status at the SSs. Due to this, the WiMAX BS estimates the current queue status on the basis of the bandwidth requests received from the SSs. The DL-BS scheduling process is much easier because the base station has the current information about the queue status of all downlink connections.
During the uplink transmission of the data, packets are queued at the SSs. In this position the uplink scheduler operates on a request-grant basis. Each SS sends a message with a bandwidth request to the base station. After receiving the bandwidth request messages, they are classified according to the QoS parameters and service classes in the scheduler and bandwidth allocation process starts. In the UL-MAP an Information Element (IE) is responsible for the new resource assignments and control region that SSs should transmit. The UL-MAP is located in each frame at the beginning of its DL subframe. Each SS identifies CID of the broadcast MAP message and then decodes the IE of the UL-MAP. After this, the packets are sent according to the allocated slots.
The newest class of the WiMAX standard -ertPS combines the efficiency of the UGS and rtPS classes. The allocation of slots is similar to the rtPS class.
N i stands for the number of slots within each frame, R i is the request size, T i stands for bandwidth requirement of the ith connection, S i stands for the slot size, FPS stands for the number of frames the WiMAX BS sends per one second, i.e. the number of bytes a connection can send in one slot, and C i stands for the ith connection class.
It is interesting to note that the ertPS connection can also send the bandwidth requests during the contention period. Bandwidth requests can be updated with a minimum delay. The requested bandwidth should be:
Seconds per MAC frame, where n i is the total number of active connections at the time of making the bandwidth request, T BW-REQ is the time for transmitting one bandwidth request message, T MAC is the duration of one MAC frame, T voice is the voice packetization time and T p is the transmission time required for each voice packet. The amount of granted bandwidth is equal to min(T ertPS,req , T ertPS,max ) seconds per MAC frame, where T ertPS,max is the maximum amount of time available for the SS in an uplink subframe.
For the ertPS service, the maximum amount of time that each SS is allowed to transmit is given by:
N s is the number of connections associated to subscriber stations (SSs) i, i=1,2,…N s , T MAC_UP is the duration of one MAC frame in uplink, T overhead is initial ranging period duration.
Packet transmission performance using the ertPS service strongly depends on the MAC frame size. With a short MAC frame duration, using the ertPS service we achieve approximately as good packet transmission performance as using the UGS service. As the frame size increases, the packet transmission performance using the ertPS service degrades.
III. Proposed Uplink Scheduling Scheme
During the implementation of our proposed priority scheduling scheme we assumed that each SS carries single service flow. In this way the interpretation of the uplink scheduler at the BS is eased. Our proposed solution for the uplink scheduling at the SSs is based on a strict priority scheduling as it is shown in Table 2 . According the proposal ertPS service class has the highest priority and is served first. The proposed solution for uplink scheduling at the SSs is implemented on the basis of the scheduling mechanism explained in [3] . The architecture of the proposed uplink scheduler is presented in Fig. 1 The scheduling mechanism in [3] uses three queues, high priority, intermediate priority and low priority queue. The queue with low priority is used for the BE bandwidth requests, the intermediate queue is reserved for storing the bandwidth request sent by rtPS and nrtPS service classes and the high priority queue is reserved for UGS and ertPS service classes. Bandwidth requests sent by both rtPS and nrtPS connections can migrate to the high priority queue to meet their QoS requirements. After upgrading the scheduling mechanism in [3] that uses queues divided into three categories with our proposed priority-based uplink scheduling, we compared our proposed solution with the solution in [3] .
Our proposed uplink scheduler is based on the class priority level with respect to other classes. Each service class is assigned with the priority as it is shown in Table  2 . We use values from 1 to 5 for the class priority level according the ns-2 classification where priority 1 is the highest priority. The priority levels were set as follows: 1 for the ertPS service class, 2 for the UGS service, 3 for the rtPS service, 4 for the nrtPS service and 5 for the BE service. Although ertPS and UGS services are in the same high priority queue, with our added priority when ertPS and UGS are active services in the same time, ertPS traffic will have higher priority for uplink scheduling than UGS. Priority values of 3 and 4 are set for rtPS and nrtPS service connections, respectively, that are in the intermediate queue. This means that rtPS service class has higher priority in uplink scheduling than nrtPS service class, although they are in the same intermediate priority queue. We set higher priority for rtPS service class because it is delay sensitive service. Finally, BE service class that is in the low priority queue has priority value of 5. It is last in the uplink scheduling scheme. Our proposed solution is compared with the performances of the scheduling mechanism presented in [3] in terms of average delay, average jitter and average throughput in different scenarios with different loads of the network. As we can see from the next section our results are better.
The proposed uplink scheduling scheme is presented in the next explanation of the steps that the algorithm is executing:
 Insert in the queue with high priority unicast request opportunities and the periodic data grants that must be scheduled in the next frame;
 Check if rtPS and nrtPS requests can migrate from the queue with intermediate priority to the queue with high priority with the procedures "check the deadline" and "check the minimum bandwidth". In both cases the class priority level of rtPS and nrtPS service classes (3 and 4) remains the same, i.e. they are served after ertPS and UGS service classes with class priority levels of 1 and 2;
 Uplink scheduler distributes among the BE connections the non-allocated bandwidth. BE service class has the last class priority level, that is 5;
 Finally, the uplink scheduler serves all the requests at the queue with high priority firstly and the service class with the highest priority level that is ertPS.
IV. Simulation Environment and Results

Simulation Environment
In the research community one of the most popular tools is the Network Simulator (ns-2). For simulation of IEEE 802.16-based networks using ns-2 several modules were proposed. One of them is implemented [9] . This module is focused on the MAC layer and its mechanisms for bandwidth allocation and QoS support.
The topology of the simulated network for the simulation scenarios done in this paper consists of a BS located at the center of a 250 X 250 meter area, with the SSs uniformly distributed around it. We enabled random motion to the SSs by setting the random-motion to 1 in ns-2, in which case random destinations are assigned to the nodes. Each SS has one uplink flow and one downlink flow, which are mapped to the same service type. Five types of traffic are used: voice, voice with silence suppression, video, FTP, and WEB, which are associated with UGS, ertPS, rtPS, nrtPS, and BE services, respectively. Each of the SSs has only one service flow in order to eliminate the impact of the packet scheduling at the SSs on uplink scheduling.
We used as a voice model for UGS service class an exponential model with mean duration of 1.2 seconds of the "on period" and 1.8 seconds of the "off period", respectively. For UGS service class according this model packets of 66 bytes are generated every 20 milliseconds. For simulating ertPS service class we used in the simulator EVRC -Enhanced Variable Rate Codec as a model of voice with silence suppression [10] . In our scenarios rtPS service class was simulated using real MPEG traces. nrtPS service class in the simulator that we use is generated with FTP traffic using an exponential distribution with a mean of 512 KBytes. BE service class is simulated with WEB traffic that is modeled in the simulator by a hybrid Lognormal/Pareto distribution with the body of the distribution modeled by a Lognormal distribution with a mean of 7247 bytes and the tail modeled by a Pareto Distribution with mean of 10558 bytes.
UGS and ertPS service classes have unsolicited grant interval of 20 milliseconds. rtPS has unsolicited polling interval of 20 ms and nrtPS of 1 second. BE service class doesn't have any QoS requirement. The number of UGS, rtPS, nrtPS and BE connections is equal to 10 in all of the simulated scenarios. We only change the number of ertPS connections from 5 to 30 in order to test the performances under different ertPS traffic load. The duration of each simulation scenario is 100 seconds. Each simulation scenario was running ten times with different seeds. In the figures we show the mean values and the 95% confidence intervals. The free space model and the two-ray model in ns-2 predict the received power as a deterministic function of distance. They both denote the communication range as an ideal circle. But, in the reality, the received power at some distance is a random variable due to multipath propagation effects, known as fading effects. The free space model and the two-ray model predict the mean received power at distance d. Widely-used model that is more general is called the shadowing model. All of the simulated scenarios in our work are using the Shadowing propagation model. This model consists of two parts. The first part is the path loss model. It predicts the mean received power at some distance d, denoted by () (6) β is denoted as path loss exponent which is usually determined empirically by measurements on the field. The value of the path loss exponent is 2 in all of the simulated scenarios. It is typical value for free space propagation. Because the path loss exponent is measured in dB in most cases, from (6) The second part of this model used in our simulations reflects the variation of the received power and it can be presented by the following equation:
X is a Gaussian random variable with zero mean at standard deviation denoted with dB  . This standard deviation dB  is sometimes called the shadowing deviation. This value is also obtained empirically by measurements. In our simulations this value was set to 4.
In order to investigate the impact of the proposed uplink scheduling algorithm on different load of ertPS traffic while the other four services has the same load in the scenarios, we varied the number of ertPS connections from 5 to 30 with a step of 5 connections. So, we made 6 scenarios where each of the other 4 service classes had 10 connections, while the number of ertPS connections was 5, 10, 15, 20, 25 and 30. The results are shown in average jitter, average delay and average throughput for all five service classes. Fig. 2 presents the average delay of variable number of ertPS connections from 5 to 30 and average delay of 10 UGS connections in all six cases of different load of ertPS connections. UGS-default and ertPS-default in Fig. 2 denote the results obtained with the scheduling mechanism in [3] , and UGS-new and ertPS-new denote the results obtained with our modified scheduling scheme. It is obvious from Fig. 2 that after applying our priority based scheme results for ertPS connections are better. In the same time average delay of UGS connections is not degraded after the implementation of the proposed scheduling scheme. Values of average delay of 10 UGS connections are not affected after implementing our proposed scheduling scheme. We can also conclude from Fig. 2 that the increase of the ertPS traffic load has no influence on the average delay of UGS connections in both cases. This happens because UGS service class is in the queues with high priority together with ertPS service class. [3] with our added strict priority for all five service classes where we give the highest priority to ertPS service class doesn't have a negative effect on the average delay results for rtPS service class. Contrary, in the simulations that we have done, we have even better results in some of the scenarios (when number of ertPS connections are 5, 15, 20, 25) . We verified with the results in Fig. 3 that the average delay of 10 rtPS connections in all six cases with variable load of ertPS connections (from 5 to 30), didn't violate the maximum latency requirement of 100 ms. Fig. 4 shows the average delay results for 10 nrtPS and 10 BE service classes under the same six cases of different load with ertPS traffic. The average delay values of 10 nrtPS connections fluctuate around 3 seconds in both cases. BE service class is in the low priority queue and has the lowest priority according our scheduling scheme. Consequently, it has the worst average delay results in Fig. 4 . Furthermore, we can verify here that the increase of the ertPS traffic load has impact on the average delay results for the BE service class. Our proposed uplink scheduling priority scheme hasn't changed significantly the average delay results of nrtPS and BE service classes under different traffic load of ertPS connections. Although the average delay results are not very important for nrtPS and BE service classes for measuring the QoS of the uplink scheduling mechanism, we have presented them here to compare the possibilities of our proposed scheduling scheme to the one in [3] . Average throughput results are shown from Fig. 7 to Fig. 9 for all five service classes. Although average throughput results are not of great importance when measuring QoS for ertPS and UGS, we present them too in order to verify and compare our proposed uplink scheduling scheme. The number of UGS, rtPS, nrtPS and BE connections is 10 in all cases. Results show that our solution gives better average throughput results for ertPS service class for all levels of load from low-5 to high-30. As the traffic load with ertPS connections gets high (25 and 30 ertPS connections), average throughput of all five service classes drops in both cases. But, in the high load scenario cases, average throughput results are better with the proposed uplink scheduling scheme. Average throughput of all five service classes is less affected when the traffic load of the connections gets very high (25 or 30 ertPS connections) when we are using our proposed uplink scheduling scheme compared to [3] .
Furthermore, besides comparing the average results of 10 rtPS connections of our proposed uplink scheduling scheme with other schemes, we verify in Fig.  8 the minimum and the maximum traffic rate requirements as specified by the standard. In all of the simulated scenarios, the minimum rate requirement of 300 kbps for the average throughput results of rtPS connections and the maximum rate requirement of 500 kbps were in the range regardless of the network load with ertPS connections.
V. Conclusion
In this paper we have proposed and presented a priority based uplink scheduling scheme. It is implemented using the wimax simulator that was developed in [9] in the ns-2 simulation environment. After implementing our uplink scheduling scheme in ns-2, it was tested using a constant load of 10 connections for UGS, rtPS, nrtPS and BE service classes and different ertPS traffic load and compared to the already presented effective uplink scheduling mechanism in [3] . Presented results in Section 4 show that the proposed priority based scheduling scheme where ertPS service class has the highest priority gives better results in average delay, jitter and throughput compared with the uplink scheduling mechanism in [3] that uses three queues, low (BE service class), intermediate (rtPS and nrtPS) and high priority queue (UGS, ertPS).
Results are obtained in low and heavy loaded scenarios with ertPS service class from 5 to 30 connections. Each of the 4 service classes have 10 connections, except ertPS connections which number varies from 5 to 30 connections. From the results two types of conclusions has been made. One type of conclusions is made from the influence of the number of ertPS connections on the other service classes in both cases. The other type of conclusions is made from the comparison of our solution and the solution presented in [3] . With the proposed uplink scheduling scheme in this paper the influence of the ertPS traffic load on the other service classes is decreased. Using this scheduling scheme we obtained better results in average delay and jitter for ertPS service class. This gain hasn't decreased the performances in average delay, jitter and throughput of the other service classes. Contrary, in many cases we have even better results in the measured QoS performances of UGS, rtPS, nrtPS and BE service classes.
