As the complexity and size of challenges in science and engineering are continually increasing, it is highly important that applications are able to scale strongly to very large numbers of cores (>100,000 cores) to enable HPC systems to be utilised efficiently. This paper presents results of strong scaling tests performed with an MPI only and a hybrid MPI + OpenMP version of the Lattice QCD application BQCD on the European Tier-0 system SuperMUC at LRZ.
Introduction
Within the standard model of elementary particle physics quantum chromodynamics (QCD) describes the strong interactions between quarks and gluons, the smallest building blocks of matter. The equations of this theory are so complicated that they cannot be solved by traditional perturbative methods of quantum field theory. The only computational ab initio approach for solving QCD is Lattice QCD. In order to simulate QCD on HPC systems, one approximates the space-time continuum by a four dimensional finite box divided into a discrete set of points, the lattice. Due to continuous algorithmic improvements and the advent of Petaflops-scale computing facilities, lattice QCD simulations have reached a level where realistic simulations with physical quark masses have become possible and allow for a first principle study of strongly interacting elementary particles.
BQCD (Berlin Quantum ChromoDynamics) is a Hybrid Monte-Carlo (HMC) code written in Fortran that simulates QCD with dynamical Wilson fermions. Beyond being widely used in the lattice QCD community, BQCD is also included in the Unified European Applications Benchmark Suite (UEABS) of PRACE, the Partnership for Advanced Computing in Europe. The kernel of the program is a standard conjugate gradient solver with even/odd pre-conditioning. In a typical HMC run between 80% and 95% of the total computing time is used for the multiplication of a very large sparse matrix ("hopping matrix") with a vector. At the single CPU level QCD programs benefit from the fact that the basic operation is the multiplication of small complex matrices. QCD programs are parallelised by decomposing the lattice into regular domains. The nearest neighbour structure of the hopping matrix implies that the boundary values (surfaces) of the input vector have to be exchanged between neighbouring processes in every iteration of the solver. The boundary exchange is communication intensive because the local lattices are typically small and the surface to volume ratio is quite large. BQCD has various communication methods implemented in the hopping matrix multiplication:
MPI, OpenMP, a hybrid combination of both, as well as shmem (single sided communication).
Execution Environment
The initial dynamical lattice QCD computations at LRZ have become possible with the first national supercomputer at LRZ, the Hitachi SR8000-F1 machine HLRB-I, installed in 2000 [1, 2] . Since then BQCD has been ported to several machines and architectures [3, 4] . On the next national supercomputer at LRZ, the SGI 4700 Altix HLRB-II, BQCD has shown good scaling on up to 8K cores for both the pure MPI and the hybrid version of the code.
In this paper we discuss the scaling behaviour of BQCD on the current 3 Pflop/s SuperMUC system at LRZ. SuperMUC 
Results

MPI only Version of BQCD for a 96 3 × 192 Lattice
Performance results for the MPI only version of the code are summarised in Table 1 . Figure 1 shows the strong scaling of BQCD on up to 16K cores for a lattice size of 96 3 × 192. Unfortunately, we were unable to acquire data for 32K, 64K and 128K cores, because the application was either crashing or running extremely slowly for still unknown reasons 1 . Within one thin node island of SuperMUC, i.e. for up to 8K cores, scaling of BQCD is almost linear. For 16K cores (2 full islands) the overall performance significantly drops below linear. 
Hybrid MPI + OpenMP Version of BQCD for a 64 3 × 96 Lattice
Performance results for the hybrid MPI + OpenMP version of the code are summarised in Table 2 . Each MPI task executes 8 OpenMP threads. The plots in Figure 2 show that the hybrid version scales well within 2 islands (16384 cores). Negative scaling is observed from 64K to 128K cores. The performance decreases observed between 64K and 128K cores with the hybrid version of BQCD is due to the small local lattice sizes. The data from a relatively large surface of the small domains has to be communicated to the neighbour processes and challenges the communication network for large job sizes. 
Conclusion
We have shown that BQCD scales well on the SuperMUC machine at LRZ with both the MPI only and the hybrid MPI + OpenMP versions of the code within one (8k cores) or two (16k cores) thin node islands, respectively. The scaling properties of BQCD strongly depend on the local lattice decomposition. The optimal values are highly dependent upon the architecture of the HPC system used. It is important to tune the local lattice sizes to achieve optimal scaling performance and ensure efficient communication between the processors. It seems that there are some underlying issues, which result in BQCD crashing or running extremely slowly with very large number of MPI jobs. This is still not clearly understood yet and requires further analysis. To be able to better compare results obtained with the two versions of the code with each other and also with results from other HPC systems, further runs at various lattice sizes will be done in future. Also more investigation on the weak scaling behaviour of BQCD is needed on SuperMUC.
