What is the nature of the interface between speech perception and production, where auditory and motor representations converge? One set of explanations suggests that during perception, the motor circuits involved in producing a perceived action are in some way enacting the action without actually causing movement (covert simulation) or sending along the motor information to be used to predict its sensory consequences (i.e., efference copy). Other accounts either reject entirely the involvement of motor representations in perception, or explain their role as being more supportive than integral, and not employing the identical circuits used in production. Using fMRI, we investigated whether there are brain regions that are conjointly active for both speech perception and production, and whether these regions are sensitive to articulatory (syllabic) complexity during both processes, which is predicted by a covert simulation account. A group of healthy young adults (1) observed a female speaker produce a set of familiar words (perception), and (2) observed and then repeated the words (production). There were two types of words, varying in articulatory complexity, as measured by the presence or absence of consonant clusters. The simple words contained no consonant cluster (e.g. "palace"), while the complex words contained one to three consonant clusters (e.g. "planet"). Results indicate that the left ventral premotor cortex (PMv) was significantly active during speech perception and speech production but that activation in this region was scaled to articulatory complexity only during speech production, revealing an incompletely specified efferent motor signal during speech perception. The right planum temporal (PT) was also active during speech perception and speech production, and activation in this region was scaled to articulatory complexity during both production and perception. These findings are discussed in the context of current theories of speech perception, with particular attention to accounts that include an explanatory role for mirror neurons.
Introduction
From the first months of life, speech perception and production are closely related. Indeed, learning to speak through babbling involves learning a mapping between articulation and the resulting acoustic signal, and thus requires close interaction between perceptual and motor systems. By the end of the first year of life, a child's perception and production begin to reflect characteristics of his or her native language, and a concomitant synchronization of the two systems (Vihman and de Boysson-Bardies, 1994) . As pointed out by Liberman and colleagues (Liberman et al., 1967) : "[…] the perceiver is also the speaker and must be supposed, therefore, to possess all the mechanisms for putting language through the successive coding operations that result eventually in the acoustic signal" (p.452). Thus, the idea that perception and production must overlap at the neural level is not surprising. Nevertheless, the nature and extent of these interactions remain unclear.
Proponents of the Motor Theory of Speech Perception (MTSP), developed in the 1950s (Liberman et al., 1967; Liberman and Mattingly, 1985) , have contended that speech perception and production are intimately linked, and that conversion from acoustic signal to articulatory patterns occurs within a biologically specialized "speech" (phonetic) brain module. According to this view, each speech sound (phoneme) is associated with a specific combination of motor commands, such as "tongue retraction" and "jaw opening". The ability to categorize the speech sounds forming the incoming speech stream is accomplished by tracking the intended articulatory patterns, and thus, the intended articulatory patterns represent the ultimate objects of speech perception, and "perception tracks articulation" (see Galantucci et al., 2006 , for a contemporary view of this theoretical perspective).
More recently, the close relationship between the neural mechanisms for speech perception and production has received support with the discovery, in the 1990s, of a special class of neurons, the mirror neurons (MNs), first identified in area F5 of the macaque NeuroImage 57 (2011 NeuroImage 57 ( ) 1561 NeuroImage 57 ( -1571 ventral premotor cortex (PMv). These MNs discharge both when a monkey produces an action and when he observes another monkey or a person performing the same or a similar action (di Pellegrino et al., 1992; Gallese et al., 1996; Kohler et al., 2002; Rizzolatti et al., 1996) . It has been suggested that activity in MNs during action observation reflects the enactment (covert simulation) of the motor program(s) involved in producing the action being observed, a mechanism that would be essential to action recognition and understanding. As noted by Hickok (2009) , the existence of human MNs has been inferred beginning with the earliest mirror neuron reports, yet their existence remains to be demonstrated (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti and Arbib, 1998 ; but see also Turella et al., 2009) . By inference from homology and evidence from brain imaging, the localization of putative human MNs in the frontal lobe is typically assumed to lie in PMv and/or adjacent pars opercularis of the inferior frontal gyrus (pIFG), which would be the analogs of macaque area F5 (Rizzolatti and Arbib, 1998; Rizzolatti and Craighero, 2004 , but see also Petrides et al., 2005) . Despite some controversy, the discovery of MNs is important for it provides a neuroanatomical substrate for the link between perception and production. For some theorists, the presence of MNs also provides a neurophysiological mechanism (covert simulation) by which this link is instantiated.
Following the discovery of MNs, evidence for the binding of speech perception and production mechanisms has grown. A number of neuroimaging studies have shown activation in PMv during passive listening to syllables and phonemes (Pulvermuller et al., 2006; Wilson et al., 2004; Wilson and Iacoboni, 2006) . Moreover, passively watching videos of a person telling a story activates PMv/pIFG more strongly than listening to the same stories (without seeing the talker), suggesting a role for PMv/pIFG in tracking articulation visually (Skipper et al., 2005) . The left pIFG has also been shown to be sensitive to perceived phonetic categories independent of sensory properties; these supra-modal categorical representations may be used to process and produce speech, although this remains to be demonstrated empirically (Hasson et al., 2007) . In addition to being activated during passive auditory and audiovisual tasks, a number of phonological tasks also recruit the PMv/pIFG area, including phonetic discrimination (i.e. judging whether two auditory presented syllables start/end with the same consonant) (Burton et al., 2000; Burton and Small, 2006; Siok et al., 2003; Zatorre, et al., 1992) , same/different syllable judgments performed on visual-only videos depicting individuals producing meaningless syllables (Fridriksson et al., 2008) , discrimination of non-speech and speech sounds (Joanisse and Gati, 2003) , phonemic identification/discrimination (Callan et al., 2010; Siok et al., 2003) and sound-picture matching tasks performed in babbling noise (Wong, et al., 2008) , to name a few.
Additional evidence for a role for PMv/pIFG during speech perception and production comes from transcranial magnetic stimulation (TMS) studies. TMS can be used to transiently disrupt the function of a given cortical region, thereby creating a reversible, focal "virtual" lesion. TMS studies have shown that when stimulating the face/mouth area of the left primary motor cortex (M1), motor-evoked potentials (MEP) recorded from the lip and tongue are enhanced during passive speech perception, suggesting access to motor representations during speech perception (Fadiga et al., 2002; Sundara et al., 2001; Watkins et al., 2003; Watkins and Paus, 2004) . Furthermore, when applied to PMv, TMS interferes with participants' ability to discriminate speech sounds in noise (Meister et al., 2007) . Interestingly, however, applying TMS to PMv in the absence of ambient noise has little or no effect on participants' ability to perceive or categorize speech sounds (Sato et al., 2009) , suggesting that speech perception may not be based on, or constrained by, articulatory mechanisms. One possibility is that speech production mechanisms may be used in an auxiliary fashion, i.e., in situations in which there is perceptual ambiguity, such as in the presence of noise, in the context of hearing loss, during exposure to an unfamiliar accent, or, more generally speaking, when performing a difficult perception task. In such situations, motor representations could be used to further constrain speech sound identification. This position is consistent with the Perception-for-Action-Control Theory (PACT) (Schwartz et al., in press), which posits that speech production mechanisms have two functions in speech perception: first, they are used to co-structure auditory categories with learned motor routines, which leads to the integration of articulatory information into perceptual categories, and, second, they mediate speech perception through a predictive mechanism (i.e., efference copy) similar to the one proposed in Skipper et al. (2006a, b) , but which is only used when there is perceptual ambiguity, to recover the missing information. On the other hand, there is little reason to believe that brain mechanisms are ever turned off, so it is more likely that production systems are exploited more fully during perceptual ambiguity than when there is no such ambiguity.
While the PMv/pIFG area may be a site of importance for perceptual-motor convergence for speech, there are good reasons to believe that perception and production also interface in auditory regions. One view that emphasizes the role of auditory cortex in this interface suggests that speech production mechanisms depend on speech perception, and that the shared representations are auditory instead of motor Hickok and Poeppel, 2000 . Consistent with this hypothesis, several brain imaging studies have shown that the left planum temporale (PT), which corresponds to the caudal end of the superior temporal plane, just anterior to the supramarginal gyrus (SMG), is activated during speech production (Bohland and Guenther, 2006; Dhanjal et al., 2008; Karbe et al., 1998; Peschke et al., 2009; Riecker et al., 2008; Saito et al., 2005; Schulz et al., 2005; Tourville et al., 2008; Wise et al., 2001; Zheng et al., 2010) , but also during (silent) speech rehearsal, which does not involve self-generated auditory feedback (Buchsbaum et al., 2001; Callan et al., 2006; Hickok et al., , 2003 Huang et al., 2002; Okada et al., 2003; Pa and Hickok, 2008; Papathanassiou et al., 2000; Shergill et al., 2002; Wise et al., 2001) . Importantly, it has also been shown that the caudal part of PT and the adjacent SMG, 1 is more sensitive to sub-vocal rehearsal than to the perception of auditory stimuli (Buchsbaum et al., 2001; Hickok et al., 2003) , further suggesting that this region is not exclusively tied to auditory feedback processing, but could also play a role in integration of information about speech perception and production. In sum, evidence abounds that speech perception and production are linked at the level of the cerebral cortex. While this might signify that perceptual-motor representations for speech are overlapping, even perhaps inseparable, drawing such a conclusion at present would be premature, because too little is known about the general and specific roles of PMv, pIFG and PT in speech perception and production. In the present study, we sought to further characterize the contribution of these regions to the perception and production of speech using functional MRI (fMRI), in order to shed light on the nature of the link between these processes. In a first step, we identified regions that are active during both single word perception and single word production. Then, in a second step, we examined whether regions with overlapping activation for perception and production are sensitive to articulation. To do this, we manipulated the articulatory complexity of the words, using both simple words, containing no consonant cluster (e.g. "palace"), and complex words, containing one to three consonant clusters (e.g. "planet"). A consonant cluster (or blend) is a sequence of two or more consonants (C) occurring together in the same syllable without a vowel (V) between them (e.g. CCV). In most languages, syllables containing consonant clusters are less common than consonant-vowel syllable (CV) sequences. In fact, many languages of the world do not permit consonant clusters at all (e.g., Maori, Hawaiian, Fijian), or restrict their position in words (e.g., Arabic). In English, one third of monosyllables begin with a consonant cluster, and consonant clusters predominate in word-final position (Locke, 1983) . Compared to CV sequences, consonant clusters represent an increased difficulty for the speaker because they necessitate the rapid production of two consonant gestures, which requires a quick reconfiguration of the articulators to change the manner in which the airflow is obstructed. The protracted development of consonant clusters in normally developing children illustrates the complexity associated with producing these types of sequences.
Consonant clusters present various degrees of articulatory complexity, which depends upon the degree of articulatory similarity of the adjacent consonants. The more dissimilar the consonants, the higher the difficulty, and the later these sequences are mastered by typically developing children (Smit et al., 1990; Templin, 1957; Higgs, 1968 , see also McLeod et al., 2001 for a review of the literature on consonant cluster acquisition). Two-element consonant clusters are mastered before more complex three-element clusters (McLeod et al., 2001) . There is also evidence to suggest that consonant clusters continue to present an increased difficulty in adulthood compared to simpler syllable structures. For instance, reading words beginning with consonant clusters is slower than reading words beginning with a single consonant (Santiago et al., 2000) . Moreover consonant clusters in the word initial position have been shown to increase the probability of stuttering (Howell et al., 2000) . There is also evidence that clusters of maximal articulatory difficulty for the speaker, i.e., those containing maximally different adjacent phonemes, which require greater articulatory travel (e.g. /gz/), are either avoided completely or produced rarely in both English and Spanish (Saporta, 1955) .
The intrinsic difficulty in producing consonant clusters is further demonstrated by the robust finding that children or adults with apraxia of speech, a disorder of speech motor control, present high error rate for the production of consonant clusters, which are often reduced to a single consonant (e.g. Lewis et al., 2004 , Jacks et al., 2006 , Aichert and Ziegler, 2004 . Finally, three previous fMRI studies have shown that words containing consonant clusters are associated with increased activity in a number of areas associated with speech production compared to words containing simpler syllabic structure (Bohland and Guenther, 2006; Riecker et al., 2008; McGettigan et al., 2011) . Based on the literature, we hypothesized that if activity in PMv/pIFG reflects motor simulation during perception, then it follows that these regions should be modulated by articulatory complexity during both speech production and speech perception.
Methods

Participants
Twenty-one healthy right-handed (Oldfield, 1971 ) native speakers of American English (mean age 23.7 ± 5.5; range: 18-38 years; 11 females), with a mean of 15.1 ± 2 years of education (range: 12-18) participated in this experiment. The data from one participant could not be used because of a technical problem with the stimulus presentation, leaving twenty participants in the analysis. All participants had normal or corrected-to-normal vision and no self-reported history of speech, language or neurological disorder. All participants had normal hearing, as assessed using a standard audiometric testing procedure (pure-tone air conduction thresholds for the following frequencies: 250, 500, 1000, 2000, 3000, 4000, 6000, and 8000 Hz). In addition, a standard speech discrimination testing procedure was used to evaluate participants' ability to identify speech sounds. Speech discrimination procedures measure a person's ability not only to hear words but also to identify them. We used the Northwestern University auditory test number six (form A). The procedure includes the presentation of 50 monosyllabic words at an easily detectable intensity level and the calculation the percentage of words correctly identified. The Institutional Review Board of the Biological Sciences Division of The University of Chicago approved the study.
Stimuli and procedures
The experiment consisted of two tasks: (1) observation of a set of short video clips showing a female actor producing single words (perception), and (2) observation of a set of similar videos followed by repetition of the word produced by the speaker (production). A resting condition (crosshair fixation) was also included as the baseline condition. The tasks were performed within separate runs. Participants always completed the perception task first, in order to avoid covert rehearsal of the words during perception. Moreover, participants did not know that they would be required to produce words until the beginning of the production task: this was done to avoid covert rehearsal during perception. Within each run, the experimental trials (simple, complex) were interleaved with rest trials; the order of the conditions and the number and (jittered) duration of rest trials were optimized using OPTseq2 (http://surfer.nmr.mgh.harvard.edu/ optseq/). Trials were separated by a minimum of 3.5 s and a maximum of 7 s of rest. This data set was acquired as part of a larger project that also included two 5-min resting scans, a sentence listening task and a hand movement observation task, which will not be discussed here.
The stimuli were 120 short video clips of a native English-speaking female actor articulating a set of bisyllabic nouns matched for their stress pattern (all words had the stress on the first syllable). We chose to use audiovisual word stimuli because they approximate more closely naturalistic face-to-face verbal communications. During such interactions, visual information from the face and lips can help disambiguate speech, particularly in challenging contexts, such as when speaking in a noisy environment. Because visual information processing was not a factor of interest, the stimuli were matched for the amount of visual speech information that they provided (see explanation below).
The words were divided into two classes based on articulatory complexity: simple and complex, resulting in a 2 × 2 experimental design (Task, Complexity). Articulatory complexity was measured in terms of the presence or absence of a consonant cluster.
2 The simple words contained no cluster; all had a CV-CV structure or a CV-CVC structure. There was never any adjacent consonant, either within or across syllables. The complex words, in contrast, contained on average 1.73 consonant clusters (range 1-3), and included words with different combinations of four syllable types: CV, VCV, CCV and VCVC. The complex words contained groups of adjacent consonants within and across syllables (see supplementary Table 1 for a list of all words and a description of their syllabic structure). The simple words had an average familiarity 3 score of 537 (± 55), an average concreteness score of 490 (±112), and an average number of visemes 4 of 2.86 (±.44). The complex words had an average familiarity of 520 (±49), an average concreteness of 468 (±109), and an average number of visemes of 2.81 (±.48). These differences were not statistically significant. All stimuli were presented using Presentation Software (Neurobehavioral System, CA, USA). Visual 2 It is important to distinguish between consonant clusters and digraphs. A digraph is a group of two or more orthographic symbols that stand for one sound (usually a consonant). For instance, in the English word /chat/, the sequence /ch/ represents a single sound and contains no consonant cluster. 3 The familiarity and concreteness indices were extracted from the MRC psycholinguistic database available at: http://www.psy.uwa.edu.au/mrcdatabase/uwa_mrc. htm. 4 Visemes are a subset of visual speech movements that are sufficient for phonetic classification, that is, they provide access to phonetic information in the absence of accompanying auditory speech signal (e.g. Jackson, 1988; Preminger et al., 1998) . In this study, we used various measures of viseme content (Bement, et al., 1988) . stimuli were delivered to a custom rear projection screen placed inside the bore of the magnet approximately 24 in. from the subject. The subject viewed the stimuli via a mirror attached to the head coil. Auditory stimuli were delivered via a high quality full frequency range auditory amplifier (Avotec Inc., FL, USA). We used a noise cancellation method to record subject's overt responses using an MRI compatible microphone without the scanner noise. The noise suppression method creates a template of the noise from the scanner during the dummy period. The template is subtracted from the output of the microphone located in the bore of the magnet near the subject's mouth. The algorithm reduces the scanner noise by 20 dB.
Image acquisition
The data were acquired on a whole-body Siemens 3.0 T Tim Trio MRI scanner (Siemens Medical Solutions, Erlangen, Germany) at Northwestern University (Chicago, IL, USA). Subjects wore MR compatible headphones (Avotec Inc., FL, USA). Thirty-two axial slices (3 ⁎ 1.7 ⁎ 1.7 mm, no gap) were acquired in interleaved order using a multislice EPI sequence (TR = 2 s, TE = 20 ms; FOV = 200 ⁎ 207 ⁎ 127 mm; 128 ⁎ 128 matrix; Flip angle: 75). Two experimental runs (6.3 min each) resulted in the acquisition of 380 T2*-weighted BOLD images (120 experimental trials and 60 baseline trials). High-resolution T1-weighted volumes were acquired for anatomical localization (176 sagittal slices, 1 ⁎ 1 ⁎ 1 mm resolution, TR = 23 ms, TE = 2.91, FOV = 256 ⁎ 256 ⁎ 176 mm). Throughout the procedure, each subject's head was immobilized by means of a set of cushions and pads.
Image analysis
All time series were spatially registered, motion-corrected, timeshifted, de-spiked and mean-normalized using AFNI (Cox, 1996) . In addition, we censored time points occurring during excessive motion, defined as N1 mm (Johnstone et al., 2006) . For each subject we created separate regressors for each of our four experimental conditions (perception simple, perception complex, production simple, production complex); additional regressors were the mean, linear, and quadratic trend components, and the 6 motion parameters (x, y, z and roll, pitch and yaw). To remove additional sources of spurious variance unlikely to represent signal of interest, we also regressed signal from the lateral ventricles (Dick et al., 2009; Fox et al., 2005) . A linear least squares model was used to establish a fit to each time point of the hemodynamic response function for each condition. We modeled the entire trial duration (i.e. TR = 2 s), which was the same across perception and production runs. Hence, the modeled intervals for speech production contained both stimulus and response related effects. Event-related signals were calculated by linear interpolation, beginning at stimulus onset and continuing at 2-s intervals for 12 s, using AFNI's tent function (i.e. a piecewise linear spline model). The fit was examined at these different time lags to identify the time points showing the strongest hemodynamic response in our regions of interest. All subsequent analyses focused on the beta values averaged across the 4-6 s post-stimulus onset time lag and the 6-8 s post-stimulus onset time lag.
We used FreeSurfer Fischl et al., 1999) to create surface representations of each participant's anatomy by inflating each hemisphere of the anatomical volumes to a surface representation and aligning it to a template of average curvature. SUMA was used to import the surface representations into the AFNI 3D space and to project the functional data from the 3-dimensional volumes onto the 2-dimensional surfaces. Data were smoothed on the surface to achieve a target smoothing value of 6 mm using a Gaussian full width half maximum (FWHM) filter. Smoothing on the surface as opposed to the volume ensures that white matter values are not included, and that functional data situated in anatomically distant locations on the cortical surface are not averaged across sulci (Argall et al., 2006; Desai et al., 2005) . Whole-brain, group analyses were performed using SUMA on the subjects' smoothed beta values resulting from the first level analysis. This analysis focused on the main effect of the perception and production conditions, as well as any differences between them.
The surface-based group analyses were corrected for multiple comparisons using a Monte Carlo simulation procedure on surface data, which implements the cluster-size threshold procedure as a protection against Type I error. Based on the simulation, we determined that a family-wise error (FWE) rate of p b 0.05 is achieved with a minimum cluster size of 196 contiguous surface nodes, each significant at p b 0.005. In addition to the whole-brain analyses, we also profiled brain areas involved in both perception and production by examining the "conjunction" (Nichols et al., 2005 ) of brain activity from the whole-brain contrasts (corrected for multiple comparisons). This analysis overlapped activity in the perception simple, perception complex, production simple and production complex, yielding an intersection map of perception ∩ production.
Anatomical ROI analysis
In addition to the whole-brain and conjunction analyses, we also conducted an analysis of anatomical regions of interest (ROIs) on a set of a priori selected sensory and motor regions. ROIs were anatomically defined on each individual's cortical surface representation using an automated parcellation scheme (Desikan et al., 2006; Fischl et al., 2004) . This procedure uses a probabilistic labeling algorithm that incorporates the anatomical conventions of Duvernoy (1991) and has a high accuracy approaching that of manual parcellation (Desikan et al., 2006; Fischl et al., 2002 Fischl et al., , 2004 . We augmented the parcellation manually with further subdivisions.
The ROIs resulting from the automated FreeSurfer parcellation were divided into two anatomical classes: (i) frontal-parietal regions, which included pIFG, PMv, the ventral primary motor area (M1v), and the ventral somatosensory area (S1v), and (ii) temporal-parietal regions, which included PT, the transverse temporal gyrus (TTG), the transverse temporal sulcus (TTS), and the supramarginal gyrus (SMG). These ROIs were defined as follows (see also Fig. 1). (1) pIFG: Unedited FreeSurfer ROI, defined as the gyrus immediately anterior to the precentral gyrus. pIFG is bounded caudally by the precentral sulcus, and rostrally by pars triangularis. (2) PMv: For PM, we edited the FreeSurfer precentral sulcus and gyrus regions, by subdividing them into ventral (PMv) and dorsal (PMd) segments at the level of the junction of the inferior frontal sulcus and the precentral sulcus. The resulting PMv is bounded rostrally by the IFG pars opercularis, caudally by the central sulcus, and dorsally by PMd, and includes the precentral sulcus. PMv was then further subdivided into two halves along the dorsal/ventral axis. All ROI analyses of this region focused on the dorsal part of this region. (3) M1v: For M1, we edited the FreeSurfer central sulcus region by subdividing it into a ventral (M1v) and a dorsal (M1d) segment at the level of the junction of the inferior frontal sulcus and the precentral sulcus. M1 is bounded rostrally by the precentral gyrus and caudally by the postcentral gyrus. (4) S1v: For S1, we edited the FreeSurfer postcentral gyrus region by subdividing it into ventral (S1v) and dorsal (S1d) segments at the level of the junction of the inferior frontal sulcus and the precentral sulcus. S1 is bounded rostrally by the central and caudally by the postcentral sulcus. (5) PT: Unedited FreeSurfer ROI, defined as the part of the superior temporal plane immediately posterior to the transverse temporal sulcus, bounded medially by the Sylvian fissure, and posteriorly by the supramarginal gyrus. (6) TTG: Unedited FreeSurfer ROI, bounded rostrally by the rostral extent of the transverse temporal sulcus, caudally by the caudal portion of the insular cortex, medially by the superior temporal gyrus and laterally by the lateral fissure. (7) TTS: Unedited FreeSurfer ROI, located immediately anterior to PT and posterior to the TTG. (8) SMG: Unedited FreeSurfer ROI, bounded rostrally by the caudal extent of the superior temporal gyrus, caudally by the rostral extent of the superior parietal gyrus, medially by the lateral banks of the intraparietal sulcus, and laterally by the medial banks of the lateral fissure and/or the superior temporal gyrus, respectively (Desikan et al., 2006) . For each ROI and each subject, we first extracted the mean percentage of BOLD signal change. Next we examined a set of four FDR-corrected t-tests (q* = .05) (Benjamini and Hochberg, 1995; Genovese et al., 2002) (Rosenthal et al., 2000) , focused on a set of specific hypotheses: (1) perception N zero (n = 16 one-sample t-test), (2) production N zero (n = 16 one-sample t-tests). For regions that were significantly active in both of these contrasts (N = 7 ROIs), we examined the effect of task (perception b production), and we also tested the following two additional hypotheses: (3) perception of complex words N perception of simple words, and (4) production of complex words N production of simple words, using a set of FDRcorrected paired-sample t-tests. Finally, we also tested for a Complexity × Task interaction contrast using difference scores for the complexity effect in perception and production [(perception complex − perception simple) − (production complex − production complex)].
Results
Behavioral data
Overall participants' performance was very high, with only 15 total errors in over 960 trials (representing fewer than 2% of all trials). Eight of these errors occurred during the simple trials, and seven during the complex trials.
Imaging data Whole brain analysis
As illustrated in Fig. 2 , for perception (in blue), we found several clusters of positively activated nodes in sensory areas bilaterally, including TTG, the posterior superior temporal sulcus (STS), and PT, as well as the occipital lobe, including the caudal end of the calcarine sulcus and the occipital pole. There was also significant activation in premotor areas, including PMv (along the precentral sulcus and gyrus) and pre-SMA, bilaterally. A list of all clusters is presented in Table 1A . As shown in Fig. 2 (in red) , for production, we also found several clusters of positively activated nodes in sensory areas bilaterally, including TTG, posterior STS, PT, the caudal end of the calcarine sulcus and the occipital pole. There was also extensive bilateral activation in frontal motor and premotor areas, including PMv, pIFG, M1v and S1v, and pre-SMA. A list of all clusters is presented in Table 1B . The direct comparison (t-test) of production and perception revealed a cluster of activation located around PMv, bilaterally, as well as clusters of activation in the left inferior frontal sulcus, most of the STG including TTG, in the pre-SMA bilaterally, and in the occipital lobe. These results are detailed in Table 1C .
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Conjunctions Fig. 2 (purple) shows the positive activation common to perception and production; this included activation in the left PMv, right inferior frontal sulcus, and bilateral superior temporal gyri, including TTG, TTS, PT and posterior STS. These results are presented in Table 2 .
ROI analysis
First we examined whether activation magnitude in each ROI differed from zero (all p values followed by an asterisk survive an FDR correction, q* = 0.05, i = 32). This analysis revealed that activations in the left PMv (production: p = .0000002*, perception: p = .001*), right PMv (production: p = .00001*, perception: p = .003*), left TTG (production: p = .000003*, perception: p = .000001*), right TTG (production: p = .000001*, perception: p = .000002*), left TTS (production: p = .000001*, perception: p = .000002*), right TTS (production: p = .000001*, perception: p = .000001*), left PT (production: p = .000004*, perception: p = . .0000004*) and right PT (production: p = .0000004*, perception: p = .00000002*) were significantly different from zero for both perception and production, consistent with the results of the whole-brain conjunction analysis; for the other ROIs (IFGp, M1v, S1v, SMG), activation was significantly different from zero only for production, with the exception of the SMG, which was not significantly active for either perception or production. Next, we examined the effect of task (perception, production) in the seven ROIs that showed significant activation magnitude for both perception and production (left PMv, right PMv, bilateral TTG, bilateral TTS, and bilateral PT). This analysis revealed that all ROIs, with the exception of PT bilaterally, were significantly more active for perception than production. In PT, activation magnitude was identical for perception and production.
Finally, we examined the effect of articulatory complexity in the same set of seven ROIs that showed significant activation magnitude for both perception and production. In the left PMv, the results revealed an effect of articulatory complexity for production (simple b complex, p = .026*), but not for perception (p = .95), and a highly significant Task × Complexity interaction (t (19) =4.82, p = .0001*). In the right PMv, there was no effect of complexity for production (p =.32), or perception (p = .47), and the Task× Complexity interaction was not significant (t (19) = −.14, p = .89). These results are illustrated in Fig. 3 . In the left PT, there was no effect of complexity for production (p =.39), or perception (p = .18), and the Task × Complexity interaction was not significant (t (19) =.56, p = .59). In the right PT, we found a significant effect of Complexity for production (simpleb complex, p = .019*), but not for perception, despite a trend in that direction (p = .06). The interaction was not significant (t (19) = −.27, p = .79). These results are illustrated in Fig. 4 . For the other temporal ROIs (bilateral TTS and bilateral TTG), there was no main effect of complexity for either perception or production, and no interaction.
Discussion
The discovery of mirror neurons (MN), active during both execution and observation of actions, has motivated the development and/or resurrection of various hypotheses about the links between speech perception and production, primarily by providing a potential neurophysiological mechanism to help explain the interaction between these processes. According to Rizzolatti and Craighero (2004) : "Each time an individual sees an action done by another individual, neurons that represent that action are activated in the observer's premotor cortex. This automatically induced, motor representation of the observed action corresponds to that which is spontaneously generated during active action and whose outcome is known to the acting individual." With regard to spoken language, this account could be taken to suggest that perception of a syllable, e.g., /ba/, activates the same neural circuits involved in the production of /ba/. Consistent with this hypothesis, several imaging studies have shown overlap in the regions involved in speech perception and speech production. Of Table 2 FWE-corrected group-level (N = 20) conjunction analyses overlapping activity in perception simple, perception complex, production simple and production complex, yielding an intersection map of perception ∩ production (minimum cluster size: 196 contiguous surface nodes, each significant at p b 0.005).
Description
Hemi. x y z Nodes
Transverse temporal gyrus, extending anteriorly and posteriorly into the superior temporal gyrus, and in the posterior temporal sulcus.
Left −47 −32 9 7652
Occipital pole, extending into the posterior end of the calcarine sulcus medially. particular interest with respect to the MN account is the finding of overlap in PMv and pIFG, which are usually considered to have homology with macaque area F5, known to contain MNs. However, the question that naturally arises from these observations is the extent to which such activation during perception represents action simulation, or whether these representations are used in some other way (or not at all) to improve perception. In fact, despite the existing accounts, very little is known about the specific role that PMv and pIFG play in speech perception and speech production. To address this issue, we used fMRI to examine whether there are brain regions involved in both perceiving and producing single words, and if so, whether these overlap regions show similar sensitivity to articulatory complexity (i.e., syllabic structure) during production and perception. Equivalent sensitivity to articulatory complexity in observation and execution would provide evidence for an action simulation mechanism in speech perception. In the present study, while we found that several regions were modulated by articulatory complexity during speech production, we found no region modulated by complexity during perception. Based on prior studies, two groups of cortical regions were examined (bilaterally): four frontal-parietal regions (pIFG, PMv, M1v and S1v) and four temporal-parietal regions (TTG, TTS, PT and SMG). In the following paragraph, we discuss our results separately for these two groups of regions.
Frontal-parietal activation in speech perception and production
Unlike the other ROIs in this group (M1v, S1v or IFGp), the left PMv was significantly active during both speech perception and speech production, consistent with previous reports (e.g., Wilson et al., 2004; Pulvermuller et al., 2006 , Callan et al., 2010 , though with a much stronger activation magnitude during production compared with perception. This finding confirms PMv as a site where perception and production are likely to interact, and suggests that speech perception should not be conceptualized as a set of strictly auditory processes.
A key finding of the current study is that, during speech production, the left PMv is modulated by articulatory complexity, operationalized here as syllable complexity, consistent with recent finding of syllable-level processing in this region (Peeva et al., 2010) , while, during speech perception, no such modulation was found. The robustness of this finding is shown by the highly significant Task × Complexity interaction that was found in this region. Taken together, these findings appear at odds with the results of Wilson and Iacoboni (2006) , who showed that the contrast of native and nonnative phonemes modulates activation magnitude in the PMv during a passive perception task (native b non-native), suggesting that PMv is sensitive to whether or not a region is part of a speaker's phonological inventory, and consequently, to a speaker's motor repertoire, which emphasizes a link between perceptual and motor processes. However, the authors also report that PMv is not sensitive to the producibility of the non-native phonemes, consistent with the present finding (syllables containing adjacent consonants are indeed less easily articulated than syllables with a simpler syllabic structure). While Wilson and Iacoboni (2006) did not specifically address that question, it is likely that PMv would have been modulated by producibility during speech production. Indeed, a number of studies, including the present one, have shown that words containing consonant clusters are associated with increased activity in a number of areas associated with speech production compared to words containing simpler syllabic structure (Bohland and Guenther, 2006; Riecker et al., 2008) , hence that producibility modulates the motor system during speech production.
Two potential interpretations of the present findings are (1) that action simulation is not solely driven by the motor characteristics of the observed action, but also by the manner in which the perceptual information is acted upon (i.e., the task) or (2) that activation in PMv does not reflect a motor simulation process at all. Indeed, if activation in PMv during perception reflects the enactment of the same neural circuits involved in speech production, then one would predict that activation pattern in PMv would be identical in perception and production, and hence reflect syllable structure during both perception and production. Such a pattern of activation was not found. However, action simulation may be context-or task-dependent. Indeed, in the absence of a specific task (for example, during a passive speech perception task like the one that we used in the present study), access to a detailed phonological representation of the incoming auditory signal may not be necessary. Consequently, in that context, the signal coming from premotor centers may be limited to only necessary information, that is, it may not contain a fully specified set of motor commands, a suggestion that is consistent with the principle of parsimony. In this case, the speech motor system would be tuned to task-specific requirements and only generate as much information as needed. Spontaneous changes in the environment and task-specific requirements would trigger a recalibration of the system to generate increased or decreased amount of information.
The reliance of speech perception upon more detailed phonological representations, presumably associated with stronger PMv activation, can be triggered in various naturalistic situations. These situations include, but are not limited to, perception in a noisy environment resulting in a degraded auditory signal, processing a foreign accent or trying to parse an unknown language, or performing a phonological task (e.g. phoneme identification). Additional circumstances include the auditory degradation that comes from alterations in the perceiver, such as hearing loss or neurological injury.
The idea of a context-dependent contribution of PMv to speech perception is supported by a series of recent fMRI and rTMS studies. For example, using rTMS, Sato et al. (2009) demonstrated that, in the absence of ambient noise, stimulation of the left PMv has little or no effect on participants' ability to perceive or categorize speech sounds. In contrast, when the auditory signal is degraded, repetitive TMS to PMv has a stronger impact on speech perception (Meister et al., 2007) . Consistent with this finding, Callan et al. (2010) used fMRI to show that correct identification of phonemes in noise was associated with increased activation in PMv relative to trials in which the phonemes were incorrectly identified. The authors interpreted this as reflecting the use of an internal model (i.e. motor simulation) to facilitate speech perception. In summary, the present findings, together with previous studies, suggest a context-dependent contribution of PMv to speech perception. Future work is needed to characterize the type of information that is contributed by PMv in different contexts, as well as the origin (top-down vs. bottom-up) of this information, and the respective contribution of general and context-dependent motor information to speech perception.
Audiovisual speech perception and PMv
In the present study, we used audiovisual stimuli to characterize the interface between speech perception and speech production. In day-to-day situations, verbal communication consists primarily of face-to-face interactions during which both auditory and visual (face and lips) speech information can help speech recognition. Indeed, it has been shown that adding visual information enhances speech recognition (e.g., Reisberg et al., 1987; Sumby and Pollack, 1954) , which could be associated with decreased reliance upon motor information during speech perception. This finding could explain the relatively low activation level found in PMv during speech perception in the present study. However, increased activation in IFGp/PMv has been shown in the context of audiovisual speech perception compared to auditory speech perception (Skipper et al., 2005 . Because the objective of this study was not to examine the specific contribution of visual information to speech processing, all stimuli were matched (across tasks and complexity levels) for the amount of visual speech information that they provided. Hence, the activation level in PMv in the present study reflects the processing of audiovisual speech stimuli in the context of a passive perception task, and an overt speech production task. Indeed, visual information from the face and lips was equally available during speech production and perception yet activation in PMv was scaled to syllable structure only in speech production, a finding that does not appear to bear a relationship on the audiovisual nature of the stimuli that were used.
Temporal-parietal activation in speech perception and production As discussed in the Introduction, speech perception and production appear to interact not only in premotor regions, but also in cortical auditory association regions. One view presents these auditory association cortices as the primary sites for this interaction, i.e., speech production depends on speech perception mechanism and not the reverse. Based on fMRI data and studies of aphasic patients, Hickok and Poeppel (2000 have suggested that auditory association areas play an important part in speech production. In particular, they emphasized the contribution of a region of the caudal temporal plane, incorporating the planum temporale (PT) and the adjacent supramarginal gyrus (SMG), to this process. PT is a large cortical area (most probably containing multiple functional fields) located immediately caudal to Heschl's sulcus (Economo and Horn, 1930 , Pfeifer, 1936 , Galaburda and Sanides, 1980 . The results of the present study support a role for PT (but not SMG) in processing speech that goes beyond perception, with significant activation bilaterally during both perception and production. In this respect, PT behaves like PMv, and appears to be a site for perceptual-motor interaction and/or integration. However, unlike PMv, PT, bilaterally, was equally activated during perception and production, revealing a similar contribution to both processes (recall that the contribution of PMv to perception was weaker than its contribution to production). This suggests that PT activation was not driven by the presence or absence of self-generated auditory or proprioceptive feedback (which are absent in perception). Additional evidence that PT is not simply involved in processing self-generated feedback comes from the finding that the activation magnitude in the right PT was scaled to articulatory complexity during production, and there was a similar trend during speech perception. This pattern was not found in the left PT, the TTG or the TTS, which were not modulated by articulatory complexity, either during perception or production. These results suggest that a fully specified phonological-motor representation of the perceived audiovisual speech signal is available at the level of the right PT during a passive speech perception task as well as during an auditory-triggered speech repetition task. Taken together, these findings suggest that the right PT is not involved in processing selfgenerated feedback, but instead, may be involved in converting external auditory input into a phonological representation for categorizing speech sounds in the incoming auditory stream, or for generating the corresponding motor commands during speech production. This interpretation is consistent with the hypothesis of a role for PT in sensorimotor transformation occurring within a larger dorsal route network (Hickok and Poeppel, 2000 .
While in the present study we did not examine functional connectivity, we nevertheless report similar activation patterns in PT and PMv during speech production, providing indirect evidence of a link between motor regions and PT, and support for a role for this region in sensorimotor transformation for speech production, consistent with previous studies (Buchsbaum et al., 2001 Hickok et al., 2003 Okada et al., 2003; Pa and Hickok, 2008) . As discussed in Frontal-parietal activation in speech perception and production, PMv was not sensitive to articulatory complexity during speech perception, which may reflect the lack of a need to access detailed phonological information during speech perception, supporting our hypothesis of a context-dependent contribution of motor/premotor areas to speech perception. When speech production is contingent upon the processing of an auditory speech signal, such as in word repetition, such sensorimotor transformation is necessary to establish parity between perceptual and motor representations. Our results suggest that this parity may be established through a connection between the right PT and the left PMv.
In contrast to the right PT, the left PT was similarly involved in speech perception and production, suggesting a role in converting audiovisual speech into a phonological representation. However, the lack of an effect of articulatory (syllabic) complexity on either production or perception at the level of the left PT may indicate the generation of a cruder phonological representation, which could be used for a different purpose than the representation generated in the right PT. Laterality effects in PT are abundant in the literature, and are generally supported by a known leftward asymmetry (Geschwind and Levitsky, 1968; Galaburda et al., 1978; Steinmetz and Galaburda, 1991) , which has been interpreted as reflecting a foundation of the left cerebral hemisphere for language (e.g. Tzourio et al., 1998) , though findings are not entirely consistent (e.g. Binder et al., 1996; Dorsaint-Pierre et al., 2006; Eckert et al., 2006) . For example, a recent large-scale (N= 100) study focusing on the relationship of PT asymmetry and language dominance (as determined by comparing a single word comprehension task with a tone perception task), revealed no relationship between these two variables (Eckert et al., 2006) . These and other studies suggest that PT is involved in processing a wide range of auditory stimuli; the functional correlates of the leftward asymmetry, as well as the specific roles of the left and right PT remain poorly understood. In summary, in the present study, the left and right PT manifested the same general pattern of activation, suggesting similar function, but only the right PT was sensitive to the syllabic structure of the words that were perceived and produced. Further work is needed to better understand potential distinct contribution of the left and right PT to speech sound processing.
Summary and conclusion
Our results support the idea that the mechanisms for perception and production overlap at the level of the cerebral cortex, in both premotor and auditory areas of the frontal and temporal lobes, suggesting bidirectional influence of sensory and motor systems on perception and production. However, our findings also reveal important context-related differences in the contribution of motor and sensory areas to the perception and production of speech.
Supplementary materials related to this article can be found online at doi:10.1016/j.neuroimage.2011.05.067.
