Abstract A short-range-correlation (SRC) model is introduced in the framework of Markov/Gibbs random field theory to characterize and simulate random media. The Metropolis spin-flip algorithm is applied to build a robust simulator for multiphase random materials. Through development of the SRC model, several crucial conceptual ambiguities are clarified, and higher-order statistical simulation of random materials becomes computationally feasible. In the numerical examples, second-and third-order statistical simulation is demonstrated for bi-phase random materials, which sheds light on the relationship between nth-order correlation functions and morphological features. Based on the observations, further conjectures are made concerning some fundamental morphological questions, particularly for future investigation of physical behavior of random media. It is expected that the SRC model can also be extended to third-and higher-order simulation of non-Gaussian stochastic processes such as wind pressure, ocean waves and earthquake accelerations, which is an important research direction for high fidelity simulation of physical processes.
Introduction
Physical behavior of natural and synthetic complex heterogeneous materials has been a fundamental research topic in diverse disciplines of geophysics, material science, chemical physics, biomedical engineering, etc Sahimi, 2003; Milton, 2002) . Examples of research interests include transport, electromagnetic, and mechanical properties of cellular solids, colloids, tissue, bone, porous rocks, soils, and manufactured composites such as foamed solids and polymer blends. Modeling and design of complex materials across multiple length and time scales is currently becoming one of the most active engineering research topics thanks to recent advances in nanotechnology, multiscale modeling, and high-performance computers. There are basically two essential issues in modeling of stochastic morphology for complex heterogeneous materials:
1.
Characterization: appropriate translation of morphological information, generally perceivable by human vision, into a mathematically tractable model;
2.
Simulation: applicability of a morphological model, i.e. whether the model enables convenient Monte Carlo generation of samples with desired configurations.
A satisfactory morphological model should address both issues successfully, and in this work such a model, namely the Short-Range-Correlation (SRC) model, is established explicitly in the framework of Markov/Gibbs random field theory and is formally introduced into random media applications. Cross-disciplinary expertise involved in this study includes stochastic processes and random field theory, mathematical morphology, statistical mechanics, perception, computer vision, signal processes, texture analysis, statistical geology, pattern recognition, and optics (Li, 1995; Haralick and Shapiro, 1992; Torquato, 2001; Adler, 1992; Johnson, 1987; etc) .
Through development of the SRC model, several crucial conceptual ambiguities are clarified, and higher-order statistical simulation of random materials becomes computationally feasible. The SRC model takes advantage of a Metropolis spin-flip algorithm with the aim of minimizing the SRC energy (a descriptor of the error) of the simulated morphology. A similar approach was applied by (Yeong and Torquato, 1998) to morphological simulation, although that work differed from the current work in three ways. First, in this study morphologies are characterized through short-range correlation functions, instead of full-range ones, which captures essential morphological features and significantly improves computing efficiency. Second, the current algorithm allows more efficient sample generation, which is the direct result of using a spin-flip algorithm that allows the volume fraction to vary slightly from sample to sample. Such variations in volume fraction are realistic in light of the slight volume fraction variations that occur in many real materials. Third, the current SRC energy measure, or error measure, is based on the nth-order correlation functions. The advantage to measuring the morphological energy (error) in terms of the nth order correlation functions is that the importance of various order statistics can be identified directly from the results. By applying the morphological energy optimization to other quantities (such as lineal path functions), the connection to the nth-order statistics of the random process is not clear. In other words, the most important order of statistics can be identified for a given microstructure with a given application. In the numerical examples, second-and third-order statistical simulation is demonstrated for bi-phase random materials, which sheds light onto the relationship between nth-order correlation functions and morphological features. Based on the observations, further conjectures are made, particularly for future investigation of physical behavior of random media.
The basic premise of this work is that the morphology of a random microstructure can be described as a stochastic process that is completely defined by the multivariate distribution, or approximately characterized with partial statistical information such as a hierarchical order of statistical moments or correlation functions. Existing models on morphologies of random materials basically follow two directions: translation models and correlation models, which are described in the sections that follow.
Translation model
Even if the multivariate distribution of a stochastic process is fully known, no direct methods are available for simulating such a process in general. Among the few that can be simulated, most are directly tied to Gaussian multivariate distribution, and the rest either present formidable computational problems or are too restrictive to be of general interest (Johnson, 1987 ). The translation model, point-wise transforming a Gaussian random field into a non-Gaussian one, was first studied in Gaussian input nonlinear systems in the field of signal processing in 1950s, and was mathematically developed in the bivariate translation system (Mardia, 1970) . The model was applied to multivariate systems (e.g. Grigoriu 1984 ), porous media (Joshi, 1974; Quiblier, 1984; Adler, 1992; Giona and Adrover, 1996) , random materials (Cahn, 1965; Berk, 1991; Roberts and Teubner, 1995; Roberts and Knackstedt, 1996) , and generalized to level-cut filtered Poisson fields (Grigoriu, 2003) . The translation model has two limitations: the inflexible multivariate distribution structure, and the requirement of non-negative definiteness of the underlying Gaussian process, which limit the applicability of the model (e.g., Levitz, 1998; Kainourgiakis et al, 2000) . These restrictions have been further observed in (Xu, 2005) , where for general real-life random media morphologies the translation model does not often meet the requirement of non-negative definiteness. This presents a major challenge in applying translation models to random media; in fact, for many random media such models are inadequate to accurately represent the microstructural features such as shape or connectivity.
Correlation models
Making use of correlation functions to approximate a target multivariate distribution alleviates many of the limitations described above. With correlation models, a morphological characterization problem involving randomness is effectively converted into a numerical optimization problem. The relationship between nth-order statistics and random images was investigated early in vision research (Julesz, 1962) , and afterwards the second-order statistics, i.e., gray-level co-occurrence models, were extensively applied to texture analysis and image processing (Haralick and Shapiro, 1992 , and references therein). In random media research, correlation models and relevant simulation techniques were given attention only recently (Hazlett,1997; Yeong and Torquato, 1998) , and then were applied to simulation of particulate media (Talukdar, et al, 2002 ) and microstructures (Bochenek and Pyrz, 2004) .
With respect to the characterization issue, correlation models effectively translate morphological information into a hierarchical order of correlation functions. Meanwhile, estimation of correlation functions from a target configuration is also straightforward. In this regard however there accompany some interesting and challenging questions, i.e., how and which order of correlation functions connects with what characteristics of a specific morphology, and which is the lowest order of correlation functions that is sufficient for a certain level of engineering approximation, such as effective physical properties. These questions will be addressed with some conjectures in the numerical examples and conclusions of this paper. There is also a relevant uniqueness problem first posed as Julesz conjecture (Julesz, 1962; 1973) , i.e., whether the first two orders of statistics are adequate to visually determine a texture. Intricacy of this uniqueness problem is mainly due to ambiguous definition of texture and the conceptual confusion between ensemble statistical correlation functions and single sample deterministic correlation functions, as pointed out in (Chubb and Yellot, 2000) . In the field of material simulation, the same ambiguity could lead to unsuccessful applications of correlation models, as noted in (Rozman and Utz, 2002 ).
The simulation issue, i.e., how to realize a configuration sample based on given lower-order correlation functions, is an interesting inverse problem and a global optimization problem. For the case of multiphase materials, the problem more specifically becomes that of combinatorial optimization. It is worth noting that the optimization algorithm based on the full-range of the second-order correlation function from a single sample leads to deterministic image reconstruction, a problem intensively pursued in the field of optics (e.g. Fienup, 1982) , however they are of no interest for stochastic simulation and characterization of a random medium (e.g., Anguy, et al, 2003 ). Short-range correlation matching allows a morphology to vary randomly from sample to sample, by relaxing the requirement of a strict match between the correlation functions of the original sample and that of the simulated sample.
Short-Range-Correlation Model
The idea of short-range-correlation matching first appeared in texture synthesis (Gagalowicz and Ma, 1985) for the purpose of information reduction. A recent application of the idea is on random image simulation (Aubert and Jeulin, 2000) , where effectiveness of the method was not fully demonstrated due to utilization of incomplete windowed correlation functions. A crucial point of the SRC model is application of windowed correlation functions, assuming long-range independence of morphologies. Such an assumption is justified when considering the difference between the ensemble (or true) correlation function and the sample correlation function of a stochastic process. For instance, the ensemble covariance function (normalized second-order correlation function) will typically decay to zero as the lag vector becomes larger, while the sample covariance function may be significant even at long-range. These apparent long-range dependencies are not true correlation values, but they are the result of numerical error arising from a finite sample. By windowing the correlation, only the important values of the estimated correlation function are retained, providing a more appropriate basis for establishing the energy (or error) of a simulated sample morphology. This concept of short-range dependence is tied to that of correlation length in stochastic process theory, neighborhood systems in Markov random field theory, textural resolution in texture analysis (Gagalowicz and Ma, 1985) , local roving window in vision research (Tyler, 2004) , and stochastic representative volume element (SRVE) in random media study (Xu and Graham-Brady, 2005 ).
Markov and Gibbs Random Field Theory
To be consistent with the computer simulation scheme and the usual image processing modeling, the SRC morphological model in this study is built onto a twodimensional discrete lattice. Let
index a discrete set of sites for a morphological set X on a rectangular lattice
. In Markov random field theory, a neighborhood system N means only neighboring sites or so-called cliques have direct interactions on each other. The conditional probability of the value x i is therefore conditioned only on its neighborhood system N ⊆ S
where the subscript } { -i S indicates the full lattice excluding site i. The equivalence of Markov and Gibbs random field models, known as the Hammersley-Clifford theorem (Hammersley and Clifford, 1971) , makes statistical physics and spatial statistics closely linked. The set X becomes a Gibbs random field on S and has a Gibbs multivariate distribution
where the energy U(x) is defined as
N c is the number of order of statistics to be included in the energy. The nth-order potential V n (x) will be defined further in the next section. The "temperature" T in (2) is a parameter related to the desired configuration. For example, if
, X tends to be equally distributed, assigning a large number of morphological configurations approximately equal probabilities, and if 0 → T , X tends to concentrate at a specific value, assigning significant probability only to the global energy minimum. With given T and V n (x), we can generate a specific morphological pattern by sampling the configuration space X according to the distribution (2).
Note that in the current work the nth-order potential is equivalent to an error norm that measures differences between the nth-order statistics in the original morphology and the simulated morphology. Staying consistent with the nomenclature used in the field of image analysis (e.g., Li, 1995) , however, this error norm will be referred to as energy in the current work.
Short-Range-Correlation Energy
In order to develop an expression for the energy norm U(x), the n-point correlation function ) ,..., ( 1 n n r r S is used, which is defined as
In (4) n r r ,..., 1 denote the spatial coordinates of the points 1,…,n in the configuration x. For ergodic and homogeneous random fields up to the nth-order, as assumed in this study, n S can be estimated from a single configuration as
In (5), when the sites at which x is evaluated falls outside of the rectangular lattice
, either periodic conditions or other appropriate conditions can be applied. A closely related definition is the nth-order statistics ) , , , (
or n-gram statistics, which is also termed as gray-level co-occurrence in textural analysis. Obviously the information contained in the n-point correlation function is a subset of that of the nthorder statistics.
The characteristics of a Gibbs random field are specified by appropriate formulation of the nth-order potential V n (x), while noting that sometimes different potential functions could lead to the same Gibbs distribution. In the SRC model, we define the potentials as metric norm of a distance between two windowed correlation functions, such as a simulated one n S and a target n S . The first-order potential makes use of the first-order statistics, or the full histogram f, not simply the mean value. For multi-phase materials, x takes values from a finite set D of grey levels, e.g. for two-phase materials } ,
where D is the set of possible grey levels in the multi-phase material. The second and third orders of the potentials are given below and the rest follow the trend.
, N 2 indicates the pair set of the SRC window,N 3 indicates the triple set of SRC window, and α 1 , α 2 , α 3 are coefficients used to manipulate the contributions of each order of statistics to the total energy. For example, α 3 may be set to zero if only the first-and second-order statistics are to be matched in the simulated morphology.
taking pairs of morphological configurations into real numbers. In order to make use of the SRC energy in subsequent simulations it is important to establish first that it is truly a metric.
Theorem The short-range-correlation energy function
, as defined in (4) and (7), is a metric on the morphological set X.
Proof: By the definition of metric, there are four sufficient and necessary conditions
Conditions (i), (ii) and (iii) are directly obtained from (7), and condition (iv) is derived by using Minkowski's Inequality (Abramowitz and Stegun, 1972) .
is the p l space, and as seen in Section 3 we confine algorithms to the 2 l space that is convenient for numerical operations. Having established a metric for the SRC energy of a given morphology, an appropriate sampling process must be established for generating simulated morphologies.
Sampling Process
In Markov/Gibbs random field models, there are two well-established random sampling algorithms. The Metropolis sampler (Metropolis et al, 1953 ) uses a Monte Carlo procedure to generate a Markov chain of configurations, and acceptance of each configuration change is based on (2). The Gibbs sampler (Geman and Geman, 1984) generates the next configuration using conditional probability (1) instead of energy change. Both sampling algorithms have the Gibbs distribution as equilibrium, as illustrated from the perspective of the Bayesian paradigm of maximum a posteriori (MAP) estimation (Elfadel and Picard, 1994) . Based on an initial configuration ) 0 ( x , usually being white noise, the maximum problem is written as ) (
Since white noise x (0) can be generally treated as independent from the desired configuration, i.e.
then (9) becomes
Therefore, generation of a desired configuration corresponds to minimization of the energy U(x) in (2) with a fixed temperature T.
The Metropolis algorithm for finding the maximum probability in Eq. (10) x U using (3) and (7) (11)
Calculate the SRC energy ) ( ) (m x U using (3) and (7) (iii) Steps (iv) and (v) of (e) above allow the algorithm to escape from local minima in an attempt to reach the global minimum. When temperature is scheduled to cool down gradually to zero, the combined scheme is known as simulated annealing. This scheme requires significant computing time and is not necessary for the morphological simulations performed here. As mentioned earlier, the global minimum of the energy occurs when the morphology exactly matches the original morphology (i.e., deterministic reconstruction). Strict application of (11) with the full range of correlation functions would lead to such a deterministic reconstruction. For morphological simulation using the SRC model, the objective is to find many qualified local minima as desired configuration samples, and an absolute global minimum is unnecessary. In this work, we use shortrange correlation functions and a freezing temperature, which results in a simple and fast algorithm, which modifies the above step e) as e) Iteration step for m-th configuration
Calculate the SRC energy ) ( ) (m x U using (3) and (7) (iii) ) ( ) ( There are two important algorithmic issues remaining in sub-step (i) of (12) . The first issue is that of choosing from two possible branches in the Metropolis algorithm, spin-flip or spin-exchange. The spin-exchange approach, say in a two-phase medium, proceeds by exchanging two sites in different phases in each perturbation, which always keeps a fixed volume fraction. Alternatively, the spin-flip method flips the phase at a single site individually, allowing the volume fraction to vary from perturbation to perturbation. Spin-flip has been shown to be generally more efficient that spin-exchange in texture analysis (Copeland et al, 2001 ). Also, in real material samples the first-order marginal distribution or histogram in (6) is not deterministically constrained. Therefore spin-flip naturally fits the SRC model. The second issue pertains to the procedure to select spin-flip sites, i.e., random scanning, periodic scanning or raster scanning. In this study we choose random scanning that was demonstrated to be most effective in (Gagalowicz and Ma, 1985) .
The most computationally demanding part of the algorithm described in (11) and (12) is the calculation of the second-and third-order correlations that are used to calculate the SRC energy (sub-step (ii) of (12)). Because of this, the most efficient updating schemes for the second-and third-order SRC model are needed. The pair and triple correlation functions can be computed for a morphological configuration x, using the Fast Fourier Transform (e.g., Nikias and Petropulu, 1993) 
(13b) requires a significant amount of computing memory, and direct calculation of the triple correlation function is computationally feasible only for small window sizes. During spin-flip iterations an alternative updating scheme for fast computing of the SRC energy at sub-step (ii) of (12) 
, the ratio of computing efficiency can be as large as18157 .
The updating scheme for the third-order correlation function is given below 
times that required for the second-order model.
Numerical Simulation of Bi-phase Disordered Materials
For bi-phase disordered materials, specifically, the information of the n th -order correlation functions is equivalent to the n th -order statistics (Frisch, 1965) . The first two order statistics are therefore simply the volume fraction φ and the autocorrelation function S 2 . In this study, we choose volume fraction φ and the covariance function
as parameters for the second-order SRC metric function (following Eqs. (6) and (7))
Note in (16) and (17), 1 l and 2 l refer to coordinates, as shown in Fig 1. The size of the short-range window (2L 1 x2L 2 ) is a parameter that can be set in accordance with the target morphology. The effect of this window size will be discussed for specific examples later in this section. Results are complete using only half a window (2L 1 xL 2 in Eq. (17) above), due to the center-symmetry of covariance functions. 
We will see that formulation (18) produces improved simulation quality over the energy norm U 2 contained in (17), as will be demonstrated by the examples in section 3.2.
Six morphological patterns from P1 to P6 (Fig.2) indicated with corresponding resolution, are chosen as target configurations for numerical simulation. In the simulation process, periodic boundary conditions are prescribed. The criterion of iteration in step f) of (11) for the second-order SRC model is to run until there is no spin-flip allowed. For the computationally demanding third-order model, the iteration stops when the energy curve becomes close to flat, typically after five cycles of random scanning in our examples.
Effect of SRC window size
Pattern P2 shows a number of identical circles randomly distributed in a matrix, which corresponds to such random materials as fiber-reinforced composites. The lattice 128 128 for all the window sizes, in order to allow the volume fraction to deviate slightly from sample to sample. Resulting samples are shown in Figure 3 , which demonstrate that the volume fraction is close to the target value except for SRC window size L = 63.
In Fig.3 the best visual match (i.e., most circular shaped inclusions) appears when SRC window size L is 10, 15 or 20, which is approximately 2-3 times the correlation length of the target configuration (Fig. 4) . The interpretation is that too small a window size contains insufficient morphological information; while too large a window size beyond the correlation length would include inaccurate information that pollutes the numerical optimization. Figure 5 shows the results of a simulation based on P5, which gives an even more striking representation of the window size effect. For the results in Figure 5 , it appears that none of the samples from the second-order simulations are a very good match. The window size of L=10 comes the closest in matching the pattern. Similar to the results from P2, this is approximately 2 times the correlation length of the original sample. These results show that for both patterns, a window size of approximately 2-3 times the correlation length of the original sample is needed to obtain good quality samples. The results from pattern P5 show that for some microstructures second-order statistics are insufficient to represent key microstructural features. Therefore, extension to third-order statistics is addressed in the next section.
The third-order SRC model
Figures 6 and 7 show sample simulations based on Patterns P4 and P5, respectively, using the third-order SRC model (Eq. (18)). There is a window size effect similar to the second-order results in the third-order SRC model, as shown in Figs. 6 and 7 . In other words, window sizes close to 2~3 times the correlation length of the original configuration still remain the optimal selection. Generated samples of P1-P6 are shown in Fig. 8 in order to provide a comparison between the second-order and the third-order results. The results corresponding to P1 show that second-order statistics are sufficient to represent the microstructural features. For the case of P2, the structural feature of separate circles becomes clearer in the third-order simulation. More obviously for the case of P3, the circular shape and distinct sizes of the inclusions are effectively reconstructed from the third-order simulation, where the second-order simulation fails. For P4 and P5, the third-order samples become much more improved and visually closer to the respective targets. P6 shows improvement in the samples when using a third-order rather than a second-order simulation; however, even the third-order simulation is insufficient to reflect such quantities as connectivity and percolation. In this simulation process, except for P2 (128x128) where L=10, the window size for the other 5 (256x256) is chosen as L=15.
As observable in Fig. 8 , there is noise appearing in the third-order simulation samples. A denoising procedure is therefore developed by simply placing a third-order simulated sample as an initial configuration for a subsequent second-order simulation. The effectiveness of the procedure is illustrated with the denoised samples shown in Fig.  8 . To numerically interpret the procedure, the normalized energy E 2 and E 3 for samples before and after denoising are listed in Table 1 , where E 2 and E 3 are defined by 
It is observed from Table 1 that the noise is mostly due to the second-order energy E 2 , which can be obviated by minimizing E 2 with the compromise of a slight increase in E 3 .
The above examples reaffirm that there is morphological information that the second-order statistics miss and that can be retrieved from higher-order statistics. The simulation process for P5 is graphed in terms of normalized energy in Fig. 9 for the second-and third-order SRC model, respectively, showing that the results converge rapidly. The computing time of a Pentium 4 CPU for different sample sizes and SRC window sizes is listed in Table 2 . For a 256x256 image, the second-and third-order simulation would typically take about 30 seconds and 2 hours per cycle, respectively, for window size 10
. The magnitude of the time ratio is consistent with our estimate of operations in section 3.1. Clearly, the third-order simulations come at a computational cost that must be balanced with the microstructural features that must be retained in the simulations. 
Classification of morphologies based on the SRC model
Many model-based techniques have been developed for pattern recognition of morphologies in texture analysis and image processing. This section is to initiate a generic method based on the SRC model for classification of morphologies, following the observation of (Gagalowicz and Tournier-Lasserve, 1986 ) that second-order statistics can represent homogeneous textures like P1, but have difficulty modeling structured textures (e.g. P2~P6). From the simulation examples graphed in Fig. 8 , it is conjectured that the degree of structural complexity should be closely connected to a hierarchy order of statistics, i.e. the more complex the structural features are, the higher-order statistics that must be involved. For non-Gaussian translation processes, the first two orders of statistics are complete for representation (i.e., the process is completely defined by the probability density function and the 2-point correlation function). As a result, non-Gaussian translation morphologies are not successful at retaining highly structured features of the morphology, such as shapes (Xu, 2005) . Morphologies that are predominantly controlled by the second-order statistics, and could therefore be appropriately described as translation morphologies, are referred to as non-structured morphologies. P1 is a sample of such a morphology (Fig. 8) .
For those morphologies mostly controlled by second-order statistics but still having observable structural features, we categorize them as lowly structured morphologies. One example is P2 in Fig. 8 , where the second-and third-order simulation samples are similarly acceptable. For the cases of P3~P5 in Fig. 8 , the third-order simulation samples are generally acceptable for visual similarity, while second-order statistics are inadequate to capture important morphological information. This class is referred to as medium structured morphologies, and it is thought that most real-life morphologies belong to this class. The class of highly structured morphologies refers to those morphologies that require an order of statistical modeling beyond third-order. The example is P6 for which the third-order model has difficulty capturing connectivity and percolation (Pikaz and Averbuch, 1998) . Further statistical modeling efforts would be an important direction, since percolation and connectivity have wide applications in material and porous media fields, such as stochastic fibrous networks, membrane, porous rocks, etc.
Conclusions and discussion
In this study, a Short-Range-Correlation model is proposed in the framework of Markov and Gibbs random field theory to quantify random morphologies in metric space. A robust simulation procedure is established for morphologies of multi-phase random media by using the Metropolis spin-flip algorithm. Through development of the SRC model, several issues of conceptual clarification are emphasized below:
• Stochastic simulation vs. deterministic reconstruction. Stochastic simulation of random media using correlation models should be based on windowed correlation functions, i.e. focusing on spatially correlated information and assuming longrange independence. Utilization of full-range correlation functions would conceptually lead to deterministic reconstruction of the original morphology.
• Statistical correlation functions vs. sample (deterministic) correlation functions.
A uniqueness relationship exists between an image and its deterministic correlation functions. This issue is related to the first issue; in order to simulate samples that are close in the SRC metric space, the deterministic correlation functions describing the target configuration should be free to vary at long range .
• n th -order statistics vs. n th -order correlation function. The latter is a subset of the former. Two-phase random media are a specific case where the two become equivalent;
• Spin-flip vs. spin-exchange. The Metropolis spin-flip algorithm greatly improves simulation efficiency by relaxing the first-order statistics. In other words, the volume fraction is not a rigidly fixed quantity, which might better reflect the nature of variability observed from one material morphology to the next.
From the simulation examples, we have the following observations:
• Morphological configurations close to each other in lower-order metric space tend to be visually similar, and the degree of similarity depends on the level of structural complexity in a morphological pattern; • 2 nd -order statistics give a global pattern, and are sufficient for un-structured and perhaps lowly structured morphologies (e.g., P1, P2), but miss local structural features of structured morphologies that are important for many physical properties;
• 3 rd -order statistics retrieve most local structural features and provide visual similarity for a large class of morphological patterns (e.g., P3, P4, P5); • For highly structured morphologies (e.g., P6), higher-order correlations than the third-order correlation function become necessary to capture connectivity and percolation properties; • An interesting finding is that the SRC model can effectively simulate non-uniform patterns of inclusions such as P4 that has circles with two different diameters.
Based on the observations, we make following conjectures concerning those intriguing morphological questions posed in various research fields (e.g., Torquato, properties? Lower-order statistics are insufficient to model highly structured morphologies that have small volume fractions and percolation properties. The example is P6 where the third-order simulation sample still lacks the appropriate connectivity properties.
As research interests of random media focus on physical properties, future work in the SRC modeling would continue in this direction by covering the following topics:
• Find a method to determining the optimal SRC window size for different types of morphologies; • Optimize the third-order energy formulation of (15) We also note that third-and higher-order statistical simulation of stochastic processes is an important direction. Simulation of non-Gaussian processes is generally limited to first two orders of statistics (e.g., Yamazaki and Shinozuka, 1988; Johnson, 1993; Cai and Lin, 1996; Gurley et al, 1996; Grigoriu, 1998; Deodatis and Micaletti, 2001) . It is expected the SRC model introduced in this study can be extended to simulation of general stochastic processes. 
