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Abstract
We show that many conjectures and theorems about graphs could be proved if one could
show that they are true apart from some “errors”, provided that the number of these errors
grows asymptotically slower than the order of these graphs. c© 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction and basic notation
In this paper, we study a property that can be illustrated by the following assertion:
the four-color theorem is equivalent to the statement that there are in=nitely many val-
ues of n such that, for every planar graph G with n vertices, all but o(n) of the vertices
of G can be properly colored with 4 colors. A similar property holds for Thomassen’s
conjecture that 4-connected line graphs are hamiltonian, Fleischner’s conjecture that
every cyclically 4-edge-connected cubic graph has either an edge 3-coloring or a dom-
inating cycle, the 5- and 3-"ow conjectures of Tutte and the circular "ow conjecture of
Jaeger. Furthermore, it would suAce to verify the last two conjectures for hamiltonian
graphs.
We deal with =nite unoriented graphs. A family G of graphs is said to have quan-
titative characteristic c if the order of any graph of G is a multiple of c and, for all
n larger than some n0, there is at least one graph from G of order cn. Suppose  is a
real-valued function on G and {bn} is a sequence of real numbers such that bn¿(G)
for every G ∈G of order cn. Then {bn} is a bound of  on G. Furthermore, this bound
is zero (resp. frequently strongly sublinear) if bn=0 for every n (resp. bn¿0 for
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every n and lim infn→∞ bn=n=0). We say that the pair (G; ) has the sublinear defect
property (in abbreviation SDP) if existence of a frequently strongly sublinear bound
of  on G implies that  has the zero bound on G.
Let G′ be a family of graphs with quantitative characteristic c′ and ′ be a real-
valued function on G′. Suppose that ′ has the zero bound on G′ iJ  has the zero
bound on G. Then the pairs (G′; ′) and (G; ) are called zero bound equivalent (in
abbreviation ZBE).
Proposition 1. If there are positive integers r; s; n0 such that for every n¿n0 there
exists Gn ∈G of order cn satisfying (Gn)¿(n−s)=r; then  has no frequently strongly
sublinear bound on G.
Proof. Suppose that {bn} is a bound of  on G. Then we have lim infn→∞ bn=n¿
lim infn→∞ (Gn)=n¿ limn→∞ (n− s)=(rn)= 1=r¿0.
Proposition 2. Let G be a family of graphs; G′⊆G and both have the same quantita-
tive characteristic. Suppose that there is a positive constant p such that ′(G)6p(G)
for every G ∈G; and the existence of a frequently strongly sublinear bound of ′ on G′
implies that  has the zero bound on G. Then the pairs (G; ); (G; ′); (G′; ); (G′; ′)
have the SDP and are pairwise ZBE.
Proof. If  or ′ has a frequently strongly sublinear bound on G or G′, then (since
G′⊆G and ′(G)6p(G) for every G ∈G) ′ has a frequently strongly sublinear
bound on G′, whence by the assumptions,  has the zero bound on G. Then, clearly,
 and ′ have the zero bounds on G and G′. The same conclusion we get if  or ′
has the zero bound on G or G′, because every zero bound is also frequently strongly
sublinear. This implies the statement.
Finally note that if (G; ) has the sublinear defect property and there exists a graph
G from G with (G)¿0, then there exist in=nitely many such graphs.
2. Paths and cycles
An edge cut of a graph is called cyclic if after deleting its edges we get at least two
components having cycles. A graph is called cyclically k-edge-connected if it does not
have a cyclic edge cut of cardinality smaller than k. A subgraph H of a graph G is
called dominating if G − V (H) does not have an edge.
Fleischner [7,8] conjectured that every cyclically 4-edge-connected cubic graph has
either an edge-3-coloring or a dominating cycle. Ash and Jackson [2] proposed a
seemingly stronger conjecture, that every cyclically 4-edge-connected cubic graph has
a dominating cycle. In [21] we have shown that these two conjectures are equivalent.
By Fleischner and Jackson [10], the conjecture of Ash and Jackson is equivalent to
Thomassen’s conjecture [27,28], that every 4-connected line graph is hamiltonian. By
RyjNaOcek [24], the latter conjecture is equivalent to the conjecture of Matthews and
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Sumner [23], that every 4-connected claw-free graph is hamiltonian (a graph is claw-
free if it does not contain K1;3 as an induced subgraph).
Denote by G3; k the family of cyclically k-edge-connected cubic graphs and by S3; k
the family of such graphs without edge-3-colorings (for k¿5 we get so-called snarks,
see, e.g., [17,18,20]). G3;4 and S3;4 have quantitative characteristics 2, as follows,
for example, from constructions presented in [17,18,20]. Let C4 (resp. L4) denote
the family of 4-connected claw free (resp. 4-connected line) graphs. C4 and L4 have
quantitative characteristics 1.
Let 1(G) (resp. 1(G)) denote the smallest n such that the vertices of G can be
covered by n + 1 vertex-disjoint cycles (resp. paths) and 2(G) (resp. 2(G)) denote
the smallest n such that G has a dominating subgraph consisting of n+1 vertex-disjoint
cycles (resp. paths). An isolated vertex is considered to be a cycle (resp. path) of length
0. Clearly S3;4⊆G3;4, L4⊆C4 and for every graph G, 1(G)61(G), 2(G)62(G).
The conjectures of Fleischner, Ash and Jackson, Thomassen and Matthews and Sumner
are equivalent to the statements that 2, 2, 1 and 1 have the zero bounds on S3;4,
G3;4, L4 and C4, respectively. By [10,21,24], the pairs (G3;4; 2), (S3;4; 2), (C4; 1)
and (L4; 1) are pairwise ZBE.
Let L(G) denote the line graph of a graph G.
Lemma 3. 1(L(G))¿2(G) for every cubic graph G.
Proof. Take m vertex-disjoint paths P1; : : : ; Pm covering L(G) such that m is the smallest
possible. Let Pi begin (end) in vertex ui(vi), and u′i(v
′
i) be a vertex from G incident
with the edge corresponding to ui(vi), i=1; : : : ; m. Add to G a new vertex v and 2m
(possibly parallel) edges (v; u′i); (v; v
′
i), i=1; : : : ; m, obtaining a graph G
′. The paths
P1; : : : ; Pm can be extended to a hamiltonian cycle in L(G′), therefore, by Harary and
Nash-Williams [11, Proposition 8], G′ has an eulerian dominating subgraph H ′. Then
H =H ′ − v is a dominating subgraph of G (because G − V (H) and G′ − V (H ′) is
the same graph). Let mj be the number of the vertices of degree j in H (j=1; 2; 3)
and m0 be the number of the components of H which are cycles (isolated vertices
are considered to be cycles). Every component of H equal to a cycle has at least one
vertex joined with v by at least two edges from H ′ and every vertex of degree 1 or
3 in H is joined with v by at least one edge from H ′. Thus 2m0 + m1 + m362m.
Deleting from H at most m3 edges adjacent with the vertices of degree 3 and at most
m0 edges from the cycles of H we get a dominating subgraph of G consisting of at
most m vertex-disjoint paths, whence 1(L(G))¿2(G).
Theorem 4. Pairs (G3;4; 2); (G3;4; 2); (S3;4; 2); (S3;4; 2); (C4; 1); (C4; 1); (L4; 1);
(L4; 1) have the sublinear defect properties and are pairwise zero bound
equivalent.
Proof. Suppose that there exists G ∈G3;4 without a dominating cycle. Let e=(u; v)
be an edge in G and u′; u′′ (resp. v′; v′′) be the vertices neighboring u (resp. v) and
not incident with e. Delete from G the vertices u and v together with the incident
edges getting a graph F with exactly four vertices of degree two, namely u′; u′′; v′; v′′.
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Similarly, delete two neighboring vertices from an arbitrary graph G′ from G3;4 ob-
taining a graph F ′ with exactly four vertices of degree two, namely w′; w′′; z′; z′′. Take
the graph H from Fig. 1, F ′ and, for i=1; : : : ; 6n, a copy Fi of F where u′i ; u
′′
i ; v
′
i ; v
′′
i
denote the copies of u′; u′′; v′; v′′, respectively. Join the vertices of degree two by new
edges (v′6n; w
′), (v′′6n; w
′′), (z′; x′), (z′′; x′′), (y′; u′1), (y
′′; u′′1 ), and (v
′
i ; u
′
i+1), (v
′′
i ; u
′′
i+1),
for i=1; : : : ; 6n − 1. We get a graph F ′′ indicated in Fig. 2. F ′′ ∈G3;4 and con-
tains H as an induced subgraph, thus, by Kochol [21, Lemma 2], F ′′ ∈S3;4. Since
G does not have a dominating cycle, every dominating subgraph H ′ of F consisting
of vertex-disjoint paths either has a vertex Rv = u′; u′′; v′; v′′ of degree 1, or no compo-
nent of H ′ is a path with one end from {u′; u′′} and the second end from {v′; v′′}.
Thus, if H ′′ is a dominating subgraph of F ′′ consisting of m vertex-disjoint paths,
then for every i=1; 4; 7; : : : ; 6n − 2, the three graphs Fi; Fi+1; Fi+2 contain at least one
vertex Rv of H ′′ of degree 1. Therefore m¿n and 1(F ′′)¿n − 1. But F ′ can have
any even order greater than a constant. Thus there are integers r; s; n0 such that for
every n¿n0 there is Gn ∈S3;4 of order 2n satisfying 1(Gn)¿(n− s)=r. By Lemma 3,
1(L(Gn))¿(n−s)=r. Let G′n (resp. G′′n ) be a graph arising from Gn after contracting one
edge (resp. two edges having no vertex in common) to one vertex (resp. two vertices)
of degree 4. We can check that 1(L(G′′n ))+ 2¿1(L(Gn)), 1(L(G
′
n))+ 1¿1(L(Gn))
and that L(Gn); L(G′n); L(G
′
n) are 4-connected line graphs of orders 3n; 3n − 1; 3n − 2,
respectively. Therefore, for every k¿3n0 − 2, we have Hk ∈L4 of order k such that
1(Hk) + 2¿(k=3 − s)=r.
By Proposition 1, we have proved that if 2 has no zero bound on G3;4, then
2(1) has no frequently strongly sublinear bound on S3;4(L4). By [10] and [24],
2 has no zero bound on G3;4 iJ 1 has no zero bound on C4. Thus the statement
holds by Proposition 2 and the facts that S3;4⊆G3;4, L4⊆C4 and for every graph G,
1(G)61(G), 2(G)62(G).
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Similar results can be obtained for the conjecture of Jaeger (see [10, Conjecture 2]),
that every G ∈G3;4 has a cycle C such that G − V (C) does not have a cycle.
Barnette’s conjecture [3] is that every bipartite 3-connected cubic planar graph
is hamiltonian. By Kelmans [16], it suAces to verify this conjecture for cyclically
4-edge-connected planar graphs. Let B denote the family of bipartite 3-connected cu-
bic planar graphs and B′ denote the family of bipartite cyclically 4-edge-connected
cubic planar graphs. They have quantitative characteristics 2. In a similar way to
Theorem 4 we can prove that the pairs (B; 1); (B′; 1); (B; 1); (B′; 1) have the SDP
and are pairwise ZBE (see also [25]).
A well-known Theorem of Tutte [30] says that every 4-connected planar graph is
hamiltonian. Let P4 denote the family of 4-connected planar graphs. It has quanti-
tative characteristic 1. Modifying the proof of Theorem 4 we can easily show that
(P4; 1); (P4; 1) have the SDP and are ZBE.
Finally note that a phenomenon similar to the sublinear defect property was studied
for hamiltonicity of 2-tough graphs in [4] (see also [6]).
3. Nowhere-zero and circular !ows
We recall some notation from [20]. Suppose that G is a graph. Each edge e of
G determines two opposite arcs arising from it after endowing e with two distinct
orientations. All arcs obtained in this way are called arcs of G and the set of them
is called the arc set of G and denoted by D(G), i.e., |D(G)|=2|E(G)|, where E(G)
denotes the edge set of G. If x is an arc of G, then we denote by x−1 the opposite
arc arising from the same edge. Clearly, (x−1)−1 = x for any arc x of G. Let !+(v)
denote the set of the arcs directed from v to V (G)\{v}.
By a multi-terminal network, or simply a network, we mean a pair (G;U ) where G
is a graph and U ⊆V (G). The vertices from U and V (G)−U are called outer and in-
ner vertices of (G;U ), respectively. Let A be an additive Abelian group. An A-chain in
(G;U ) is a mapping ’ :D(G)→A such that ’(x−1)=−’(x) for any x∈D(G). Given
an A-chain ’ we de=ne its boundary @’ :V (G)→A as @’(v)= ∑x∈!+(v) ’(x). An
A-chain in (G;U ) is an A-;ow if @’(v)= 0 for every inner vertex v of (G;U ). Fur-
thermore, ’ is nowhere-zero if ’(x) =0 for every x∈D(G). In [19,20] was proved
the following.
Lemma 5. If ’ is an A-;ow in a network (G;U ); then
∑
v∈U @’(v)= 0.
A (nowhere-zero) Z-"ow ’ in (G;U ) is called a (nowhere-zero) k-;ow if |’(x)|¡k
for every x∈D(G). If a network has a nowhere-zero k-"ow, then it has a nowhere-
zero (k+1)-"ow. In [20, Theorem 2.5] we have generalized the equivalence results of
Tutte [31] and proved that (G;U ) has a nowhere-zero k-"ow iJ (G;U ) has a nowhere-
zero A-"ow for any additive Abelian group A of order k. A (nowhere-zero) A-;ow
or k-;ow in a graph G is a (nowhere-zero) A-"ow or k-"ow, respectively, in the
network (G; ∅). By Tutte [29], a planar graph has a vertex-k-coloring iJ its dual has a
nowhere-zero k-"ow.
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By the k-reluctance of a network (G;U ); )k(G;U ), we mean the smallest integer
n for which there exists an n-element subset W of V (G) such that the network
(G;U ∪W ) has a nowhere-zero k-"ow. This parameter was introduced in [20]. By
the k-overlap of a network (G;U ); +k(G;U ), we mean the smallest integer n such that
there exists a Z-"ow ’ in (G;U ) with exactly 2n arcs satisfying |’(x)| =1; : : : ; k − 1.
Clearly, a network (G;U ) has a nowhere-zero k-"ow iJ )k(G;U )= +k(G;U )= 0.
Lemma 6. )k(G;U )62+k(G;U ) for each network (G;U ) and k¿2.
Proof. Take a nowhere-zero Z-"ow ’ in (G;U ) with 2n=2+k(G;U ) arcs satisfying
|’(x)| =1; : : : ; k − 1. Denote the set of these arcs by D′ and the set of the vertices
incident to the arcs from D′ by W . Then |D′|=2n and |W |62n. Changing the values
of the arcs from D′ to 1 or −1 we get a nowhere-zero k-"ow in (G;U ∪W ). Thus
)k(G;U )6|W |62n=2+k(G;U ).
It is well-known that a graph with a bridge does not have a nowhere-zero k-"ow
for any k¿2 (see [14]). On the other hand, the 5-"ow conjecture of Tutte [29] is
that every bridgeless graph has a nowhere-zero 5-"ow. (By Seymour [26], every such
graph admits a nowhere-zero 6-"ow.) It is known that it would suAce to verify this
conjecture for cubic graphs (see cf. [14]). Note that G3;2 and G3;5 denote the families
of bridgeless (i.e., cyclically 2-edge-connected) cubic graphs and cyclically 5-edge-
connected cubic graphs, respectively. G3;2 and G3;5 have quantitative characteristics 2.
The 5-"ow conjecture is that )5(+5) has the zero bound on G3;2.
Theorem 7. Pairs (G3;2; )5); (G3;5; )5); (G3;2; +5); (G3;5; +5) have the sublinear defect
properties and are pairwise zero bound equivalent.
Proof. By [20, Theorem 11.1] and Proposition 1, if )5 has no zero bound on G3;2, then
)5 has no frequently strongly sublinear bound on G3;5. Clearly, )5 has no zero bound
on G3;2 iJ +5 has no zero bound on G3;2. Thus the statement holds by Proposition 2
and Lemma 6.
The four-color theorem (proved by Appel and Haken [1]) is equivalent to the state-
ment that every bridgeless planar cubic graph has a nowhere-zero 4-"ow (see, e.g.,
[14]). Let P3;2 be the family of bridgeless cubic planar graphs and P3;5 be its subfam-
ily containing 5-edge-connected graphs such that deleting edges of a cyclic 5-edge-cut
gives at least one component equal to a 5-cycle. P3;2 and P3;5 have quantitative char-
acteristics 2. By [20, Remark 12.1] and Proposition 1, if )4 has no zero bound on P3;2,
then )4 has no frequently strongly sublinear bound on P3;4. Thus, by Proposition 2
and Lemma 6, (P3;2; )4); (P3;5; )4); (P3;2; +4); (P3;5; +4) have the SDP and are pairwise
ZBE (see [5] for similar results). This also implies the assertion from the beginning
of the paper.
If G is a graph and X ⊆D(G), then denote X−1 = {x−1; x∈X }. A set X ⊆D(G) is
called an orientation of G if X ∪X−1 =D(G) and X ∩X−1 = ∅. An orientation X of G
is called a modular h-orientation of a network (G;U ) if |!+(v)∩X | ≡ |!+(v)∩X−1|
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mod h for every inner vertex v of (G;U ). By [13,32], a graph G (i.e., the network
(G; ∅)) has a modular 2t-orientation iJ every vertex of G has even valency. Thus we
consider only modular (2t + 1)-orientations here. By a circular k-;ow ’ in (G;U )
we mean a Zk -"ow in (G;U ) such that ’(x)∈{±1} for every x∈D(G). These two
notions have been introduced by Jaeger [13] for graphs.
Theorem 8. Let (G;U ) be a network and t be a positive integer. Then the following
statements are pairwise equivalent.
(1) (G;U ) has a modular (2t + 1)-orientation.
(2) (G;U ) has a circular (2t + 1)-;ow.
(3) (G;U ) has a Z-;ow ’ such that ’(x)∈{±t;±(t + 1)} for every x∈D(G).
Proof. We can check that (1) (resp. (2), (3)) holds iJ there exists a graph G′ arising
from G after adding a new vertex v0 and joining every u∈U with v0 by a suitable
number of parallel edges so that (G′; ∅) satis=es (1) (resp. (2), (3)). Thus the statement
holds by Jaeger [13], who proved the theorem for U = ∅ (see also [32]).
A circular "ow conjecture of Jaeger [13] is that every 4t-edge-connected graph has
a circular (2t + 1)-"ow. For t=1 this is equivalent to the 3-"ow conjecture of Tutte,
that every 4-edge-connected graph has a nowhere-zero 3-"ow (note that this conjecture
was originally formulated in an equivalent form for graphs without 1- or 3-edge cuts,
see, e.g., [14]). For t=2, the circular "ow conjecture generalizes the 5-"ow conjecture
(see [13]).
If (G;U ) is a network, then R)2t+1(G;U ) denotes the smallest integer n for which
there exists an n-element subset W of V (G) such that the network (G;U ∪W ) has a
circular (2t+1)-"ow. By R+2t+1(G;U ) (resp. +˜2t+1(G;U )) we mean the smallest integer
n such that there exists a Z2t+1-"ow (resp. Z-"ow) ’ in (G;U ) with exactly 2n arcs
x satisfying ’(x) =∈{±1} (resp. ’(x) =∈{±t;±(t + 1)}).
Lemma 9. R)2t+1(G;U )62 R+2t+1(G;U )= 2+˜2t+1(G;U ) for every network (G;U ) and
t¿1.
Proof. Let R+2t+1(G;U )= n and ’ be a Z2t+1-"ow in (G;U ) with exactly 2n arcs
x satisfying ’(x) =∈{±1}. Denote the set of the edges associated with these arcs by
E′. Then |E′|= n. Each edge of e from E′ can be replaced by a suitable number of
parallel edges so that we get a graph G′ where (G′; U ) has a circular (2t + 1)-"ow.
Then +˜2t+1(G′; U )= 0 and +˜2t+1(G;U )6n. Similarly R+2t+1(G;U )6+˜2t+1(G;U ). If W
is the set of the endpoints of the edges from E′, then |W |62n and ’ can be changed
to a circular (2t + 1)-"ow in (G;U ∪W ), whence R)2t+1(G;U )62n.
Let Ek denote the family of k-edge-connected graphs and Hl; k denote the family of
l-regular k-connected hamiltonian simple graphs, where k¿4 and l=2k=2+ 1 (l is
the smallest odd number ¿k). Then Ek and Hl; k have quantitative characteristics 1
and 2, respectively, and Hl; k ⊆Ek .
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Theorem 10. Let k¿4 and l=2k=2 + 1. Then (Ek ; R)2t+1); (Hl; k ; R)2t+1); (Ek ; R+2t+1);
(Hl; k ; R+2t+1); (Ek ; +˜2t+1); (Hl; k ; +˜2t+1) have the sublinear defect properties and are pair-
wise zero bound equivalent.
Proof. Let k ′= k=2. Then l=2k ′ + 1. Let Gl;m, m¿l, be the graph arising from a
copy of K1; m with the vertex w of valency m and vertices v1; : : : ; vm of valency 1 after
joining each couple of vertices vi; vj satisfying i − j≡ ± 1; : : : ;±k ′modm by a new
edge. Deleting the edges (w; v1) and (w; vk′+1) from Gl; l+1 and adding a new edge
(v1; vk′+1) we get Gl; l−1. For every m¿k, we have a k-connected simple graph Gl;m
with one vertex w of valency m and the rest of the vertices having valency l.
Let G be a graph from Ek satisfying R)2t+1(G)¿0. By Jaeger [12] (see also [32,
Proposition 3.4.3] and [9, Corollary VIII.48.a]), G has a spanning eulerian subgraph,
i. e., a trail T covering all vertices of G. Take a vertex v from G of valency m¿k
and replace it by a copy of Gl;m as follows: delete v from G and w from Gl;m and
join their neighbors by new m edges obtaining a graph Gv; furthermore, the new
edges can be joined so that the trail T is extended to an eulerian trail Tv in Gv go-
ing through each vertex of the copy of Gl;m exactly once. Repeating this process for
every vertex v of G we get a graph G′ which is l-regular, k-connected and the trail
T is transformed to a hamiltonian cycle in G′, i.e., G′ ∈Hl; k . By Lemma 5, if Gv
has a circular (2t + 1)-"ow, then it indicates such a "ow in G. Thus R)2t+1(G
′)¿0,
and we have proved that R)2t+1 has no zero bound on Ek iJ R)2t+1 has no zero bound
on Hl; k .
Let Hl;p, l6p, be the bipartite graph with partitions {u1; : : : ; up} and {w1; : : : ; wp}
such that ui; wj are joined iJ i−j≡ 0; : : : ; l−1modp. Clearly Hl;p is fromHl; k . We can
replace the vertices w1; : : : ; wh by h copies G′1; : : : ; G
′
h of G
′ so that the resulting graph
G′′ is from Hl; k . Take W ⊆V (G′′) satisfying R)2t+1(G′′; W )= 0. Then W ∩V (G′i) = ∅
(i=1; : : : ; h), otherwise R)2t+1(G
′
i)= 0 by Lemma 5. Hence R)2t+1(G
′′)¿h. Thus
if R)2t+1 has no zero bound on Ek , then R)2t+1 has no frequently strongly sublinear
bound on Hl; k . Similarly we can show that if R)2t+1 has no zero bound on Ek , then
R)2t+1 has no frequently strongly sublinear bound on Ek . Since R)2t+1 has no zero bound
on Ek iJ R+2t+1 has no zero bound on Hl; k , the statement holds by Proposition 2
and Lemma 9.
The weak 3-"ow conjecture introduced by Jaeger [14] is that there exists k¿4 such
that every k-edge-connected graph has a nowhere-zero 3-"ow. Note that in [22] is
proved that the 3-"ow conjecture is equivalent with the statement that every 5-edge-
connected graph has a nowhere-zero 3-"ow. It is easy to check that R)3(G;U )= )3
(G;U ). Thus Proposition 2, Theorem 10 and Lemma 6 imply the following
statement.
Corollary 11. Let k¿4 and l=2k=2+1. Then (Ek ; )3); (Hl; k ; )3); (Ek ; +3); (Hl; k ; +3)
have the SDP and are pairwise ZBE.
We mentioned either very famous open problems or theorems which belong to the
most diAcult in graph theory. But we believe that also some other problems can be
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expressed in language of parameters with the sublinear defect property. Now it is
not possible to predict whether our techniques will lead to a direct proof of some of
the problems we dealt with. But this paper certainly shows that all these problems
are equivalent with seemingly weaker statements. It would be very interesting if the
sublinear defect property allows to use probabilistic methods for these problems.
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