Introduction
Let S = NA be a Damek-Ricci space, i.e., the semidirect product of a (connected and simply connected) nilpotent Lie group N of Heisenberg type [18] and the one-dimensional Lie group A ∼ = R + acting on N by anisotropic dilations. When S is equipped with a suitable left-invariant Riemannian metric γ S , S becomes a (noncompact, simply connected) homogeneous harmonic Riemannian space [8, 9] . Conversely, every such space is a Damek- Ricci space if we exclude R n and the "degenerate" case of real hyperbolic spaces (see [13, Corollary 1.2] ). We refer to [23] for a nice introduction to the geometry and harmonic analysis on Damek-Ricci spaces.
We use the ball model B of S, namely we identify S with the unit ball B in the Lie algebra s via the Cayley transform C [5] :
Here s = n ⊕ a = v ⊕ z ⊕ a, where z is the center of n and v its orthogonal complement in n. We let p = dim v, q = dim z, Q = p/2 + q, and let S p+q be the unit sphere in s
Let f ∈ C ∞ 0 (B). The Helgason Fourier transform of f is defined by
where Q λ (b, ω) is the normalized Poisson kernel with parameter λ on B (see [3, 4] , and Section 2). The inversion formula is [ In the symmetric case, the biradial eigenfunctions of the Laplacian on B of a given K-type δ determine the radial dependence of the K-finite eigenfunctions of type δ [15, Lemma 4.2] . The reason is that these eigenfunctions separate in geodesic polar coordinates, with angular part given by suitable matrix coefficients of δ. Since the angular Laplacian has the same eigenvalue as in the biradial case, all K-finite eigenfunctions of type δ must have the same radial part. One can then prove the full Paley-Wiener theorem by an easy adaptation of the biradial proof.
It is not clear if a similar behaviour holds in general. The main question is whether or not the spectrum of the operator L S(r) (without counting multiplicities, i.e., the set of distinct eigenvalues) always coincides with its biradial part (i.e., the eigenvalues of L S(r) acting on biradial functions, given by formula (2.12) below). A claim in this sense was made in [24, 25] for the case in which there are both symmetric and non-symmetric Damek-Ricci spaces with the same q and p (namely q = 3 and p = 4n 8). The claim is that the geodesic spheres of the same radius r are isospectral within each finite family with p fixed, i.e., the associated Laplacians have the same eigenvalues and the same multiplicities. However, the opposite claim appeared in [2] , where it was proved that the spectrum of geodesic spheres determines the local symmetry of a harmonic space. The problem in the non-symmetric case is that there is no group K acting transitively by isometries on the geodesic spheres. This makes it more difficult to construct non-biradial eigenfunctions of L S(r) as it requires the explicit form of the full angular Laplacian, which is not yet available.
The outline of this paper is as follows. In Section 2 we review some results in [4] about non radial eigenfunctions of the Laplace-Beltrami operator on B. We give a different proof of the formula for the biradial part of the angular Laplacian. We also prove the Poisson integral representation of biradial eigenfunctions using the Radon transform and the method of "descent" to complex hyperbolic spaces, already employed in [10, 21] in the radial case. In Section 3 we write down the Fourier transform and prove the biradial case of the theorem.
Biradial eigenfunctions on B

The Cayley transform and the biradial Laplacian
We denote by ·,· and | · | the fixed inner product and associated norm on s, and by (V, Z, t) ∈ s the element exp(V + Z) exp(tH) of S, where V ∈ v, Z ∈ z, t ∈ R, and H ∈ a is a unit vector. For each Z ∈ z we have the linear map
The Cayley transform is defined by
where
with inverse
where R = |V | 2 + |Z | 2 + t 2 (see [23, (18) , (19) , sect. 4.4]).
We also have a generalized stereographic projection
obtained by letting a t = e t = 0, i.e., t = −∞, in (2.1): 
(see [23, section 4.6] where vol(S n ) = 2π (n+1)/2 /Γ ((n + 1)/2). Let M be the group of orthogonal automorphisms of NA, namely the automorphisms of S that preserve the inner product on the Lie algebra s. By conjugating with the Cayley map C, we obtain a group of transformations of B that we still denote by M . It is easy to check that this action of M on B is just the action of
, where M is trivial on a and leaves v and z invariant. It is known that M acts transitively on the unit sphere S q−1 in z (see [5, Remark 6.3] ). However, M may or may not be transitive on the unit sphere S p−1 in v, depending on the Heisenberg-type group N [7, 22] .
Let f be a biradial function on B, i.e., f depends only on |V |, |Z | and t . Then f is M -invariant, but the converse is not necessarily true. We denote by C ∞ 0 (B) the subspace of biradial functions in C ∞ 0 (B). In geodesic polar coordinates we write f (b) = f (r, ω). For each r > 0, the function ω = (V , Z , t ) → f (r, ω) is biradial on S p+q , i.e., it depends only on |Z | and t . We introduce polar coordinates (ρ, φ) by
and let D + be the upper-half unit disk defined by 0 ρ 1 and 0 φ π. Any ω ∈ S p+q can then be written in the form
We write ω = (ρ, φ, ω 1 , ω 2 ) and refer to this as a system of bispherical coordinates on S p+q . The choices of ω 1 , ω 2 and φ are unique except when V = 0, or Z = 0, or (Z , t ) = (0, 0).
For f biradial, we write f = f (r, ρ, φ). The Laplace-Beltrami operator on B in geodesic polar coordinates reads
where L rad is the radial part, given by 
where D 1 and D 2 are the differential operators
Proof. This was proved in [4 
Now let f be a biradial function on NA, i.e., f depends only on |V |, |Z|, and t. Let us write f = f (|V |, |Z|, t). The biradial part of L, i.e., the part involving only derivatives with respect to |V |, |Z|, t, is easily computed to be [9] 
By taking the norms in (2.1) and (2.2), we obtain the relationship between |V |, |Z|, t
It is clear from these formulas that the function f is biradial on S if and only if the function
We can then rewrite ∂ |V | , ∂ |Z| and ∂ t in terms of ∂ |V | , ∂ |Z | and ∂ t , by disregarding the "angular" derivatives with respect to ω 1 ∈ S p−1 and
and compute the biradial partL of the Laplace-Beltrami operator on B in terms of ∂ R , ∂ ρ and ∂ φ . The result of a very long calculation is
where D 1 and D 2 are given by (2.7). The first line is precisely L rad in (2.5) since R = th( r 2 ), so the result follows. 2 Remark 1. In the symmetric case, i.e., when S is a rank-1 symmetric space G/K, we have the "polar coordinate" decomposition of the Laplace-Beltrami operator on G/K given in [15, Theorem 3.1] (for arbitrary rank). Formulas (2.4) through (2.7) can be obtained from this result by specializing to rank one, using the identity a sh 
Separation of variables
For α > β > −1/2 and k, l ∈ Z, k l 0, define (cf. [20, (8 
. . , k} is an orthogonal system on D + with respect to the measure
The L 2 -norm squared
is computed to be (π
, where (cf. [20, (8.4) ], with a factor of 2 corrected)
and
For a function χ on S p+q depending only on ρ, φ we have (writing χ(ω) = χ(ρ, φ))
we can rewrite the orthogonality relations for the system {χ k,l } as 12) and {χ k,l } is a complete system for biradial functions in
Remark 2. In the symmetric case, the functions χ k,l are essentially the spherical func-
They were first determined in [16, 17] by a case-by-case computation, using the decomposition of
into K-irreducible subspaces and the biradial part of the Euclidean Laplacian on R p+q+1 . In [12, 20] the functions χ k,l were recognized to be in the general class χ 
Using (2.12) one finds that the biradial eigenfunctions of the Laplacian on B, solutions of
that separate in geodesic polar coordinates, are given by [4, Theorem 5.1] 13) where the functions φ λ,k,l are the associated Jacobi functions
q k,l (λ) being a normalization constant and φ k−l . By (2.14) the functions t → φ λ,k,l (t) extend to negative values by
Remark 3. In the symmetric case, the functions t → f λ,k,l (C(a t )) (with q k,l (λ) given by (2.31)) coincide with the restrictions 
is a spherical principal series representation of G, e 1 ∈ H λ is a K-fixed unit vector, and e δ ∈ V δ ⊂ H λ is an M -fixed unit vector. The factorization (2.13) is then equivalent to the formula 
Poisson integral representation
Let P(x, n) be the Poisson kernel on NA, given by [6] 
for x = a t = exp(tH) ∈ A, and by
for general x = na t ∈ S. Define the normalized Poisson kernel with parameter λ ∈ C on NA as the following function on NA × N [3] :
We define a kernelQ λ on B bỹ 
For a suitable choice of the constant q k,l (λ) in (2.14), one has the following expansion 19) where π k,l is given by (2.9), and the double series converges absolutely and uniformly in compact subsets of its domain. Conversely, we have (using (2.11))
is not given by the right-hand side of (2.19) (C(a t ) ). This is clear a priori since the functions f λ,k,l (b) are biradial, while the kernel Q λ (b, ω) is not biradial in b or ω separately. In terms of M -invariance we have, as in the symmetric case, In the general case there is no analogue of the group K acting transitively on the geodesic spheres of S. In fact, in the non-symmetric case, the isometries of S that preserve the origin are the elements of M , and the isometry group of S is just the semidirect product of S and M [7] . Since S(r) S p+q is no longer homogeneous, formula (2.22) for generic b in B cannot be obtained by a simple substitution as in the symmetric case. A possible proof involves using the Radon transform and the method of "descent" to complex hyperbolic spaces, as explained in [10, 21] in the radial case (k = l = 0). First note that the right-hand side of (2.22) can be rewritten as a matrix coefficient
Nevertheless, the following Poisson integral representation holds for any b in B. R. Camporesi / Journal of Functional Analysis ••• (••••) •••-••• Theorem 2.2. For all b ∈ B we have
This defines a representation of NA in L 2 (N ) which is unitary for real λ, with respect to the usual inner product on L 2 (N ):
Then (2.22) is equivalent to [4, Proposition 5.3]
In particular for k = l = 0, one has the following formula for the spherical functions on B:
This was proved in [10, p. 639] using the Radon transform (see also [21, Theorem 3.3] ). Another proof of (2.24) can be found in [1, pp. 654-655] .
We now give an outline of the proof for general (k, l) using the Radon transform.
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Let us go back to the open model S = NA. Given f ∈ C ∞ 0 (S) and a unit vector ω ∈ z, we define the Radon transform of f by (1)). The index o will denote quantities relative to S o . For example we let 
By [9, Proposition 4.12] , f is radial on S if and only if R ω f does not depend on ω and is radial on S o . More generally, f is biradial on S if and only if R ω f does not depend on ω but only on |V |, |η| and t, i.e., it is biradial on S o . We shall write Rf in place of R ω f for f biradial.
In [21, Theorem 3.3] , it is proved that the Radon transform of the spherical function φ λ on S is well defined for −Q o /2 < Im λ < 0 (i.e., the integral in (2.25) is convergent), and is related to the spherical function φ
for some constant α(λ). From the asymptotic behaviour of the functions φ λ,k,l in (2.14), one proves in a similar way that
4 . Then it can be expanded as 
are given by (2.13), (2.14) and (2.8) with q = 1. More precisely, in geodesic polar coor-
By explicit computation, one can show that there is only a finite number of terms in the sum in (2.27), the "highest" one being for (k , l ) = (k, l). This means that the 
where β = (q − 1)/2. For q odd we can compute this integral using the differentiation formula for Jacobi functions and repeated integrations by parts. For q even we also need well-known fractional integral representations for Jacobi functions. −λ (t), and then substitute in (2.5). This yields a formula for φ (α,β) λ (t) which holds for |Im λ| < Re(α + β + 1).) In all cases we make use of Gauss relations between contiguous hypergeometric functions to rewrite the result in terms of the functions f 0), (1, 1) , we obtain from (2.28):
This accounts for the Radon transform of the left-hand side of (2.23) . Consider now the right-hand side of (2.23 ) in the open model, say g λ,k,l (na t ). It can be rewritten as a convolution over N , namely
Using the same notation R for the Radon transform applied to functions on N , we have R(f * g) = Rf * o Rg, * o denoting convolution over the group N o . In [10] it was computed that for
for some constant β(λ) and n o ∈ N o . In a similar way, we compute that for Im λ < Q o /2,
Again there is only a finite number of terms in the sum. It follows that for |Im λ| < Q o /2,
.
(2.29)
In the ball model B o of N o A, the scalar product in (2.29) is just the Poisson integral
From symmetric space theory, this is proportional to f 
This can also be written as a ratio of c-functions, namely
where 
where the Fourier coefficients
are smooth functions of the geodesic distance r supported in the interval [0, R]. Let f (λ, ω) be the Fourier transform of f given by (1.1). By the direct part of Theorem 1.1 (that was proved in [3, Theorem 4.5]), the function f (λ, ω) is holomorphic of uniform exponential type with constant R.
Proof. First suppose M is transitive on S p−1 , so that biradiality is equivalent to M -invariance. Then, by (2.21), we have, for m ∈ M ,
by the M -invariance of the Riemannian measure. Consider now the general case. For simplicity, we write f in place of f • C. Let
be the normalized Helgason Fourier transform of f in S = NA, and let
be the unnormalized Helgason Fourier transform of f , so that (cf. (2.17))
Since n → P λ (e, n) is biradial (cf. (2.16) and (2.18)), it is enough to prove that n → f (λ, n) is biradial. Given a unit vector ω 2 in z, i.e., ω 2 ∈ S q−1 (q > 1), consider the 
where c q is a constant depending only on q, and B p,q (λ) is the meromorphic function
Since f is biradial in S, the function R ω 2 f is biradial in S o , and its Helgason Fourier
Proof. We have, by (2.22) and (2.13),
Recalling (2.3) and (2.14) we obtain (3.4). Note that, since To prove (3.5) we just rewrite (3.4) as
On the other hand, by substituting the Fourier series (3.3) in the inversion formula (1.2), and using (2.22), we get 
The biradial Paley-Wiener theorem
We now prove Theorem 1.1 in the biradial case. 
