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Abstract
While graphical models for continuous data (Gaussian graphical
models) and discrete data (Ising models) have been extensively studied,
there is little work on graphical models for data sets with both contin-
uous and discrete variables (mixed data), which are common in many
scientific applications. We propose a novel graphical model for mixed
data, which is simple enough to be suitable for high-dimensional data,
yet flexible enough to represent all possible graph structures. We de-
velop a computationally efficient regression-based algorithm for fitting
the model by focusing on the conditional log-likelihood of each variable
given the rest. The parameters have a natural group structure, and
sparsity in the fitted graph is attained by incorporating a group lasso
penalty, approximated by a weighted lasso penalty for computational
efficiency. We demonstrate the effectiveness of our method through an
extensive simulation study and apply it to a music annotation data
set (CAL500), obtaining a sparse and interpretable graphical model
relating the continuous features of the audio signal to binary variables
such as genre, emotions, and usage associated with particular songs.
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While we focus on binary discrete variables for the main presentation,
we also show that the proposed methodology can be easily extended
to general discrete variables.
Key Words: Conditional Gaussian density, Graphical model, Group lasso,
Mixed variables, Music annotation.
1 Introduction
Graphical models have proven to be a useful tool in representing the con-
ditional dependency structure of multivariate distributions. The undirected
graphical model in particular, sometimes also referred to as the Markov net-
work, has drawn a notable amount of attention over the past decade. In
an undirected graphical model, nodes in the graph represent the variables,
while an edge between a pair of variables indicates that they are dependent
conditional on all other variables. The vast majority of the graphical models
literature has been focusing on either the multivariate Gaussian model (see
Meinshausen and Bu¨hlmann (2006); Yuan and Lin (2007); Rothman et al.
(2008); d’Aspremont et al. (2008); Rocha et al. (2008); Ravikumar et al.
(2009); Lam and Fan (2009); Peng et al. (2009); Yuan (2010); Cai et al.
(2011); Friedman et al. (2008)), or the Ising model for binary and discrete
data (see Ho¨fling and Tibshirani (2009); Ravikumar et al. (2010)). The
properties of these models are by now well understood and studied both in
the classical and the high-dimensional settings. Both these models can only
deal with variables of one kind – either all continuous variables in Gaussian
models or all binary variables in the Ising model (extensions of the Ising
model to general discrete data, while possible in principle, are rarely used in
2
practice). In many applications, however, data sources are complex and var-
ied, and frequently result in mixed types of data, with both continuous and
discrete variables present in the same dataset. In this paper, we will focus
on graphical models for this type of mixed data (mixed graphical models).
Sparse estimation of Gaussian graphical models using regularized max-
imum likelihood methods using `1 penalty on the precision matrix has re-
ceived a lot of attention in recent years. Friedman et al. (2008) devel-
oped an efficient algorithm known as the graphical lasso, with excellent
theoretical properties and fast implementations available, but its reliance
on the assumption of normality can be restrictive in many real applica-
tions. Liu et al. (2009) relaxed this assumption to a Gaussian copula model
they called nonparanormal. The authors assume that there exist differ-
entiable, monotone transformations f = (f1, f2, . . . , fp) such that, f(X) =
(f1(X1), f2(X2), . . . , fp(Xp)) is Gaussian with mean µ
f and precision matrix
Ωf . Then Xi and Xj are conditionally independent given the rest if and only
if Ωfij = 0. The proposed algorithm estimates the marginal transformation
functions non-parametrically and applies graphical lasso algorithm on the
transformed data to estimate the underlying graphical structure. Liu et al.
(2012) and Xue and Zou (2012) independently exploited the connection of
non-parametric rank based correlation estimators such as Spearman’s rho
(Spearman, 1904) and Kendall’s tau (Kendall, 1938) with the nonparanor-
mal covariance matrix to directly estimate Ωf avoiding the plug-in estima-
tor involving fˆj . Liu et al. (2012) established that their proposed estimator
achieves optimal rates of convergence for graph recovery and parameter esti-
mation, while Xue and Zou (2012) investigated the theoretical properties of
rank-correlation based algorithms including graphical lasso, Dantzig selector
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(Candes and Tao, 2007) and CLIME (Cai et al., 2011). This line of work has
clearly extended the scope of graphical models to general continuous data
but they are not suitable for binary variables and therefore cannot handle
mixed type of variables, which is the main setting of this paper.
For binary data, most of the literature has focused on the Ising model
(Ising, 1925), originally proposed in statistical physics. For high-dimensional
data, the Ising model becomes computationally challenging due to the in-
tractability of the log partition function. Ravikumar et al. (2010) used
an `1-penalized pseudo-likelihood method to estimate the edge set, in the
spirit of the neighborhood selection method proposed by Meinshausen and
Bu¨hlmann (2006) for continuous data. More recently, Xue et al. (2012) pro-
posed using a SCAD penalty (Fan and Li, 2001) to estimate a sparse graph-
ical model; they developed scalable and efficient algorithms for optimizing
the non-concave problem and proved theoretical performance guarantees su-
perior to concave penalties such as the lasso.
For mixed data containing both continuous and discrete variables, the
conditional Gaussian distribution (Lauritzen and Wermuth, 1989; Lauritzen,
1996) has become the foundation of most developments on this topic. In the
original paper, Lauritzen and Wermuth (1989) defined a general form of
the conditional Gaussian density and characterized the connection between
the model parameters and the conditional associations among the variables.
The model is fitted via the maximum likelihood approach. The number
of parameters in this model, however, grows exponentially with the num-
ber of variables, which renders it unsuitable for high-dimensional problems
arising in many modern applications. Edwards (1990) generalized the con-
ditional Gaussian distribution model to the hierarchical interaction model
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which can account for all possible hierarchical/nested interactions between
the discrete and continuous variables, and proposed methods of maximum
likelihood estimation under these models using marginal mean and covari-
ance calculations. They also showed some connection of hierarchical inter-
action models with MANOVA type of models. Much more recently, Lee and
Hastie (2015) and Fellinghauer et al. (2013) have studied the mixed graph-
ical model (simultaneously and independently of the present paper), under
a setting that could be viewed as a simplified special case of our proposal.
Edwards et al. (2010) also proposed an extended algorithm based on the
Chow-Liu algorithm (Chow and Liu, 1968) for the multivariate discrete case
to fit high-dimensional mixed graphical models. A more detailed discussion
of these papers is postponed to Section 6.
In this paper, we propose a simplified version of the conditional Gaussian
distribution which reduces the number of parameters significantly yet main-
tains flexibility. To fit the model in a high-dimensional setting, we impose a
sparsity assumption on the underlying graph and develop a node-based re-
gression approach with the group lasso penalty (Yuan and Lin, 2006), since
edges in the mixed graphical model are associated with groups of parame-
ters. The group lasso penalty in itself is not computationally efficient due
to the overlaps between groups, and we develop a much faster weighted `1
approximation to the group penalty which is of independent interest. The
simulation results show promising model selection performance in terms of
estimating the true graph structure under high-dimensional settings.
We start with a brief introduction to conditional Gaussian distribution
and its Markov properties following Lauritzen (1996).
Conditional Gaussian (CG) density: let X = (Z, Y ) be a mixed
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random vector, where Z = (Zj)j∈∆ is a q-dimensional discrete sub-vector,
Y = (Yγ)γ∈Γ is a p-dimensional continuous sub-vector, and ∆ and Γ are
index sets for Z and Y , respectively. The conditional Gaussian density f(x)
is defined as
f(x) = f(z, y) = exp
(
gz + h
T
z y −
1
2
yTKzy
)
, (1)
where {(gz, hz,Kz), gz ∈ R, hz ∈ Rp,Kz ∈ R+p×p} are the canonical param-
eters of the distribution. The following equations connect the canonical
parameters in (1) to the moments of Y and Z:
Pz = P (Z = z) = (2pi)
p/2(det(Kz))
−1/2 exp
(
gz + h
T
zK
−1
z hz/2
)
,
ξz = E(Y |Z = z) = K−1z hz,
Σz = Var(Y |Z = z) = K−1z . (2)
Also, L(Y |Z = z) = N (ξz,Σz), so conditional on Z = z, each Y is normally
distributed with the mean and variance determined by z. The next theorem
relates the graphical Markov property of the model to its canonical param-
eters and serves as the backbone of the subsequent analysis.
Theorem 1 (Lauritzen and Wermuth, 1989) Represent the canonical pa-
rameters from (1) by the following expansions,
gz =
∑
d:d⊆∆
λd(z), hz =
∑
d:d⊆∆
ηd(z), Kz =
∑
d:d⊆∆
Φd(z) , (3)
where functions indexed by the index set d only depend on z through zd.
Then a CG distribution is Markovian with respect to a graph G if and only
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if the density has an expansion that satisfies
λd(z) ≡ 0 unless d is complete in G,
ηγd (z) ≡ 0 unless d ∪ {γ} is complete in G,
Φγµd (z) ≡ 0 unless d ∪ {γ, µ} is complete in G.
where ηγd (z) is the γ-th element of ηd(z), Φ
γµ
d (z) is the γµ-th element of
Φd(z), and a subgraph is called complete if it is fully connected.
The rest of the paper is organized as follows. Section 2 introduces the
simplified mixed graphical model which has just enough parameters to cover
all possible graph structures and proposes an efficient estimation algorithm
for the model. Section 3 uses several sets of simulation studies to evaluate
the model selection performance and compare to some alternative methods
for graph estimation. In Section 4, the proposed model is applied to a music
annotation data set CAL500 with binary labels and continuous audio fea-
tures. In Section 5, we describe the generalization of the model from binary
to discrete variables. Finally, we conclude in Section 6 with a discussion.
2 Methodology
We propose a simplified but flexible version of the conditional Gaussian
model for mixed data. The model fitting is based on maximizing the con-
ditional log-likelihood of each variable given the rest, for computational
tractability. This leads to penalized regression problems with overlapping
groups of parameters. The natural solution to the problem is to fit separate
regressions with an overlapping group lasso penalty. This is computationally
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quite expensive, so we approximate the overlapping group lasso penalty by
an appropriately weighted `1 penalty.
2.1 The simplified mixed graphical model
Without loss of generality, we partition the random vector X = (Z1, Z2, . . . , Zq, Y1, Y2, . . . , Yp)
into the binary part with ∆ = {1, 2, · · · , q} and the continuous part with
Γ = {1, 2, · · · , p}. We propose to consider the conditional Gaussian distri-
bution with the density function
logf(z, y) =
∑
d:d⊆∆,|d|≤2
λd(z) +
∑
d:d⊆∆,|d|≤1
ηd(z)
T y − 1
2
∑
d:d⊆∆,|d|≤1
yTΦd(z)y
=
(
λ0 +
∑
j
λjzj +
∑
j>k
λjkzjzk
)
+ yT
(
η0 +
∑
j
ηjzj
)− 1
2
yT
(
Φ0 +
q∑
j=1
Φjzj
)
y
=
λ0 +∑
j
λjzj +
∑
j>k
λjkzjzk
+ p∑
γ=1
ηγ0 +∑
j
ηγj zj
 yγ
− 1
2
p∑
γ,µ=1
Φγµ0 + q∑
j=1
Φγµj zj
 yγyµ , (4)
where {diag(Φj)}qj=1 = {Φγγj ; j = 1, . . . , q, γ = 1, . . . , p} are all 0 and λ0 is
the normalizing constant,
λ−10 = (2pi)
p
2
∑
z∈{0,1}q
det(Kz)
1
2 exp
∑
j
λjzj +
∑
j>k
λjkzjzk +
hTzK
−1
z hz
2
 .
Note that the density is explicitly defined via the expanded terms in (3)
and the canonical parameters (gz, hz,Kz) can be obtained immediately by
summing up the corresponding terms. This model simplifies the full condi-
tional Gaussian distribution (1) in two ways: first, it omits all interaction
terms between the binary variables of order higher than two, and second,
it models the conditional covariance matrix and the canonical mean vec-
tor of the Gaussian variables as a linear function of the binary variables
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instead of allowing arbitrary dependence on the binary variables. These
simplifications reduce the total number of parameters from O(p22(p+q)) in
the full model to O (max(q2, p2q)). This reduction is necessary especially
in the high-dimensional setting, where there are limited number of samples
and even if the true model involves higher order interactions, it may not be
possible to estimate them well due to the bias-variance trade-off. On the
other hand, this model is the simplest CG density, among those allowing
for varying conditional covariance Var(Y |Z) , that can represent all possible
graph structures, since it includes interactions between all the continuous
and discrete variables and thus allows for a fully connected graph, an empty
graph, and everything in between. The fact that it allows both the condi-
tional mean and the conditional covariance of Y given Z to depend on Z
adds flexibility.
2.2 Parameter Estimation
Given sample data {(zi,yi)}ni=1, directly maximizing the log-likelihood
∑n
i=1 log f(zi,yi)
is impractical due to the normalizing constant λ0. The conditional likeli-
hood of one variable given the rest, however, is of much simpler form and
easy to maximize. Hence, we focus on the conditional log-likelihood of each
variable and fit separate regressions to estimate the parameters, much in the
spirit of the neighborhood selection approach proposed by Meinshausen and
Bu¨hlmann (2006) for the Gaussian graphical model and by Ravikumar et al.
(2010) for the Ising model. To describe the conditional distributions, let
Z−j = (Z1, . . . , Zj−1, Zj+1, . . . , Zq) and Y−γ = (Y1, . . . , Yγ−1, Yγ+1, . . . , Yp).
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Then the conditional distribution of Zj given (Z−j , Y ) is described by
log
P (Zj = 1|Z−j , Y )
P (Zj = 0|Z−j , Y ) = λj +
∑
k 6=j
λjkZk +
p∑
γ=1
ηγj Yγ −
1
2
p∑
γ,µ=1
Φγµj YγYµ . (5)
Since the conditional log-odds in (5) is linear in parameters, maximizing this
conditional log-likelihood can be done via fitting a logistic regression with
(Z−j , Y, Y 2) as predictors and Zj as response.
For the continuous variables, the conditional distribution of Yγ given
(Y−γ , Z) is given by
Yγ =
1
Kγγz
ηγ0 +∑
j
ηγj Zj −
∑
µ 6=γ
Φγµ0 +∑
j
Φγµj Zj
Yµ
+ eγ ,
where eγ ∼ N
(
0, (Kγγz )−1
)
. With diag(Φj) = 0 as defined by (4), we have
Kγγz = Φ
γγ
0 , i.e., the conditional variance of Yγ does not depend on Z.
Rewrite
Yγ = η˜
γ
0 +
∑
j
η˜γj Zj −
∑
µ6=γ
Φ˜γµ0 +∑
j
Φ˜γµj Zj
Yµ + eγ , (6)
where the redefined parameters with “tilde” are proportional to the original
ones up to the same constant for each regression. Again, the conditional
mean of Yγ is linear in parameters, which can be estimated via ordinary
linear regression with predictors (Y−γ , Z, Y−γZ) and response Yγ .
2.3 Regularization
Based on Theorem 1, the following equivalences hold:
Zj ⊥ Zk | X\{Zj , Zk} ⇐⇒ λjk = 0,
Zj ⊥ Yγ | X\{Zj , Yγ} ⇐⇒ θjγ =
(
ηγj , {Φγµj : µ ∈ Γ\{γ}}
)
= 0,
Yγ ⊥ Yµ | X\{Yγ , Yµ} ⇐⇒ θγµ =
(
Φγµ0 , {Φγµj : j ∈ ∆}
)
= 0. (7)
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This means that each edge between pairs of (Zj , Yγ) and (Yγ , Yµ) depends
on a parameter vector, denoted by θjγ and θγµ, respectively. To encourage
sparsity of the edge set under high-dimensional settings, we add the `1\`2
penalty, proposed by Yuan and Lin (2006) for group lasso, to the loss func-
tion in each regression. The groups are pre-determined by parameter vectors
corresponding to each edge. Denoting the loss function for the logistic re-
gression of Zj by `j and the linear regression for Yγ by `γ , we have
`j = − 1
n
n∑
i=1
log(P (zij | (zi,(−j),yi)),
`γ =
1
n
n∑
i=1
(yiγ − (η˜γ0 +
q∑
j=1
η˜γj zij −
∑
µ6=γ
(Φ˜γµ0 +
q∑
j=1
Φ˜γµj zij)yiµ))
2.
We estimate the parameters by optimizing the following criteria separately,
for j = 1, . . . , q and γ = 1, . . . , p
Logistic regression: min `j + ρ
κ∑
k 6=j
|λjk|+
p∑
γ=1
‖θjγ‖2
 , (8)
Linear regression: min `γ + ρ
∑
µ6=γ
‖θ˜γµ‖2 +
q∑
j=1
‖θ˜jγ‖2
 , (9)
where ρ and κ are tuning parameters. Using two tuning parameters, ρ and
κ, allows us to penalize individual parameters and groups of parameters
differently, essentially allowing the edges between binary variables to be pe-
nalized differently from other edges. While in principle both parameters can
be tuned, in simulations we got good and very stable results over the range
0.1 ≤ κ ≤ 0.5, and thus in simulations we set κ = 0.1. Note that we use the
same tuning parameter ρ for both linear and logistic regressions. One reason
to use a single tuning parameter ρ is to simplify the treatment of overlapping
groups of parameters from different regressions (see more on this below). We
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did conduct simulation experiments using two different tuning parameters,
ρ1 for linear regression and ρ2 for logistic regression, and the results (not
shown in this paper) are similar to simply using one tuning parameter ρ for
both linear and logistic regressions. In principle, one could also tune each
regression separately, but the computational cost is prohibitive; further the
estimation variance can be extraordinarily high when using a large number of
tuning parameters, see for example Meinshausen and Bu¨hlmann (2006) and
Ravikumar et al. (2010) for similar neighborhood selection settings where a
single tuning parameter was used for different regressions. Finally, note that
in linear regression, the parameters in (6) denoted with “tilde” are propor-
tional to the original parameters. The original parameters can be recovered
by multiplying the estimates by (Kˆγγz )−1, which can be estimated from the
mean squared error of the linear regression.
Although the optimization problems (8) and (9) appear to be group lasso
regressions, they cannot be solved by regular group lasso algorithms, because
the groups of parameters involved in each regression overlap. Specifically,
in logistic regression, parameter Φγµj is part of both θjγ and θjµ and affects
both the edges (Zj , Yγ) and (Zj , Yµ); thus θjγ has one parameter overlap-
ping with each of the other θjµ’s. Similarly, in linear regression, Φ
γµ
j is
part of both θjγ and θγµ, and affects both the edges (Zj , Yγ) and (Yγ , Yµ).
This overlapping pattern creates additional difficulties in using the group
penalty to perform edge selection. The overlapping group lasso problem
was theoretically investigated by Jenatton et al. (2011) (see also Jacob et al.
(2009)) but has received limited attention from a computational point of
view. Yuan et al. (2013) recently proposed an algorithm for solving the
overlapping group lasso problem but the speed is still an issue that lim-
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its its capability of handling high-dimensional data. Therefore we took the
approach of finding a surrogate for the overlapping group lasso penalty to
make the problem both efficient to solve and suitable for high-dimensional
settings without losing much accuracy.
Figure 1: Green (outside): {b :
√
b21 + b
2
2 +
√
b23 + b
2
2 = 1}; Blue (inside): {b :
|b1|+ |b3|+ 2|b2| = 1}
Instead of the overlapping group lasso penalty, we propose to use its
upper bound as a surrogate, which is essentially a weighted `1 penalty. The
upper bound results from the fact that for any vector b, ‖b‖2 ≤ ‖b‖1.
Take the logistic regression (8) for example,
∑
k 6=j |λjk| +
∑p
γ=1 ‖θjγ‖2 ≤
13
∑
k 6=j |λjk| +
∑p
γ=1 |ηγj | + 2
∑
γ<µ |Φγµj |. The surrogate on the right penal-
izes the overlapped parameters twice as much as the other parameters, which
makes intuitive sense since incorrectly identifying the overlapped parame-
ters as non-zero will result in two wrong edges, while the incorrect unique
parameters for each group will only cause one wrong edge.
To illustrate the upper bound geometrically, we show a toy example.
Suppose the parameter vector is b = (b1, b2, b3), and two groups are G1 =
(b1, b2) and G2 = (b2, b3). The optimization problem for the overlapping
group lasso penalty and its `1 surrogate boils down to optimizing the same
loss function over different feasible regions (for the same tuning parameter).
Figure 1 compares the feasible regions R1 = {b :
√
b21 + b
2
2 +
√
b23 + b
2
2 ≤ 1}
andR2 = {b : |b1|+|b3|+2|b2| ≤ 1}. Since both the logistic loss and the least
squares loss are smooth convex functions, their optima are likely to occur at
singular points of the feasible region. Note that R2 is not only a subset of
R1 but it contains all four singular points of R1: (±1, 0, 0), (0, 0,±1). Thus
for this example, it is guaranteed that all the optimal points of singular
points on R1 for the overlapping group lasso penalty are also optimal points
for its surrogate. The effectiveness of this approximation will be further
demonstrated by a simulation study in Section 3.
With the penalty being replaced by the weighted `1 surrogate, we solve
the following regression problems separately as an approximation to the
original problems (8) and (9) to obtain the parameter estimates.
Logistic regression with `1 penalty : for j = 1, . . . , q
min `j + ρ
κ∑
k 6=j
|λjk|+
p∑
γ=1
|ηγj |+ 2
∑
γ<µ
|Φγµj |
 . (10)
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Linear regression with `1 penalty : for γ = 1, . . . , p
min `γ + ρ
 q∑
j=1
|η˜γj |+
∑
µ 6=γ
|Φ˜γµ0 |+ 2
q∑
j=1
∑
µ6=γ
|Φ˜γµj |
 . (11)
Since we are estimating parameters in separate regressions, all parameters
determining edges will be estimated at least twice. This situation is common
in all neighborhood selection approaches based on separate regressions, and
is usually solved by taking either the largest or the smallest (in absolute
value) of the estimates. Here we chose taking the maximum of absolute
values as the final estimate, based on simulations studies (not shown) which
resulted in the maximum giving better model selection results than the
minimum. To fit both types of regressions with a weighted `1 penalty, we
used the matlab package glmnet of Friedman et al. (2010).
3 Numerical performance evaluation
In this section, we first demonstrate the effectiveness of the weighted lasso
approximation to the overlapping group lasso. Then we show simulation
results regarding model selection performance under different settings and
comparison with other graph selection methods (Lee and Hastie, 2015; Felling-
hauer et al., 2013). The results for graph selection are summarized in ROC
curves, where we plot the true positive rate (TPR) against the false positive
rate (FPR), for both parameters and edges across a fine grid of tuning pa-
rameters. All ROC curves are obtained based on 100 replications with local
smoothing. Let θ and θˆ denote the true parameter vector and the fitted pa-
rameter vector respectively (without the intercept terms in the regressions).
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The parameter based quantities of interest are defined as
TP = #{j : θˆj 6= 0 and θj 6= 0}, FP = #{j : θˆj 6= 0 and θj = 0},
TPR =
TP
#{j : θj 6= 0} , FPR =
FP
#{j : θj = 0} .
The quantities based on the true edge set E and the estimated edge set Eˆ
can be defined in a similar fashion.
3.1 Weighted lasso approximation to the overlapping group
lasso
We first briefly discuss the weighted lasso approximation to the overlapping
group lasso penalty in the setting of linear regression, since this approxima-
tion itself is not limited to graphical models. One of the most frequent uses
of group lasso in regression is to encourage a hierarchical variable selection
path Zhao et al. (2009), to ensure main effects are selected before the corre-
sponding interactions are included. Zhao et al. (2009) designed an example
to investigate this property, and here we use the same setting to compare
the proposed weighted lasso approximation as well as the regular lasso to
the overlapping group penalty. Following Zhao et al. (2009) exactly, we have
variables x1, . . . , x10 and all of their pairwise products xixj , 1 ≤ i < j ≤ 10
in the model, resulting in 55 variables. The variables are generated from a
standard normal distribution; the coefficients of the first four variables are
7, 2, 1, 1, and all main effects and interaction effects involving the other six
are zero. The response follows the model Y = Xβ+, where  ∼ N(0, 3.7I),
and the sample size n = 121. We consider three settings of Zhao et al.
(2009) for the interaction effects between x1, · · · , x4, shown in Table 1, cor-
responding to weak, moderate, and strong interaction effects; we omit their
16
x1x2 x1x3 x1x4 x2x3 x2x4 x3x4
Weak 1 0 0 0.5 0.4 0.1
Moderate 5 0 0 4 2 0
Strong 7 7 7 2 2 1
Table 1: Three configurations of interaction effects (weak, moderate and strong)
from Zhao et al. (2009).
two other cases to save space (the results are similar). The groups we use
include {xi, xixj , j 6= i}, i = 1, · · · , 10 and singleton groups with only one
interaction term {xixj}, i 6= j. So there are 10 groups of size 10 and 45
groups of size 1.
Figure 2 shows the variable selection path for overlapping group lasso,
weighted lasso and regular lasso for the three settings. We focus on the four
active variables and their pairwise interactions, shown in bold colored curves
in Figure 2; the remaining 45 coefficient paths are shown in thin gray curves.
For weak interactions, the three methods give nearly identical results. This
is expected since the interaction effects are too weak to make any difference
and without the interaction effects, the three penalties are the same. As
the interaction effects become stronger, the difference becomes clear. Note
that the nature of the overlapping group lasso may let a subset of variables
enter the model simultaneously, but this is typically not true for weighted
lasso. Thus it is reasonable to treat the lasso approximation as correct as
long as all the variables in such a subset enter the model before any others.
For moderate effects, the weighted lasso gives the same variable selection
as the overlapping group lasso as well. For strong effects, weighted lasso
makes mistakes on the two weakest main effects, x3 and x4 (the green and
17
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(a) Weak interactions.
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(b) Moderate interactions.
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(c) Strong interactions.
Figure 2: Variable selection paths of overlapping group lasso, weighted lasso and
regular lasso. The x-axis is
∑
i |βi| and the y-axis is the value of the coefficients.
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blue dotted curves) and x4 (the blue dotted curve), which remain close to
zero along the entire group lasso path. The regular lasso differs from the
overlapping group lasso on x3 for moderate interactions, and makes even
more mistakes for strong interactions, missing even the strongest effect x1
(black curve).
Overall, in this example the weighted lasso approximates the overlap-
ping group lasso well, and much better than regular lasso, except when the
interaction effects are weak. In general settings, the quality of the weighted
lasso approximation to the overlapping group lasso can depend on many
factors, such as the pattern and degree of overlap between groups, the sig-
nal to noise ratio, the degree of correlation between predictors, etc. Further
investigation of this topic in the context of regression is beyond the scope
of this paper and is left for future work.
3.2 Parameter estimation and edge identification
To start, we investigate the impact of heterogeneity of node degrees (i.e., the
number of edges connected to a node) of the underlying graph on the per-
formance of the proposed method, as it is generally a challenge for graphical
models. We set the first q = 10 variables to be binary and the remain-
ing p = 90 variables to be continuous, with the sample size n = 100. We
first vary the maximum node degree by setting it to be 2, 6, and 10 in the
graph while maintaining the total number of edges fixed at 80. The smaller
the maximum node degree is, with fixed total number of edges, the more
homogeneous the degree distribution.
We generate the graph using the Erdos-Renyi model, and simply use
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rejection sampling to enforce the constraints, i.e., we keep generating the
graph until the maximum node degree meets the requirement. The edges
of the graph are of three types: edges connecting binary variables (ZZ),
edges connecting continuous variables (YY), and edges connecting binary
and continuous variables (ZY). In order to be able to compute the true
positive rates for each category, we further require the graph have at least
one edge in each category.
Once the graph is fixed, we set all parameters corresponding to absent
edges to 0. For the non-zero parameters, we set {λj , λjk, ηj} to be positive
or negative with equal probability and the absolute value of each non-zero ηj
is drawn from the uniform distribution on the interval (0.9a, 1.1a) and each
non-zero λj or λjk is from (0.9c, 1.1c). For {Φ0,Φj}, we set the off-diagonal
elements to be positive or negative with equal probability, and the absolute
value of each non-zero parameter is also drawn from a uniform distribution,
on the interval (0.9b, 1.1b). The parameters a, b and c control the overall
magnitude of the non-zero parameters and therefore the effective signal-to-
noise ratio; we set a = c = 1 and b = 2. For the purpose of investigating
the effect of the maximum node degree, varying the values of a, b and c does
not result in a qualitative difference in the results. The diagonal elements
of Φ0 are chosen so that Φ0 +
∑q
j=1 Φjzj is positive definite for all possible
z’s. We then generate the discrete variables zi’s based on 2
q probabilities
given by Pz in (2). Since we use the exact probability rather than MCMC
methods to generate the binary variable, the memory requirements for the
distribution Pz makes it difficult to generate a large number of binary vari-
ables in simulations. However, this is not a problem for real data where
the variables are already observed, and in fact our data analysis later in
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the paper demonstrates the method works well with large q. Finally, for
each zi, we generate the continuous part yi from a multivariate Gaussian
distribution with mean ξzi and covariance Σzi defined by (2).
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(a) ROC curves for parameters and edges with varying maximum node degree.
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(b) ROC curves for each edge category with varying maximum node degree.
Figure 3: Model selection results.
Figure 3(a) shows the impact of maximum node degree. The more ho-
mogeneous the node degrees are, the easier the model selection task. This
is because without prior information, the proposed method treats all nodes
equally and uses the same tuning parameter for all regressions. We also
report ROC curves for each of the three edge types (ZZ, YY, ZY), shown
in Figure 3(b). The pattern in each category is qualitatively consistent
with the overall pattern in Figure 3(a), and it appears that accuracy on the
edges between binary variables (ZZ) suffers the most from increased degree
heterogeneity.
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3.3 Comparison with other graphical model methods
Here we compare the proposed method with several other penalized re-
gression approaches. Fellinghauer et al. (2013) proposed to fit separate `1
regularized regressions by regressing each variable on the others, without in-
cluding any interaction terms. This is a special case of our model. Lee and
Hastie (2015) fit the same model as Fellinghauer et al. (2013) (no interaction
terms) by maximizing a joint pseudo-likelihood instead of fitting separate
regressions, and also applies calibration to adjust the penalty weights. We
also include a comparison to our model (with interaction terms) penalized
by the regular lasso penalty instead of the weighted lasso penalty, effec-
tively replacing the weight of 2 in front of the intercation terms with 1 while
keeping everything else the same. We implemented our method and the
method of Fellinghauer et al. (2013) using the glmnet package in matlab.
The method of Lee and Hastie (2015) is based on the matlab code provided
by the authors. The computational cost of our method is about the same
as that of Fellinghauer et al. (2013) and hundreds of times lower than that
of Lee and Hastie (2015).
We consider two simulation settings. In the first setting, we set all Φγµj ,
j = 1, . . . , q; γ, µ = 1, . . . , p parameters to zero. Thus the true model is
exactly what Fellinghauer et al. (2013) and Lee and Hastie (2015) assume
(no interaction terms in regressions (5) and (6)), and each edge is represented
by a unique parameter: the edge corresponding to (Zj , Yγ) is determined by
ηγj , the edge for (Zj , Zk) is determined by λjk, and the edge for (Yγ , Yµ) is
determined by Φγµ0 . We follow the set-up of the simulation in Section 3.2,
setting the maximum node degree to 6, the total number of edges to 125,
the number of variables to p = 90 continuous and q = 10 categorical, the
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sample size to n = 100, and a = c = 1 and b = 2.
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Figure 4: Edge-based ROC curves for three graphical model methods when there
are only main effects in the true model.
Figure 4 shows that both Fellinghauer et al. (2013) and Lee and Hastie
(2015) perform well, as is to be expected, since both Fellinghauer et al.
(2013) and Lee and Hastie (2015) assume the true model. Our method
performs as well as Fellinghauer et al. (2013) and Lee and Hastie (2015),
meaning that it is able to learn that the interaction terms are irrelevant and
recover the true model with main effects only. The regular lasso penalty,
on the other hand, is inferior in this case, doing similarly on estimating
ZZ edges but worse on estimating Y Y and ZY edges. This likely happens
because it penalized the interaction terms less than our method with the
weighted lasso, and thus is not able to eliminate them as effectively.
In the second simulation setting, we allow for non-zero Φγµj parameters,
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keeping the dimensions p = 90 and q = 10 and the sample size n = 100
fixed. Note that, this corresponds to a graph that is sparse overall but has
dense small locally dense subgraphs (Φγµj 6= 0 indicates a Y ZY clique). We
first randomly generate 40 edges in the same way as in the first setting.
Then we set {z1, · · · , z4}, {z8, · · · , z10, y1, · · · , y6} and {y11, · · · , y20} to be
the three complete subgraphs, and there are no other edges in the graph.
The resulting graph has 127 edges, which is similar as before. We also set
the corresponding main and interaction effects in (5) and (6) to be non-zero.
Here we set a = 0.1, b = 0.2, c = 0.6 to obtain a reasonable signal-to-noise
ratio and make sure the problem is neither impossible nor trivial.
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Figure 5: Edge-based ROC curves for three graphical model methods when there
are both main effects and interactions in the true model.
Figure 5 shows the results. Since in this case Fellinghauer et al. (2013)
and Lee and Hastie (2015) assume a wrong model, the comparison of the
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ROC curves for parameter identification is automically biased in our favor;
instead, we show the ROC curves for edge identification only. As expected,
when interaction terms are present in the true model, our method outper-
forms both Fellinghauer et al. (2013) and Lee and Hastie (2015) on the
overall ROC curve. Decomposing the overall ROC curves into the three
subtypes, we sees that there is no difference between the three methods on
on the YY edges. This may be because these edges involve only the contin-
uous variables, and the Gaussian graphical model is often easier to estimate
than the Ising model. For edges involving discrete variables, which are more
difficult to identify, our method performs much better than Fellinghauer
et al. (2013) and Lee and Hastie (2015) on ZY edges and somewhat better
on the ZZ edges. The regular lasso, which, like our method, fits the true
model here, gives results similar to our method on ZZ and YY edges, and
worse results on the ZY edges, resulting in a somewhat worse overall ROC
curve.
Overall, we observe that if the underlying model does not contain any
interaction terms, both Fellinghauer et al. (2013) and Lee and Hastie (2015)
perform well by not including them, and our model combined with the
weighted lasso penalty does equally well by estimating these interactions
to be 0. When the true model does contain interaction terms, our method
performs much better than Fellinghauer et al. (2013) and Lee and Hastie
(2015) in terms of edge identification. If we use our model with the regu-
lar lasso penalty instead of the weighted penalty, it performs a little worse
when interaction terms are present but can be much worse when there are
no interactions.
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4 Application to music annotation
Music annotation uses techniques from several disciplines, including au-
dio signal processing, information retrieval, multi-label classification, and
others. Music annotation data sets usually consist of two parts: “labels”,
typically assigned by human experts, contain the categorical semantic de-
scription of the piece of music (emotions, genre, vocal type, etc.); and “fea-
tures”, continuous variables extracted from the time series of the audio signal
itself using well-developed signal processing methods. Representing these
mixed variables by a graphical model would allow us to understand how
these different types of variables are associated with each other. For exam-
ple, one can ask which rhythm and timbre features from the audio signal
are associated with particular music genres, or emotions perceived to be
conveyed by the music. We apply our method to the publicly available
music annotation data set CAL500 (Turnbull et al., 2008) from the Mulan
database (Tsoumakas et al., 2011) in order to find the conditional depen-
dence patterns among these mixed variables.
CAL500 dataset consists of 502 popular music tracks (including songs
with English lyrics and instrumental music) composed within the last 55
years by 502 different artists. The collection covers a large range of acoustic
variations and music genres, and the labeling of each song is obtained from
at least three individuals. For each song, the label part includes a semantic
vocabulary of 149 tags represented by a 149-dimensional binary vector in-
dicating the presence of each annotation. These labels are partitioned into
the following six categories: emotions (36 total), genres (31), instruments
(24), song characteristics (27), usages (15), and vocal types (16). The con-
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tinuous features are based on the short time Fourier transform (STFT) and
are calculated for each short time window by sliding a half-overlapping,
23ms time window over the song’s digital audio file. Detailed description
of the feature extraction procedure can be found in Tzanetakis and Cook
(2002). For each analysis window of 23ms, the following continuous features
are extracted to represent the audio file: zero crossings, a measure of the
noisiness of the signal; spectral centroid, a measure of ‘brightness’ of the
music texture with higher value indicating brighter music with more high
frequencies; spectral flux, a measure of the amount of local spectral change;
and the first MFCC coefficient (Logan, 2000) representing the amplitude of
the music, which comes from a two-step transformation designed to capture
the spectral structure. Every consecutive 512 of the 23ms short frames are
then grouped into 1s long texture windows, based on which the following
summary statistics for the four features defined above were calculated and
used as the final continuous variables: overall mean, mean of the standard
deviations of each texture window, standard deviation of the means of each
texture window, and standard deviation of the standard deviations of each
texture window.
In our analysis, we omitted labels which were assigned to less than 3% of
the songs. Also, we standardized the continuous variables. This resulted in
a dataset with n = 502 observations, q = 118 discrete variables, and p = 16
continuous variables.
We applied our method coupled with stability selection (Meinshausen
and Bu¨hlmann, 2010) to identify the underlying graph for the purpose of
exploratory data analysis, which is the primary usage of graphical models.
Stability selection was implemented by running the algorithm on 100 ran-
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Figure 6: Estimated graphical model for CAL500 music data (edges with stability
selection frequency of at least 99).
domly drawn sub-samples of size n/2 for a grid of (ρ, κ) values, and only
keeping the edges that were selected at least 99% of the time for a given
value of (ρ, κ). The results are shown in Figure 6. The continuous timbre
features are represented by squares labeled 1-16 and the binary variables
are represented by circles labeled 1-118. Each color represents a category of
variables as shown in the legend. There are some interesting patterns within
the group of binary labels, which allow us to infer connections between dif-
ferent emotions, genres, instruments, usages and so on. For example, the
genre “likable or popular songs” (circle 84) is associated with “catchy and
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memorable” (circle 74), “would like to recommend” (circle 89) , the usage
“reading” (circle 107) and the emotion “pleasant and comfortable” (circle
25). Whether or not a song is “very danceable” (circle 97, 98) is connected
to “fast tempo” (circle 78), the usage “at a party” (circle 99) and the emo-
tion “light and playful” (circle 21). We also find connections between the
instrument “piano” (circle 67), and “positive feelings” (circle 86), “not sad”
(circle 32) and “happy” (circle 17). The continuous variables that represent
the audio signal features are quite densely connected within themselves,
which is expected. Edges connecting continuous and binary variables may
also be interesting. For instance, the average noisiness of the music (square
1) is connected with emotions that are not tender or soft (circle 34) and
emotions that are not angry or aggressive (circle 2) as well as with “male
lead vocals’ (circle 66).
5 Extension to general discrete data
To extend our model to the general case where the discrete variables
can take more than two values, we modify the previous model (4) into the
following,
log f(z, y) =
∑
d:d⊆∆,|d|≤2
λd(z) +
∑
d:d⊆∆,|d|≤1
ηd(z)
T y − 1
2
∑
d:d⊆∆,|d|≤1
yTΦd(z)y ,
=
λ0 + q∑
j=1
λj(zj) +
∑
j>k
λjk(zj , zk)
+ p∑
γ=1
ηγ0 + q∑
j=1
ηγj (zj)
 yγ ,
−1
2
p∑
γ,µ=1
Φγµ0 + q∑
j=1
Φγµj (zj)
 yγyµ , (12)
where each zj takes integer values 1 to Kj ; λj(·), ηγj (·), Φγµj (·) are all dis-
29
crete functions which take on Kj possible values and λjk(·, ·) is a discrete
function with Kj ×Kk values. For identifiability, we set λj(1) = 0, ηγj (1) =
0, Φγµj (1) = 0 and λjk(1, ·) = λjk(·, 1) = 0. The correspondence between
the parameters and the edges is then given by
Zj ⊥ Zk | X\{Zj , Zk} ⇐⇒ θjk = (λjk(zj , zk)) = 0 ,
Zj ⊥ Yγ | X\{Zj , Yγ} ⇐⇒ θjγ =
(
ηγj (zj), {Φγµj (zj) : µ ∈ Γ\{γ}}
)
= 0 ,
Yγ ⊥ Yµ | X\{Yγ , Yµ} ⇐⇒ θγµ =
(
Φγµ0 , {Φγµj (zj) : j ∈ ∆}
)
= 0 . (13)
The generalized model can be fitted with separate regressions based on the
conditional likelihood of each variable. The parameters in (13) still have
a group structure, which calls for using the group lasso penalty as in (8)
and (9). The structure of overlaps is more complex in this case, and we use
the upper bound `1 approximation as in (10) and (11) to obtain the final
estimates. Specifically, we minimize the following criteria separately:
Logistic regression with `1 penalty : for j = 1, . . . , q
min `j+ρ
κ∑
k 6=j
∑
(zj ,zk)
|λjk(zj , zk)|+
p∑
γ=1
Kj∑
zj=1
|ηγj (zj)|+ 2
∑
γ<µ
Kj∑
zj=1
|Φγµj (zj)|
 .
Linear regression with `1 penalty : for γ = 1, . . . , p
min `γ + ρ
 q∑
j=1
Kj∑
zj=1
|η˜γj (zj)|+
∑
µ 6=γ
|Φ˜γµ0 |+ 2
q∑
j=1
∑
µ6=γ
Kj∑
zj=1
|Φ˜γµj (zj)|
 .
Yuan and Lin (2006) proposed further adjusting the weights in the group
lasso penalty for categorical variables to reflect its number of levels, which
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can carry over to our proposed weighted lasso approximation.
6 Discussion
In this paper, we have proposed a new graphical model for mixed (contin-
uous and discrete) data, which is particularly suitable for high-dimensional
settings. As discussed in the introduction, while the general conditional
Gaussian model is well known and goes back to Lauritzen and Wermuth
(1989), it is not appropriate for high-dimensional data, and there is little
previous work on mixed graphical models that can scale to modern applica-
tions. Two recent new developments on this topic, Fellinghauer et al. (2013)
and Lee and Hastie (2015), were derived in parallel with and independently
of this manuscript. Both Fellinghauer et al. (2013) and Lee and Hastie (2015)
assume a more restricted version of the conditional Gaussian density by as-
suming constant conditional covariance for all the continuous variables and
is thus a special case of our model (4), where all the Φj are 0. This can be too
restrictive for some applications, since our model is the most parsimonious
conditional Gaussian density that allows for varying conditional covariances,
and we showed that when interaction terms are present in the model, our
method does indeed perform much better. Fellinghauer et al. (2013) con-
sidered fitting `1-regularized regressions of each variable on the rest, while
Lee and Hastie (2015) considered the maximum pseudo-likelihood approach.
We chose to fit separate regressions, rather than maximize the joint pseudo-
likelihood. One reason is that the number of parameters in our model is
O (max(q2, p2q)), making maximizing the joint pseudo-likelihood computa-
tionally more expensive than in the simpler setting of Lee and Hastie (2015)
with O (q2 + p2) parameters; even in the simpler setting, maximizing the
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joint pseudo-likelihood is hundreds of times slower. Another reason is that
we did not observe much difference between the separate regression approach
and the joint pseudo-likelihood approach in the simpler setting of Felling-
hauer et al. (2013) and Lee and Hastie (2015).
As we already know from the literature on the Gaussian graphical model
and the Ising model, estimating conditional independence relationships be-
tween binary variables is in general more challenging. We observe it in this
context as well, with interactions between two continuous variables being
estimated better than interactions between two binary variables, or between
a binary and a continuous variable. Establishing theoretical performance
guarantees for the overlapping group penalty is outside the scope of the
present paper but presents an interesting challenge for the future, as the
mixed variable setting is substantially more complicated than either the
Gaussian or the pure binary setting. However, with the weighted lasso
penalty approximation the separate regressions we fit reduce to standard
settings for either the lasso linear or the logistic regression, where model se-
lection results under appropriate conditions have already been established.
We did not state these results in the paper since joint conditions for the
continuous and the binary variables are awkward and require a lot of nota-
tion and space to write out, the results themselves are standard, and this
paper is not focused on theory; nonetheless, this connection with the sparse
regression literature guarantees reasonable behavior of our method provided
the conditions are satisfied.
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