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We obtain an extension of the Christoﬀel–Darboux formula for matrix orthogonal
polynomials with a generalized Hankel symmetry, including the Adler–van Moerbeke
generalized orthogonal polynomials.
1. Introduction
In [2] Adler and van Moerbeke considered generalized orthogonal polynomials which depended on a ba
condition that we extended in [5] to a more general scenario: what we called multigraded Hankel situat
This leads to a multi-component extension of generalized orthogonal polynomials which in some cases can
described in terms of multiple orthogonal polynomials of mixed type with a type II normalization. The aim
this paper is to construct the Christoﬀel–Darboux formula in this context, using the Gaussian (or L
factorization techniques.
One of the approaches to the classical integrable systems comes from the use of inﬁnite dimensional
groups, that has its roots in the works of M. Sato [17], M . M u l a s e  [16], and the profound analysis of
Toda integrable hierarchy made by K. Takasaki and K. Ueno [19]. Mark Adler and Pierre van Moerb
performed an important work connecting the Gaussian factorization methods in the KP hierarchy w
orthogonal polynomials, generalized orthogonality, and Darboux transformations, see 
4]. T h e l a s t o f t h e m ,  signed also by P. Vanhaecke, studied multiple orthogonal polynomials, 
subsequently multi-component hierarchies. The link that they use in [4] is the Riemann–Hilbert approach 
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had developed before in [11] and [12]. Those ideas of using Riemann–Hilbert techniques to orthogonal 
polynomials come from the seminal paper [13] by A.S. Fokas, A.R. Its and A.V. Kitaev. We also mention 
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ian[14] and [15] where the authors revisited the group theoretic study of the so called multi-component 2D-T
hierarchy using the known tools of Gaussian factorization.
Guided by the ideas of [14,8,4] and [9] we studied, using Gaussian factorization techniques, the connecti
between 2D Toda-type integrable hierarchies with matrix bi-orthogonal polynomials [5], multiple orthogo
polynomials of mixed type [6] and orthogonal polynomials on the unit circle [7]. An interesting byproduct 
method – based on the LU factorization – that turns to be useful when one is interested in generalization
the Christoﬀel–Darboux formula for orthogonal polynomials. Despite, the formulas were known (e.g. [12], a
[10]), the method is general enough to be applied in many diﬀerent situations. In this paper we present 
analysis for generalized matrix bi-orthogonal polynomials with generalized Hankel symmetries [5].
The layout of the paper is as follows. After this introduction in Section 1 we explain the basics of 
Gaussian factorization method for matrix bi-orthogonal polynomials in Section 1.1. The next step is to de
the kind of symmetries that are present in this framework, that is what we do in Section 1.1.1. To conclude
put all the pieces together in Section 2 with a theorem that shows the application of the factorizat
techniques to the obtention of generalized Christoﬀel–Darboux formulas.
1.1. Reminder: The Gaussian factorization method for matrix bi-orthogonal polynomials
Let us consider a family of N ×N matrix bi-orthogonal polynomials on the real line {pn, p˜n} and a mat
weight ρ :R → CN × CN such that for n, n′ = 0, 1, . . .
〈pn, p˜n′〉 :=
∫
R
pn(x)ρ(x)p˜n′(x) dx = δn,n′IN .
It follows from Eq. (1) that both families of polynomials satisfy orthogonality relations that can 
written as
〈
pn, x
j
〉
=
∫
R
pn(x)ρ(x)xj dx = 0,
〈
xj , p˜n
〉
=
∫
R
xjρ(x)p˜n(x) dx = 0.
Given a weight that determines a matrix orthogonality problem, it is possible to deﬁne what we call t
moment matrix of the weight
Deﬁnition 1. Let χ be the monomial matrix sequence χ(x) := (IN , xIN , x2IN , . . .). Then, given a mat
weight ρ, we deﬁne the moment matrix g as the following semi-inﬁnite N × N block matrix
g :=
∫
R
χ(x)ρ(x)χ(x) dx.
Observe that each block of g can be written as follows
gij =
∫
R
xiρ(x)xj dx.
One method that has proved useful for studying recurrence relations, Christoﬀel–Darboux formulas a
connection with Toda-type integrable hierarchies is the LU factorization method, or also called the Gauss
2
factorization method [5] and [6]. The factorization problem consists in ﬁnding two matrices S, S˜ such that g 
= S−1S˜. T h e  m a t r i x S is a block lower triangular matrix with IN in the diagonal, whereas the matrix 
(5)
to
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atS˜ must be block upper triangular as it is shown below
S =
⎛
⎜⎜⎜⎝
IN 0N 0N · · ·
S1,0 IN 0N · · ·
S2,0 S2,1 IN · · ·
...
...
... . . .
⎞
⎟⎟⎟⎠ , S˜ =
⎛
⎜⎜⎜⎝
S˜0,0 S˜0,1 S˜0,2 · · ·
0N S˜1,1 S˜1,2 · · ·
0N 0N S˜2,2 · · ·
...
...
... . . .
⎞
⎟⎟⎟⎠ .
The coeﬃcients of the matrices S, S˜ are the coeﬃcients of the polynomials {pn, p˜n} as we are going
prove now.
Deﬁnition 2. The semi-inﬁnite block vectors p and p˜ are given by
p(x) := Sχ(x), p˜(x) :=
(
S˜−1
)
χ(x).
Both p = (p0, p1, . . .) and p˜ = (p˜0, p˜1, . . .) are sequences of matrix polynomials that, as we are go
to see, are bi-orthogonal respect to the matrix weight ρ(x).
Proposition 1. Given the elements pi and p˜j of the sequences p, p˜ then 〈pi, pj〉 = 0.
Proof. It is a consequence of the deﬁnition of S, S˜
〈pi, pj〉 =
∫
R
pi(x)ρ(x)p˜j(x) dx =
∫
R
(
p(x)ρ(x)p˜(x)
)
ij
dx =
(
S
∫
R
χ(x)ρ(x)χ(x) dxS˜−1
)
ij
=
(
SgS˜−1
)
ij
= INδij . 
1.1.1. Hankel and multigraded-Hankel symmetries
Along with the Gaussian factorization, another important tool in our analysis is the Hankel-type sy
metries that arise from the structure of the moment matrix. We can proceed with some deﬁnitions
Deﬁnition 3.
(1) We say that a block-matrix Mij is a block-Hankel matrix if and only if Mi+1,j = Mi,j+1.
(2) The shift operator Λ is a block semi-inﬁnite matrix given by Λij = INδi,j−1.
The matrix representation for the shift operator Λ given in the deﬁnition has the following form
Λ =
⎛
⎜⎜⎜⎜⎜⎝
0N IN 0N 0N · · ·
0N 0N IN 0N · · ·
0N 0N 0N IN · · ·
0N 0N 0N 0N · · ·
...
...
...
... . . .
⎞
⎟⎟⎟⎟⎟⎠ , Λ
 =
⎛
⎜⎜⎜⎜⎜⎝
0N 0N 0N 0N · · ·
IN 0N 0N 0N · · ·
0N IN 0N 0N · · ·
0N 0N IN 0N · · ·
...
...
...
... . . .
⎞
⎟⎟⎟⎟⎟⎠ .
The so-called shift operator is useful not only for representing shifts on sequences, but also for char
terizing the Hankel symmetry of the moment matrix g, as we will state in the following proposition th
can be proved directly
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1)(1) The shift operator Λ and the sequence vector χ(x) have the following eigenvalue properties
Λχ(x) = xχ(x), χ(x)Λ = xχ(x).
(2) The moment matrix g is a block-Hankel matrix and satisﬁes Λg = gΛ.
Block semi-inﬁnite matrices can be thought as the tensor product CN×N ⊗CZ+×Z+ . Hence, we have t
possible manners of describing these objects, ﬁrst as semi-inﬁnite matrices with coeﬃcients in CN×N
secondly as N × N matrices with coeﬃcients in the space of semi-inﬁnite matrices CZ+×Z+ . Any eleme
in A ∈ CN×N ⊗ CZ+×Z+ can be multiplied by an N × N matrix y ∈ CN×N , multiply A by y ⊗ I, or by
semi-inﬁnite in z ∈ CZ+×Z+ multiplying A by IN ⊗ z. Given the canonical basis {Ea,b}Na,b=11 of CN×N
can, therefore, multiply by the left or by the right any block semi-inﬁnite matrix A by Ea,b, all the blo
of X are multiplied by Ea,b. Given a multi-index n = (n1, . . . , nN ) with na non-negative integers we c
deﬁne the following power An =
∑N
a=1 A
naEaa.
As we are interested in slightly more general situations the ordinary Hankel symmetry can be generaliz
to what we will call multigraded-Hankel symmetry as we see in the following deﬁnition.
Deﬁnition 4. Given two multi-indices n and m we say that a block semi-inﬁnite matrix g is a multigrad
Hankel type matrix (n, m) if
Λng = g
(
Λ
)m
.
If we consider that gij is a block of g it is possible to extend the notation gij = (gij,ab)1a,bN . Us
this notation the multigraded-Hankel condition can be written as gi+naj,ab = gij+mb,ab. It is possible
construct a family of matrices with this kind of symmetry using the following moment matrices
gij,ab =
∫
R
xiρj,ab(x) dx,
where the weights satisfy a general periodicity condition like
ρj+mb,ab(x) = xnaρj,ab(x). (1
Given the weights ρ0,ab, . . . , ρmb−1,ab, the rest of them are given by (10). This is a generalization of t
moment problem studied by M. Adler and P. van Moerbeke in [2] for the particular case of one compon
(N = 1) and with n1 = m1, what they referred as the band condition. The consideration of the recurs
relations that arise from this generalized symmetry can be also found in [3].
In this generalized case we have to deﬁne the adequate objects to preserve the similarities with the Han
case.
Deﬁnition 5. In the multigraded-Hankel case we can deﬁne the following objects
(1) The vector sequences χ1 and χ2
χ1(x) :=
(
IN , xIN , x
2
IN , . . .
)
, χ2(x) :=
(
ρ0(x), ρ1(x), ρ2(x), . . .
)
, (1
where the weights verify the periodicity condition (10).
1 Ea,b has all its coeﬃcients equal to zero but for a 1 sited at the cross of a-th row with the b-th column.
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χ1(x)χ2(x) dx. (
(3) The generalized families of matrix polynomials and matrix dual polynomials
p(x) := Sχ1(x), p˜(x) :=
(
S˜−1
)
χ2(x). (
The reader may notice that under this deﬁnition, the vector p is still a family of matrix polynomials, b
the dual family p˜ is not a family of polynomials but a family of linear combinations of matrix weights w
coeﬃcients given in S˜−1. We will call this objects “linear forms” or “generalized polynomials”. As we w
see in Section 2 many of the formulas are valid in both cases.
The kind of equations that appear when we study this orthogonality problems suggest a connection w
some kind of multiple orthogonality, as it is discussed in [5]. Now we are interested in the analogue
Christoﬀel–Darboux formulas that can be obtained if we adopt this generalized Hankel symmetry.
2. Christoﬀel–Darboux formulas for generalized Hankel symmetries
We will study some extensions of the classical Christoﬀel–Darboux formula for generalized Hankel sy
metries. A known consequence of the Hankel symmetry that is present in the moment matrix associated
an orthogonality problem is the so called Chistoﬀel–Darboux formula. For a set {Pn} of scalar orthogo
polynomials in the real line (under a weight w(x)) it is true that
n−1∑
k=0
Pk(x)Pk(y)
hk
= 1
hn−1
Pn(x)Pn−1(y) − Pn−1(x)Pn(y)
x − y . (
Our objective in this section is to obtain a generalization of the classical formula (14) for the case
matrix polynomials and not standard Hankel symmetry.
Deﬁnition 6. Given a system of bi-orthogonal matrix polynomials {pl, p˜l} we deﬁne the l-th Christoﬀ
Darboux Kernel as the following N × N -matrix
K [l](x, y) :=
l−1∑
k=0
p˜k(x)pk(y). (
One of its interesting properties has to do with the representation of orthogonal projections. It is obvio
that any semi-inﬁnite vector v (with scalar or matrix components) can be written using a block notation
it is shown
v =
(
v[l]
v[l]
)
where v[l] is the semi-inﬁnite vector with the ﬁrst l coeﬃcients of v and v[l] the semi-inﬁnite vector th
contains the rest of the components. This decomposition induces the following structure for an arbitra
semi-inﬁnite matrix.
g =
(
g[l] g[l,l]
g[l,l] g[l]
)
.
5
If we apply this to a LU factorizable matrix g, the block structure is preserved by the factorization, that is:
[l] ( [l])−1 ˜[l] ( −1)[l] ( [l])−1 ( ˜−1)[l] ( ˜[l])−1
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With this block structure it is natural to deﬁne the following CN×N matrix polynomial spaces as t
following
H[l] := C{χ(0), . . . , χ(l−1)}, (1
and its limit is the polynomial space
H :=
{ ∑
lk∞
ckχ
(k), ck ∈ CN×N
}
, (1
where l  ∞ means that there are only a ﬁnite number of non-zero terms. That space H has the follow
characterizations as well
H[l] = C{p0, . . . , pl−1} = C{p˜0, . . . , p˜l−1}. (1
We consider the following spaces
(H[l])⊥2 := { ∑
lk∞
ckpk, ck ∈ CN×N
}
,
(H[l])⊥1 := { ∑
lk∞
ckp˜k, ck ∈ CN×N
}
,
that have the following properties
〈H[l], (H[l])⊥1〉 = 0, 〈(H[l])⊥2 ,H[l]〉 = 0,
and give meaning to the following decompositions
H = H[l] ⊕ (H[l])⊥1 = H[l] ⊕ (H[l])⊥2 ,
that induce the following projections
π
(l)
1 :H → H[l], π(l)2 :H → H[l], (1
where π(l)1 is the projection onto H[l] parallel to (H[l])⊥1 and π(l)2 is the projection onto H[l] parallel
(H[l])⊥2 . Those projections are extensions of the orthogonal projection to the bi-orthogonal case.
Now we make a comment on some remarkable and already known properties of the Christoﬀel–Darbo
kernel.
Proposition 3.
(1) The Christoﬀel–Darboux kernel is the integral kernel of the following projections
(
π
(l)
1 f
)
(x) =
∫
R
K [l](x, y)ρ(x)f(y) dy, ∀f ∈ H,
(
π
(l)
2 f
)
(x) =
∫
R
f(y)ρ(x)K [l](y, x) dy, ∀f ∈ H. (2
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R
K [l](x, u)K [l](u, y) du. (
(3) K [l](x, y) is a sesquilinear form whose associated matrix is the inverse of the moment matrix (res
known sometimes as Aitken–Berg–Collar theorem or ABC theorem [18]).
K [l](x, y) =
(
χ[l](x)
)†(
g[l]
)−1
χ[l](y). (
Now it is necessary to make a diﬀerence between the situation where the symmetry is pure Hankel a
the Hankel-like generalized symmetry. The matrix moment in the Hankel case has been constructed us
a matrix weight ρ and the monomial sequence χ as g =
∫
R
χ(x)ρ(x)χ(x) dx. In this case the two famil
pl and p˜l are both families of matrix orthogonal polynomials. If the existent symmetry is more gene
(multigraded-Hankel) we have written the matrix g as g =
∫
R
χ1(x)χ2(x) dx. In this case the family
(built using χ1) it still a family of polynomials, but the dual family p˜l (built using χ2) is no longer a fam
of polynomials but a family of what we call linear forms (linear combinations of weights). As it was stud
in [5] and later in [6] the set pl can be understood as a family of multiple orthogonal polynomials of type
and the family p˜l can be understood as the set of the linear forms associated to the dual problem (that
a multiple orthogonal problem of type I). In this paper, the fact that pl and p˜l are in fact families of m
general multiple orthogonal polynomials is not important and we will still use the “polynomial” langua
in a formal way.
The next step towards the obtention of the Christoﬀel–Darboux formula comes from this result
Proposition 4. When the moment matrix g has the multigraded-Hankel symmetry Λng = g(Λm) the ker
K [l] satisﬁes
xnK [l](x, y) − K [l](x, y)yn = (χ[l]2 (x) − χ[l]2 (x)(g[l])−1g[l,l])((Λm)[l,l])(g[l])−1χ[l]1 (y)
− χ[l]2 (x)
(
g[l]
)−1(
Λn
)[l,l](
χ
[l]
1 (y) − g[l,l]
(
g[l]
)−1
χ
[l]
1 (y)
)
. (
Proof. The multigraded Hankel symmetry can be written using the block notation as follows
(
Λn
)[l]
g[l] +
(
Λn
)[l,l]
g[l,l] = g[l]
((
Λm
)[l]) + g[l,l]((Λm)[l,l]),
or equivalently
(
g[l]
)−1(
Λn
)[l] − ((Λm)[l])(g[l])−1 = (g[l])−1(g[l,l]((Λm)[l,l]) − (Λn)[l,l]g[l,l])(g[l])−1.
The eigenvalue property that has the shift operator Λ can be extended to the multigraded case in
following manner. For the sequence of monomials χ1 it holds as usual that Λχ1(x) = xχ1(x), but
the sequence χ2 the component-like expression gives way to (Λmbχ2(x))j,ab = xna(χ2(x))j,ab. This can
written in the following way using the following block expressions.
(
Λn
)[l]
χ
[l]
1 (x) = xnχ
[l]
1 (x) −
(
Λn
)[l,l]
χ
[l]
1 (x),
χ
[l]
2 (x)
((
Λm
)[l]) = xnχ[l]2 (x) − χ[l]2 (x)((Λm)[l,l]),
from where the result can be obtained using the ABC theorem, the eigenvalue property and the Han
symmetry. 
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If we want to simplify the obtained expression it is necessary to introduce some new elements. First, the
orthogonality relations are equations of a linear system that can be written using a matrix formalism.
n
4)
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all
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9)Proposition 5. The family pl of orthogonal polynomials can be written using the following matrix notatio
pl(x) = χ(l)1 (x) − ( gl,0 gl,1 · · · gl,l−1 )
(
g[l]
)−1
χ
[l]
1 (x)
= S˜ll ( 0N 0N · · · IN )
(
g[l+1]
)−1
χ
[l+1]
1 (x), (2
and the (generalized) dual polynomials p˜l can be constructed using the following notation
p˜l(x) =
(
χ(l)(x) − χ[l]2 (x)
(
g[l]
)−1 ( g0,l g1,l · · · gl−1,l ))S˜−1ll
= χ[l+1]2 (x)
(
g[l+1]
)−1 ( 0N 0N · · · IN ) . (2
As a second step it is necessary to deﬁne new families of (generalized) polynomials that we will c
associated polynomials
Deﬁnition 7. We deﬁne the following associated polynomials
pl,+j(x) := χ(l+j)1 (x) − ( gl+j,0 gl+j,1 · · · gl+j,l−1 )
(
g[l]
)−1
χ
[l]
1 (x),
pl,−j(x) := el−j
(
g[l+1]
)−1
χ
[l+1]
1 (x), (2
and the dual associated polynomials
p˜l,+j(x) := χ(l+j)2 (x) − χ[l]2 (x)
(
g[l]
)−1 ( g0,l+j g1,l+j · · · gl−1,l+j ) ,
p˜l,−j(x) := χ[l+1]2 (x)
(
g[l+1]
)−1
el−j , (2
where2 ej = ( 0N 0N · · · 0N︸ ︷︷ ︸
j
IN 0N · · · ).
From the formulas we can see that
pl = pl,+0 = S˜llpl,−0, p˜l = p˜l,+0S˜−1ll = p˜

l,−0. (2
It is also interesting to notice that the new polynomials satisfy modiﬁed orthogonality relations that c
be easily expressed using the non-generalized polynomials. We summarize all those results in the follow
proposition.
Proposition 6.
(1) The polynomials pl,+j y p˜l,+j are monic polynomials of degree l + j that satisfy∫
R
pl,+j(x)ρk(x) dx = 0N , k = 0, . . . , l − 1,
∫
R
xkp˜l,+j(x) dx = 0N , k = 0, . . . , l − 1, (2
2 The space dimension is not explicitly written. That is a little abuse of notation.
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and both pl,−j and p˜l,−j are matrix polynomials of degree l that satisfy generalized orthogonality relations∫ ∫
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33)R
pl,−jρk(x) dx = δk,l−jIN ,
R
xkp˜l,−j dx = δk,l−jIN . (
(2) The expressions that connect regular and associated polynomials are the following
pl,+j = pl+j + S−1l+j,l+j−1pl+j−1 + · · · + S−1l+j,lpl,
pl,−j = S˜−1l−j,lpl + S˜
−1
l−j,l−1pl−1 + · · · + S˜−1l−j,l−jpl−j , (
associated dual polynomials satisfy
p˜l,+j = S˜l+j,l+j p˜l+j + S˜l+j−1,l+j p˜l+j−1 + · · · + S˜l,l+j p˜l,
p˜l,−j = Sl,l−j p˜l + Sl−1,l−j p˜l−1 + · · · + pl−j . (
Proof.
(1) It is a direct consequence of the deﬁnition. It is just necessary to multiply by the right by (χ[l]2 ) (
the non-duals) or by the left by χ[l]1 (for the duals).
(2) For the polynomials pl,+j the orthogonality relations that they verify make that pl,+j ∈ span{pl, pl+1, .
pl+j} and we can thus write as a consequence pl,+j = ajpl+j + aj−1pl+j−1 + · · · + a0pl. The coeﬃcie
also satisfy the following system of linear equations.
( 1 0 · · · 0 ) = ( aj aj−1 · · · a0 )
⎛
⎜⎜⎜⎝
1 Sl+j,l+j−1 · · · Sl+j,l
0 1 · · · Sl+j−1,l
...
...
...
0 0 · · · 1
⎞
⎟⎟⎟⎠
from where we obtain easily that pl,+j = pl+j +S−1l+j,l+j−1pl+j−1 + · · ·+S−1l+j,lpl. For the family of as
ciated polynomials pl,−j , as pl,−j is a polynomial of degree l, we have that pl,−j ∈ span{pl, pl−1, . . . , p
Using again the orthogonality relations that they satisfy we obtain thus the following formulas for
coeﬃcients. ∫
pl,−j(x)p˜k(x)† dx = S˜−1lk , k = 0, 1, . . . , l,
that is, pl,−j = S˜−1l−j,lpl + S˜
−1
l−j,l−1pl−1 + · · · + S˜−1l−j,l−jpl−j . The same reasoning can be applied to
dual associated (generalized) polynomials. 
We are now prepared to obtain the following theorem
Theorem 1. For l  max{|n|, |m|} we have the following Christoﬀel–Darboux formula
(
xnK [l] − K [l]yn)(x, y) = N∑
a=1
(
m−1∑
j=0
p˜l,+j(x)Eaapl−1,−(ma−j−1)(y)
−
n−1∑
j=0
p˜l−1,−(na−j−1)(x)Eaapl,+j(y)
)
. (
9
for l  n, so that makingProof. Using direct calculus it can be obtained that (Λn)[l,l] = 
∑
j
n−
=0
1 
el−n+j ej
 
substitutions in the Proposition 4 we have that for l  max{|n|, |m|}
)
on
4)
97)
m.
es.
atrix
onal
ion
 2D
s. A
ns,
ath.
008,(
xnK [l](x, y) − K [l](x, y)yn) = N∑
a=1
ma−1∑
j=0
(
χ[l](x) − χ[l](x)(g[l])−1g[l,l])ejEaael−ma+j(g[l])−1χ[l](y
−
na−1∑
j=0
χ[l](x)
(
g[l]
)−1
el−n+jEaaej
(
χ[l](y) − g[l,l](g[l])−1χ[l](y)).
If we use Deﬁnition 7 for the associated polynomials we obtain the formula that we were looking for. 
Corollary 1. The components of the matrix K [l] that we will call K [l]a,b verify the following scalar equati
for l  max{|n|, |m|} y a, b = 1, . . . , N .
K [l](x, y)ab =
N∑
c=1
∑m−1
j=0 p˜l,+j(x)acpl−1,−(mc−j−1)(y)cb −
∑n−1
j=0 p˜l−1,−(nc−j−1)(x)acpl,+j(y)cb
xna − ynb . (3
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