Spatial fields of satellite-measured deep-layer temperatures are examined in the context of quasigeostrophic theory.
Introduction and background

a. Satellite temperature retrievals versus deep-layer temperatures
The coarse vertical resolution provided by satellite temperature sounders flown to date has been regarded as seriously degrading their utility for analysis of baroclinic weather systems. Individual channels of these infrared or microwave sounders have sensitivity to deeplayer weighted average temperature, the weights being given by the channels' respective weighting functions. While the infrared sounders have had somewhat better vertical resolution than microwave sounders in the troposphere, their weighting functions are temperature profile-dependent and are more sensitive to cloud contamination.
If multiple sounder channels with sufficiently low radiometric noise have overlapping weighting functions, then they can be deconvolved into shallower "averaging kernels" (Conrath 1972; Huang et al. 1992) . These averaging kernels represent the highest vertical resolution that a satellite temperature sounder can measure directly. The extent to which the vertical resolution can thereby be improved is limited by the number, vertical placement, and shape of the weighting functions, as well as the radiometric noise of the mea- where the notation follows Holton (1979) . Trenberth notes, and Durran and Snellman (1987) agree, that midtropospheric to can be estimated by simply the advection of geostrophic vorticity by the thermal wind. This is because the deformation terms are usually small and the to field is typically dominated by a single sinusoidal mode, in which case the lhs term is proportional to -to. This avoids inversion of the elliptical operator on the lhs, which can lead to more computational noise than signal enhancement.
In operational procedures, the vertical motion can therefore be qualitatively estimated by superimposing a midtropospheric thickness pattern on a midtropospheric vorticity pattern, two fields familiar to every forecaster. Solenoids formed by these two contoured fields would be proportional to the quasigeostrophic forcing of vertical motion.
We will demonstrate that two deep-layer temperatures are sufficient to quantitatively diagnose the geostrophic vorticity advection by the thermal wind, and thus to, in the midtroposphere.
The technique builds upon both the traditional "bottom-up" quasigeostrophic perspective of height changes (e.g., Holton 1979), as well as the alternative "top down" viewpoint of Hirshberg and Fritsch (1991a,b; hereafter HF91) and Hirshberg and Fritsch (1993; hereafter HF93 (Fig. 1 ) , are nearly insensitive to temperature variations, so that they can be considered to be a constant function of pressure altitude. This makes their interpretation more straightforward than infrared sounders' weighting functions that vary in pressure altitude as the air temperature changes. The weighting function shapes in Fig. 1 suggest that most of the sensed radiation comes from a layer bounded by pressure surfaces, although it is obvious that these pressure surfaces are not well defined. Spencer and Christy (1992a,b) , the geostrophic vorticity, thermal wind, and vertical motion fields described here are all calculated from spatial gradients in the data. This makes absolute offsets in calibration between instruments nearly irrelevant to the computation of these fields for either weather or climate studies. Thus, the procedures described below could even be used for climate monitoring of these parameters without intercalibration between successive satellite sensors. All satellite temperature sounders flown to date have been through-nadir scanners, resulting in a dependence of the weighting function height on view angle, which is due to the greater atmospheric path length as the instrument scans off-nadir. Thus, spatial variability in the satellite temperatures across the data swath is usually dominated by "limb darkening"
resulting from the higher, off-nadir weighting functions sampling cooler air. In order to discuss the MSU data in pressure coordinate system terms, this effect must be corrected for by adjusting all the different view angles to correspond to the same pressure altitude. Indeed, the multiplicity of spatial gradient operators inherent in the computation of vertical velocity from ( 1 ) makes the limb correction procedure critical. Therefore, as long as through-nadir scanners produce the data, limb corrections will probably remain a necessary part of the data analysis procedures in order to allow discussion of baroclinic structures in a pressure coordinate system. MSU channels 2, 3, and 4 (MSU2, MSU3, and MSU4) are used together to provide view angle corrections for MSU2 and MSU3. Rather than the traditional approach of correcting the nonnadir measurements to nadir, we correct to the intermediate earth incidence angle of 33°(footprint positions 3 and 9 in Fig.  2 ). This provides somewhat better performance than a correction to the nadir view since it involves a smaller range of deviations from the view angle to which it is corrected.
Separate sets of limb correction coefficients a are derived with multiple linear regression for each 4°latitude band, month, satellite direction (ascending or descending paths), and separate satellite to correct Tb to the 33°incidence angle. This is done by regressing the average of print positions 3 and 9 Tb (each having a 33°earth incidence angle) against the other incidence angles' average Tb,
where T* is the view-angle-corrected Tb for either MSU2 or MSU3. (The asterisk will be dropped from here onward, and all references to Tb will assume limb corrections have been made.) The ability of (2) It is important to note that the quasigeostrophic concepts discussed below do not depend upon the accuracy of the MSU rainfall algorithm or its sensitivity to nonrain effects. It is included to demonstrate the inductive connection between an index of upward motion (the rainfall estimates) and spatial patterns in the MSU temperature data. As an example of the algorithm's sensitivity to nonrain effects, radiative transfer calculations (see Wentz 1983) suggest that assuming an average surface wind speed of 5 m s-_, the wind would need to increase to nearly 20 m s -j for Tb_ to reach the 15% cumulative frequency distribution threshold, at which point a nonzero rain value would be assigned.
d. Satellite data gridding and finite differencing
The satellite measurements were binned into a 0.5°l atitude-longitude grid based upon the NESDIS-provided locations of the MSU footprint centers. Even though 1.0°or 1.5°grid resolution would more closely approximate the MSU footprint size and spacing (see Fig. 2 ), 0.5°was chosen to allow accurate spatial partitioning of each footprint's energy and to thus avoid significant errors in the computed temperature gradients. Empty grid squares were zonally interpolated to from nonempty grids up to 2.5°away in both east and west directions.
To help smooth out random errors in the footprint data, the Tb fields are then spatially smoothed with a 3.5°latitude by 5.5°longitude Gaussian-shaped filter that applies less weight for data at a farther distance from the center grid square location. Finite differences were taken at 500-km spacing, independent of latitude, but were applied every 0.5°in latitude and longitude. Note that the spatial resolution inherent in the MSU footprint size, spacing, and our smoothing filter makes the resulting Tb fields quite smooth at 0.5°grid resolution.
Satellite image analysis
While the results of this study might have been deduced from theoretical considerations alone, they were largely an inductive result of visual inspection of 6-h imagery of the three different MSU fields. We examined numerous cases of cyclone development and their associated MSU temperature and rainfall patterns. A particularly strong North Pacific cyclone is shown in Fig. 3 Note the tendency for the rainfall to occur in a regions of positive Tb3/Tb2_3 solenoids. Examples of similar relationships were present on every day for which global imagery was examined. While the case illustrated in Fig. 3 is comparatively intense, many examples were found where the amplitudes of the features were much smaller, yet coherence in the spatial relationships among the thermal structures and the rainfall fields remained the same.
While it is well known that the lower-tropospheric deep-layer temperatures such as Tb2/._ provide a useful estimate of lower-tropospheric thickness, it has been less apparent what the significance is of the upper-tropospheric temperature patterns observed by MSU3. Conventional wisdom has maintained that MSU3 data are difficult to interpret because the channel 3 weighting function straddles the midlatitude tropopause. However, its potential importance in the formation of intense extratropical cyclones was addressed by Velden (1992) , who showed that MSU3 warm pools revealed by this channel were associated with cyclone development at the surface, with the warm pools upwind of the cyclone during the ticity) from satellite-derived thermal or thickness fields would proceed along the following familiar lines: the 500-hPa height field can be built hydrostatically by adding the 1000-500-hPa thickness field (approximated by Th2/3) to the 1000-hPa height field, for example, the surface pressure patterns in Fig. 4 . In this approach, solving the hypsometric equation, which is a boundary value problem, starts from the bottom up, and we would need knowledge of the surface pressure field as a lower boundary condition. Unfortunately, there is currently no method for measuring surface pressure patterns from satellite data.
However, we noticed that during the development of the waves, the upper-tropospheric warm features were centered somewhat downstream (east) of the trough in the lower-tropospheric channel 2/3 thermal wave, as is most obvious in Figs. 3b and 3c . In a developing baroclinic disturbance, this is precisely where thermal wind balance tells us that a midtropospheric height minimum should be found. The classic example (Fig. 4) shown by Palmen and Newton (1969) illustrates the phase lag between the 500-hPa height field and 1000-500-hPa thickness field and its relationship to the surface low. Since surface pressure decreases to the east of the thickness trough or, equivalently, thicknesses decrease to the west of the surface low, the midtropospheric height minimum must lie somewhere in between the surface low and the upstream thickness trough. ( n ear 400 hPa ). This is illustrated in Fig. 5, a We would expect that the Laplacian operator used for computation of geostrophic vorticity on the rhs of ( 1 ) would be dominated by cyclone-scale features with little contribution from planetary wave features. If the LID assumption is valid, then the height field at the bottom of the layer sensed by MSU3 will have the same small-scale horizontal structure as the "thickness" field represented by the MSU3 weighting function.
Then the vorticity term in ( l ) can be approximated by replacing the geopotential height by satellite-sensed deep-layer temperature,
where P2 = 50 hPa, p_ = 400 hPa. As discussed above, the bounding pressure level values for P2 and p_ would be strictly accurate only if the satellite could actually measure the 400-50-hPa thickness. Because the MSU3 weighting function does not have a "boxcar" shape, these reference levels are not strictly applicable and are just approximations at this point. The Laplacian operator was computed with five-point finite differencing at fixed (latitude-independent) 500-km gridpoint spacing but applied at every 0.5°grid point. The large space scale for this Laplacian operator was necessary to suppress small-scale noise, and the resulting vorticity field will represent only those features larger than about 1000 km in size.
The shaded regions in Fig. 3 indicate positive geostrophic relative vorticity thus computed from MSU3. It can be seen that the vorticity influence of the largerscale patterns in Tb3 is weak, while the cyclone-scale vorticity maxima resulting from smaller-scale perturbations in the Tb3 field are brought out by the Laplacian operator.
A good example of the interpretational superiority of the vorticity field over the raw MSU3 field is the secondary vorticity maximum that plunges southeastward near 170°W (Fig. 3) toward the primary vorticity maximum, intensifying and rotating through the trough during the period. Now the advection of vorticity by the thermal wind can be visualized by following the Tb2_3 contours (dashed) from higher (darker shading ) vorticity values to lower (lighter shading) vorticity values. The rainfall areas are seen to occupy areas where there is positive vorticity advection by the thermal wind. The most prominent exception is the lobe of rainfall in Fig. 3c , which extends southwestward from the main vorticity advection region. This is probably a line of deep convection along the cold front, possibly where the (neglected) deformation terms in ( 1 ) are large.
b. Comparisons during ERICA
The MSU-computed midtropospheric geostrophic vorticity was compared to that computed from radiosonde data with three cases from ERICA (Experiment on Rapidly Intensifying Cyclones over the Atlantic) (Hadlock and Kreitzberg 1988) . These include two cases from 1988:1200 UTC 13 December (Fig. 6 ) and 1200 UTC 17 December (Fig. 7) ; and 0000 UTC 4 January 1989 (Fig. 8) . Geostrophic vorticity fields were computed from (3) using the MSU data recorded near these analysis times. Geostrophic vorticities were also computed from the NMC Global Data Assimilation System (GDAS)analyses, with layer temperatures weighted by the MSU3 weighting function shown in Fig. 1 . While the GDAS also utilizes tropospheric MSU data (but over the oceans), the weight it is given is so small that the GDAS and MSU fields can be considered nearly independent (NOAA/NWS/NMC 1994, personal communication).
Also computed were the lowertropospheric temperature patterns for the channel 2/3 weighting profile shown in Fig. 1 .
All three cases (Figs. 6-8 ) involved a vorticity maximum embedded in westerly to northwesterly flow. The MSU features are all displaced to the east of the NMC features due to the satellite data being one to three hours later than the analysis times. The MSU and NMC vorticity patterns are basically similar, with some small differences in magnitude and shape of the vorticity features. These differences are important, though, in the context of diagnosing quasigeostrophic vertical motions from ( 1 ), which can be estimated by the advection patterns produced by the vorticity and thermal wind implied by the selenoids on the left-hand sides of Many other visual comparisons to operationally available daily Nested Grid Model (NGM) analyses over North America (not shown) almost always revealed excellent agreement with the NGM 500-hPa vorticity analysis.
Vertical motion calculations
To diagnose w, we rewrite ( 1 ) as 8 2 64 mode, with the vertical profile of omega peaking near 500 hPa and going to zero at 1000 and 0 hPa and assuming a horizontal wavelength of 1000 km. The corresponding numerical constants are addressed by Bluestein (1992, 332-333) .
The static stability parameter in (4) is allowed to vary with airmass temperature:
where
and 00 0p -0.066 + 0.001 (275 -Tb2J3)
are computed from the typical range of tropical to polar Tb2j3 and their corresponding potential temperature characteristics are estimated from a thermodynamic diagram. The thermal wind term in (4) is computed from the MSU lower-tropospheric deep-layer measurements:
Ap
where Pn = 1000 hPa and Pt = 400 hPa. The vertical motion fields diagnosed from the solenoids of geostrophic vorticity and Tb2/_ temperature patterns on the left-hand side of Figs. 6, 7, and 8 are shown on the right-hand sides of the same figures. As was the case for vorticity, there is basic agreement between the MSU and NMC patterns of rising and sinking motion for all three days. The MSU again shows an eastward offset of its features, which is related to its data being collected 1-3 h later than the analysis times of 0000 and 1200 UTC.
The largest source of error in the computation of omega from the MSU data comes from the geostrophic vorticity field and thus from limb correction errors in
Tb3. This is because the geostrophic vorticity gradient is directly proportional to a third spatial derivative of the Tb3 field, whereas the thermal wind calculation from the lower-tropospheric temperatures involves only a first spatial derivative of Tb2_3. Through examination of many cases (not shown), the majority of significant vorticity errors were confined to the swath edges, in particular the extreme (numbers 1 and 11 ) MSU footprint positions.
Very careful limb-correction procedures can ensure that these errors are relatively random but cannot eliminate them. Nevertheless, we retained the extreme footprint position data in our study to examine how well the technique would perform with the full set of MSU data, which provides essentially complete coverage of the extratropics. Better limb corrections will require more radiometer channels with overlapping weighting functions, lower instrumental noise, or the flight of conically scanning temperature sounders that would eliminate the need for limb corrections (though at the expense of a somewhat narrower swath width).
Summary and conclusions
We have explored the information content of satellite-measured deep-layer temperatures in the context of quasigeostrophic dynamical concepts. Midtropospheric geostrophic vorticity can be estimated from a single temperature sounder channel (MSU3). The conventional wisdom that "it is difficult to interpret MSU3 because it straddles the tropopause" is irrelevant to discussion of geopotential height patterns, which are computed from a vertical integration of temperature (which a microwave temperature sounder approximates) in combination with a suitable upper boundary condition. The thermal structure that MSU3 responds to in pres- Neither have we examined how much of the error in these methods is due to the weighting function (or averaging kernel) shapes not providing an accurate measure of thickness. More studies would be required to examine these questions.
