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Kurzfassung
Zur Erfassung von Fahrzeugen im professionellen Rennsport werden häufig Trans-
pondersysteme verwendet. Derartige Systeme sind jedoch kostspielig und erfordern
eine vorherige Installation und regelmäßige Wartung. Ferner müssen die Transpon-
der vor dem Rennen verteilt und nach dem Rennen wieder eingesammelt werden,
was zusätzlichen logistischen Aufwand verursacht. Diese Arbeit stellt eine Methode
vor, bei der ein Streckenabschnitt stattdessen von einer Kamera überwacht wird. Die
von ihr gelieferten Bilder werden genutzt, um teilnehmende Rennwagen anhand ihrer
Startnummer zu identifizieren, wenn diese eine Lichtschranke auslösen. Da ein solches
System wenig teure Technik zur Realisierung benötigt, eignet es sich insbesondere zur
Anwendung im Amateursport.
Wir zeigen, mit welchen Verfahren die Ziffern einer Startnummer in Kamerabildern
lokalisiert werden können. Hierfür vergleichen wir verschiedene Methoden der Seg-
mentierung auf ihre Tauglichkeit zur Extraktion einzelner Bildelemente. Die erhalte-
nen Strukturen werden anschließend klassifiziert, um Ziffern von Nichtziffern abzu-
grenzen. Dazu testen wir mehrere Klassifizierungsansätze und Merkmale und prüfen,
welche Parametrisierungen eine präzise Klassifikation ermöglichen. Wir stellen einen
Algorithmus vor, der einzelne Bildkomponenten miteinander verkettet und so die ein-
zelnen Ziffern zu einer Nummer zusammenfasst. Ferner analysieren wir, welche Ei-
genschaften die Startnummern auszeichnen und wie diese verwendet werden können,
um Nichtziffern früh auszuschließen. Zur Bewertung der Qualität der entwickelten
Verfahren verwenden wir einen Datensatz geeigneter Bilder aus dem Rennsport.
Diese Arbeit beschreibt außerdem ein Verfahren zur Auswertung mehrerer Kamera-
bilder, um eine robuste Erkennung der Startnummern sicherzustellen. Wir berechnen
den optischen Fluss und leiten daraus ab, ob ein Fahrzeug sich auf die Lichtschranke
zubewegt, um dann Ergebnisse der Identifikation über die Zeit zu akkumulieren und
zuverlässige Resultate zu gewährleisten. Anhand eines Modellaufbaus wird die kor-
rekte Funktionsweise des Systems evaluiert. Teil dieser Arbeit ist die Implementierung
des vorgestellten Systems.
ii
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Kapitel 1
Einleitung
Computersysteme spielen seit Jahrzehnten eine große Rolle bei Automobilrennen. Wie
viele andere Sportarten auch ist der moderne Rennsport geprägt von der technischen
Unterstützung durch Funk, Kameras und designierte Software [1]. Die Gesamtheit
elektronischer Hilfsmittel wird sowohl zur Bewältigung des logistischen Aufwands
als auch zur Durchsetzung der Regelwerke verwendet. Insbesondere im Bereich der
Zeitmessung sind exakte und robuste Systeme Grundvoraussetzung für einen fairen
Rennablauf [2]. Ebenso können computergesteuerte Systeme jedoch dafür eingesetzt
werden, bestimmte Streckenbereiche zu überwachen und einen Überblick über die sich
auf der Strecke befindenden Fahrzeuge zu erhalten.
Professionelle Rennveranstaltungen nutzen hierfür häufig Transpondersysteme, die es
ermöglichen, Fahrzeuge an zuvor festgelegten Streckenpositionen zu identifizieren [3].
Hierzu ist allerdings eine erhebliche Infrastruktur notwendig: An allen Punkten, an de-
nen eine Positionsüberwachung stattfinden soll, müssen zuvor Transponderschleifen
installiert werden. Ferner muss jedes einzelne Fahrzeug mit einem Transponder ausge-
stattet sein, was hohe Anschaffungs- und Installationskosten verursacht und zudem
eine regelmäßige Wartung voraussetzt, um die korrekte Funktionsweise der Geräte
sicherzustellen. Während dies eine sehr präzise Methode zur Erfassung der Fahrzeuge
darstellt, stehen vor allem im Amateursport oft nicht genug Ressourcen zur Verfügung,
um eine Beobachtung der Rennfahrzeuge auf diese Art und Weise zu rechtfertigen.
Eine kostengünstige Alternative können stattdessen kamerabasierte Systeme darstel-
len, die zusammen mit einer Lichtschrankenmessung eingesetzt werden. Ein solches
System könnte einen bestimmten Teil der Strecke überwachen und die einzelnen Fahr-
zeuge anhand ihrer Startnummer identifizieren. Beim Auslösen der Lichtschranke kann
so entschieden werden, welches Fahrzeug den Streckenabschnitt passiert hat. Diese
Methode kann beispielsweise an der Auffahrt zur Rennstrecke verwendet werden, um
festzustellen, welche Fahrzeuge bereits in den Rennlauf gestartet sind.
Diese Arbeit beschreibt ein Konzept für den algorithmischen Teil eines solchen Sys-
tems. Das Szenario ist dabei das Folgende: Es soll der Bereich überwacht werden, in
dem teilnehmende Fahrzeuge auf die Rennstrecke auffahren. Jedes Rennfahrzeug hat
auf seiner Seite eine Startnummer angebracht. Beim Einfahren bleibt das Fahrzeug für
einige Sekunden im von der Kamera überwachten Bereich stehen, ehe es sich wieder
in Bewegung setzt und beim Verlassen des Kamerabereichs eine Lichtschranke auslöst.
Das System soll in dieser Zeit die Startnummer des Fahrzeugs automatisch erkennen.
Bei jedem Auslösen der Lichtschranke soll entschieden werden, ob die Lichtschranke
von einem teilnehmenden Wagen ausgelöst wurde, und wenn ja von welchem.
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Das System soll ohne teure und komplexe Technik auskommen – lediglich eine Kame-
ra, eine Lichtschranke und eine Software kommen zum Einsatz. Da ein solches System
seinen Anwendungsbereich insbesondere im Amateursport hat, soll die Software be-
reits auf einem handelsüblichen Laptop eine ausreichende Performanz bieten. Deshalb
ist eine wichtige Anforderung an die Algorithmen, dass sie schnell sind. Ferner verlan-
gen wir ein hohes Maß an Robustheit, um eine Anwendung des Systems in möglichst
vielen verschiedenen Umgebungen und unter schwierigen Bedingungen zu ermögli-
chen. Zuletzt ist es wichtig, dass die Algorithmen keine falschen Informationen liefern.
Sollte eine Startnummer nicht korrekt erkannt werden können, sollte die Software dies
möglichst melden, um so eine manuelle Identifikation zu ermöglichen, anstatt eine
potenziell falsche Startnummer zurückzugeben.
In den folgenden Kapiteln beschreiben wir die Konzepte und Ideen hinter unseren
Verfahren sowie deren Umsetzung detailliert. Kapitel 2 zeigt bestehende Techniken
zur Erkennung von textuellen Elementen in Bildern auf und setzt diese in einen Kon-
text zum oben beschriebenen Problem. Ferner diskutieren wir kurz Möglichkeiten zur
Bewegungserkennung und gehen auf verwendete Software-Bibliotheken ein. Kapitel 3
beschreibt die Aufgaben des Systems und führt Anwendungsfälle ein, für die die ent-
wickelte Software einzusetzen sein muss. Dabei zeigen wir generelle Schwierigkeiten
bei der Erkennung der Startnummern auf und klären, welche Annahmen wir über die
Umgebung machen, in der das System verwendet wird.
Kapitel 4 widmet sich den einzelnen Teilschritten des Erkennungsprozesses. Wir be-
schreiben sinnvolle Möglichkeiten zur Vorverarbeitung der Kamerabilder und disku-
tieren daraufhin zwei verschiedene Techniken zur Segmentierung der Bilder. Anschlie-
ßend gehen wir darauf ein, wie wir die folgenden Berechnungen auf vielversprechende
Strukturen im Bild beschränken. Eine besondere Rolle nimmt die Klassifizierung der
einzelnen Bildelemente ein. Wir charakterisieren verschiedene Merkmale, die genutzt
werden können, um Ziffern von Nichtziffern zu unterscheiden, und stellen von uns
verwendete Klassifikatoren vor. Als letzten Schritt präsentieren wir unser Verfahren
zur Verkettung mehrerer Ziffern und der finalen Auswahl der Startnummer.
In Kapitel 5 diskutieren wir nachfolgend Möglichkeiten, wie mehrere Bilder verwendet
werden können, um die Erkennung der Startnummern robuster zu gestalten. Außer-
dem beschreiben wir, wie wir Bewegungen in Richtung der Lichtschranke feststellen.
Die in Kapitel 4 und 5 vorgestellten Verfahren werden anschließend in Kapitel 6 evalu-
iert. Wir stellen Maße zur Qualitätsbewertung auf und testen die Güte der Algorithmen
mit verschiedenen Konfigurationen, um die besten Parameter zu finden.
Zuletzt gehen wir in Kapitel 7 auf Details unserer Software-Implementierung ein und
geben in Kapitel 8 einen Überblick über die weiterhin bestehenden Probleme, die Ge-
genstand nachfolgender Arbeiten sein können.
Kapitel 2
Verwandte Arbeiten
Die Erkennung von Zahlen und Text in Bildern ist ein sehr aktives Forschungsgebiet.
Während die grundlegende optische Zeichenerkennung bereits seit über einem halben
Jahrhundert erforscht wird und für bekannte Hintergründe und Schriftarten beinahe
fehlerfreie Erkennungsraten hervorbringt [4], ist die Erkennung von Schrift in natürli-
chen Szenen sowohl in Bildern als auch in Videos noch immer eine Herausforderung
[5, 6].
Zur Lokalisierung von Schriftzeichen in Bildern existieren verschiedene Techniken, die
[7] in zwei Kategorien einteilt: Texturbasierte Methoden [8–10], die das Bild auf ver-
schiedenen Skalen betrachten und Nachbarschaften anhand ihrer Eigenschaften klas-
sifizieren, und regionsbasierte Methoden [7, 11], die auf Basis von Kanten oder Farb-
unterschieden verbundene Komponenten formen. Das Ziel solcher Verfahren ist je-
doch primär die Identifikation von Text – die Erkennung von Zahlen ist dort daher
nur relevant, wenn sie Teil von Textzeilen sind. Ferner gehen diese Methoden davon
aus, dass Text aus Ketten mehrerer Buchstaben besteht, was einzelne Ziffern, wie sie
beispielsweise in einstelligen Startnummern vorkommen, zu Sonderfällen macht.
Arbeiten, die sich auf die Erkennung von Zahlen in natürlichen Szenen konzentrie-
ren, sind deutlich seltener. Das in [12] vorgestellte Verfahren kommt unserem An-
wendungsfall recht nahe, konzentriert sich jedoch vor allem auf eine Reduzierung der
Einflüsse perspektivischer Verzerrung und auf längere Zahlenketten wie Telefonnum-
mern.
Ähnliche Anwendungsgebiete sind unter anderem die Erkennung von Verkehrszei-
chen, die die Geschwindigkeit begrenzen [13]. In solchen Fällen können jedoch be-
stimmte Elemente der Bilder verwendet werden, um die gesuchten Zahlen bereits vor-
ab zu lokalisieren, wie zum Beispiel die roten Ränder der Schilder. Ferner ist vorab
bekannt, in welchem Format und welcher Schriftart die Ziffern vorliegen.
Gleiches gilt auch für die Erkennung von Nummernschildern. Hierzu existieren zahl-
reiche Verfahren. [14] beispielsweise sucht im Bild nach Paaren paralleler Linien, die
das gesuchte Nummernschild eingrenzen. In [15] werden statt paralleler Linien ge-
schlossene Konturen verwendet, um die Lage des Nummernschilds zu erkennen. [16]
und [17] verwenden Vorwissen über die Farbe der Nummernschilder, um sie zu lo-
kalisieren. All diesen Techniken ist gemein, dass ihnen genaue Annahmen über die
Struktur der gesuchten Elemente zugrunde liegen. Da Startnummern in vielen ver-
schiedenen Farben, Formaten und Schriftarten vorkommen, ist dies in unserem Fall
jedoch nicht gegeben.
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Zentral für diese Arbeit ist auch die Klassifizierung von Ziffern. Um die Startnummer
als Ganzes zuverlässig zu erkennen, müssen die einzelnen Ziffern robust unterschie-
den werden können. Es existieren bereits zahlreiche Verfahren zur Klassifizierung von
Ziffern [18], die meisten konzentrieren sich jedoch dabei auf die Erkennung hand-
geschriebener Ziffern wie zum Beispiel [19]. In der Praxis werden als Klassifikato-
ren häufig k-Nearest-Neighbor-Ansätze, Support Vector Machines [20], oder neuronale
Netzwerke [21] verwendet [22]. Als Merkmale werden für die Klassifizierung oft die
Intensitätswerte oder Gradienten an den einzelnen Pixelpositionen herangezogen, wo-
bei zur Verkleinerung des Merkmalsraums die zu klassifizierenden Bilder zuvor auf
eine bestimmte Größe herunter skaliert werden [23].
Für die Detektion von Bewegungen bestehen verschiedene Herangehensweisen: Die
Erkennung lokaler Merkmale [24] und ihre anschließende Verfolgung wie etwa durch
den KLT Feature Tracker [25] kann zur Schätzung von Bewegung in strukturell her-
ausstechenden Bildbereichen verwendet werden. Eine andere Möglichkeit ist die Be-
rechnung des optischen Flusses. Hierzu existieren beispielsweise lokale Methoden [26,
27], die den optischen Fluss mithilfe von Annahmen über das Bewegungsverhalten
innerhalb einer begrenzten Nachbarschaft berechnen. Dies ist jedoch nur erfolgreich,
wenn in der definierten Nachbarschaft lokale Strukturen vorhanden sind, die eine
Bestimmung der Bewegung ermöglichen; in homogenen Bildbereichen versagen lokale
Methoden. Hierfür existieren stattdessen globale Methoden [28, 29].
Unsere Implementierung des Systems baut zu einem großen Teil auf der Bibliothek
OpenCV [30] auf. OpenCV stellt zahlreiche Funktionen zur Bildverarbeitung zur Ver-
fügung. Wir verwenden dabei insbesondere Routinen zur Kantendetektion, Glättung
und Klassifizierung. Ferner unterstützt OpenCV die OpenCL-Schnittstelle, die es uns
erlaubt, diese Teile dieser Berechnungen auf der GPU durchzuführen. Für die Program-
mierung der Schnittstellen und der grafischen Benutzeroberfläche greifen wir auf die
Bibliothek Qt [31] zurück.
Kapitel 3
Spezifikation der Anforderungen
Dieses Kapitel stellt das grundlegende Problem und seine Eigenschaften genauer vor
und beschreibt einige Anwendungsfälle, die berücksichtigt werden sollen. Ferner wer-
den die Anforderungen an die Software, die Teil dieser Arbeit ist, beschrieben.
3.1 Problembeschreibung
Das vorgestellte Verfahren soll dazu in der Lage sein, Startnummern auf Rennwagen zu
erkennen. Einsatzgebiet ist dabei, wie in Kapitel 1 beschrieben, der Amateurrennsport.
Transpondersysteme sind dort aufgrund hoher Kosten und anfallendem Installations-
und Wartungsaufwand oft nicht sinnvoll. Dieses Verfahren basiert daher auf einer
Erkennung der Startnummern per Kamera und Lichtschranke. Das Problem folgt dabei
folgendem Ablauf:
1. An der Seite des Straßenabschnitts, an dem die Rennfahrzeuge auf die Strecke
auffahren (siehe Abbildung 3.1), werden eine Lichtschranke und eine Kamera
installiert und mit dem System verbunden. Beim Start der Erkennung befindet
sich vorerst kein Fahrzeug im Bildbereich.
2. Während der Erkennung bewegen sich nacheinander Fahrzeuge einzeln in den
überwachten Abschnitt hinein. An der Seite der Rennfahrzeuge sind dabei je-
weils Startnummern angebracht, die die teilnehmenden Fahrzeuge kennzeich-
nen; genauso ist es aber auch möglich, dass Fahrzeuge den Abschnitt passieren,
die nicht am Rennen teilnehmen und entsprechend keine Startnummer tragen
(zum Beispiel Sicherungsfahrzeuge).
3. Teilnehmende Fahrzeuge bleiben im von der Kamera überwachten Bereich für
eine kurze Zeit zur Registrierung stehen. Das System soll diese Zeit nutzen, um
die Startnummer zu detektieren.
4. Anschließend bewegen sich die Fahrzeuge wieder aus dem überwachten Bereich
heraus. Dabei lösen sie die Lichtschranke aus. Das System soll nun die Startnum-
mer des Fahrzeugs zurückgeben, das die Lichtschranke ausgelöst hat. Erkennt
das System bei einem Auslösen der Lichtschranke keine Bewegung im überwach-
ten Bereich oder kann es eine Startnummer nicht sicher genug identifizieren, gibt
es zurück, dass kein Rennteilnehmer registriert wurde.
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ABBILDUNG 3.1: Ein beispielhafter Straßenabschnitt,
auf dem die Rennfahrzeuge einfahren.
3.1.1 Herausforderungen bei der Erkennung der Startnummer
Die Startnummer korrekt zu extrahieren birgt zahlreiche Schwierigkeiten, mit denen
das Verfahren umgehen muss:
• Anders als in der klassischen optischen Zeichenerkennung [32] liegen die Num-
mern im Bild nicht losgelöst von jeglichen anderen Elementen vor, sondern sind
in natürlichen Szenen platziert [7, 8]. Die einzelnen Ziffern sind darin inhärent
schwieriger zu erkennen, da keinerlei Aussage über den Hintergrund und die
exakte Ausrichtung gemacht werden kann. Ferner wird die Segmentierung der
Nummer durch sich wiederholende Strukturen, die Ziffern sehr ähnlich sehen
können, und ungeordnete, hochfrequente Strukturen wie Blattwerk in Bäumen
und Sträuchern erschwert [11].
• Da Automobilrennen meist im Freien stattfinden, spielt die Beleuchtung eine
große Rolle. Schattenwurf und Reflexionen erschweren die Segmentierung der
Ziffern.
• Die einzelnen Startnummern sehen hochgradig unterschiedlich aus. Sie unter-
scheiden sich in Größe, Farbe, Schriftart und Anordnung. Ihre Positionen im
Bild sind unbekannt. Durch andere Fahrzeugelemente oder Menschen kann die
Startnummer in manchen Bildern partiell oder vollständig verdeckt werden. Ab-
bildung 3.2 zeigt verschiedene Ausprägungen von Startnummern.
• Außer der Startnummer können an den Fahrzeugen auch Werbebanner oder an-
dere Schriftzüge angebracht sein. Insbesondere ist dies kritisch, wenn diese eben-
falls Ziffern enthalten, da das Verfahren dann mehrere Nummern im Bild erkennt
und entscheiden muss, welche davon die Startnummer darstellt.
• Die perspektivische Verzerrung und optische Verzerrungen durch Kameralinsen
führen dazu, dass die Startnummern im Bild verkrümmt werden, was eine Klas-
sifizierung der einzelnen Ziffern erschwert.
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ABBILDUNG 3.2: Einige beispielhafte Startnummern
aus unserem Datensatz [33].
• Nicht jedes Fahrzeug, das die Lichtschranke passiert, ist gleichzeitig auch ein
Rennfahrzeug. Hilfsfahrzeuge können die Lichtschranke ebenso auslösen wie
Passanten, Helfer oder Zuschauer. Das Auslösen der Lichtschranke ist daher kein
Garant dafür, dass sich eine Startnummer im Bild befindet. Ferner kann die Licht-
schranke auch ausgelöst werden, wenn ein Fahrzeug sich in die falsche Richtung
bewegt (zum Beispiel weil es die Rennstrecke verlässt oder seine Position korri-
giert).
• Da die Fahrzeuge jeweils nur eine kurze Zeit im überwachten Bereich stehen
bleiben, muss die Erkennung schnell und effizient geschehen. Ferner muss die
Laufzeit des Erkennungsprozesses kurz genug sein, dass die Identifikation der
Startnummern auch auf handelsüblichen Laptops durchzuführen ist.
• Eine Bewegung der Fahrzeuge im überwachten Bereich führt zu Bewegungsun-
schärfe, was eine erschwerte Segmentierung zur Folge hat.
3.1.2 Rahmenbedingungen
Um eine robuste Erkennung der Startnummern zu gewährleisten, ist es nötig, einige
Bedingungen an die Systemumgebung zu stellen. Je besser diese Bedingungen erfüllt
werden, desto besser arbeitet das Identifikationsverfahren, da es sich so auf bestimmte
Annahmen stützen kann. Ferner hilft die Voraussetzung bestimmter Bedingungen uns
dabei, das Anwendungsgebiet des Verfahrens einzuschränken und es auf diese Um-
stände hin zu optimieren. Wir gehen davon aus, dass bei einem Einsatz des Systems
folgende Punkte sichergestellt werden:
• Die Kamera soll so positioniert werden, dass ihre optische Achse möglichst or-
thogonal zur Seite der einfahrenden Rennwagen steht, während diese im über-
wachten Bereich halten. So ist gewährleistet, dass es nicht zu starken perspekti-
vischen Verzerrungen kommt. Derartige Verzerrungen verformen die Ziffern im
Bildraum und würden eine spätere Klassifizierung erschweren.
• Die Kamera soll in einer solchen Entfernung zur Rennstrecke stehen, dass die
Rennwagen einen recht großen Bereich des Bilds ausfüllen, wenn sie im über-
wachten Bereich zum Stehen kommen. Je größer der vom Fahrzeug eingenom-
mene Bereich ist, desto besser sind die Ziffern der Startnummer sichtbar. Sind
die Rennwagen weit entfernt, nehmen die Ziffern im Bild möglicherweise einen
zu kleinen Bereich ein, als dass eine robuste Segmentierung und Klassifizierung
sichergestellt werden kann.
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• Um die Segmentierung der Startnummern robust zu gestalten, sollte die Kamera
über eine Auflösung von mindestens 640x480 Pixeln verfügen und ein scharfes
Bild liefern. Eine korrekte Fokussierung auf die Distanz der Rennwagen ist dabei
essentiell.
• Der Blick der Kamera auf das Fahrzeug sollte frei von Hindernissen sein, um eine
partielle oder vollständige Verdeckung der Startnummern zu vermeiden.
• Die Ziffern der Startnummer sollen möglichst aufrecht auf den Rennwagen ange-
bracht sein. Im besten Fall sind sie auf einem homogenen Hintergrund platziert
und heben sich deutlich von diesem ab (zum Beispiel schwarze Ziffern auf ei-
nem weißen Hintergrund). Für eine robuste Erkennung ist es optimal, wenn die
Ziffern eine Schriftart verwenden, die die Zeichen recht dick darstellt. Dünne,
geschwungene Linien erschweren die Segmentierung.
• Werden die Ziffern durch eine Folie an den Rennwagen angebracht, muss diese
möglichst glatt an der Karosserie befestigt werden. Knicke der Folie können eine
Segmentierung der Ziffern erschweren.
• Um die Bewegungserkennung möglichst wenig zu stören, sollte darauf geachtet
werden, dass sich außer den Rennfahrzeugen möglichst wenige Elemente im
Bild bewegen. Insbesondere sollte vermieden werden, dass die Lichtschranke
durch Zuschauer oder Helfer ausgelöst wird oder dass sich Menschen vor dem
Fahrzeug bewegen und so Teile der Startnummer verdecken.
3.1.3 Schnittstellen
Innerhalb des beschriebenen Gesamtsystems stellt die Software, die für die Erkennung
der Startnummern in den gelieferten Kamerabildern verantwortlich ist, nur eine Kom-
ponente dar. Sie muss in der Lage dazu sein, mit anderen Systemkomponenten zu
kommunizieren. Die Software soll dazu drei Schnittstellen implementieren:
• Die Software stellt proaktiv eine TCP-Verbindung zu einem externen Zeitserver
her. Von diesem fragt sie in periodischen Abständen den aktuellen Zeitstempel
ab und synchronisiert so ihre interne Uhr mit der des Zeitgebers. Dies ist nötig,
damit erkannte Startnummern später unter einheitlichen Zeitstempeln abgelegt
werden können, sodass es nicht zu Inkonsistenzen zwischen verschiedenen Sys-
temuhren kommt.
• Ferner stellt die Software ein Webinterface bereit, durch das von anderen Anwen-
dungsprogrammen Informationen über registrierte Fahrzeuge abgerufen werden
können. So kann beispielsweise beim Auslösen der Lichtschranke eine Anfrage
über die erkannte Startnummer zum Zeitpunkt der Auslösung gestellt werden.
• Zuletzt bietet die Software eine grafische Benutzeroberfläche, mit der ein Be-
nutzer die Software bedienen kann. Der Benutzer soll die Möglichkeit dazu ha-
ben, wichtige Parameter selbst zu konfigurieren, die virtuelle Position der Licht-
schranke im Bildraum zu bestimmen und den Erkennungsprozess zu starten und
anzuhalten.
Die Implementierung dieser Schnittstellen wird in Kapitel 7.4 beschrieben. Außerdem
benötigt das System eine angeschlossene Kamera. Im Rahmen dieser Arbeit beschrän-
ken wir uns hierbei auf den Anschluss einer Webcam per USB-Schnittstelle.
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3.2 Anwendungsfälle
Teil dieser Masterarbeit ist die Implementierung des vorgestellten Systems. Kernstück
ist die Software, die für die Erkennung der Startnummern zuständig ist. Um festzu-
stellen, welchen Aufgaben die Software gerecht werden muss, werden im Folgenden
entsprechende Anwendungsfälle nach [34] vorgestellt.
Tabelle 3.1 beschreibt dabei den Anwendungsfall zur Konfiguration aller nötigen Pa-
rameter, die zur Erkennung der Startnummern und zur Kommunikation mit externen
Systemen gesetzt sein müssen. In Tabelle 3.2 wird dargelegt, wie der Benutzer den
Erkennungsprozess starten und wieder anhalten kann. Die Möglichkeit einer externen
Anwendung, mit dem System zu kommunizieren und die erkannte Startnummer zu
einem bestimmten Zeitpunkt zu erhalten, wird in Tabelle 3.3 beschrieben.
Name Parameter konfigurieren
Ziel Der Benutzer möchte die Rahmenbedingungen für die Startnum-
mernerkennung genauer definieren.
Vorbedingung Das System ist in Betrieb, die Erkennung der Startnummern wur-
de jedoch noch nicht gestartet oder ist momentan unterbrochen.
Nachbedingung Alle Parameter liegen in gültigen und semantisch korrekten In-
tervallen. Das System ist für den Start des Erkennungsprozesses
konfiguriert.
Hauptakteur Benutzer
Normalablauf 1. Der Benutzer legt über die grafische Benutzeroberfläche der
Software verschiedene Parameter fest, die das Verhalten des
Erkennungsalgorithmus beeinflussen. Die zu konfigurierenden
Parameter sind: Die maximale Länge der Startnummern, die
Position der Lichtschranke, die Bereichsgröße der Bewegungser-
kennung, die Empfindlichkeit der Bewegungserkennung, die zu
nutzende Kamera, die Netzwerkadresse des Zeitservers und die
Mindestzeit, die sich ein Rennfahrzeug im überwachten Bereich
aufhält.
2. Das System übernimmt die eingestellten Parameter intern.
3. Ein grafisches Feedback über die eingestellten Parameter wird
dem Benutzer auf dem Bildschirm dargestellt.
TABELLE 3.1: Beschreibung des Anwendungsfalls zur
Konfiguration der Verfahrensparameter.
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Name Erkennungsprozess starten und stoppen
Ziel Der Benutzer möchte den Erkennungsprozess starten. Nach einer
gewissen Zeit soll der Erkennungsprozess anschließend vom
Benutzer angehalten werden.
Vorbedingung Das System ist in Betrieb, die Erkennung der Startnummern
wurde jedoch noch nicht gestartet oder ist momentan unter-
brochen. Alle nötigen Parameter befinden sich in einer gültigen
Konfiguration. Die zu nutzende Kamera wurde erkannt und ist
betriebsbereit.
Nachbedingung Das System ist weiterhin in Betrieb, der Erkennungsprozess wur-
de gestoppt. Die Konfiguration der Parameter ist wieder möglich.
Hauptakteur Benutzer
Normalablauf 1. Der Benutzer startet per Knopfdruck die Erkennung der Start-
nummern.
2. Die Möglichkeit zur Konfiguration der Parameter wird ge-
sperrt.
3. Das System beginnt mit der Analyse des Videostreams und
speichert identifizierte Startnummern mit den jeweiligen Zeit-
stempeln, wann immer eine Bewegung in Richtung Lichtschran-
ke erkannt wurde. Währenddessen erhält der Benutzer auf der
grafischen Oberfläche ein Feedback über den aktuellen Zustand
des Erkennungsprozesses.
4. Nach unbekannter Zeit drückt der Benutzer den Knopf zum
Stoppen des Erkennungsprozesses.
5. Das System stoppt die Erkennung der Startnummern.
6. Die Möglichkeit zur Konfiguration der Parameter wird wieder
freigegeben.
Sonderfall 3a Das System erhält eine Anfrage zur Extraktion der Startnummer zu
einem bestimmten Zeitpunkt.
3a.1 Das System bearbeitet die Anfrage gemäß des Anwendungs-
falls ’Startnummer extrahieren’ (siehe Tabelle 3.3).
3a.2 Die Erkennung der Startnummern wird gemäß Schritt 3
fortgesetzt.
Sonderfall 3b Die Verbindung zur Kamera wird verloren.
3b.1 Das System bricht die Erkennung der Startnummern ab.
3b.2 Die Möglichkeit zur Konfiguration der Parameter wird wie-
der freigegeben.
Sonderfall 5a Das System ist beim Stoppen des Erkennungsprozesses mit der Aus-
wertung eines Bilds beschäftigt.
5a.1 Das System schließt die Identifikation der Startnummer im
aktuellen Bild ab.
5a.2 Das Anhalten des Erkennungsprozesses wird gemäß Schritt
5 fortgesetzt.
TABELLE 3.2: Beschreibung des Anwendungsfalls zum Starten
und Stoppen des Erkennungsprozesses.
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Name Startnummer extrahieren
Ziel Das Anwendungsprogramm möchte für einen gegebenen Zeit-
stempel herausfinden, ob zu diesem Zeitpunkt ein Fahrzeug in
den Rennlauf gestartet ist, und falls ja, welche Startnummer es
hatte.
Vorbedingung Das System ist in Betrieb und der Webserver aktiv, der Erken-
nungsprozess läuft.
Nachbedingung Das System ist weiterhin in Betrieb und der Erkennungsprozess
läuft. Der Webserver ist bereit für die Entgegennahme einer
neuen Anfrage.
Hauptakteur Anwendungsprogramm
Normalablauf 1. Das Anwendungsprogramm stellt eine Verbindung zum
HTTP-Server des Systems her.
2. Das Anwendungsprogramm übermittelt eine Anfrage inklusi-
ve eines Zeitstempels an den HTTP-Server des Systems.
3. Das System durchsucht die Zeitstempel in einem Intervall rund
um den gegebenen Zeitpunkt.
4. Das System gibt die Startnummer des Fahrzeugs, das sich in
diesem Zeitraum in Richtung Lichtschranke bewegt hat, an das
Anwendungsprogramm zurück.
5. Beide Parteien schließen die Verbindung.
Sonderfall 2a Das Anwendungsprogramm übermittelt keinen Zeitstempel.
2a.1 Das System gibt stattdessen Informationen über seinen Zu-
stand zurück.
2a.2 Beide Parteien schließen die Verbindung.
Sonderfall 4a Für den gegebenen Zeitstempel konnte keine Startnummer ermittelt
werden.
4a.1 Das System teilt dem Anwendungsprogramm mit, dass
keine Startnummer für den gegebenen Zeitpunkt vorliegt.
4a.2 Beide Parteien schließen die Verbindung.
TABELLE 3.3: Beschreibung des Anwendungsfalls zur Extraktion der
Startnummer zu einem gegebenen Zeitpunkt.
Kapitel 4
Startnummernerkennung in Bildern
In diesem Kapitel widmen wir uns der Detektion einer Startnummer in einem einzel-
nen Bild. Ausgangspunkt ist ein Bild, das einen Abschnitt der Rennstrecke aus einer
seitlichen Perspektive gemäß den in Kapitel 3.1.2 beschriebenen Vorgaben zeigt. Ob
sich in dem aufgenommenen Bild jedoch ein Fahrzeug befindet oder nicht, ist nicht vor-
gegeben. Ebenso wird nicht vorausgesetzt, dass ein sich im Bild befindliches Fahrzeug
zwingend eine Startnummer an der Seite angebracht hat. Zu entscheiden, ob im Bild
eine Startnummer sichtbar ist, ist ebenso Aufgabe des Verfahrens wie zu identifizieren,
um welche Startnummer es sich dabei handelt. Abbildung 4.1 zeigt den Ablauf des
Erkennungsprozesses in sechs Schritten.
ABBILDUNG 4.1: Grundsätzliches Vorgehen zur Detektion der Start-
nummer in sechs Teilschritten.
Um später die Erkennung der einzelnen Ziffern und die Verkettung der Komponenten
zu erleichtern, geschieht zunächst eine Ausrichtung des Eingabebilds. Diese hat zum
Ziel, eine möglichst aufrechte Orientierung für die Startnummer zu finden, indem eine
globale Fehlausrichtung der Kamera korrigiert wird.
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Bei der Segmentierung werden Kanten zunächst durch einen bilateralen Filter [35] ver-
stärkt. Anschließend werden einzelne Bildelemente als Komponenten aus dem rotier-
ten Eingabebild extrahiert. Wahlweise geschieht dies auf Basis einer Kantendetektion
oder durch Assoziation von Pixeln mit ähnlichen Farbwerten.
Die Segmentierung liefert abhängig von Größe und Struktur des Bilds mehrere hundert
Komponenten zurück, die potenziell Ziffern darstellen. Der Schritt Filterung nutzt
einfache Regeln, um diese Zahl zu verringern, indem Komponenten mit bestimmten
Eigenschaften vorab aussortiert werden. Dies verringert den Berechnungsaufwand für
nachfolgende Schritte und entfernt Elemente, die sehr wahrscheinlich keine Ziffern
repräsentieren.
Den verbleibenden Komponenten wird anschließend während der Klassifizierung ein
Label zugeordnet, das sie entweder als eine bestimmte Ziffer oder als eine Nichtziffer
kennzeichnet. Wir testeten verschiedene Klassifikatoren und Merkmale auf ihre Taug-
lichkeit zur Unterscheidung der Ziffern.
Die Verkettung kombiniert anschließend die einzelnen Komponenten zu Ketten mit
dem Ziel, die einzelnen Ziffern der Startnummer miteinander zu verbinden. Einzelne
Nichtziffern werden dabei aussortiert. Die Zuordnung geschieht durch den Vergleich
einfacher Eigenschaften der Komponenten wie ihre Größe und ihr Abstand zueinan-
der. Startnummern, die nicht eindeutig identifiziert werden können, werden aussor-
tiert.
Kommen im Bild mehrere Nummern vor oder wurden Nichtziffern fälschlicherweise
als Ziffern klassifiziert, wird in der Auswahl jeder Kette eine Punktzahl zugewiesen.
Die Kette mit der besten Bewertung wird als die korrekte Startnummer angenommen
und zurückgegeben.
4.1 Ausrichtung der Kamerabilder
Für eine robuste Detektion der Startnummern ist es wichtig, dass die Ziffern im Bild
möglichst aufrecht positioniert sind. In einer realen Anwendung muss jedoch davon
ausgegangen werden, dass dies nicht immer der Fall ist. Insbesondere im Amateur-
sport, wo es oftmals keine exakten Richtlinien für die Positionierung der Startnum-
mern auf den Autos gibt, ist es wahrscheinlich, dass diese nicht exakt aufrecht an der
Fahrzeugseite angebracht sind. Zusätzlich dazu spielt die Ausrichtung der Kamera
selbst eine wichtige Rolle. Gerade in einem offenen Umfeld ohne eine stabil montierte
Kamera kann es passieren, dass diese über mehrere Stunden hinweg ihre Ausrichtung
geringfügig ändert oder von vorn herein nicht in einem perfekten Winkel angebracht
wurde.
Werden die Eingabebilder für den Algorithmus zuvor nicht korrekt ausgerichtet, kann
es später im Erkennungsprozess zu Problemen kommen, da es schwierig ist, Ziffern
mit einem unterschiedlichem Grad an Rotation miteinander zu vergleichen. Diese Ab-
weichungen können zwar später bis zu einem gewissen Maße durch die Nutzung von
rotationsinvarianten Merkmalen (wie beispielsweise vorgestellt in [11]) kompensiert
werden, da wir im Rahmen dieser Arbeit jedoch nicht nur rotationsinvariante Merk-
male verwenden wollen, sollten die Ziffern möglichst gerade sein.
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Ziel ist es daher, eine Rotation des Eingabebilds zu finden, die die Ziffern der Start-
nummer in eine möglichst aufrechte Lage bringt. Um einer globalen Fehlausrichtung
der Kamera entgegen zu wirken, betrachten wir hierfür die Gradienten im gesamten
Bild, da nicht nur die Startnummer selbst, sondern auch die Umgebung Informationen
über die Ausrichtung beinhaltet. Solche Informationen sind vor allem dominante, hori-
zontale Strukturen wie etwa die Rennstrecke selbst oder Teile der Fahrzeugkarosserie.
Derartige Elemente führen zu starken Kanten im Bild. Um herauszufinden, in welche
Richtung diese Kanten hauptsächlich verlaufen, bilden wir ein Histogramm gerichteter
Gradienten (vergleiche [36]) über das gesamte Bild, wobei jeder Histogrammeintrag
einen Winkel von 1◦ umfasst. Da wir lediglich an den Richtungen interessiert sind, in
die die Kanten verlaufen, spielen die Vorzeichen der Gradienten keine Rolle, wodurch
sich insgesamt 180 Histogrammklassen ergeben.
In diesem Histogramm suchen wir anschließend die Orientierung mit den häufigsten
Vorkommnissen und drehen das Bild um den korrespondierenden Winkel, sodass die
am häufigsten auftretende Kantenrichtung nun exakt horizontal verläuft. Da die Start-
nummern ungefähr senkrecht am Fahrzeug angebracht sind, befinden sich dadurch
auch diese nun in einer senkrechten Lage. Um dem Umstand gerecht zu werden, dass
die einzelnen Ziffern selbst eventuell nicht exakt aufrecht am Wagen befestigt wurden,
können diese gegebenenfalls später noch individuell gedreht werden (siehe Kapitel
6.1.2). Abbildung 4.2 zeigt ein aufgenommenes Bild vor und nach der Rotation um die
dominante Kantenrichtung.
ABBILDUNG 4.2: Vergleich zwischen dem nicht ausgerichteten Bild
(links) und dem Bild nach der Rotation (rechts). Ebenso wie das Fahr-
zeug selbst sind nun auch die Ziffern an der Bildebene ausgerichtet.
Als problematisch stellt sich jedoch heraus, dass dominante Strukturen auch in verti-
kaler Richtung häufig vorkommen. Solche sind zum Beispiel Fahnenmasten, vertika-
le Elemente der Rennfahrzeuge, die Silhouetten von Menschen oder manche Ziffern
selbst wie etwa Einsen. In unseren Tests führte das dazu, dass einige Bilder mit vielen
solcher Strukturen um bis zu 90◦ gedreht wurden. Dass eine so starke Drehung korrekt
ist, ist jedoch höchst unwahrscheinlich, da davon ausgegangen werden kann, dass die
Kamera zumindest annähernd horizontal positioniert wird.
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Aus diesem Grund gewichten wir die 180 Histogrammklassen auf Basis der Kom-
bination zweier Gauß-Verteilungen, wobei wir die eine auf 0◦ zentrieren und die
andere auf 180◦ (beide Werte entsprechen wie oben erwähnt einer Drehung um 0◦).
Gute Ergebnisse lieferte dabei eine Standardabweichung von 30◦. Daraus ergeben sich
folgende Gewichtungsfaktoren für die einzelnen Histogrammklassen i = 0, ..., 179:
wi =
1
30 · √2pi · e
− 1
2
·( i
30
)2 +
1
30 · √2pi · e
− 1
2
·( i−180
30
)2 (4.1)
Diese Berechnungsvorschrift sorgt dafür, dass kleineren Drehungen des Bilds eine hö-
here Gewichtung gegeben wird. Eine sehr starke Drehung des Bilds wird so deutlich
unwahrscheinlicher und der Einfluss vertikaler Elemente letztlich reduziert. Abbil-
dung 4.3 zeigt einen Funktionsplot der Gewichtungsfunktion.
ABBILDUNG 4.3: Funktionsplot für die Gewichtungsfunktion der Histo-
grammklassen, zusammengesetzt aus zwei Gauß-Verteilungen.
Um eine möglichst optimale Rotation zu finden, haben wir verschiedene Varianten
der Histogrammbildung getestet. Es besteht die Möglichkeit, das Histogramm über
die Gradienten an jeder Pixelposition zu bilden oder nur die Gradienten an Kanten
zu berücksichtigen, wobei zur Lokalisierung der Kanten der Canny-Algorithmus [37]
zum Einsatz kommt. Ferner stellt sich die Frage, ob die Richtungen der Gradienten alle
gleich gewichtet werden sollen oder sie gewichtet nach dem Gradientenbetrag ins Hi-
stogramm einfließen. Die Evaluation in Kapitel 6.1.1 beschreibt, wie gut die einzelnen
Methoden in unseren Testfällen funktionierten.
4.2 Segmentierung
Um die Startnummer aus dem Bild zu extrahieren, ist vorerst eine Zerlegung des Bilds
in seine einzelnen Elemente nötig. Wünschenswert ist die Möglichkeit, die Position der
Startnummer von Anfang an einzuschränken, um die Suche nach potenziellen Ziffern
auf bestimmte Bereiche einzugrenzen. Verfahren zur Erkennung von Nummernschil-
dern nutzen hierbei oft bekannte Eigenschaften der gesuchten Bereiche aus, wie zum
Beispiel Übergänge zwischen Bereichen mit bestimmten Farben [38] oder geometri-
sche Charakteristika wie das häufige Vorkommen vertikaler Kanten [39]. Ein solches
Vorgehen gestaltet sich in unserem Anwendungsfall jedoch aus mehreren Gründen als
schwierig:
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• Im Gegensatz zu Schriftzeichen auf einem Nummernschild sind die Farben der
Startnummern und ihre Schriftarten nicht bekannt. Während in dem von uns
verwendeten Datensatz die meisten Startnummern schwarz sind, gibt es auch
einige Fälle, in denen sie andere Farben aufweisen. Ebenso lässt sich über die ver-
wendete Schriftart keine Aussage machen – vor allem im Amateursport ist eine
dahingehende Standardisierung unwahrscheinlich, sodass das Verfahren mög-
lichst robust unter der Verwendung verschiedener Schriftarten sein sollte.
• Die Länge der Startnummern ist nicht festgelegt bzw. folgt keinem festen For-
mat. Anders als bei der Identifizierung von Nummernschildern kann die Größe
der Startnummern daher schlecht abgeschätzt werden. Die von uns betrachteten
Startnummern bestehen aus einer bis drei Ziffern, deren relative Größe im Ver-
gleich zum Gesamtbild zudem nicht bekannt ist. Dass die Startnummern sehr
kurz sein können, impliziert auch, dass eine Suche nach Bereichen mit vielen
vertikalen Kanten wie in [39] in solchen Fällen nicht erfolgsversprechend ist.
• Die einzelnen Ziffern sind, anders als etwa bei Nummernschildern, nicht immer
perfekt horizontal zueinander ausgerichtet. Dies kann zum einen dadurch ge-
schehen, dass die Startnummer schief auf dem Rennwagen angebracht ist, zum
anderen aber auch dadurch, dass die Ziffern vertikal versetzt zueinander ste-
hen, wie etwa Abbildung 4.4 zeigt. Ferner ist die Startnummer im Gegensatz
zu Ziffern auf einem Nummernschild nicht immer in einem umschließenden
Element wie etwa einem Rahmen enthalten und die einzelnen Ziffern müssen
nicht zwingend äquidistant zueinander sein.
Aus diesen Gründen wählen wir im Rahmen dieser Arbeit einen anderen Ansatz: Wir
zerlegen das ausgerichtete Eingabebild vorerst in einzelne Elemente, wobei Bildkanten
die Komponenten voneinander abgrenzen. Ziel ist es, dass sich alle Ziffern unter den
extrahierten Segmenten befinden. In späteren Schritten können die erkannten Kompo-
nenten dann einzeln untersucht werden.
ABBILDUNG 4.4: Eine Startnummer mit vertikal versetzten Ziffern.
Um die Komponenten aus dem Bild zu extrahieren, haben wir zwei verschiedene Me-
thoden getestet. Die erste Methode nutzt den Canny-Algorithmus [37], um Kanten
im Bild zu erkennen. Ausgehend davon verwenden wir die Stroke Width Transform
[7], um Bereiche mit ähnlicher Strichbreite zu Komponenten zusammenzufassen. Die
zweite Methode bewertet die Zugehörigkeit eines Pixels zu einer Komponente anhand
seines Farbwerts. Benachbarte Pixel werden paarweise miteinander verglichen und
gelten als verbunden, sofern der Unterschied ihrer Farbwerte eine gewisse Schwelle
nicht überschreitet [40].
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In beiden Fällen filtern wir zuvor das ausgerichtete Bild optional mit einem bilatera-
len Filter [35]. Dieser bewirkt, dass verrauschte Flächen geglättet werden und somit
deutlich weniger einzelne, kleine Komponenten entstehen. Dadurch wird die Anzahl
extrahierter Bildelemente stark reduziert, was den Arbeitsaufwand für nachfolgende
Schritte erheblich vermindert. Ferner sorgt die bilaterale Filterung dafür, dass Kanten
innerhalb der Ziffern selbst geglättet werden, wie sie etwa entstehen, wenn ein Schatten
über die Ziffer hinweg verläuft oder beim Aufkleben der Ziffern die Folie geknickt
wurde. Gleichzeitig bleiben die starken Kanten am Rand der Ziffern jedoch erhalten.
Abbildung 4.5 veranschaulicht den Effekt des bilateralen Filters auf verschiedene Bild-
bereiche.
ABBILDUNG 4.5: Effekt der bilateralen Filterung auf verschiedene Bild-
bereiche. Das Rauschen in annähernd homogenen Flächen wird redu-
ziert, die zuvor leicht unscharfen Kanten der Ziffern werden deutlich
verstärkt.
4.2.1 Segmentierung per Stroke Width Transform
Bei diesem Vorgehen ist es das Ziel, Bildbereiche möglichst ähnlicher Strichbreite zu
finden. Die Strichbreite eines Pixels wird durch die Stroke Width Transform (SWT)
bestimmt [7]. Diese weist jedem Pixel die Breite des schmalsten Striches zu, zu dem
dieser gehört. Hintergrund ist, dass Ziffern zumeist aus Strichen gleicher Breite zu-
sammengesetzt sind und eine Ziffer daher durch Zusammenfassung solcher Bereiche
extrahiert werden kann.
Um die Stroke Width Transform durchführen zu können, müssen vorher jedoch die
Positionen der Kanten im Bild bekannt sein. Wir finden diese durch Anwendung des
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Canny-Algorithmus [37] auf das ausgerichtete Bild. Das entstandene Kantenbild wird
zusammen mit dem rotierten und ggf. gefilterten Eingangsbild als Eingabe für die Stro-
ke Width Transform verwendet. Unsere Implementierung der Stroke Width Transform
orientiert sich an der in [41] vorgestellten:
1. Berechne für jeden Pixel den Gradienten in x- und y-Richtung per Sobel-Operator
[42] und glätte die resultierende Gradienten-Map durch gaußsche Weichzeich-
nung.
2. Schicke für jeden Kantenpixel einen Strahl in Gradientenrichtung bis dieser er-
neut eine Kante trifft. Ist der Gradient am getroffenen Kantenpixel in etwa der
Strahlrichtung entgegen gesetzt, weise jedem vom Strahl gekreuzten Pixel in der
SWT-Map als Wert die Länge der Strecke zwischen den Kantenpixeln zu, es sei
denn, der Pixel hat bereits einen niedrigeren Wert.
3. Wiederhole Schritt 2, schicke diesmal aber die Strahlen in umgekehrte Gradien-
tenrichtung. Dies ist notwendig, da wir sowohl dunklen Text auf hellem Hinter-
grund wie auch hellen Text auf dunklem Hintergrund erkennen wollen.
Listing 4.1 zeigt das Vorgehen während Schritt 2 für die Erkennung von hellem Text
auf dunklem Hintergrund. Abbildung 4.6 visualisiert das Ergebnis der Stroke Width
Transform.
ABBILDUNG 4.6: Berechnung der Kanten und der Stroke Width Trans-
form. Links oben: Rotiertes Bild nach Anwendung des bilateralen Filters.
Rechts oben: Ergebnis der Kantendetektion nach Canny [37]. Unten:
Ergebnis der Stroke Width Transform [7] für helle Elemente auf dunklem
Hintergrund (links) und dunkle Elemente auf hellem Hintergrund
(rechts).
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calculateSWT ( edgeMap , gradientMap , s tepSize , t )
{
// I n i t i a l i s i e r e SWT−Map a l s unendlich an a l l e n Pos i t ionen .
for a l l ( x , y ) in swtMap do
swtMap [ x , y ] := i n f ;
end for
for x :=0 to edgeMap . width − 1 do
for y :=0 to edgeMap . height − 1 do
// S t a r t e S t rah len nur an Kantenpixeln .
i f edgeMap [ x , y ] = 0 then continue ; end i f
Ray . s t a r t := ( x , y ) ;
Ray . c u r r e n t P i x e l := ( x , y ) ;
Ray . d i r e c t i o n := normalize ( gradientMap [ x , y ] ) ;
Ray . p i x e l s := { Ray . s t a r t } ;
loop
Ray . c u r r e n t P i x e l :=
Ray . c u r r e n t P i x e l + Ray . d i r e c t i o n ∗ s t e p S i z e ;
// Füge g e s c h n i t t e n e P i x e l zur Menge hinzu .
i f Ray . c u r r e n t P i x e l not in Ray . p i x e l s then
Ray . p i x e l s . add ( c u r r e n t P i x e l ) ;
end i f
i f outOfBounds ( Ray . c u r r e n t P i x e l ) then break loop ; end i f
// Wenn Kantenpixel g e t r o f f e n i s t der S t r a h l abgeschlossen .
// Vergle iche Gradientenrichtungen , danach s e t z e an
// nächstem P i x e l f o r t .
i f edgeMap [ c u r r e n t P i x e l ] = 1 then
i f acos ( Ray . d i r e c t i o n ∗
normalize(−gradientMap [ c u r r e n t P i x e l ] ) ) < t then
// Wenn Gradientenrichtungen ungefähr entgegen
// gese tz t , a k t u a l i s i e r e vom S t r a h l g e s c h n i t t e n e P i x e l .
Ray . length := d i s t a n c e ( Ray . s t a r t , Ray . c u r r e n t P i x e l ) ;
for a l l ( px , py ) in Ray . p i x e l s do
i f swtMap [ px , py ] > Ray . length then
swtMap [ px , py ] := Ray . length ;
end i f
end for
end i f
break loop ;
end i f
end loop
end for
end for
return swtMap ;
}
LISTING 4.1: Stroke Width Transform in Pseudo-Code.
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Sind die beiden Ergebnisse der Stroke Width Transform berechnet, ist der nächste Schritt
die Zusammenfassung einzelner Bereiche in beiden Bildern zu Komponenten. Dies
geschieht, indem für jeden Pixel im Bild seine benachbarten Pixel betrachtet werden.
Unterschreitet das Verhältnis ihrer berechneten Strichbreiten eine gewisse Schwelle
tswt, so gelten die Pixel als zusammengehörig. In [7] wird ein maximales Verhältnis von
tswt = 3.0 angegeben. Dieser Wert eignete sich in unseren Testfällen gut zur Trennung
der einzelnen Komponenten voneinander.
Die erzeugten Komponenten werden in Form von Binärbildern abgespeichert. Ferner
werden für sie bereits vorab verschiedene Eigenschaften berechnet, die später zur Aus-
sortierung der Komponenten während der Filterung oder zur Verkettung der Kompo-
nenten verwendet werden können. Diese Eigenschaften sind:
• Die Bounding Box der Komponente, das daraus resultierende Seitenverhältnis
und ihre Position
• Die Anzahl Pixel, aus denen sie besteht, und die korrespondierende Belegungs-
rate
• Ihre Höhe relativ zur Bildhöhe
• Die Strichbreitenvariation
• Der Mittelwert der Strichbreiten der einzelnen Pixel
Die Belegungsrate errechnet sich aus der Anzahl an Pixeln q, die die Komponente
bilden, im Verhältnis zur Gesamtgröße der Bounding Box [11]:
Belegungsrate =
q
w · h (4.2)
Die Strichbreitenvariation ist der Quotient aus der Standardabweichung der Strichbrei-
ten σ und ihrem Mittelwert µ [11]:
Strichbreitenvariation =
σ
µ
(4.3)
Für jede Komponente wird außerdem gespeichert, aus welcher der beiden Ergebnis-
bilder der Stroke Width Transform sie stammt – das heißt, ob es sich bei der Komponen-
te um ein helles Element auf dunklem Hintergrund oder ein dunkles Element auf hel-
lem Hintergrund handelt. Dies ist nötig, um später während der Verkettung abzuleiten,
welche Komponenten zusammen gehören. Innerhalb der Startnummer werden für alle
Ziffern dieselbe Farbe und ein ähnlicher Hintergrund angenommen, deshalb müssen
alle Ziffern der Startnummer auch aus derselben SWT-Map stammen. Wird eine solche
Unterscheidung nicht getroffen, kann es geschehen, dass die Zwischenräume zwischen
den einzelnen Ziffern als Teil der Nummer erkannt werden und die Detektion der
Startnummer dadurch letztlich fehlschlägt.
Zuletzt wird auf die Binärbilder der resultierenden Komponenten eine morphologische
Closing-Operation [43] mit einem kreisförmigen Strukturelement mit einem Durch-
messer von 3 Pixeln angewandt. Diese verbessert die Bildqualität leicht, indem kleine
Löcher im Binärbild geschlossen werden. Solche Löcher entstehen dadurch, dass ein
Pixel innerhalb der Ziffer bei der Stroke Width Transform von keinem Strahl getroffen
wurde und somit noch immer den Wert unendlich enthält oder dass der Pixel noch
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den Wert einer größeren Strichbreite enthält, da er beispielsweise nur von einem Strahl
getroffen wurde, der entlang des Striches verläuft, nicht aber quer dazu. Abbildung 4.7
veranschaulicht den Effekt der morphologischen Filterung.
ABBILDUNG 4.7: Links: Ziffer nach der Stroke Width Transform. Mitte:
Das Binärbild der daraus extrahierten Komponente. Rechts: Das Bi-
närbild nach der morphologischen Closing-Operation. Die Löcher im
Inneren der Ziffer wurden erfolgreich entfernt.
4.2.2 Segmentierung nach Farbwert
Eine Alternative zur Segmentierung per Kantendetektion und Stroke Width Transform
ist die Einteilung des Bilds in Bereiche, die durch ihre Farbe charakterisiert sind. Hierzu
werden – ebenfalls nach einer vorherigen optionalen Filterung durch einen bilateralen
Filter [35] – Pixel mit ähnlichen Farbwerten zu verbundenen Komponenten zusam-
mengefasst. Benachbarte Pixel gelten als zur selben Komponente zugehörig, wenn ihre
Farbwerte sich nicht zu sehr unterscheiden. Um den Unterschied zwischen den Farb-
werten c1 und c2 zu messen, kann beispielsweise die euklidische Distanz der RGB-
Farbvektoren verwendet werden:
dRGB(c1, c2) =
√
(cr1 − cr2)2 + (cg1 − cg2)2 + (cb1 − cb2)2 (4.4)
Eine andere Möglichkeit, den Farbabstand zu messen, ist das ∆E-Maß [44]. Dieses be-
rechnet sich ebenfalls aus der euklidischen Distanz der Farbvektoren, allerdings wird
das Bild zuvor in den CIE L*a*b Farbraum überführt:
∆E(c1, c2) =
√
(cL1 − cL2 )2 + (ca1 − ca2)2 + (cb1 − cb2)2 (4.5)
Der Vorteil von ∆E liegt darin begründet, dass der Farbunterschied sich auf vom
menschlichen Auge wahrnehmbare Farbdifferenzen bezieht [44]. Um zu evaluieren,
welches Abstandsmaß für unseren Anwendungsfall besser funktioniert, testeten wir
beide Methoden (siehe Kapitel 6.2.2).
Ist die Assoziation der Pixel abgeschlossen, wird aus den zusammengehörigen Pi-
xeln für jede Komponente ein Binärbild generiert. Aus diesen Bildern werden ferner
anschließend ebenso wie bei der Segmentierung per Canny-Algorithmus und Stroke
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Width Transform Eigenschaften für spätere Verfahrensschritte abgeleitet (siehe Kapi-
tel 4.2.1). Problematisch ist jedoch die Berechnung der durchschnittlichen Strichbrei-
te und der Strichbreitenvariation, da bis zu diesem Punkt noch keine Stroke Width
Transform durchgeführt wurde. Um diese Eigenschaften zu extrahieren, muss daher
die Stroke Width Transform auf jede einzelne resultierende Komponente angewandt
werden. Anschließend können die Werte durch eine einfache Iteration über alle Vor-
dergrundpixel berechnet werden.
Zusätzlich dazu wird für jede Komponente ihr durchschnittlicher Farbwert berechnet.
Dieser ist nötig, um später bei der Verkettung der Komponenten dafür zu sorgen,
dass nur Komponenten mit ähnlicher Farbe verknüpft werden. So kann sichergestellt
werden, dass keine anderen Komponenten fälschlicherweise als Teil der Startnummer
angesehen werden.
Im Gegensatz zur Segmentierung per Stroke Width Transform enthalten die Kompo-
nenten der einzelnen Ziffern für gewöhnlich keine Löcher. Auf diesem Grund ist eine
Anwendung der morphologischen Closing-Operation nicht notwendig.
4.3 Filterung der Komponenten
Durch eine Segmentierung der Bilder können Hunderte einzelner Komponenten ent-
stehen. Diese müssten in späteren Schritten allesamt klassifiziert werden und könnten
potenziell gemeinsam Ketten bilden. Allerdings ist für einen beträchtlichen Teil der ge-
fundenen Bildelemente bereits vorab auszuschließen, dass es sich bei ihnen um Ziffern
der Startnummer handelt.
In [7] und [11] werden einige Variablen vorgestellt, die hierfür herangezogen werden
können. Diese sind die Belegungsrate (siehe Gleichung 4.2), das Seitenverhältnis der
Bounding Box und die Strichbreitenvariation (siehe Gleichung 4.3).
Ist die Strichbreitenvariation zu groß, können wir die Komponente aussortieren, da
Ziffern für gewöhnlich aus Strichen gleicher oder zumindest ähnlicher Breite beste-
hen. Variiert die Breite der Striche also zu sehr, repräsentiert die Komponente sehr
wahrscheinlich keine Ziffer. Ähnliches gilt für das Seitenverhältnis der Bounding Box:
Selbst Ziffern, die sich stark in eine Richtung erstrecken (zum Beispiel Einsen), weisen
bei einer gewissen Strichbreite normalerweise kein allzu ungleiches Seitenverhältnis
auf. Komponenten mit geringer Belegungsrate können aussortiert werden, da eine
Ziffer für gewöhnlich einen beträchtlichen Teil ihrer Bounding Box ausfüllt. Sehr lange,
dünne Komponenten, wie sie etwa gelegentlich in Form von diagonal verlaufenden
Strichen während der Stroke Width Transform erzeugt werden, können so vorab ent-
fernt werden.
Wir nutzen im Rahmen dieser Arbeit ferner zwei weitere Kriterien, um Komponenten
von einer weiteren Betrachtung auszuschließen: Die relative Höhe einer Komponente
im Vergleich zur Höhe des ganzen Bilds und die Anzahl Pixel, aus der sie gebildet
wird. Wir gehen davon aus, dass die Startnummer ein recht dominantes Element im
Bild darstellt und die Kamera recht nahe an den Rennwagen positioniert wird. Daher
sollten die Ziffern eine gewisse Mindesthöhe im Bild einnehmen. Eine Untergrenze für
die Pixel ist vor allem sinnvoll, um zahlreiche sehr kleine Komponenten auszuschlie-
ßen, die in hochfrequenten Bildbereichen auftreten (wie zum Beispiel Blätterwerk in
Bäumen oder Gestrüpp, siehe Abbildung 4.8).
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ABBILDUNG 4.8: Links: Ein Bildbereich mit Gestrüpp. Rechts: Einige der
daraus resultierenden Komponenten.
Daraus ergeben sich insgesamt fünf Kriterien, für die wir basierend auf unseren Beob-
achtungen Ober- und Untergrenzen laut Tabelle 4.1 ermittelten. Alle diese Eigenschaf-
ten wurden bereits während der vorherigen Schritte errechnet (siehe Kapitel 4.2.1) und
können so effizient geprüft werden. Damit eine Komponente weiterhin als eine po-
tenzielle Ziffer in Betracht gezogen werden kann, muss sie alle fünf Kriterien erfüllen;
ansonsten wird sie aussortiert und ist für die restlichen Verfahrensschritte irrelevant.
Eigenschaft Minimum Maximum
Strichbreitenvariation 0.0 0.8
Seitenverhältnis 1:4 4:1
Belegungsrate 0.3 1.0
Relative Höhe 0.04 1.0
Anzahl Pixel 100 ∞
TABELLE 4.1: Geeignete Kriterien zur Filterung der Komponenten.
Komponenten, die nicht alle diese Eigenschaften erfüllen, werden vorab
aussortiert und nicht weiter als potenzielle Ziffer berücksichtigt. Der
angegebene Wert für die minimale Anzahl Pixel bezieht sich hierbei auf
Bilder der Größe 640x480.
Im Schnitt konnten bei unseren Tests durch die Filterung 62% aller während der Seg-
mentierung extrahierten Komponenten direkt entfernt werden. Dies reduziert den Be-
rechnungsaufwand für spätere Schritte und verringert zusätzlich die Gefahr einer Fehl-
verkettung bei der späteren Kombination der Komponenten (siehe Kapitel 4.5). Der
Wert bezieht sich dabei nur auf die Filterung nach den Kriterien Strichbreitenvariation,
Seitenverhältnis, Belegungsrate und relative Höhe. Komponenten, die aus zu wenigen
Pixel bestehen, werden aus Effizienzgründen bereits während der Segmentierung ent-
fernt. Dies ist unerlässlich, da die Segmentierung per Canny-Algorithmus und Stroke
Width Transform ohne eine untere Schranke für die Komponentengröße bereits auf
Bildern der Größe 640x480 Hunderte weiterer Komponenten erzeugen würde. Die Seg-
mentierung nach Farbe erzeugt ohne eine solche Schranke sogar Tausende zusätzlicher,
meist winziger Komponenten.
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4.4 Klassifizierung der Ziffern
Nachdem die extrahierten Komponenten gefiltert wurden, ist der nächste Schritt eine
Klassifizierung der potenziellen Ziffern. Für jede Komponente ist zu entscheiden, ob
es sich bei ihr um eine Ziffer handelt, und wenn ja um welche. Diese Entscheidung
ist final, das heißt, das Zifferlabel einer Komponente kann anschließend nicht wieder
geändert werden. Entsprechend ist eine hohe Präzision für die Klassifizierung der
Ziffern von großer Bedeutung. Wie in Kapitel 3 erörtert ist es jedoch auch wichtig, dass
möglichst keine fehlerhafte Startnummer erkannt wird – im Zweifelsfall soll eher zu-
rückgegeben werden, dass die Nummer nicht sicher identifiziert werden kann, bevor
eine falsche Nummer zurückgegeben wird. Einen Teil dieser Robustheit erreichen wir,
indem wie die Klassifizierung daraufhin optimieren, dass möglichst wenige Nichtzif-
fern als Ziffer eingestuft werden.
Während der Klassifizierung wird jeder Komponente eine von elf Klassen zugewiesen:
Zehn Klassen für die Ziffern von null bis neun und eine weitere Klasse für Nichtziffern.
Dies geschieht auf Basis eines vorab trainierten Modells. Zum Training wird dabei ein
Datensatz verwendet, der 871 Komponenten umfasst, von denen 306 Komponenten
Nichtziffern darstellen und die restlichen sich etwa in gleichem Maße auf die verschie-
denen Zifferklassen aufteilen. Die Gestalt jeder Komponente wird dabei durch ein Bi-
närbild repräsentiert. Ferner wurden für alle Komponenten die Strichbreitenvariation
und die relative Höhe (siehe Kapitel 4.2.1) mit abgespeichert, da diese sich nicht ohne
weiteren Aufwand aus dem Binärbild heraus ableiten lassen. Weitere Komponentenei-
genschaften wie etwa die Belegungsrate oder das Seitenverhältnis lassen sich dagegen
einfach aus dem Binärbild entnehmen. Abbildung 4.9 zeigt einen Ausschnitt der Bi-
närbilder verschiedener Ziffern aus dem Trainingsdatensatz, wie sie zum Training der
Klassifikatoren eingesetzt werden.
ABBILDUNG 4.9: Auswahl von Binärbildern verschiedener Ziffern aus
dem Trainingsdatensatz.
Im Folgenden stellen wir die einzelnen getesteten Merkmale und Klassifikatoren vor.
Die Evaluation und Auswahl wird später in Kapitel 6.1.2 beschrieben.
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4.4.1 Merkmale zur Ziffernklassifizierung
Eine der wichtigsten zu klärenden Fragen bei der Klassifizierung der Komponenten ist
die nach den Merkmalen, die zur Klassifizierung herangezogen werden. Im Rahmen
dieser Arbeit testeten wir die folgenden Merkmale auf ihre Tauglichkeit zur Differen-
zierung zwischen den einzelnen Klassen:
• Histogramm gerichteter Gradienten – Wie in Kapitel 4.1 bei der Ausrichtung der
Eingabebilder wird hier ein Histogramm gebildet, dessen Einträge vorgegebene
Winkelbereiche repräsentieren [36]. Gradienten, die im Binärbild der Kompo-
nente vorkommen, werden in dieses Histogramm eingeordnet. Für eine größere
Robustheit wird für jeden Gradienten zwischen den zwei nächstgelegenen Hi-
stogrammeinträgen linear interpoliert und die Gewichtung entsprechend dem
Ergebnis der Interpolation auf die beiden Einträge verteilt. Das Histogramm wird
anschließend normalisiert, sodass die Summe der Einträge eins ergibt. Jeder Ein-
trag wird dann als ein Element des Merkmalsvektors verwendet. Wie viele Ein-
träge für das Histogramm genutzt werden, wird als Parameter festgelegt.
• Miniaturversion des Binärbilds – Zur besseren Vergleichbarkeit zwischen den
Komponenten wird die Komponente zunächst in ein quadratisches Format ge-
bracht. Dies geschieht wahlweise, indem die Komponente per linearer Interpo-
lation in das richtige Format überführt wird (dies kann jedoch die Komponente
verzerren, da sie bei einem Seitenverhältnis von nicht exakt 1:1 entweder in ver-
tikale oder in horizontale Richtung gestreckt wird) oder indem die kürzere Seite
durch einen Rand verlängert wird, bis die Länge beider Seiten übereinstimmt.
Anschließend wird die Komponente auf eine kleinere Version mit einer Seitenlän-
ge von wenigen Pixel herunter skaliert, wobei die exakten Grauwerte der einzel-
nen Pixel durch bilineare Interpolation ermittelt werden. Die Seitenlänge wird als
Parameter übergeben. Die Grauwerte der Pixel ergeben schließlich die Elemente
des Merkmalsvektors. Abbildung 4.10 veranschaulicht dieses Vorgehen.
ABBILDUNG 4.10: Schema zur Skalierung der einzelnen Komponenten.
Oben: Überführung der Komponente in ein quadratisches Format durch
Streckung in x-Richtung. Unten: Überführung der Komponente in ein
quadratisches Format durch Hinzufügen von Rändern. In beiden Fällen
wurde die Komponente anschließend bilinear auf 10x10 Pixel herunter
skaliert.
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• Invariante Momente nach Hu – Für die Komponente werden die Momente nach
Hu [45] berechnet. Da diese invariant unter Skalierung und Rotation sind, ist es
hierbei nicht nötig, die Komponente zuvor zu skalieren oder geeignet auszurich-
ten. Die einzelnen Momente bilden anschließend die Elemente des Merkmalsvek-
tors.
• Flächeninhalte konzentrischer Ringe – Ähnlich wie in [46] wird der Bildbereich
des Binärbilds der Komponente in mehrere Abschnitte unterteilt. Die Grenzen
dieser Abschnitte bilden konzentrische Kreise um den Bildmittelpunkt, sodass
ein innerer Kreis und mehrere um ihn liegende Ringe entstehen. Für jeden Be-
reich wird nun der Flächeninhalt berechnet, der von Pixeln innerhalb des Be-
reichs eingenommen wird. Eine äquivalente Vorgehensweise (und die von uns
implementierte) ist es, über alle Pixel zu iterieren und für jeden Pixel, der zur
Komponente gehört, seinen Abstand zum Bildmittelpunkt (xc, yc) zu berechnen:
distc(x, y) =
√
(x− xc)2 + (y − yc)2 (4.6)
Je nach Abstand wird der Pixel dann dem entsprechenden Ring zugeordnet, wo-
bei die Kreise so gewählt werden, dass ihre Radien gleichverteilt sind. Der Ra-
dius des äußersten Kreises entspricht dabei der halben Länge der Diagonale des
Binärbilds (da ein Pixel vom Zentrum nicht weiter als dieser Abstand entfernt
sein kann). Die Zuordnung eines Pixels zu einem Abschnitt ergibt sich dann aus
i(x, y) =
⌊
distc(x, y) · n√
(0.5 · w)2 + (0.5 · h)2 + 
⌋
+ 1 (4.7)
wobei n der Anzahl an Abschnitten entspricht, in die die Komponente durch
konzentrische Kreise unterteilt wird, und w und h Breite und Höhe des Bilds
angeben. Das Hinzufügen eines kleinen  > 0 verhindert dabei einen Off-by-One-
Fehler, sodass das Ergebnis in {1, ..., n} liegt. Abbildung 4.11 zeigt das Vorgehen
an einer Komponente beispielhaft für n = 4.
ABBILDUNG 4.11: Beispiel für die Unterteilung der Fläche einer Kom-
ponente durch n = 4 konzentrische Kreise, wobei ein innerer Kreis und
drei Ringe um ihn herum entstehen. Zur Verdeutlichung ist beispielhaft
der Flächeninhalt des Abschnitts i = 2 in blau hervorgehoben.
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Abschließend bilden die errechneten Flächeninhalte der verschiedenen Bereiche
die Elemente des Merkmalsvektors (wobei die Flächeninhalte normalisiert wer-
den, sodass der gesamte Flächeninhalt der Komponente eins ergibt). Die Berech-
nung der Flächeninhalte ist weitestgehend rotationsinvariant, Ungenauigkeiten
aufgrund verschiedener Größen der Bounding Box treten jedoch für Rotationen
nahe 45◦, 135◦, 225◦ und 315◦ auf.
4.4.2 Rotation der Ziffern
Das Histogramm gerichteter Gradienten und die Miniaturversion des Bilds sind in der
vorgestellten Form nicht rotationsinvariant. Dies stellt theoretisch zwar kein Problem
dar, da alle zu klassifizierenden Ziffern aufgrund der vorherigen globalen Ausrichtung
aufrecht stehen sollten, dennoch können kleinere Abweichungen vorkommen, wenn
die Ziffern nicht exakt senkrecht auf den Rennwagen angebracht sind. Eine Methode,
die eine Fehlausrichtung der einzelnen Ziffern korrigiert, könnte möglicherweise die
Robustheit der Klassifizierung mit diesen Merkmalen steigern.
Um die Ziffern in eine aufrechte Lage zu bringen, verwenden wir das folgende Ver-
fahren: Das Binärbild jeder Komponente wird in kleinen Schritten im sowie gegen den
Uhrzeigersinn gedreht. Für jeden Rotationswinkel berechnen wir die Fläche der Boun-
ding Box, die nötig ist, um die Ziffer zu umschließen. Anschließend wählen wir die
Rotation aus, aus der die kleinste Bounding Box resultiert. Der Gedanke dahinter ist,
dass eine Ziffer, die aufrecht steht, eine kleinere Bounding Box besitzt, da die meisten
Ziffern schmaler als hoch sind. Ihre Hauptrichtung verläuft so parallel zur y-Achse.
Liegt die Ziffer dagegen schräg im Bild, verläuft ihre Hauptrichtung diagonal und
erzeugt so eine größere Bounding Box. Abbildung 4.12 veranschaulicht dies.
ABBILDUNG 4.12: Das Binärbild einer Ziffer in verschiedenen Rotations-
stufen mit den entsprechenden Bounding Boxes. Von links nach rechts:
Drehung um 0◦: 32x72 (2304 Pixel); Drehung um 10◦: 42x74 (3108 Pixel);
Drehung um 20◦: 50x72 (3600 Pixel); Drehung um 40◦: 56x70 (3920 Pixel).
Problematisch ist, dass die Rotation der Komponenten viel Zeit in Anspruch nimmt.
Abhängig davon, wie viele verschiedene Winkel getestet werden, erhöht sich die Be-
rechnungszeit für die Merkmale stark, da für jede Rotation die Fläche der Bounding
Box neu bestimmt werden muss. Somit lohnt sich diese nachträgliche Ausrichtung nur,
wenn durch sie eine deutliche Verbesserung erzielt wird. In Kapitel 6.1.2 gehen wir auf
die Effekte einer vorherigen Rotation der Ziffern genauer ein.
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4.4.3 Sekundäre Klassifizierungsmerkmale
In [11] werden zur Klassifizierung von Schriftzeichen Merkmale vorgeschlagen, die
den Filterkriterien aus Kapitel 4.3 entsprechen (die Belegungsrate, die Strichbreitenva-
riation und das Seitenverhältnis). Zum einen jedoch werden diese Merkmale dort nicht
nur verwendet, um Ziffern zu erkennen, sondern Schriftzeichen im Allgemeinen; zum
anderen ist Aufgabe dieser Merkmale lediglich zu unterscheiden, ob es sich um ein
Zeichen handelt oder nicht.
Nichtsdestotrotz haben wir uns dazu entschieden, die Tauglichkeit dieser Merkmale
zur Klassifizierung ebenfalls zu prüfen und zu testen, ob sie die Klassifizierung in
Kombination mit anderen Merkmalen verbessern können.
4.4.4 Klassifizierungsansätze
Abgesehen von den zu nutzenden Merkmalen stellt sich die Frage nach dem Ansatz,
der zur Klassifizierung gewählt wird. In dieser Arbeit haben wir uns dazu entschie-
den, zwei Ansätze miteinander zu vergleichen: Die Klassifizierung nach k-Nearest-
Neighbors [47] und Support Vector Machines [20].
Bei der Klassifizierung nach k-Nearest-Neighbors wird das Zifferlabel einer Kompo-
nente durch die Labels der k Komponenten des Trainingsdatensatzes bestimmt, die zur
zu klassifizierenden Komponente den geringsten Abstand im Merkmalsraum haben.
Die Klasse, die unter den k nächstgelegenen Trainingskomponenten am häufigsten
vorkommt, ist die, die der zu klassifizierenden Komponente zugewiesen wird. Der
Parameter k kann dabei frei gewählt werden.
Ein großer Vorteil dieser Methode ist, dass jeder möglichen Klasse eine Wahrscheinlich-
keit zugewiesen werden kann. Die Wahrscheinlichkeit pc(i), dass eine Komponente i
der Klasse c angehört, kann beispielsweise berechnet werden durch:
pc(i) =
kc(i)
k
(4.8)
kc(i) ist hierbei die Anzahl an Komponenten, die sich unter den k zu i nächstgelegenen
Komponenten befinden und der Klasse c angehören. Abbildung 4.13 zeigt ein Beispiel
für die Berechnung einer Wahrscheinlichkeit auf diese Art und Weise.
Die hieraus berechnete Wahrscheinlichkeit wird von uns auf zwei Arten genutzt: Zum
einen können Komponenten, deren zugeordnetes Klassenlabel nicht sicher genug ist
(deren Wahrscheinlichkeit pc(i) für die zugewiesene Klasse c also eine gewisse Schwel-
le pmin unterschreitet), als Nichtziffer markiert werden. Dies kann aus zwei Gründen
sinnvoll sein:
• Die Komponente ist tatsächlich eine Nichtziffer, die jedoch fälschlicherweise ein
Zifferlabel erhalten hat. Ist die Wahrscheinlichkeit für ihr Zifferlabel jedoch nicht
hoch genug, weisen wir ihr das Label einer Nichtziffer zu. So steht die Kompo-
nente später nicht in Konkurrenz mit der eigentlichen Startnummer.
• Die Komponente ist tatsächlich eine Ziffer und Teil der Startnummer, jedoch
konnte der Klassifizierungsalgorithmus nicht exakt zwischen zwei oder mehr
Zifferklassen unterscheiden. In diesem Fall kann der Komponenten ebenfalls das
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Label einer Nichtziffer zugewiesen werden. Dies wird später im Verkettungs-
schritt (siehe Kapitel 4.5) dafür sorgen, dass die Startnummer als nicht erkennbar
eingestuft wird. Das Verfahren gibt dann wie gewünscht zurück, dass die Start-
nummer nicht korrekt identifiziert werden kann, anstatt dass eine möglicherwei-
se falsche Nummer zurückgegeben wird.
Zum anderen können die Wahrscheinlichkeiten später während der Verkettung (Kapi-
tel 4.5) und der Auswahl (Kapitel 4.6) verwendet werden, um der gesamten Zifferkette
eine Wahrscheinlichkeit zuzuweisen. So können Ketten mit einer zu geringen Gesamt-
wahrscheinlichkeit aussortiert werden oder erhalten ein niedrigeres Ranking. Beides
kann möglicherweise die Robustheit des Verfahrens erhöhen.
ABBILDUNG 4.13: Beispiel für die Zuweisung einer Klasse an eine
Komponente i nach k-Nearest-Neighbors in einem vereinfachten Merk-
malsraum. Blaue Punkte markieren Elemente der Klasse c = 1, rote
Punkte markieren Elemente der Klasse c = 2. Für k = 10 ergeben sich
die Wahrscheinlichkeiten p1(i) = 0.7 und p2(i) = 0.3.
Support Vector Machines teilen den Merkmalsraum durch eine Hyperebene in zwei
Bereiche ein, die verschiedenen Zifferklassen entsprechen. Die Hyperebene wird dabei
so gewählt, dass die Klassen durch einen möglichst großen Rand voneinander getrennt
werden. Für die Platzierung der Hyperebene sind dabei jedoch nicht alle Merkmals-
vektoren verantwortlich, sondern nur solche, die der Hyperebene nahe liegen, die so-
genannten Stützvektoren (engl. support vectors) [20].
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Üblicherweise sind Support Vector Machines binäre Klassifikatoren, trennen also nur
zwei Klassen voneinander. In unserem Fall ist es jedoch das Ziel, elf Klassen von-
einander abzugrenzen. Hierzu verwenden wir einen Ansatz, der alle Klassen jeweils
paarweise voneinander trennt [48]. Um die elf Klassen voneinander abzugrenzen, wer-
den also (11 · 10)/2 = 55 Klassifikatoren trainiert. Bei der Klassifizierung wählt jeder
binäre Klassifikator eine Klasse für den zu klassifizierenden Merkmalsvektor (Voting-
Strategie). Die Klasse mit den meisten Votes wird der Komponente anschließend zuge-
wiesen. Wir greifen hierbei auf die in OpenCV [30] bereits implementierten Routinen
zurück, die sich auf die LIBSVM-Bibliothek [49] stützen.
LIBSVM [49] implementiert dabei zwei verschiedene Varianten der Support-Vector-
Klassifikation:
• C-SVMs [50] nutzen den Regularisierungsparameter C, der bestimmt, wie stark
Ausreißer bestraft werden.
• ν-SVMs [51] werden durch die Wahl eines Parameters ν charakterisiert. Er kon-
trolliert die Anzahl der Stützvektoren und ersetzt den Parameter C.
In unseren Versuchen testeten wir beide Parametrisierungsvarianten. Als Kernel ver-
wenden wir radiale Basisfunktionen [52]. Leider geben die von OpenCV implementier-
ten Support-Vector-Klassifikatoren nicht die Anzahl an Votes zurück, die jede Klasse
erhalten hat. Die Zuweisung einer Wahrscheinlichkeit an die einzelnen Klassen ist da-
mit in unserer Implementierung nicht möglich und die daraus resultierenden Vorteile
sind, im Gegensatz zur Klassifikation nach k-Nearest-Neighbors, nicht nutzbar.
4.5 Verkettung
Sind die Komponenten klassifiziert, müssen sie nun zu Ketten verbunden werden,
da es unser Ziel ist, einzelne Ziffern zu einer ganzen Startnummer zu kombinieren.
Einer der wichtigsten Aspekte ist es hierbei, dass Bildelemente, die als Nichtziffer
klassifiziert wurden, nicht direkt entfernt werden. Dies birgt zwar die Gefahr, dass die
Startnummer später mit einer Nichtziffer verknüpft wird und die Interpretation einer
solchen Nummer schwierig ist, gleichzeitig ist der Effekt jedoch auch erwünscht; es
kann nämlich vorkommen, dass eine Ziffer der Startnummer fälschlicherweise als eine
Nichtziffer klassifiziert wird.
Geschieht dies, wollen wir dennoch, dass die entsprechende Komponente mit den
anderen, korrekt identifizierten Ziffern verbunden wird. Dies ermöglicht es uns, spä-
ter im Auswahlprozess zu erkennen, dass die Startnummer als Ganzes nicht korrekt
extrahiert werden kann. Hätten wir die Komponente jedoch entfernt, würde die Start-
nummer nun aus einer Ziffer weniger bestehen als es eigentlich der Fall ist. Der Algo-
rithmus würde eine falsch erkannte Startnummer zurückgeben.
Aus diesem Grund nehmen alle Komponenten, die nicht im Filterungsschritt entfernt
wurden (siehe Kapitel 4.3), am Prozess der Verkettung teil. Einzelne Nichtziffern, die
dabei nicht mit mindestens einem anderen Element verbunden werden konnten, kön-
nen später immer noch entfernt werden.
Um zu entscheiden, welche Komponenten zu einer Kette gehören, identifizierten wir
die folgenden Eigenschaften von Startnummern:
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• Wir gehen davon aus, dass die einzelnen Ziffern der Startnummer sich nach
der globalen Korrektur der Kameraausrichtung (siehe Kapitel 4.1) in etwa auf
derselben Höhe befinden. Dennoch können die Ziffern vertikal leicht zueinander
versetzt stehen, wie beispielsweise Abbildung 4.4 zeigte – entweder weil sie auf
diese Weise am Fahrzeug angebracht wurden oder weil eine Fehlausrichtung der
Kamera nicht exakt korrigiert werden konnte.
• Die einzelnen Ziffern stehen im Normalfall recht nahe beieinander. Ihr horizon-
taler Abstand ist klein genug, dass in den Zwischenräumen zwischen den Ziffern
keine weitere Ziffer Platz findet.
• Die Ziffern haben alle dieselbe Farbe und – abgesehen von Spezialfällen – den-
selben Hintergrund. Daraus folgt auch, dass entweder alle Ziffern einer Start-
nummer helle Komponenten auf dunklem Grund oder dunkle Komponenten auf
hellem Grund sind.
• Die einzelnen Ziffern der Startnummer sind in etwa ähnlich groß was Breite und
Höhe ihrer Bounding Box angeht. Während die Höhe von Ziffern einer Startnum-
mer nahezu identisch sein sollte, ist hinsichtlich der Breite eine größere Abwei-
chung zu erwarten, da im Allgemeinen beispielsweise Einsen deutlich schmaler
sind als Nullen.
• Die durchschnittliche Strichbreite der Ziffern ist sehr ähnlich, da sie alle aus Stri-
chen gleicher Dicke zusammengesetzt sind.
Damit zwei Komponenten miteinander verknüpft werden, sollen sie also alle diese
Eigenschaften erfüllen. Für die entsprechenden Schwellen der Eigenschaften erwiesen
sich die in Tabelle 4.2 aufgelisteten Werte als geeignet. Die Verkettung einzelner Kom-
ponenten geschieht mithilfe eines rekursiven Algorithmus:
1. Sortiere alle Komponenten aufsteigend nach ihrer x-Koordinate.
2. Wähle die erste noch nicht verkettete Komponente und suche in allen Kompo-
nenten rechts von ihr nach möglichen Partnern zur Verkettung. Ist ein Partner
gefunden, verkette von dieser Komponente ausgehend rekursiv weiter.
3. Sind alle möglichen Komponenten durchsucht, erzeuge die Kette und entferne
beteiligte Komponenten aus der Menge der noch zu verkettenden Komponenten.
4. Falls noch zu verkettende Komponenten existieren, wiederhole ab Schritt 2.
Eigenschaft Minimum Maximum
Horizontaler Abstand 0 2 · cl.width
Breitenverhältnis 1 : 2 2 : 1
Höhenverhältnis 2 : 3 3 : 2
Vertikale Verschiebung 0 0.25 · (cl.height+ cr.height)
Strichbreitenverhältnis 1 : 2 2 : 1
∆E-Farbunterschied 0 20.0
TABELLE 4.2: Wahl der Schwellenwerte für die Verkettungseigenschaf-
ten bei der Verkettung zweier Komponenten cl und cr, wobei cl die im
Bild weiter links gelegene und cr die weiter rechts gelegene Komponen-
te bezeichnet.
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Listing 4.2 zeigt diesen Algorithmus in Pseudocode. Es ist anzumerken, dass Ketten
auch aus einzelnen Komponenten bestehen können. Tatsächlich machen Ketten aus nur
einem Element den Großteil aller entstandenen Ketten aus. Dies sind in den meisten
Fällen einzelne Nichtziffern, die verteilt in verschiedenen Regionen des Bilds liegen
und nicht bereits während der Filterung der Komponenten entfernt werden konnten.
Startnummern, die nur aus einer Ziffer bestehen, fallen jedoch ebenfalls in diese Kate-
gorie.
Abbildung 4.14 zeigt ein Bild aus unserem Datensatz mit allen darin erkannten Ketten.
Bevor nun eine Kette als Startnummer ausgewählt wird, ist es sinnvoll, alle Ketten
zu entfernen, von denen mit großer Sicherheit gesagt werden kann, dass es sich bei
ihnen nicht um Startnummern handelt. Hierzu entfernen wir alle Ketten, die in eine
der folgenden Kategorien fallen:
• Alle Ketten, die mindestens eine als Nichtziffer klassifizierte Komponente bein-
halten, werden entfernt. Dies entfernt die einzelnen als Nichtziffer klassifizierten
Elemente, die bei der Verkettung keinen Partner zugewiesen bekommen haben.
Aber auch die eigentliche Startnummer kann hier entfernt werden, wenn eine
ihrer Ziffern fälschlicherweise nicht als Ziffer klassifiziert wurde.
• Alle Ketten, die aus mehr als einer gewissen Anzahl an Elementen bestehen,
werden ebenfalls entfernt. Die von uns betrachteten Startnummern bestehen aus
maximal drei Ziffern, sodass alle Ketten mit mehr Komponenten gelöscht werden
können. Für die meisten Rennen sollte diese Schwelle angemessen sein, da Start-
nummern mit mehr als drei Ziffern selten vorkommen; andernfalls kann dieser
Parameter flexibel gesetzt werden. Sehr lange Ketten entstehen, wie etwa in Ab-
bildung 4.14 ersichtlich, häufig aus Texten wie zum Beispiel Werbeschriftzügen.
• Bei einer Klassifizierung durch k-Nearest-Neighbors wurde jeder Komponen-
te eine Wahrscheinlichkeit zugewiesen, mit der das ihr zugewiesene Klassen-
label der Wahrheit entspricht. Diese Wahrscheinlichkeit kann nun weiter ver-
wendet werden, indem für jede Kette die durchschnittliche Wahrscheinlichkeit
ihrer Komponenten pavg = 1N ·
∑N
i=1 pi berechnet wird. Unterschreitet pavg eine
gewisse Schwelle, so wird die Kette aussortiert. Dies entspricht der Anforderung,
dass eine Startnummer, von der eine oder mehrere Ziffern nicht sicher genug
identifiziert werden konnten, besser gar nicht als falsch zurückgegeben werden
soll.
• Zuletzt werden alle Ketten entfernt, deren erstes Element eine Komponente mit
dem Zifferlabel null ist. Dies gilt auch für Ketten, die nur aus einer Komponente
mit dem Label null bestehen. Dies ist sinnvoll, da Startnummern keine Nullen
vorangestellt haben und die Startnummer null generell auch nicht verwendet
wird.
Nach der Filterung der Ketten bleibt nun im besten Fall exakt eine Kette übrig, nämlich
die korrekte Startnummer. Existieren im Bild jedoch mehrere Nummern oder wurden
Nichtziffern fälschlicherweise als Ziffern klassifiziert, kann es geschehen, dass noch
immer mehrere Ketten existieren. Im folgenden Schritt muss daher eine der Ketten als
Startnummer ausgewählt werden.
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createChains ( components )
{
components . s o r t ( ) ;
chains := { } ;
while not components = { } do
nextChain := extendChain ( components , components . f i r s t ) ;
chains . add ( nextChain ) ;
components . remove ( components in nextChain ) ;
end while
return chains ;
}
extendChain ( components , currentComponent )
{
// Die nä chs te Kette b e s t e h t mindestens aus der e r s t e n Komponente .
nextChain := { currentComponent } ;
// Durchsuche f ür Verkettung a l l e Komponenten
// r e c h t s neben der momentanen Komponente .
for each nextComponent in components
s t a r t i n g from currentComponent . next do
// Wenn nä c h s t e r p o t e n z i e l l e r Partner zu weit e n t f e r n t ,
// beende die Suche , da a l l e weiteren Komponenten
// nur noch weiter e n t f e r n t l i e g e n .
i f d i s t a n c e ( currentComponent , nextComponent ) > maxDistance then
break for ;
end i f
// Wenn die Komponente n i c h t die nö t i g e n Bedingungen zur
// Verkettung e r f ü l l t , suche wei ter unter den anderen .
i f not propert iesMatch ( currentComponent , nextComponent ) then
continue ;
end i f
// F a l l s a l l e Bedingungen e r f ü l l t sind , s e t z e die Kettenbildung
// rekurs iv von der nä chsten Komponente aus f o r t .
nextChain . append ( extendChain ( components , nextComponent ) ) ;
break for ;
end for
return nextChain ;
}
LISTING 4.2: Rekursive Verkettung von Komponenten.
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ABBILDUNG 4.14: Verkettete Komponenten in einem Bild unseres Da-
tensatzes. Als Nichtziffern klassifizierte Komponenten sind rot um-
rahmt, als Ziffern klassifizierte Komponenten grün.
4.6 Auswahl der Startnummer
Um eine endgültige Startnummer zurückzugeben, muss eine der verbleibenden Ketten
als Startnummer ausgewählt werden. Vorab ist zu prüfen, ob nach der Filterung der
Ketten überhaupt noch Ketten existieren. Dass keine Kette übrig bleibt, kann entweder
geschehen, weil tatsächlich keine Ziffern im Bild erkannt werden konnten, oder weil
die Startnummer aufgrund von Fehlern während einem der vorherigen Schritte nicht
identifiziert werden konnte. In beiden Fällen gibt das Verfahren zurück, dass im Bild
keine Startnummer erkannt werden konnte.
Um unter den übrigen Ketten die Startnummer auszuwählen, vergeben wir für jede
Kette eine Punktzahl im Intervall [0, 1] und wählen die Kette mit der höchsten Punkt-
zahl aus. Entscheidend ist, auf Basis welcher Kriterien die Punktzahl vergeben wird.
Hierzu stellten wir folgende Überlegungen an:
• Die Startnummer ist eine sehr dominante Zahl im Bild. Selbst wenn andere Zah-
len im Bild auftauchen, zum Beispiel innerhalb von Werbeschriftzügen am Renn-
wagen oder weil eine Nichtziffer fehlklassifiziert wurde, ist die Startnummer mit
einer hohen Wahrscheinlichkeit die größte Zahl im Bild.
• Startnummern bestehen in vielen Fällen aus zwei oder mehr Ziffern. Es existieren
nur neun Startnummern, die nur aus einer Ziffer bestehen, und 90 Startnummern,
die aus nur zwei Ziffern bestehen. In den von uns betrachteten Fällen bestanden
die meisten Startnummern aus drei Ziffern. Nichtziffern, die fälschlicherweise als
Ziffer klassifiziert wurden, bilden dagegen im Normalfall keine Ketten mit wei-
teren Komponenten. Daher repräsentieren lange Ketten mit einer höheren Wahr-
scheinlichkeit Startnummern, zumindest sofern sie die festgelegte Maximallänge
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nicht übersteigen (in diesem Fall wurden sie aber ohnehin bereits aussortiert,
siehe Kapitel 4.5).
Basierend auf diesen Beobachtungen testeten wir verschiedene Möglichkeiten, Punkt-
zahlen zu vergeben. Diese sind in Tabelle 4.3 beschrieben. Wir testeten die Methoden
in Verbindung mit den verschiedenen Segmentierungsansätzen. Die Ergebnisse dieser
Tests sind in der Evaluation in Kapitel 6.2 beschrieben.
Höhe Die Punktzahl wird auf Basis der durchschnittlichen Höhe
der Komponenten innerhalb der Kette vergeben, wobei die
Kette mit der größten durchschnittlichen Höhe im Bild die
Punktzahl 1.0 erhält.
Länge Die Länge der Kette, d.h. die Anzahl an Komponenten, aus
denen sie besteht, bestimmt ihre Punktzahl, wobei einer
Länge, die der maximal erlaubten Kettenlänge entspricht,
die Punktzahl 1.0 zugeordnet wird.
Kombiniert Es wird die Punktzahl sowohl für die Höhe als auch für
die Länge der Kette berechnet. Anschließend werden beide
Punktzahlen mit dem Faktor 0.5 gewichtet und addiert.
Wahrscheinlichkeit Es wird die durchschnittliche Wahrscheinlichkeit pavg der
Kette berechnet, die sich aus den Klassifizierungswahr-
scheinlichkeiten der einzelnen Komponenten der Kette zu-
sammensetzt (siehe Kapitel 4.5). Dies ist nur sinnvoll, wenn
als Klassifizierungsmethode k-Nearest-Neighbors gewählt
wurde (vergleiche Kapitel 4.4.4).
Wahrscheinlichkeit
kombiniert
Auch hier wird die durchschnittliche Wahrscheinlichkeit
pavg der Kette berechnet, ferner werden jedoch die Punkt-
zahlen für Höhe und Länge der Kette addiert und dabei alle
drei jeweils mit einem Faktor von 0.3 gewichtet. Dies ist
ebenfalls nur sinnvoll, wenn als Klassifizierungsmethode
k-Nearest-Neighbors gewählt wurde (vergleiche Kapitel
4.4.4).
TABELLE 4.3: Getestete Möglichkeiten,
Punktzahlen für die Ketten zu vergeben.
Kapitel 5
Bewegungserkennung und
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Bisher stellte diese Arbeit ein Verfahren vor, mit dem eine Startnummer aus einem
Bild extrahiert werden kann. Die Spezifikation des Problems sieht jedoch vor, dass die
Identifikation der Startnummer nicht in einem einzelnen Bild geschieht, sondern auf
Basis von Videodaten, die von einer Kamera in Echtzeit geliefert werden.
Ein kanonischer Ansatz zur Lösung dieses Problems ist es, in bestimmten Zeitabstän-
den ein Kamerabild auszuwählen und die Startnummer in diesem zu identifizieren.
Beim Auslösen der Lichtschranke wird anschließend die Startnummer zurückgegeben,
die im letzten Bild vor dem Auslösen der Lichtschranke erkannt wurde. Ein solches
Vorgehen birgt jedoch zwei Probleme:
• Das Verfahren ist nicht robust. Falls im Bild vor dem Auslösen der Lichtschranke
die Startnummer nicht korrekt erkannt werden konnte, kann sie nicht zurückge-
geben werden, unabhängig davon, ob sie in allen vorherigen Bildern, in denen
sich das Auto bereits im überwachten Bereich befunden hat, identifiziert werden
konnte.
• Das Auslösen der Lichtschranke ist nicht mit der Bewegung des Rennwagens
synchronisiert. Wird die Lichtschranke ausgelöst, obwohl sich der Rennwagen
im Bild überhaupt nicht bewegt hat, wird dennoch das Auffahren des Fahrzeugs
auf die Rennstrecke gemeldet. Dasselbe Problem liegt vor, wenn Fahrzeuge die
Rennstrecke verlassen und die Lichtschranke in die entgegengesetzte Richtung
durchfahren.
Wir lösen diese Probleme auf zwei Arten: Zum einen nutzen wir eine Bewegungserken-
nung. Auf diese Art und Weise werden erkannte Startnummern nur zurückgegeben,
wenn sich ein Rennwagen in Richtung der Lichtschranke bewegt hat. Zum anderen
nutzen wir den Zeitraum, in dem sich der Rennwagen im überwachten Bereich befin-
det, um mehrere Erkennungsvorgänge durchzuführen.
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5.1 Bewegungserkennung
5.1.1 Vorüberlegungen zur Bewegungsbestimmung
Die Erkennung von Bewegungen in einem bestimmten Bildbereich ist für unser Verfah-
ren von zentraler Wichtigkeit. Bei einem Auslösen der Lichtschranke sollen Informa-
tionen über eine potenziell erkannte Startnummer nur dann zurückgegeben werden,
wenn im selben Zeitraum eine Bewegung in Richtung Lichtschranke stattgefunden
hat. Der Grund dafür ist, dass ein Auslösen der Lichtschranke nicht zwingend durch
ein teilnehmendes Rennfahrzeug geschehen muss. Außerdem ist es möglich, dass die
Lichtschranke durch ein Fahrzeug ausgelöst wird, das sich in die entgegengesetzte
Richtung bewegt, etwa weil es die Rennstrecke verlässt.
Um Bewegungen zu erkennen, existieren grundsätzlich zwei Herangehensweisen: Zum
einen die Identifikation herausstechender Bildmerkmale und ihre Verfolgung über meh-
rere Bilder hinweg [53], zum anderen die Berechnung des optischen Flusses zwischen
konsekutiven Bildern [26, 28].
In unseren ersten Versuchen prüften wir, ob eine Bewegungserkennung durch das
Tracking von Merkmalen erfolgsversprechend ist. Hierzu verwendeten wir das in [53]
vorgestellte Verfahren zur Auswahl der Merkmale und verfolgten sie über die von
der Kamera gelieferten Bilder hinweg. Da Automobile im Allgemeinen viele markante
Strukturen haben (Räder, Fahrzeugsäulen, weitere Teile der Karosserie sowie – im Falle
des Rennsports – Werbeschriftzüge von Sponsoren und die Startnummer selbst), ist die
Identifikation geeigneter Merkmale nicht schwierig. Abbildung 5.1 zeigt die erkannten
Merkmale in zwei Bildern.
ABBILDUNG 5.1: Gefundene Merkmale nach [53] in zwei Bildern, wobei
in beiden Fällen die 50 markantesten Merkmale ausgewählt wurden.
Erkannte Merkmale sind rot markiert [33].
Problematisch ist jedoch eine Quantifizierung der Größe des sich bewegenden Objekts.
Wie viele Merkmale an einem Rennwagen gefunden werden, ist von mehreren Fakto-
ren abhängig, unter anderem von der Struktur der einzelnen Fahrzeuge selbst. Ferner
spielen Verdeckungen eine große Rolle, da es durch sie geschehen kann, dass Merk-
male zwischenzeitlich verschwinden und so nicht weiter verfolgt werden können. Die
Anzahl an Merkmalen, die sich in einem Bereich des Bilds bewegen, lässt daher nur
bedingt Rückschlüsse auf die Größe des Objekts zu, das sich im überwachten Bereich
bewegt.
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Eine Quantifizierung der Objektgröße ist jedoch wünschenswert. Wir gehen aufgrund
der in Kapitel 3.1.2 gestellten Bedingungen davon aus, dass Rennwagen im Bild zu den
größten Objekten gehören. Mit einem Maß für die Größe der sich bewegenden Objekte
können wir daher die Bewegungen der Fahrzeuge von den Bewegungen von Helfern
und Zuschauern im Hintergrund abgrenzen, da solche geringere Bewegungen im Bild
verursachen. In Folge verwenden wir daher die Berechnung des optischen Flusses, um
Bewegungen in relevanten Bildregionen zu bestimmen.
5.1.2 Bewegungsbestimmung durch optischen Fluss
Um den optischen Fluss zu berechnen, verwenden wir die in OpenCV [30] bereits
implementierten Routinen, die das Verfahren nach Farnebäck [54] realisieren. Der Al-
gorithmus berechnet den optischen Fluss zwischen zwei Bildern für alle Pixel im Bild
und drückt die ermittelte Verschiebung an den Pixelpositionen durch den Flussvektor
(u, v)T aus, wobei u die Verschiebung in x- und v die Verschiebung in y-Richtung
angibt. Abbildung 5.2 zeigt ein Beispiel für die Berechnung des optischen Flusses zwi-
schen zwei Bildern.
ABBILDUNG 5.2: Ergebnis der Berechnung des optischen Flusses zwi-
schen zwei Bildern. Links oben: Bild 1. Rechts oben: Bild 2. Links unten:
Resultierender optischer Fluss. Der Farbton kodiert hierbei die Richtung
der Verschiebung, während die Helligkeit die Stärke der Bewegung
angibt (Kodierung entsprechend des Farbkreises rechts unten).
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Die Berechnung des optischen Flusses nach dieser Technik bringt einige Probleme mit
sich:
• Abhängig von den Parametern des Algorithmus und der Größe der verwendeten
Bilder ist die Berechnung sehr zeitaufwendig. Zwar können Teile der Berech-
nung auf die GPU ausgelagert werden, dennoch kann die Laufzeit abhängig
vom System schnell mehrere Hundert Millisekunden erreichen. Damit die Be-
wegungen der Objekte jedoch möglichst schnell nach Eintritt in den überwach-
ten Bereich festgestellt werden, sollten die Kamerabilder in Echtzeit ausgewertet
werden können.
• Die Bewegungsbestimmung liefert für homogene Regionen nicht immer einen
optischen Fluss, selbst wenn die entsprechenden Bildbereiche ebenfalls Teil des
sich bewegenden Objekts sind (siehe auch Abbildung 5.2).
• Die Ergebnisse des optischen Flusses sind abhängig von der Bildrate. Für sehr
schnell aufeinander folgende Kamerabilder machen sich nur geringe Verschie-
bungen der Objekte bemerkbar. Sind die Abstände zwischen einzelnen Frames
größer, fallen die Verschiebungen dagegen stärker aus. Dies ist insbesondere ein
Problem, da wir später anhand der Intensität der Bewegung entscheiden wollen,
ob ein Objekt sich auf die Lichtschranke zubewegt. Da wir jedoch keine a priori
festgelegte Bildrate annehmen können (in welcher Bildrate die Kamera die Bilder
liefert und wie lange die Berechnung des optischen Flusses auf dem ausführen-
den System benötigt, ist nicht bekannt), ist ein von der Bildrate unabhängiger
Ansatz notwendig.
Um die Laufzeit des Algorithmus zu senken, skalieren wir die einzelnen Bilder vor
der Berechnung des Flusses auf ein kleineres Format herunter, was die Performanz des
Verfahrens signifikant verbessert. Das Herabskalieren der Bilder ist möglich, da wir
nur an der generellen Stärke und Richtung der Bewegungen großer Objekte im Bild
interessiert sind – eine pixelgenaue Berechnung des optischen Flusses ist hierzu nicht
nötig.
5.1.3 Akkumulation der Bewegung
Wie in Kapitel 5.1.2 beschrieben ist der bisherige Ansatz zur Bewegungsermittlung
nicht unabhängig von der Bildrate. Dies macht die geeignete Wahl von Schwellenwer-
ten für ein Vorhandensein von Bewegung sehr schwierig. Ein möglicher Lösungsansatz
ist die Normalisierung der Flussvektoren (u, v)T . Dies hat allerdings den Nachteil, dass
selbst minimale Bewegungen denselben Betrag erhalten wie starke Bewegungen.
Anstatt die Komponenten der Flussvektoren durch ihren Betrag zu teilen, ist es auch
möglich, sie durch die vergangene Zeit tframe seit der letzten Berechnung des Flusses
zu teilen:
speedx =
u
tframe
(5.1)
speedy =
v
tframe
(5.2)
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Auf diese Art und Weise arbeiten wir nicht mehr auf Verschiebungen, sondern auf
Geschwindigkeiten (wobei positive Geschwindigkeiten Bewegungen in x- bzw. y-Rich-
tung anzeigen und negative Geschwindigkeiten Bewegungen in die entgegengesetzte
Richtung markieren). Diese sind unabhängig von der Bildrate. Hierdurch kann nun
eine Schwelle für die Geschwindigkeit festgelegt werden, mit der ein Fahrzeug den
überwachten Bereich mindestens durchfahren muss, damit eine Bewegung in Richtung
Lichtschranke erkannt wird. Die Wahl einer Schwelle für die nötige Geschwindigkeit
ist allerdings sehr schwierig. Wird sie zu niedrig gesetzt, ist das System zu empfindlich
und reagiert selbst auf kleine Bewegungen im Hintergrund. Ist die Schwelle dagegen
zu hoch angesetzt, kann es geschehen, dass ein Fahrzeug die Bewegungsmeldung nicht
auslöst, obwohl es sich auf die Lichtschranke zubewegt. Insbesondere ist dies ein Pro-
blem, da die Rennwagen im überwachten Bereich vorerst zur Registrierung stehen
bleiben. Es ist davon auszugehen, dass ihre Geschwindigkeit noch sehr niedrig ist,
wenn sie die Lichtschranke auslösen.
Um eine größere Robustheit zu erreichen und das Verfahren weniger empfindlich ge-
gen kleine Bewegungen im Hintergrund zu machen, verwenden wir eine Methode,
bei dem die beobachtete Bewegung an den Pixelpositionen über die Zeit hinweg ak-
kumuliert wird. Hierdurch bewerten wir nicht nur die aktuelle Geschwindigkeit zum
Zeitpunkt der Bewegungsprüfung, sondern beachten auch langsame aber kontinuier-
liche Bewegungen in dieselbe Richtung, wie sie beispielsweise vorkommen, wenn ein
Fahrzeug langsam aus dem Stand heraus beschleunigt.
Ein intuitiver Ansatz wäre hier, die Ergebnisse der Berechnung des optischen Flusses
eine gewisse Zeit zu speichern und für jeden Pixel die Geschwindigkeiten der Zwi-
schenergebnisse aufzusummieren und zu mitteln. Ein solches Vorgehen hat jedoch
zwei Schwierigkeiten:
• Es wird viel Speicher für das Ablegen der Vektorfelder benötigt. Bei einer Verar-
beitung von 60 Bildern pro Sekunde müssten für eine Mittelung über eine Sekun-
de 60 Vektorfelder gespeichert werden. Je nach Auflösung, in der der optische
Fluss berechnet wurde, können hier große Datenmengen anfallen.
• Die Technik induziert eine Verzögerung der Bewegungserkennung. Selbst große
Geschwindigkeiten müssen erst über mehrere Bilder hinweg beobachtet werden,
ehe ihr Einfluss sich bei der Berechnung des Mittelwerts bemerkbar macht. Im
schlimmsten Fall hat das Fahrzeug die Lichtschranke bereits erreicht, ehe eine
Bewegung in Richtung Lichtschranke zurückgemeldet wird.
Stattdessen verwenden wir nur ein Vektorfeld und akkumulieren in jedem Schritt die
wahrgenommenen Bewegungen bis zu einem gewissen Höchstwert auf. Schnelle Be-
wegungen erreichen diesen Höchstwert sofort, wodurch eine starke Bewegung augen-
blicklich festgestellt wird. Schwache Bewegungen erreichen den Höchstwert letztend-
lich, solange sie über eine längere Zeit hinweg konsistent im Bild vorkommen.
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Die akkumulierte Bewegung acc_motion i zum Zeitpunkt i berechnet sich aus der bis-
herigen akkumulierten Bewegung acc_motion i−1, wobei die aktuelle Geschwindigkeit
speed i über den seit dem letzten Bild vergangenen Zeitraum t iframe addiert wird:
acc_motion ix = acc_motion
i−1
x + speed
i
x · t iframe (5.3)
acc_motion iy = acc_motion
i−1
y + speed
i
y · t iframe (5.4)
Aus diesen Gleichungen ist ersichtlich, dass ein Teilen des Flusses durch die Zeit nicht
notwendig ist, da während der Akkumulation wieder mit der vergangenen Zeit mul-
tipliziert wird. Die Längen und Geschwindigkeiten werden bisher noch in Pixeln bzw.
Pixeln pro Sekunde gemessen, allerdings ist dieses Maß nicht sinnvoll, da so bei ver-
schiedenen Auflösungen dieselbe Fahrzeugbewegung in verschiedenen Geschwindig-
keiten resultieren würde. Ein besseres Maß für die Strecken und Geschwindigkeiten
sind Bildbreiten bzw. Bildbreiten pro Sekunde, da die Rennwagen sich annähernd ho-
rizontal durch das Bild bewegen und die Kamera gemäß Kapitel 3.1.2 so ausgerichtet
sein sollte, dass die Fahrzeuge beim Halten die Breite des Bilds in etwa ausfüllen:
acc_motion ix = acc_motion
i−1
x +
u i
wimage
(5.5)
acc_motion iy = acc_motion
i−1
y +
v i
wimage
(5.6)
Ein noch besseres Maß wäre die tatsächliche Entfernung in Metern bzw. Geschwindig-
keit in Metern pro Sekunde, allerdings würde dies exaktes Wissen über die geometri-
sche Relation zwischen Szene und Bildraum voraussetzen, was in unserem Fall nicht
gegeben ist.
Die akkumulierte Bewegung hat bisher noch keine obere Schranke und würde nur
kontinuierlich ansteigen, während sich ein Fahrzeug nach dem anderen durch das Bild
bewegt. Das Ziel ist jedoch lediglich die Akkumulation über einen kleinen Zeitraum
hinweg. Um dafür zu sorgen, dass die akkumulierte Bewegung schließlich wieder null
erreicht, wenn keine Bewegungen mehr beobachtet werden, treffen wir zwei Vorkeh-
rungen:
• Wir führen eine Rückgangsfunktion fdecline ein. Diese verringert in jedem Zeit-
schritt die Länge des akkumulierten Bewegungsvektors um eine konstante Rate
(hierfür ist wiederum die Kenntnis der vergangenen Zeit tframe nötig, um sicher-
zustellen, dass die Rückgangsrate unabhängig von der Bildrate ist).
• Wir legen eine Obergrenze für die Länge des akkumulierten Bewegungsvektors
fest. Dies ist nötig, da sonst selbst bei Anwendung von fdecline die akkumulierte
Bewegung immer weiter ansteigt, sofern die addierte Bewegung pro Zeitschritt
dauerhaft größer ist als die Rückgangsrate.
Listing 5.1 zeigt das Verfahren zur Akkumulation der Bewegung inklusive der Anwen-
dung der Rückgangsfunktion in Pseudocode.
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accumulateMotion ( prevAccumMotion , opticFlow , secondsSinceLastFrame ,
decl ineRate , maxAccumulatedLength )
{
for i :=0 to opticFlow . width − 1 do
for j :=0 to opticFlow . height − 1 do
// Akkumuliere Bewegung .
accumMotion [ i , j ] := prevAccumMotion [ i , j ]
+ opticFlow [ i , j ] ∗ (1 / opticFlow . width ) ;
// Implementiert f _ d e c l i n e . Verr ingere die Länge des
// Bewegungsvektors um die Rückgangsrate .
declinedAccumulatedLength := length ( accumMotion [ i , j ] )
− dec l ineRate ∗ secondsSinceLastFrame ;
// F a l l s Länge unter null , i s t die akkumulierte
// Geschwindigkeit auf n u l l gesunken .
i f declinedAccumulatedLength < 0 then
accumMotion [ i , j ] := ( 0 , 0 ) ;
continue ;
end i f
// Prü f e Obergrenze f ür die Länge des akkumulierten
// Bewegungsvektors .
i f declinedAccumulatedLength > maxAccumulatedLength then
declinedAccumulatedLength := maxAccumulatedLength ;
end i f
// Wende neue Länge des akkumulierten
// Bewegungsvektors an .
accumMotion [ i , j ] :=
normalize ( accumMotion [ i , j ] ) ∗ declinedAccumulatedLength ;
end for
end for
return accumMotion ;
}
LISTING 5.1: Akkumulation der Bewegung.
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5.1.4 Bewegungsprüfung
Nachdem die Bewegungsrichtungen an allen Pixelpositionen akkumuliert wurden,
wird im letzten Schritt der Bewegungserkennung geprüft, ob eine Bewegung in Rich-
tung Lichtschranke stattgefunden hat. Hierzu muss vorerst eingegrenzt werden, in
welchem Bereich des Bilds die Bewegungsüberwachung stattfindet. Die Berechnung
des optischen Flusses erlaubt zwar die Detektion von Bewegungen im gesamten Bild-
bereich, dennoch ist dies nicht sinnvoll. Wird der gesamte von der Kamera beobachtete
Bereich zur Bewegungserkennung verwendet, wird eine Bewegung der Fahrzeuge be-
reits erkannt, wenn sie in diesen einfahren, obwohl die Lichtschranke eventuell erst
Sekunden später ausgelöst wird.
Sinnvoll ist es, den Bereich zur Bewegungsüberwachung so zu definieren, dass die
Fahrzeuge beim Halten exakt vor diesem stehen bleiben. Beim Anfahren tritt das Fahr-
zeug dann in den überwachten Bereich ein, sodass eine Bewegung erkannt wird, und
löst einige Momente später die Lichtschranke aus. Da jedoch sehr viele mögliche Kon-
figurationen existieren, wie die Kamera positioniert werden kann und wo genau die
Fahrzeuge halten, wird die Definition des Überwachungsbereichs dem Endbenutzer
überlassen, der eine linke und rechte Bereichsgrenze festzulegen hat.
Innerhalb dieser Grenzen findet nach jeder Berechnung des optischen Flusses und
der Bewegungsakkumulation die Bewegungsprüfung statt. Dies geschieht, indem über
alle Pixel, die sich innerhalb der Grenzen des M · N großen Bereichs befinden, die
durchschnittliche x-Komponente der momentanen akkumulierten Bewegungsvekto-
ren berechnet wird:
xavg =
1
MN
·
M∑
m=1
N∑
n=1
acc_motion ix [m,n] (5.7)
Anschließend wird geprüft, ob die durchschnittliche Bewegung in x-Richtung eine ge-
wisse Schwelle tmotion überschreitet. Ist dies der Fall, wird die Detektion von Bewegung
in Richtung der Lichtschranke gemeldet und für die aktuell erkannte Startnummer ein
Zeitstempel abgelegt.
Bewegen sich die Fahrzeuge in negative x-Richtung, funktioniert das Verfahren analog.
Lediglich die durchschnittliche Bewegung in x-Richtung xavg muss vor dem Vergleich
mit dem Schwellenwert tmotion mit -1 multipliziert werden.
5.2 Akkumulation der Startnummern
Zu versuchen, die Startnummer des Fahrzeugs im überwachten Bereich in exakt einem
Bild zu erkennen, ist nicht sinnvoll. Zum einen ist es schwer, den richtigen Zeitpunkt
für die Identifikation der Startnummer abzupassen. Wird er zu früh oder zu spät ge-
wählt, befindet sich die Startnummer womöglich noch nicht oder bereits nicht mehr
im Bild. Befindet sich das Fahrzeug zum Zeitpunkt der Identifikation in Bewegung,
erschwert Bewegungsunschärfe die Erkennung. Und selbst wenn das Fahrzeug still
steht, kann es passieren, dass die Startnummer in einigen Bildern von vorbeigehenden
Menschen oder anderen Objekten verdeckt wird – wird zufällig ein solches Kamerabild
ausgewählt, ist eine Detektion der Startnummer nicht möglich.
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Um stattdessen den Zeitraum, der zur Erkennung der Startnummer verwendet wer-
den kann, möglichst gut auszunutzen, schlagen wir ein Verfahren vor, das kontinu-
ierlich versucht, Startnummern im Bild auszumachen. Der Erkennungsprozess wird
dauerhaft wiederholt und die Ergebnisse jeder einzelnen Identifikation werden in ei-
nem Histogramm abgespeichert. Dieses Histogramm hält somit Informationen dar-
über, welche Nummern in der vergangenen Zeit wie oft erkannt wurden.
Allerdings werden die Daten nicht dauerhaft im Histogramm gespeichert. Jede erkann-
te Startnummer verbleibt nur eine gewisse Zeit im Histogramm. Zentral hierbei ist die
Länge dieses Zeitraums:
• Wird der Zeitraum zu kurz gewählt, bleibt nicht genug Zeit, um eine statistisch
relevante Menge an erkannten Startnummern abzuspeichern. Ferner wird das
Verfahren instabiler. Ist die Lichtschranke beispielsweise außerhalb des überwach-
ten Bereichs platziert, bewegt sich die Startnummer möglicherweise vor dem
Auslösen bereits wieder aus dem Bild und die erkannten Nummern werden aus
dem Histogramm gelöscht, ehe ein Zeitstempel für sie abgelegt werden kann.
• Ist der Zeitraum zu groß, gehen die erkannten Startnummern aufeinander folgen-
der Fahrzeuge ineinander über. Die Vorkommnisse der Startnummer des vorheri-
gen Fahrzeugs sind dann noch im Histogramm gespeichert, während das nächste
Fahrzeug bereits in den überwachten Bereich einfährt. Wird für dieses Fahrzeug
dann eine Bewegung erkannt, kann ein fehlerhafter Zeitstempel abgelegt werden.
Für den Speicherungszeitraum feste Werte vorzugeben, ist generell nicht sinnvoll, da
er auch vom ausführenden System abhängen kann. Auf langsameren Maschinen ist
gegebenenfalls mehr Zeit nötig, um eine relevante Zahl an Startnummern anzusam-
meln. Ferner hängen die Zeiträume, in denen die Startnummern im Bild sichtbar sind,
auch von der Positionierung der Kamera und dem Fahrverhalten der Rennteilnehmer
ab. Wir erlauben daher dem Benutzer des Systems, die Dauer der Speicherung selbst
festzulegen. Diese sollte generell mindestens so groß sein wie die Mindestdauer, die
ein Fahrzeug zur Registrierung stehen bleibt (da in dieser Zeit für gewöhnlich die
besten Ergebnisse produziert werden und diese auf jeden Fall in die akkumulierte
Startnummer einfließen sollten).
Viele Startnummern, die vorübergehend im Histogramm abgespeichert sind, werden
nie relevant und werden schließlich wieder gelöscht, ehe sie in eine Berechnung ein-
fließen (dies sind vor allem die Fälle, in denen keine Startnummer erkannt wurde, weil
sich kein Fahrzeug im überwachten Bereich befand). Entscheidend ist der Zustand des
Histogramms, sobald eine Fahrzeugbewegung in Richtung der Lichtschranke erkannt
wurde (siehe Kapitel 5.1). Der Gedanke dahinter ist, dass, wenn das Fahrzeug sich
wieder in Bewegung setzt, ein Großteil der Elemente im Histogramm sich auf dieselbe
Startnummer beziehen, da diese im vorhergehenden Zeitraum, während das Fahrzeug
still stand, häufig erkannt wurde.
Eine Möglichkeit ist daher, die am häufigsten vorkommende Startnummer im Histo-
gramm auszuwählen und als erkannte Startnummer für dieses Fahrzeug zurückzuge-
ben. Dies ist jedoch nicht immer sinnvoll. Abbildung 5.3 zeigt eine mögliche Vertei-
lung der vorkommenden Startnummern im Histogramm. Zwar kam die Startnummer
eins dort während des Akkumulationszeitraums am häufigsten vor, allerdings traten
andere Startnummern ähnlich oft auf. In diesem Fall eine sichere Entscheidung zu
treffen, fällt sehr schwer. Daher wäre es in einem solchen Fall möglicherweise besser,
zurückzugeben, dass die Startnummer nicht sicher identifiziert werden kann.
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ABBILDUNG 5.3: Ein Histogramm akkumulierter Startnummern, wobei
verschiedene erkannte Startnummern in ähnlich vielen Fällen vorka-
men.
Um Fälle, in denen eine Startnummer nicht sicher identifiziert werden kann, zu er-
kennen, nutzen wir das folgende Vorgehen: Wird eine Bewegung in Richtung Licht-
schranke gemeldet, wählen wir den größten Histogrammeintrag als Kandidaten für
die detektierte Startnummer aus. Wir zählen, wir häufig diese Startnummer im Histo-
gramm vorkommt. Anschließend zählen wir außerdem die Vorkommnisse aller an-
deren Startnummern, die ebenfalls im Histogramm gespeichert sind, und legen eine
Ambiguitätsschwelle tambiguity fest. Übersteigt die Anzahl an Vorkommnissen einer
der anderen im Histogramm gespeicherten Startnummern diese Schwelle, so gibt der
Algorithmus zurück, dass die Startnummer nicht sicher genug identifiziert werden
kann (da mindestens eine andere Startnummer ähnlich wahrscheinlich ist). Nur wenn
kein anderer Histogrammeintrag die Ambiguitätsschwelle übersteigt, wird der Start-
nummernkandidat zurückgegeben. Abbildung 5.4 veranschaulicht dieses Vorgehen.
ABBILDUNG 5.4: Dasselbe Histogramm mit zwei unterschiedlichen Am-
biguitätsschwellen. Links: tambiguity = 0.8. Kein anderer Histogramm-
eintrag übersteigt hierbei die Ambiguitätsschwelle, weshalb der Start-
nummernkandidat 69 als erkannte Startnummer zurückgegeben wird.
Rechts: tambiguity = 0.6. Die Anzahl an Einträgen für die Startnummer
66 überschreitet die Ambiguitätsschwelle. Da die Startnummer nicht
eindeutig identifiziert werden kann, wird sie nicht zurückgegeben.
Die Frage ist, wie die Ambiguitätsschwelle gewählt wird und welchen Einfluss sie auf
das Gesamtverfahren hat. Hierzu testeten wir während der Evaluation des Verfahrens
verschiedene Werte. Die Ergebnisse sind in Kapitel 6.3 detailliert beschrieben.
Kapitel 6
Evaluation
6.1 Evaluation der Komponenten
In Kapitel 3 beschrieben wir verschiedene Vorgehensweisen während der einzelnen
Verfahrensschritte. Teils konnten die einzelnen Schritte durch Parameter weiter an-
gepasst werden. Vor der Evaluation des Gesamtsystems war es daher unser Ziel, die
besten Parameter für die Zwischenschritte festzustellen. Dieses Kapitel präsentiert die
Ergebnisse unserer Tests.
6.1.1 Evaluation der Bildausrichtung
Kapitel 4.1 beschreibt eine generelle Methode zur Rotation der Eingabebilder auf Ba-
sis ihrer Gradienten. Dabei wurden zwei Möglichkeiten zur Auswahl der Gradienten
vorgestellt und zwei Möglichkeiten, ihre Richtungen gewichtet in die zugehörigen
Histogrammklassen eingehen zu lassen, woraus sich vier verschiedene Kombinationen
ergeben:
• Wähle die Gradienten aller Pixel und gewichte ihre Orientierungen gleichwertig.
• Wähle die Gradienten aller Pixel und gewichte ihre Orientierungen nach ihrem
Betrag.
• Wähle nur die Gradienten an Kanten und gewichte ihre Orientierungen gleich-
wertig.
• Wähle nur die Gradienten an Kanten und gewichte ihre Orientierungen nach
ihrem Betrag.
Welche dieser Methoden die beste Ausrichtung generiert, testeten wir, indem wir für
20 Bilder unseres Testdatensatzes die optimalen Rotationswinkel manuell berechneten
und sie anschließend mit den Rotationswinkeln verglichen, die von den jeweiligen
Verfahren berechnet wurden. Tabelle 6.1 zeigt die Resultate der Messungen.
Um das Verfahren noch robuster zu machen, haben wir ferner eine Variante imple-
mentiert, bei der jeder Gradient nicht nur einer Histogrammklasse zugeordnet wird,
sondern zwischen den einzelnen Einträgen linear interpoliert wird. Dies erhöht die
Genauigkeit leicht (siehe Tabelle 6.2).
Alle Verfahren haben auf den getesteten Bildern gut funktioniert. Ihr durchschnittli-
cher Fehler liegt im Bereich weniger Grad, allerdings fällt der Fehler in Einzelfällen
höher aus, wenn die Ziffern nicht gerade am Rennwagen angebracht sind. Auch die
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Wahl der Pixel Gewichtung Durchschn. Abweichung
Alle Pixel Gleichwertig 0.95◦
Alle Pixel Nach Betrag 0.85◦
Nur Kanten Gleichwertig 1.00◦
Nur Kanten Nach Betrag 0.85◦
TABELLE 6.1: Durchschnittliche Abweichung der von den verschiede-
nen Methoden errechneten Rotationswinkel von den optimalen Win-
keln.
Wahl der Pixel Gewichtung Durchschn. Abweichung
Alle Pixel Gleichwertig 0.70◦
Alle Pixel Nach Betrag 0.80◦
Nur Kanten Gleichwertig 0.80◦
Nur Kanten Nach Betrag 0.70◦
TABELLE 6.2: Durchschnittliche Abweichung der von den verschiede-
nen Methoden errechneten Rotationswinkel von den optimalen Win-
keln, wobei für jede Gradientenrichtung zwischen den zwei nächstge-
legenen Histogrammklassen linear interpoliert wurde.
Effizienz der einzelnen Methoden unterschied sich in den Messungen nicht signifikant.
Letztendlich entschieden wir uns dazu, im Rahmen unseres Verfahrens die Gradienten
nur an Kanten zu zählen und ihre Richtungen nach ihrem Betrag zu gewichten, wobei
zwischen den zwei nächstgelegenen Histogrammeinträgen interpoliert wird, da diese
Methode nach unseren Messungen den anderen minimal überlegen war.
6.1.2 Auswahl des Klassifizierungsansatzes und der Merkmale
In Kapitel 4.4 stellten wir drei verschiedene Klassifizierungsansätze und verschiedene
primäre und sekundäre Merkmale zur Klassifizierung vor. In diesem Kapitel werden
diese Ansätze und Merkmale miteinander verglichen, um den besten Ansatz auszu-
wählen und Merkmale zu identifizieren, die eine gute Abgrenzung der Klassen von-
einander ermöglichen. Die Güte des Klassifizierungsverfahrens messen wir anhand
dreier Maßstäbe:
• Genauigkeit - Die Genauigkeit ergibt sich aus der Korrektheit der zugewiese-
nen Klassen über alle Testfälle. Eine Ziffer, die als eine andere Ziffer klassifiziert
wurde, senkt die Genauigkeit ebenso wie eine Nichtziffer, die als eine Ziffer klas-
sifiziert wurde. Die Genauigkeit berechnet sich also durch:
Genauigkeit =
Anzahl korrekt klassifizierter Komponenten
Anzahl aller Komponenten
(6.1)
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• Zifferfehler - Der Zifferfehler ist der Anteil an Ziffern, denen fälschlicherweise
das Label einer anderen Ziffer zugeordnet wurde, also:
Zifferfehler =
Anzahl Ziffern mit falschem Zifferlabel
Anzahl aller Ziffern
(6.2)
Insbesondere nicht in die Kategorie des Zifferfehlers fallen Ziffern, die fälschli-
cherweise als Nichtziffern klassifiziert wurden. Dieser Fall ist weniger kritisch, da
ein derartiger Fehler später in der Verkettung der Ziffern (siehe Kapitel 4.5) dafür
sorgen wird, dass eine Ziffer der Startnummer nicht erkannt werden kann und
somit die ganze Startnummer verworfen wird. Während also zwar die Startnum-
mer so nicht extrahiert werden kann, wird zumindest keine falsche Startnummer
zurückgegeben. Wird dagegen eine Ziffer als eine andere Ziffer klassifiziert, kann
dieser Umstand später nur noch schwer festgestellt werden, was eine fehlerhaft
erkannte Startnummer zur Folge haben kann.
• Nichtzifferfehler - Der Nichtzifferfehler gibt an, wie viele Komponenten, die
eigentlich keine Ziffern repräsentieren, dennoch als Ziffern klassifiziert wurden.
Nichtzifferfehler =
Anzahl als Ziffer klassifizierter Nichtziffern
Anzahl aller Nichtziffern
(6.3)
Auch die Minimierung dieses Fehlers ist kritisch, da eine Nichtziffer, die als Ziffer
erkannt wird, später mit der eigentlichen Startnummer konkurrieren wird, was
die Auswahl der korrekten Startnummer erschwert.
Um die besten Klassifikatoren, Merkmale und Parameter für unseren Ansatz heraus-
zufinden, testeten wir verschiedene Konfigurationen. Ursprünglich bestand unser Da-
tensatz aus 723 Komponenten, die wir in einen Trainingsdatensatz zu 464 Komponen-
ten und einen Testdatensatz zu 259 Komponenten einteilten. Dabei stellte sich jedoch
heraus, dass für eine statistisch relevante Aussage über die Güte der Klassifizierungs-
verfahren die Größe des Testdatensatzes nicht ausreichend war.
Wir erreichten zwar eine Genauigkeit von 99.2% bei einem Nichtzifferfehler von 1.1%
und eine Zifferfehler von 0%, dies entsprach jedoch nur zwei falsch klassifizierten
Komponenten. Durch eine entsprechende Wahl der Parameter konnte das Modell gut
an den Testdatensatz angepasst werden, was eine Aussage über die Generalisierbar-
keit des gelernten Modells schwer machte. Um die Aussagekraft der erhaltenen Werte
zu erhöhen, vergrößerten wir den Datensatz auf 871 Komponenten. Ferner nutzten
wir keine getrennten Trainings- und Testdatensätze, sondern führten eine zehnfache
Kreuzvalidierung [55] auf dem gesamten Datensatz durch.
Vorab prüften wir die sekundären Klassifizierungsmerkmale auf ihre Tauglichkeit zur
Unterscheidung der Klassen. Tabelle 6.3 zeigt die Ergebnisse unserer Tests im Falle der
Klassifizierung nach 10-Nearest-Neighbors (die Verwendung anderer Klassifikatoren
führte zu ähnlichen Ergebnissen). Wie erwartet sind die einzelnen sekundären Merk-
male ungeeignet für eine Unterscheidung der Ziffern. Die Kombination der drei Merk-
male lieferte jedoch eine deutliche Verbesserung der Genauigkeit; dennoch bewegten
sich die Ergebnisse auf einem zu schlechten Niveau, um die Merkmale weiter für das
Verfahren in Betracht zu ziehen. Auch in Kombination mit den anderen Merkmale
entdeckten wir keinen Fall, in dem das Hinzuziehen eines der sekundären Merkmale
eine relevante Verbesserung der Erkennungsrate bewirkte.
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Merkmal Genauigkeit Zifferfehler Nichtzifferfehler
Seitenverhältnis 35.2 24.2 32.6
Strichbreitenvariation 32.0 35.3 20.5
Belegungsrate 37.0 21.6 34.5
Kombiniert 58.7 23.9 26.1
TABELLE 6.3: Erkennungsraten bei der Klassifizierung mit den Merk-
malen Seitenverhältnis, Strichbreitenvariation, Belegungsrate und ihrer
Kombination bei einer Klassifizierung nach 10-Nearest-Neighbors. An-
gaben in Prozent.
Anschließend testeten wir die verschiedenen Klassifikatoren mit den verschiedenen
Merkmalen. Am schlechtesten schnitt hierbei die Klassifizierung nach k-Nearest-Neigh-
bors ab. Tabelle 6.4 zeigt einen Überblick über die erzielten Ergebnisse. Auffallend
war, dass eine Veränderung der Anzahl der betrachteten Nachbarn k die Ergebnisse
kaum beeinflusst hat. Während eine sehr hohe Wahl von k die Ergebnisse langsam
verschlechterte, lieferten die meisten Werte in k = 1, ..., 10 sehr ähnliche Werte.
k-Nearest-Neighbors
Merkmal Parameter Genauigkeit Zifferfehler Nichtzifferfehler
Grad.-Histogramm 5 Einträge 51.7 29.9 42.0
20 Einträge 70.7 13.3 42.7
100 Einträge 72.9 18.0 32.9
Miniaturbild 5x5 86.7 9.5 17.4
10x10 90.9 2.1 19.9
20x20 91.5 1.8 19.3
Momente von Hu 54.7 25.7 31.7
Konzentrische Kreise 2 Kreise 43.4 44.0 26.5
5 Kreise 68.7 23.1 24.3
10 Kreise 69.4 25.3 26.4
Kombination siehe unten 92.5 1.4 16.6
TABELLE 6.4: Erkennungsraten bei der Klassifizierung nach k-Nearest-
Neighbors für k = 5. Angaben in Prozent.
Wir testeten ebenso verschiedene Kombinationen der einzelnen Merkmale. Das beste
Ergebnis erzielten wir, indem wir alle vier Merkmale gleichzeitig verwendeten (Para-
meter: 50 Histogrammeinträge, 5 konzentrische Kreise und eine mit dem Faktor 0.5
gewichteten 20x20 Miniaturversion der Komponente) und k = 1 wählten. Dies führte
auf eine Genauigkeit von 92.5% bei einem Zifferfehler von 1.4% und einem Nichtzif-
ferfehler von 16.6% (siehe Zeile ’Kombination’ in Tabelle 6.4).
Für einen direkten Vergleich führten wir dieselben Tests für Support Vector Machines
durch. Tabelle 6.5 zeigt die Ergebnisse. Da C- und ν-SVMs nur verschiedene Parame-
trisierungen darstellen, fassen wir sie in einer Tabelle zusammen, da es generell kein
Problem war, die Ergebnisse einer Parametrisierung in der anderen durch geeignete
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Wahl der Variablen zu reproduzieren. Dennoch fiel uns die Optimierung der Parameter
für C-SVMs generell leichter.
Support Vector Machines
Merkmal Parameter Genauigkeit Zifferfehler Nichtzifferfehler
Grad.-Histogramm 5 Einträge 54.7 25.9 39.0
20 Einträge 79.6 9.0 11.4
100 Einträge 84.1 10.9 10.7
Miniaturbild 5x5 92.5 5.6 6.7
10x10 95.0 0.7 2.2
20x20 96.7 0.2 3.3
Momente von Hu 56.0 25.0 26.4
Konzentrische Kreise 2 Kreise 49.4 41.9 27.4
5 Kreise 67.9 22.7 22.0
10 Kreise 75.5 19.5 15.1
TABELLE 6.5: Erkennungsraten bei der Klassifizierung durch Support
Vector Machines. Angaben in Prozent.
Im Allgemeinen lieferte die Klassifizierung durch Support Vector Machines bessere
Ergebnisse. Insbesondere der Nichtzifferfehler konnte durch die Klassifizierung mit
Support Vector Machines deutlich verringert werden. Einzig die Klassifizierung mit
den Momenten nach Hu zeigte keine signifikante Verbesserung. Auch bei der Klassifi-
zierung durch ein Histogramm von Gradienten und durch konzentrische Kreise zeig-
ten sich nur geringe Verbesserungen bei weniger als zehn Merkmalen. Wir schließen
daraus, dass die Nutzung von Support Vector Machines zur Klassifizierung der Ziffern
vor allem in hochdimensionalen Merkmalsräumen vorteilhaft ist.
Wie zuvor bei der Klassifizierung durch k-Nearest-Neighbors stellten wir uns die Fra-
ge, ob ein Hinzuziehen anderer primärer Merkmale zur Miniaturversion der Bilder
eine Verbesserung darstellt. Wir versuchten daher, die anderen Merkmale mit verschie-
denen Parametrisierungen zum Merkmalsvektor hinzuzufügen. Allerdings konnten
wir in keinem Fall eine Erkennungsrate von 97.0% oder mehr erreichen, was die an-
deren Merkmale weitestgehend irrelevant macht. Da diese zur Berechnung ebenfalls
Zeit benötigen, haben wir uns dazu entschieden, auf weitere Merkmale zu verzichten,
und verwenden nur die Miniaturversionen der Binärbilder als Merkmale.
Wir untersuchten diese Merkmale daher genauer. In Kapitel 4.4.1 wurde bereits be-
schrieben, dass wir die Bildung der Miniaturbilder auf zwei Arten implementierten:
Das Binärbild kann entweder in ein quadratisches Format gestreckt werden oder es
wird durch das Hinzufügen eines Rands in ein quadratisches Format gebracht. Die
in den Tabellen 6.4 und 6.5 aufgezeigten Ergebnisse gingen dabei aus der Streckung
der Komponente hervor. Folgend darauf testeten wir, ob durch das Hinzufügen von
schwarzen Rändern und die damit einhergehende Beibehaltung des Seitenverhältnis-
ses bessere Ergebnisse erzielt werden können.
Tabelle 6.6 zeigt die Ergebnisse unserer Messungen bei der Klassifizierung durch Sup-
port Vector Machines, wobei für verschiedene Größen des Miniaturbilds Genauigkeit
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und Fehlerraten berechnet wurden, wenn die Komponente gestreckt oder ein schwar-
zer Rand hinzugefügt wurde. Für beide Fälle zeigt die Tabelle außerdem, in wie weit
eine vorherige Rotation der Ziffern wie in Kapitel 4.4.2 beschrieben die Güte des Ver-
fahrens beeinflusst.
Größe Genauigkeit Zifferfehler Nichtzifferfehler
Strecken des Bilds
5x5 92.5 5.6 6.7
10x10 95.0 0.7 2.2
20x20 96.7 0.2 3.3
Hinzufügen von Rändern
5x5 85.5 11.0 11.0
10x10 95.2 0.5 3.7
20x20 96.0 0.2 4.6
Strecken des Bilds, mit Rotation der Ziffern
5x5 92.7 4.8 7.3
10x10 95.2 0.2 2.0
20x20 95.9 0.4 2.8
Hinzufügen von Rändern, mit Rotation der Ziffern
5x5 85.2 12.5 11.5
10x10 95.2 0.3 4.3
20x20 96.8 0.2 3.5
TABELLE 6.6: Erkennungsraten bei der Klassifizierung durch Support
Vector Machines, wobei die Miniaturversionen der Bilder entweder
durch einfaches Strecken in ein quadratisches Format gebracht wurden
oder durch Hinzufügen von schwarzen Rändern. Ferner wurde dazwi-
schen unterschieden, ob die Ziffern zuvor rotiert wurden oder nicht.
Für kleine Miniaturbilder verschlechtert das Hinzufügen von Rändern die Klassifizie-
rung deutlich, während ab einer Größe von 10x10 die Auswirkungen kaum tragend
sind. Eine vorherige Rotation der Ziffern bewirkt ebenfalls keine bedeutende Steige-
rung der Genauigkeit. Wir halten die Verschiebungen der Fehlerraten aufgrund der
Größe unseres Datensatzes in beiden Fällen nicht für statistisch relevant.
Zugunsten der Effizienz unseres Verfahrens verzichten wir daher auf eine Rotation der
einzelnen Ziffern. Da die Entscheidung, ob Ränder zum Binärbild hinzugefügt werden
oder es in ein quadratisches Format gestreckt wird, ebenfalls kaum eine Rolle spielt,
haben wir uns dazu entschieden, die Bilder zu strecken. Dieses Vorgehen zeigt ohne
eine vorherige Rotation der Ziffern geringfügig bessere Ergebnisse und ist außerdem
minimal schneller.
Die in der finalen Version unseres Algorithmus verwendeten Parameter sind in Tabelle
6.7 dargestellt. Wir verringerten dabei die Größe des Miniaturbilds auf 15x15, da dies
die Ergebnisse kaum verschlechterte, jedoch die Laufzeit der Merkmalsberechnung
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und der Klassifizierung um 50% senkte, was bei einer Klassifizierung von 200 Kom-
ponenten auf unserem Testsystem einer Einsparung von im Schnitt 32 Millisekunden
entsprach.
Eigenschaft Wert
Klassifikator ν-SVM
νSVM 0.075
γRBF 0.025
Bildgröße 15x15 (225 Merkmale)
Erzielte Ergebnisse
Genauigkeit 96.6%
Zifferfehler 0.2%
Nichtzifferfehler 3.4%
TABELLE 6.7: Finale Parameter für die Klassifizierung und damit einher-
gehende Klassifizierungsqualität.
6.2 Evaluation der Startnummernerkennung in Bildern
Bisher evaluierten wir die Güte der einzelnen Verfahrensschritte, um herauszufinden,
welche Parameter und Vorgehen sich für die Identifikation der Startnummern am bes-
ten eignen. Allerdings gibt es einige Schritte, deren Qualität nicht nur anhand ihrer
Ausgaben gemessen werden kann. Ob beispielsweise die Segmentierung für den ge-
samten Identifikationsprozess gute Ergebnisse liefert, kann nur im Zusammenspiel
mit den anderen Verfahrenskomponenten bestimmt werden. Deswegen betten wir die
Evaluation der übrigen Schritte in die Evaluation des Gesamtprozesses ein.
Um die Startnummernerkennung in Bildern als Ganzes zu bewerten, verwendeten wir
einen Datensatz von insgesamt 237 Bildern. Von diesen Bildern enthielten 191 gültige
Startnummern, während die restlichen 46 Bilder keine Startnummern enthielten. Ab-
bildung 6.1 zeigt eine beispielhafte Auswahl der zur Evaluation verwendeten Bilder.
Ein besonderer Dank gilt Axel Weichert für die freundliche Erlaubnis zur Verwendung
der Bilder von 100octane.de [33].
Eine wichtige Anforderung des Verfahrens ist, dass möglichst keine fälschlicherweise
positive Erkennung der Startnummern stattfindet – das heißt, es soll möglichst ausge-
schlossen werden, dass eine Startnummer zurückgegeben wird, wenn sich gar keine im
Bild befindet. Ebenso soll verhindert werden, dass eine falsche Zahl als Startnummer
erkannt wird. Da es sich bei der Einordnung der Nummern nicht um ein binäres Pro-
blem handelt, sondern theoretisch unendlich viele mögliche Klassen existieren (näm-
lich eine Klasse für jede ganze Zahl größer null sowie eine Klasse für den Fall, dass
keine Startnummer existiert), verwenden wir analog zur Evaluation der Klassifizierung
in Kapitel 6.1.2 die folgenden Qualitätsmaße:
• Die Erkennungsrate (ER) ergibt sich aus der korrekten Einordnung der einzelnen
Bilder. Sie gibt an, für wie viele der 237 betrachteten Bilder der Erkennungspro-
zess das richtige Ergebnis lieferte.
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ABBILDUNG 6.1: Eine Auswahl der im Testdatensatz verwendeten
Bilder [33].
• Der Nummerfehler (NF) gibt an, in wie vielen der 191 Bilder mit vorhande-
ner Startnummer eine falsche Startnummer zurückgegeben wurde. Insbesondere
kein Nummerfehler liegt vor, wenn in einem Bild, das eine Startnummer zeigt,
keine Startnummer erkannt wurde. Dieser Fall ist weniger kritisch, da aufgrund
der Akkumulation der Startnummern in mehreren Kamerabildern (siehe Kapitel
5.2) es kein größeres Problem darstellt, wenn in einem Bild eine Nummer nicht
erkannt werden kann. Unsere Anforderungen besagen, dass wir eher keine Num-
mer zurückgeben wollen als eine falsche Nummer.
• Der Nichtnummerfehler (NNF) gibt an, in wie vielen der 46 Bilder, in denen
keine Startnummern vorhanden sind, dennoch eine Startnummer erkannt wurde.
Unser Ziel ist die Maximierung der Erkennungsrate, während gleichzeitig Nummer-
fehler und Nichtnummerfehler klein gehalten werden sollen. Die wichtigste Frage, die
sich dabei stellt, ist, ob für die Erkennung die Segmentierung per Kantendetektion und
Stroke Width Transform oder die Segmentierung nach Farbwert geeigneter ist. Daher
testeten wir beide Methoden intensiv mit verschiedenen Parametern.
6.2.1 Evaluation der Segmentierung per Stroke Width Transform
Bei der Segmentierung per Canny-Algorithmus und Stroke Width Transform stellen
sich vor allem drei Fragen:
• Bringt eine vorherige bilaterale Filterung Vorteile?
• Wie werden die Parameter für die Stroke Width Transform gewählt?
• Auf Basis welcher Methode werden Punktzahlen für die Ketten vergeben? (Siehe
Tabelle 4.3 in Kapitel 4.6.)
Da die Wahl der Parameter für die Stroke Width Transform sehr feingranular ist, be-
schäftigten wir uns vorerst mit den Fragen nach der bilateralen Filterung und dem
Vergeben der Punktzahlen zur Auswahl der Zifferketten (siehe Kapitel 4.6). Hierzu
testeten wir das Verfahren mit verschiedenen Konfigurationen auf unserem Testda-
tensatz. In allen Fällen wurden die segmentierten Komponenten anschließend durch
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ν-SVMs mit den in Kapitel 6.1.2 beschriebenen optimalen Parametern klassifiziert. Um
die Auswirkungen verschiedener Parameter für die Stroke Width Transform möglichst
gering zu halten, wählten wir in allen Fällen eine kleine Schrittweite von 0.05 Pixeln
sowie eine maximale Winkelabweichung von pi/2. Die Ergebnisse dieser Tests sind in
Tabelle 6.8 dargestellt.
Bilaterale Filterung Punktzahl ER NF NNF
keine Höhe 66.2 16.2 43.5
keine Länge 68.8 13.1 43.5
keine Kombiniert 68.4 13.6 43.5
σd = 5, σr = 100 Höhe 67.5 16.2 32.6
σd = 5, σr = 100 Länge 70.5 12.6 32.6
σd = 5, σr = 100 Kombiniert 70.9 12.0 32.6
TABELLE 6.8: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung per Canny-Algorithmus und Stroke Width Transform
für verschiedene Parameter. Erkennungs- und Fehlerraten in Prozent.
In unseren Tests wählten wir Werte von σd = 5 und σr = 100 für die Standardabwei-
chungen der gaußschen Filterkernels. Die Wahl eines so hohen σr für den Farbabstand
ist vor allem möglich, da die Kanten zwischen den Ziffern und dem Hintergrund sehr
stark sind und auch bei einem so hohen Wert selten über sie hinweg geglättet wird. Da-
bei zeigte sich, dass eine Vorfilterung mit einem bilateralen Filter die Erkennungsrate
leicht erhöht und gleichzeitig die Fehlerraten senkt, vor allem den Nichtnummerfehler.
Um dieses Ergebnis zu bestätigen, testeten wir die bilaterale Vorfilterung noch für
andere Standardabweichungen (siehe Tabelle 6.9). Wie wählten hierzu für die Verga-
be der Punktzahl die Methode ’Kombiniert’, die in den bisherigen Tests etwa gleich
gut funktionierte wie die Methode ’Länge’. Lediglich die Vergabe der Punktzahl nach
der Höhe der Komponenten lag in ihrer Qualität leicht hinter den anderen Methoden
zurück.
Bilaterale Filterung ER NF NNF
σd = 3, σr = 50 68.4 13.6 39.1
σd = 5, σr = 100 70.9 12.0 32.6
σd = 5, σr = 200 65.4 18.3 19.6
TABELLE 6.9: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung per Canny-Algorithmus und Stroke Width Transform
für verschiedene Wahlen der Standardabweichungen der Filterkernels
des bilateralen Filters. Alle Ergebnisse wurden mit einer anschließenden
Klassifizierung durch ν-SVMs und der Punktevergabemethode ’Kombi-
niert’ erzielt. Erkennungs- und Fehlerraten in Prozent.
Die Wahl von σd = 5 und σr = 100 lieferte hierbei die besten Ergebnisse hinsichtlich
Erkennungsrate und Nummerfehler. Überraschend ist jedoch, dass ein sehr starker
bilateraler Filter den Nichtnummerfehler deutlich senkt. Wir nehmen als Grund hierfür
an, dass die starke Glättung eines solchen bilateralen Filters generell viele Kompo-
nenten zerstört und es somit weniger wahrscheinlich macht, dass eine Nichtziffer als
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Ziffer klassifiziert und letztlich als Startnummer ausgewählt wird. Allerdings können
dadurch auch einige tatsächliche Ziffern der Startnummern nicht mehr korrekt erkannt
werden.
Obwohl wir in Kapitel 6.1.2 gezeigt haben, dass eine Klassifizierung mit Support Vector
Machines der Klassifizierung per k-Nearest-Neighbors überlegen ist, wollten wir an
dieser Stelle noch die Segmentierung per Stroke Width Transform in Verbindung mit
einem k-Nearest-Neighbor-Klassifikator testen. Mit diesem können die Punktzahlver-
gabemethoden ’Wahrscheinlichkeit’ und ’Wahrscheinlichkeit kombiniert’ getestet wer-
den (ebenfalls vorgestellt in Tabelle 4.3 in Kapitel 4.6). Es ist a priori nicht auszuschlie-
ßen, dass die Möglichkeit zur Berechnung einer Wahrscheinlichkeit für die einzelnen
Ketten eine schwächere Klassifizierung wieder ausgleichen kann. Die Resultate sind in
Tabelle 6.10 aufgeführt. Die Ergebnisse liegen deutlich hinter der Klassifizierung mit
Support Vector Machines und einer Vergabe der Punktzahl ohne die durchschnittliche
Wahrscheinlichkeit zurück.
k Punktzahl ER NF NNF
5 Wahrscheinlichkeit 49.4 37.2 93.5
5 Wahrscheinlichkeit kombiniert 61.6 22.0 93.5
10 Wahrscheinlichkeit 53.9 34.0 91.3
10 Wahrscheinlichkeit kombiniert 61.1 24.6 91.3
TABELLE 6.10: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung per Canny-Algorithmus und Stroke Width Transform
in Verbindung mit einer Klassifizierung nach k-Nearest-Neighbors. Es
kam eine bilaterale Vorfilterung mit σd = 5 und σr = 100 zum Einsatz.
Erkennungs- und Fehlerraten in Prozent.
Auf Basis der bisherigen Ergebnisse führten wir weitere Tests der Segmentierung nach
Canny-Algorithmus und Stroke Width Transform mit einer bilateralen Vorfilterung
mit σd = 5 und σr = 100, mit einer Klassifizierung durch ν-SVMs und mit einer
Punktevergabe nach der Methode ’Kombiniert’ durch. Zu testen war nun, wie eine An-
passung der Schrittweite und der maximalen Winkelabweichung in der Stroke Width
Transform die Erkennungs- und Fehlerraten beeinflusst. Das Berechnen der Strahlen
während der Stroke Width Transform macht einen Großteil ihrer Laufzeit aus. Eine
Erhöhung der Schrittweite bei der Strahlberechnung kann die Effizienz daher deutlich
steigern. Tabelle 6.11 zeigt den Einfluss einer größeren Schrittweite auf die Güte des
Erkennungsprozesses.
Ein Senken der Schrittweite auf unter 0.1 Pixel bringt kaum noch Verbesserungen hin-
sichtlich der Erkennungs- und Fehlerraten. Erst wenn die Schrittweite größer als 0.2
Pixel gewählt wird, macht sich eine signifikante Verschlechterung des Verfahrens be-
merkbar. Eine Wahl von 0.2 Pixel stellt ferner auch einen guten Kompromiss aus Qua-
lität und Effizienz dar – im Vergleich zur ursprünglichen Schrittweite von 0.05 Pixeln
kann die Stroke Width Transform so in weniger als 25% der Zeit durchgeführt werden.
Unter denselben Bedingungen und mit einer Schrittweite von 0.2 testeten wir ferner,
wie eine Änderung der maximalen Winkelabweichung sich auf die Qualität der Start-
nummernerkennung auswirkt. Wird die maximale Abweichung zu klein gewählt, be-
steht die Gefahr, dass viele Strahlen während der Stroke Width Transform verworfen
Kapitel 6. Evaluation 56
Schrittweite Max. Winkelabw. ER NF NNF ∅ Laufzeit
0.01 pi/2 70.9 12.0 32.6 429 ms
0.05 pi/2 70.9 12.0 32.6 211 ms
0.10 pi/2 70.5 12.6 32.6 95 ms
0.20 pi/2 70.0 14.1 32.6 45 ms
0.50 pi/2 67.1 16.2 37.0 33 ms
1.00 pi/2 67.1 19.3 37.0 27 ms
TABELLE 6.11: Evaluation der Stroke Width Transform für verschiedene
Schrittweiten. Erkennungs- und Fehlerraten in Prozent.
werden. Die resultierenden SWT-Maps werden dann löchriger, was eine korrekte Ex-
traktion der Bildelemente erschwert. Im Gegenzug kann sich jedoch eine leichte Effi-
zienzsteigerung ergeben, da weniger häufig ein Zugriff auf die SWT-Map stattfinden
muss. Wird die maximale Abweichung dagegen zu groß gewählt, ist der Algorithmus
möglicherweise zu liberal was das Akzeptieren der Strahlen angeht, was zu mehr
falschen Strahlen und einer schlechteren Effizienz führen kann. Tabelle 6.12 zeigt die
Ergebnisse.
Schrittweite Max. Winkelabw. ER NF NNF ∅ Laufzeit
0.20 pi 34.2 31.9 26.0 52 ms
0.20 pi/2 70.0 14.1 32.6 45 ms
0.20 pi/4 58.6 32.5 23.9 37 ms
TABELLE 6.12: Evaluation der Stroke Width Transform für verschiedene
maximale Winkelabweichungen. Erkennungs- und Fehlerraten in Pro-
zent.
Sowohl eine Vergrößerung als auch eine Verkleinerung des Winkels brachten keine grö-
ßeren Vorteile, abgesehen davon, dass der Nichtnummerfehler etwas verringert wer-
den konnte. Die in [41] vorgeschlagene maximale Winkelabweichung von pi/2 scheint
einen guten Kompromiss darzustellen und hat für unsere Zwecke gut funktioniert.
6.2.2 Evaluation der Segmentierung nach Farbwert
Bei einer Segmentierung nach dem Farbwert der einzelnen Pixel sind folgende Fragen
zu untersuchen.
• Bringt eine vorherige bilaterale Filterung Vorteile?
• Wird der Farbvergleich im RGB- oder im L*a*b-Farbraum durchgeführt?
• Wie wird der Schwellwert für den Farbvergleich gewählt?
• Auf Basis welcher Methode werden Punktzahlen für die Ketten vergeben? (Siehe
Tabelle 4.3 in Kapitel 4.6.)
Analog zur Evaluation der Segmentierung per Canny-Algorithmus und Stroke Width
Transform begannen wir mit der Untersuchung der grobgranularen Entscheidungen.
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Hierzu legten wir einige Standardparameter fest. Wir verwendeten nach wie vor eine
Klassifizierung durch ν-SVMs mit den in Kapitel 6.1.2 beschriebenen Parametern. Vor-
erst führten wir den Farbvergleich im RGB-Farbraum mit einem Schwellenwert von
tcolor = 5 durch. Dann testeten wir verschiedene Konfigurationen für die Berechnung
der Punktzahl der Ketten mit und ohne bilaterale Vorfilterung. Die Ergebnisse dieser
Tests sind in Tabelle 6.13 dargestellt.
Bilaterale Filterung Punktzahl ER NF NNF
keine Höhe 32.1 20.9 15.2
keine Länge 33.2 19.4 15.2
keine Kombiniert 32.9 19.9 15.2
σd = 5, σr = 100 Höhe 61.6 16.2 30.4
σd = 5, σr = 100 Länge 63.3 14.1 30.4
σd = 5, σr = 100 Kombiniert 62.4 15.2 30.4
TABELLE 6.13: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung nach Farbwert für verschiedene Parameter. Erkennungs-
und Fehlerraten in Prozent.
Anders als bei der Segmentierung per Canny-Algorithmus und Stroke Width Trans-
form ist die Nutzung einer bilateralen Vorfilterung für eine robuste Erkennung der
Startnummern hier unerlässlich, da die korrekte Funktionsweise des Verfahrens von
starken Kanten abhängt. Ohne eine bilaterale Filterung sind die Kanten nicht scharf
genug, wodurch sich Farbverläufe über mehrere Pixel hinweg bilden können, die eine
Abgrenzung benachbarter Komponenten nicht erlauben. Eine bilaterale Vorfilterung
sorgt so zwar auch dafür, dass der Nichtnummerfehler wächst, senkt aber gleichzeitig
den Nummerfehler und erlaubt es, mehr Nummern zu identifizieren.
In unseren Testfällen erreichten wir für eine Vergabe der Punktzahl nach der Länge
der Kette geringfügig bessere Werte als für die Berechnung der Punktzahl aus Länge
und Höhe. Dennoch erschien es uns für die wenigen Fälle, in denen die Startnummer
nur aus einer Ziffer besteht, nicht sinnvoll, nur die Länge als Maßstab zu nutzen.
Zumindest bei einer Startnummer, die nur aus einer Ziffer besteht, sollte die Höhe als
sekundäres Maß verwendet werden, damit im Wettstreit mit anderen Ziffern im Bild
nicht zufällig eine ausgewählt werden muss. Daher verwendeten wir im Folgenden
die Punktezahlvergabemethode ’Kombiniert’, gewichteten darin die Punktzahl für die
Länge jedoch doppelt. Diese Methode ergab dasselbe Ergebnis wie die Methode ’Län-
ge’.
Um gute Werte für den bilateralen Filter zu finden, erachteten wir es als nicht sinn-
voll, die Werte für σd und σr losgelöst von allen anderen Parametern zu bestimmen.
Bei der Qualität des Verfahrens besteht eine gewisse Korrelation zwischen der Stärke
des bilateralen Filters, dem Schwellenwert tcolor beim Farbvergleich und der Wahl des
Farbraums. Daher variierten wir in unseren Tests alle vier Parameter. Tabelle 6.15 zeigt
einen Auszug der Ergebnisse, während in den Tabellen A.1 und A.2 in Anhang A die
Messwerte in ausführlicherer Form aufgelistet sind.
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Farbraum σd σr tcolor ER NF NNF
RGB 3 60 12 65.4 16.8 21.7
RGB 3 100 16 70.9 18.8 6.5
RGB 3 100 20 69.6 20.4 2.2
RGB 3 140 20 64.6 23.0 4.3
RGB 5 60 16 69.6 13.6 8.7
RGB 5 60 20 72.6 15.2 2.2
L*a*b 3 60 8 64.1 15.2 21.7
L*a*b 3 60 20 56.5 28.8 0.0
L*a*b 3 100 12 71.3 17.3 2.1
L*a*b 3 140 20 49.8 30.4 0.0
L*a*b 5 60 12 73.4 11.0 4.3
L*a*b 5 100 12 70.9 15.7 4.3
TABELLE 6.14: Auszüge der Evaluation der Startnummernerkennung
in Bildern bei Segmentierung nach RGB- und L*a*b-Farbwert für ver-
schiedene bilaterale Filter und Farbvergleichsschwellen. Ausführlichere
Ergebnisse finden sich in Anhang A. Erkennungs- und Fehlerraten in
Prozent.
Aus den Messungen zogen wir die folgenden Erkenntnisse:
• Die Segmentierung im L*a*b-Farbraum durchzuführen (d.h. ∆E als Maß für die
Farbabweichung zu verwenden) lieferte generell die besseren Ergebnisse.
• Schwächere bilaterale Filter erzielen bessere Erkennungsraten, wenn eine höhere
Vergleichsschwelle tcolor festgelegt wird. Je stärker der angewandte bilaterale Fil-
ter ist, desto niedriger muss dagegen die Schwelle tcolor gewählt werden, um die
beste Erkennungsrate zu erzielen.
• Die Wahl hoher Schwellenwerte tcolor erlaubt es, den Nichtnummerfehler dras-
tisch zu reduzieren, was jedoch in den meisten Fällen mit einer Erhöhung des
Nummerfehlers und einem Rückgang der Erkennungsrate einhergeht.
• Für Farbvergleiche im L*a*b-Farbraum muss tcolor generell niedriger gewählt
werden, da der maximale ∆E-Wert aufgrund des kleineren Wertebereichs im
L*a*b-Farbraum geringer ist als die maximale euklidische Distanz zweier RGB-
Farbvektoren.
Die besten Ergebnisse bei einer Segmentierung nach Farbwert erreichten wir durch die
Wahl von σd = 5, σr = 60 und tcolor = 12 bei einem Farbvergleich im L*a*b-Farbraum.
Diese Parameter bieten einen guten Kompromiss aus niedrigem Nichtnummerfehler
und einer hohen Erkennungsrate.
Einen Umstand, den wir ebenfalls bemerkten, war, dass die Nutzung der Strichbreiten-
variation zur Filterung der Komponenten (siehe Kapitel 4.3) nicht unbedingt sinnvoll
ist. Die Strichbreitenvariation ist bei einer Segmentierung nach Farbwert die einzige
Eigenschaft, die die Berechnung der Stroke Width Transform für die einzelnen Kom-
ponenten notwendig macht. Diese ist jedoch eine sehr zeitintensive Operation.
Daher testeten wir das Verfahren mit genau denselben Parametern, allerdings ohne
Komponenten vor der Klassifizierung nach ihrer Strichbreitenvariation zu filtern. Al-
lein durch diese Änderung ließ sich die durchschnittliche Berechnungszeit pro Bild um
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58% senken. Überraschenderweise stieg dabei sogar die Erkennungsrate, während der
Nummerfehler sank (siehe Tabelle 6.15).
ER NF NNF ∅ Zeit pro Bild
mit Filterung nach Strichbreitenvariation 73.4 11.0 4.3 490 ms
ohne Filterung nach Strichbreitenvariation 74.3 9.9 4.3 205 ms
TABELLE 6.15: Einfluss der Filterung nach Strichbreitenvariation bei der
Segmentierung nach Farbwert. Erkennungs- und Fehlerraten in Prozent.
6.2.3 Vergleich der Segmentierungsmethoden
In unseren Tests war die Segmentierung nach Farbwert einer Segmentierung per Kan-
tendetektion und Stroke Width Transform überlegen. Zwar erlaubte es uns die Segmen-
tierung nach Farbwert nur, die Erkennungsrate um etwa 3% gegenüber einer Segmen-
tierung per Canny-Algorithmus und Stroke Width Transform zu verbessern, vor allem
der Nichtnummerfehler konnte jedoch deutlich gesenkt werden (siehe Tabelle 6.16).
Dies entspricht unserem Ziel, eine erkannte Startnummer nur dann zurückzugeben,
wenn sie sicher identifiziert werden kann.
Segmentierungsverfahren ER NF NNF
Canny-Algorithmus und Stroke Width Transform 70.9 12.0 32.6
Verbundene Komponenten nach Farbwert 74.3 9.9 4.3
TABELLE 6.16: Beste erreichte Qualitätswerte bei der Startnummerner-
kennung in Bildern. Erkennungs- und Fehlerraten in Prozent.
Die Segmentierung nach Farbwert hat den weiteren Vorteil, dass sie deutlich schnel-
ler durchzuführen ist. Der Grund hierfür ist vor allem, dass nach der Stroke Width
Transform verbundene Komponenten in zwei Bildern gesucht werden müssen, näm-
lich sowohl in der SWT-Map von dunklen Komponenten auf hellem Grund als auch
in der SWT-Map von hellen Komponenten auf dunklem Grund. Dazu kommt, dass bei
einer Segmentierung nach Farbwert auf die Berechnung der Stroke Width Transform
vollständig verzichtet werden kann.
Der Canny-Algorithmus arbeitet nur auf Grauwertbildern. Mit ihm ist es also nicht
möglich, farbige Flächen voneinander abzugrenzen, wenn deren Farbwerte auf den-
selben Grauwert abgebildet werden. Dies war auf unserem Testdatensatz zwar nicht
problematisch, da die Intensitätswerte zwischen Ziffern und ihrem Hintergrund sich in
jedem Bild deutlich voneinander unterschieden, in Sonderfällen kann dies aber dazu
führen, dass Startnummern nicht segmentiert werden können, die für die Segmentie-
rung nach Farbwert kein Problem darstellen (da diese beim Farbvergleich alle drei
Farbkanäle in Betracht ziehen).
Die Ergebnisse der Bildung verbundener Komponenten nach der Stroke Width Trans-
form hängen auch davon ab, wie groß die Schrittweite beim Abtasten der Strahlen
gewählt wurde. Ist die Schrittweite zu klein, wird das Verfahren ineffizient. Ist die
Schrittweite dagegen zu groß gewählt, können Kantenpixel übersprungen werden, was
dafür sorgt, dass fehlerhafte Strahlen generiert werden. Im schlimmsten Fall berühren
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diese Strahlen die einzelnen Ziffern und sorgen so dafür, dass die Ziffern mit anderen
Bildelementen verbunden werden, was die Klassifizierung derartiger Komponenten
erschwert. Abbildung 6.2 veranschaulicht dieses Problem.
ABBILDUNG 6.2: Ein Fehler bei der Stroke Width Transform. Von links
nach rechts: Ausschnitt aus dem Originalbild, Ausschnitt nach Kanten-
detektion, Ergebnis der Stroke Width Transform, Binärbild der resultie-
renden Komponente. Durch zu geringe Präzision bei der Stroke Width
Transform entsteht ein fehlerhafter Strahl, der als der Ziffer zugehörig
erkannt wird, was letztlich zu einer degenerierten Komponente führt.
Die Segmentierung nach Farbe leidet dagegen an einem anderen Problem: Es ist schwer,
für die Schwelle tcolor, ab der die Farben zweier Pixel als zu verschieden gelten, einen
allgemein guten Wert anzusetzen. Wird die Schwelle zu niedrig angesetzt, ist das Ver-
fahren nicht robust genug gegenüber Rauschen und es kommt zu einer Übersegmen-
tierung der Komponenten. Dies kann die Ziffern in mehrere Komponenten teilen und
so eine weitere korrekte Erkennung der Startnummer unmöglich machen. Wird die
Schwelle dagegen zu hoch gewählt, werden einzelne Komponenten zu stark miteinan-
der verbunden. Vor allem dort, wo Farbübergänge an Komponentenrändern existieren,
gehen dann Bildelemente ineinander über. Dies kann dafür sorgen, dass eine Ziffer mit
einer anderen Ziffer oder ihrem Hintergrund verschmelzt und in Folge dessen nicht
mehr korrekt klassifiziert werden kann. Abbildung 6.3 zeigt einen solchen Fall.
ABBILDUNG 6.3: Ein Fehler bei der Segmentierung nach Farbe. Die ver-
waschenen Übergänge an den Rändern der Null im Eingabebild (links)
bewirken, dass die Komponente über den Rand der Ziffer hinaus gebil-
det wird (Mitte). Im Gegensatz dazu erkennt der Canny-Algorithmus
die Kante der Null korrekt (rechts).
Für unsere Implementierung der Systems entschieden wir uns dazu, die Segmentie-
rung anhand des Farbwerts durchzuführen. Diese kann die Ziffern exakter segmentie-
ren und liefert weniger falsch-positive Resultate. Die bessere Effizienz dieser Methode
erlaubt es uns, die Bilder in kürzerer Zeit zu verarbeiten.
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6.2.4 Einfluss des bilateralen Filters
Bei beiden Segmentierungsmethoden führte die Anwendung des bilateralen Filters
zu einer Verbesserung der Erkennungsraten. Während bei einer Segmentierung per
Canny-Algorithmus und Stroke Width Transform die Verbesserung nur leicht ausfiel,
war eine bilaterale Vorfilterung bei einer Segmentierung nach Farbwert unerlässlich
für eine robuste Erkennung.
Der bilaterale Filter ist jedoch eine sehr zeitaufwendige Operation. Im Rahmen unserer
Arbeit verwendeten wir die von OpenCV mitgelieferte Implementierung des bilate-
ralen Filters [30]. Diese erlaubt wahlweise eine Ausführung auf der CPU oder per
OpenCL auf der GPU, wobei letzteres die Berechnung auf kompatiblen Grafikkarten
signifikant beschleunigt. Ebenfalls großen Einfluss auf die Laufzeit hat aber vor allem
auch die Wahl der Größe des Filterkernels für den Entfernungsfaktor. In Tabelle 6.17
sind unsere Messergebnisse für verschiedene Konfigurationen dargestellt.
CPU/GPU Parameter Laufzeit
CPU σd = 3, σr = 100 41 ms
CPU σd = 5, σr = 60 160 ms
GPU σd = 3, σr = 100 5 ms
GPU σd = 5, σr = 60 64 ms
TABELLE 6.17: Laufzeit des bilateralen Filters für verschiedene
Konfigurationen.
Bei der Verwendung eines bilateralen Filters mit σd = 5 auf der CPU nimmt allein die
bilaterale Vorfilterung fast 80% der gesamten Laufzeit eines Erkennungsprozesses ein.
Eine Ausführung auf der GPU senkt die Laufzeit zwar auf 40% der ursprünglichen
Berechnungszeit, trotzdem dauert die Vorfilterung hiermit immer noch länger als fast
jeder andere Berechnungsschritt während der Startnummernidentifikation.
In Kapitel 6.2.2 ermittelten wir σd = 3, σr = 100 ebenfalls als eine vielversprechende
Wahl der Parameter, allerdings lag die Erkennungsrate mit einer solchen Vorfilterung
niedriger (wobei vor allem der höhere Nummerfehler eine bedeutende Rolle spiel-
te). Der kleinere Filterkernel für den Entfernungsfaktor verringert die Laufzeit jedoch
enorm (74% bei einer Ausführung auf der CPU, 92% bei einer Ausführung auf der
GPU).
Auf den ersten Blick scheint es die bessere Wahl, eine geringfügig niedrigere Erken-
nungsrate in Kauf zu nehmen, wenn dafür deutlich mehr Erkennungsiterationen pro
Sekunde durchgeführt werden können. Allerdings kann dies nicht ohne weitere Eva-
luation angenommen werden. Ob die höhere Anzahl an Erkennungsiterationen letzt-
endlich eine sinnvolle Verbesserung darstellt, oder ob weniger Erkennungsiterationen
ausreichend sind, wenn diese dafür exakter ausfallen, kann erst entschieden werden,
wenn die Verfahren bei der Auswertung eines Videostreams miteinander verglichen
werden. Wir gehen auf die Parametrisierung des bilateralen Filters daher bei der Eva-
luation des Gesamtsystems noch einmal ein.
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6.3 Evaluation des Gesamtsystems
Die Evaluation der Startnummernerkennung in Bildern war lediglich ein Zwischen-
schritt, um die grundlegenden Parameter für die einzelnen Erkennungsschritte festzu-
legen. Für die eigentliche Applikation zählt letztendlich jedoch die Qualität des Erken-
nungsprozesses auf Videodaten, die von einer Kamera in Echtzeit geliefert werden. Im
finalen Teil der Evaluation widmen wir uns daher der Evaluation der Startnummer-
nerkennung in bewegten Bildern.
6.3.1 Testdaten
Anders als bei der Evaluation der Startnummernerkennung in Bildern, wo uns bereits
zu Beginn große Teile des zur Evaluation verwendeten Datensatzes in Form von Bil-
dern aus dem Rennsport zur Verfügung standen [33], lagen uns für die Evaluation
des Verfahrens auf Videostreams keine Testfälle vor. Das Sammeln von Videomate-
rial realer Rennen wäre jedoch sehr aufwendig gewesen, zumal für die Erzeugung
verschiedener Testbedingungen Material aus nur einem einzigen Rennen nicht ausrei-
chend gewesen wäre. Wir wollten das Gesamtsystem unter folgenden verschiedenen
Bedingungen evaluieren:
• Verschiedene Farben, Formate und Schriftarten der Startnummern
• Unterschiedliche Haltedauer und Bewegungsrichtung der Fahrzeuge
• Verschiedene Positionen der Lichtschranke
• Mehrere Ausrichtungen und Positionierungen der Kamera
• Verschiedene Rennumgebungen
Um Testdaten zu produzieren, die diesen Ansprüchen genügten, verwendeten wir
stattdessen einen Modellaufbau. In diesem wurden vor verschiedenen statischen Hin-
tergründen Modellfahrzeuge durch das Bild bewegt. Die Kamera (Logitech C270, eine
einfache USB-Webcam) befand sich dabei in leicht variierenden Abständen und Win-
keln vor dem Modellaufbau, um Videos der Szene zu erzeugen. Auf den verschiedenen
Modellfahrzeugen waren dabei Startnummern in unterschiedlichen Größen, Farben
und Schriftarten angebracht. Abbildung 6.4 zeigt den Modellaufbau und Bilder aus
den daraus entstandenen Evaluationsvideos.
Insgesamt enthielten die aufgenommenen Videos 155 Fälle, in denen sich Objekte in
verschiedenen Geschwindigkeiten durch das Bild bewegten. In 111 Fällen waren dies
Modellfahrzeuge mit einer gültigen, auf der Seite angebrachten Startnummer. In den
restlichen Fällen waren es entweder andere Objekte, Autos ohne Startnummer oder
Fahrzeuge, die anstelle einer Startnummer Text an ihrer Seite angebracht hatten.
6.3.2 Vorgehen
Zur Evaluation des Verfahrens wurden die Videodaten in das System eingespeist und je
nach Bewegungsrichtung und Haltepunkt eine virtuelle Position für die Lichtschranke
festgelegt. Die Lichtschranke selbst wurde durch ein Testprogramm simuliert, das bei
einem manuellen Auslösevorgang eine Anfrage nach der Startnummer des aktuell
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ABBILDUNG 6.4: Fotos des Modellaufbaus und einige der daraus resul-
tierenden von der Kamera aufgenommenen Bilder.
erkannten Fahrzeugs stellte. Für alle Testfälle wurde so pro Durchlauf geprüft, welche
akkumulierte Startnummer zum Zeitpunkt vorlag, an dem das entsprechende Objekt
die virtuelle Lichtschrankenposition erreicht hatte.
Gemäß der in Kapitel 5 beschriebenen Methoden zur Auswertung des Videostreams
wurde eine Startnummer nur dann zurückgegeben, wenn zum Zeitpunkt des Aus-
lösens der Lichtschranke auch tatsächlich eine Bewegung im Lichtschrankenbereich
stattgefunden hat. Die durchschnittliche Bewegung in x-Richtung (bzw. negative x-
Richtung) xavg musste dabei die Bewegungsschwelle tmotion überschreiten. Die Start-
nummer wurde ferner nur dann zurückgegeben, wenn kein anderer Histogrammein-
trag im Histogramm akkumulierter Startnummern die Ambiguitätsschwelle tambiguity
überschritten hat.
Analog zur Evaluation der Startnummernerkennung in Bildern waren wir vor allem
an den drei Qualitätsmaßen Erkennungsrate (ER), Nummerfehler (NF) und Nicht-
nummerfehler (NNF) interessiert. Diese lassen sich kanonisch auf die Startnummern-
erkennung in Videodaten übertragen. Die Erkennungsrate gibt weiterhin an, in wie
vielen der 155 Testfälle eine korrekte Antwort geliefert wurde und steht so für die
allgemeine Exaktheit des Verfahrens. Der Nummerfehler gibt an, wie oft in einem der
111 Fälle, in denen eine gültige Startnummer im Video zu erkennen war, anstatt der
korrekten Startnummer eine falsche Startnummer (nicht aber gar keine Startnummer)
zurückgegeben wurde. Der Nichtnummerfehler gibt schließlich an, in wie vielen der 44
Fälle, in denen keine gültige Startnummer erkennbar war, dennoch fälschlicherweise
eine Startnummer zurückgegeben wurde.
6.3.3 Wahl der Parameter
Während wir abgesehen von der Konfiguration des bilateralen Filters für den eigent-
lichen Erkennungsvorgang bereits alle Parameter bestimmt haben (siehe Kapitel 6.2),
müssen die Parameter für die Bewegungsbestimmung und die Akkumulation der Start-
nummer noch gewählt werden. Für viele dieser Parameter ist es jedoch nicht sinnvoll,
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feste Werte anzugeben, da eine gute Wahl für sie von der geometrischen Beschaffenheit
der Szene wie etwa dem Abstand der Kamera von den Fahrzeugen und deren Halte-
punkt abhängt.
Parameter, deren Konfiguration wir dem Endbenutzer überlassen, sind die maximale
Länge der Startnummern, die Position der Lichtschranke, die Bereichsgröße für die
Bewegungserkennung, die Zeit zur Akkumulation der Startnummern und die Emp-
findlichkeit der Bewegungsdetektion (die tmotion und fdecline umfasst). Die maximale
Länge der Startnummern hängt vom überwachten Rennen ab. Die Position der Licht-
schranke kann innerhalb oder außerhalb des im Bild sichtbaren Bereichs liegen, sollte
aber nicht zu weit vom überwachten Bereich entfernt liegen, da sonst die Startnummer
bereits nicht mehr im Bild sichtbar sein kann, wenn die Lichtschranke ausgelöst wird.
Die Bereichsgröße der Bewegungserkennung sollte für robuste Ergebnisse etwa ein
Viertel bis ein Drittel der Bildbreite einnehmen (siehe Abbildung 6.5). Im Optimalfall
liegt der Bereich exakt zwischen dem Punkt, an dem die Fahrzeuge halten, und der
Lichtschranke. Beim Anfahren der Rennfahrzeuge bleiben so einige Frames, in denen
die Bewegung erkannt werden kann. Ist der Bereich dagegen zu klein, besteht die
Gefahr, dass die Lichtschranke ausgelöst wird, bevor das Fahrzeug eine erkennbare
akkumulierte Bewegung verursacht hat.
ABBILDUNG 6.5: Beispielhafte Konfiguration der virtuellen Lichtschran-
kenposition (vertikaler roter Balken) und des Bereichs zur Bewegungs-
überwachung (rot eingefärbter Bereich) für einen unserer Testfälle. Setzt
das Fahrzeug sich in Bewegung, tritt es in den Überwachungsbereich
ein. Seine Bewegung und Startnummer werden durch einen entspre-
chenden Zeitstempel protokolliert und beim Auslösen der Lichtschran-
ke zurückgegeben.
Für die Wahl der Rückgangsrate und der maximalen Länge der akkumulierten Bewe-
gungsvektoren stellten wir die folgenden Überlegungen an: Um eine Bewegung zu
registrieren, sollte diese eine gewisse Mindestgeschwindigkeit aufweisen. Diese wird
durch die Rückgangsrate ausgedrückt – ist die aktuelle Geschwindigkeit des Objekts
niedriger als die Rückgangsrate, verfällt diese Bewegung bei der Akkumulation sofort
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wieder. Erst wenn die Rückgangsrate überschritten wird, vergrößert sich der akkumu-
lierte Bewegungsvektor langsam. Als ein gutes Maß für die Mindestgeschwindigkeit
ermittelten wir etwa 0.05 bis 0.2 Bildbreiten pro Sekunde. Dieser Wert ist insbesondere
davon abhängig, wie nahe die Kamera an den Rennwagen positioniert ist. Je geringer
der Abstand, desto schneller werden sich die Fahrzeuge beim Anfahren durch das
Bild bewegen. Für unsere Testaufnahmen verwendeten wir eine Rückgangsrate von
0.1 Bildbreiten pro Sekunde. Mit dieser konnten alle Bewegungen der Objekte im Bild
erkannt werden, es kam in keinem einzigen Testfall vor, dass eine vorgesehene Bewe-
gung nicht registriert wurde.
Die maximale Länge der Bewegungsvektoren in Relation zur Rückgangsrate bestimmt,
wie schnell die Rückgangsfunktion fdecline eine akkumulierte Bewegung verfallen lässt.
Ist die maximale Länge der Bewegungsvektoren gleich der Rückgangsrate in Bild-
breiten pro Sekunden, dauert es maximal eine Sekunde, nachdem keine Bewegung
mehr festgestellt wurde, bis alle akkumulierten Bewegungen wieder verfallen sind.
In unseren Tests stellte sich dies als eine gute Wahl heraus, daher setzten wir für die
Evaluation des Gesamtsystems die maximale Länge der Bewegungsvektoren auf 0.1
Bildbreiten.
tmotion sollte in Relation zur maximalen Länge der Bewegungsvektoren gewählt wer-
den. Bei einer maximalen Länge von 0.1 Bildbreiten würde eine Schwelle von tmotion =
0.05 zum Beispiel bedeuten, dass durchschnittlich eine maximal akkumulierte Bewe-
gung in mindestens der Hälfte des Bereichs zur Bewegungsüberwachung erkannt wer-
den muss, was allein schon voraussetzt, dass die Fahrzeuge mindestens die halbe Höhe
des Bereichs einnehmen, um überhaupt erkannt werden zu können. In unserer Eva-
luation wählten wir eine Schwelle tmotion = 0.025, was einem Viertel des Bereichs
zur Bewegungsüberwachung entspricht. Wie oben bereits erwähnt konnten so alle
Bewegungen problemlos detektiert werden. Tabelle 6.18 fasst die für die Evaluation
verwendeten Werte zusammen.
Parameter In Evaluation In realer Anwendung
Rückgangsrate pro Sekunde 0.1 0.05 – 0.2
Max. Betrag der akk. Bewegung 0.1 0.05 – 0.2
Bewegungsschwelle tmotion 0.025 0.00625 – 0.1
TABELLE 6.18: Gewählte Parameter für die Bewegungsbestimmung in
der Evaluation und der realen Anwendung, Angaben in Bildbreiten.
Für die reale Anwendung sind lediglich vorgeschlagene Wertebereiche
angegeben. Die tatsächliche Wahl der Parameter ist abhängig von den
Bedingungen des Systemaufbaus.
6.3.4 Evaluation und Diskussion der Ergebnisse
Nach den obigen Überlegungen bleiben nun noch zwei Parameter, für die wir während
der Evaluation passende Werte ermitteln wollen:
• Für die Vorfilterung mit einem bilateralen Filter muss entschieden werden, ob
eine Wahl von σd = 3, σr = 100 oder σd = 5, σr = 60 bessere Ergebnisse liefert.
Während die Wahl eines kleineren örtlichen Filterkernels mehr Erkennungspro-
zesse pro Sekunde zulässt, lieferte der bilaterale Filter mit σd = 5, σr = 60 bei der
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Startnummernerkennung in Bildern die leicht besseren Ergebnisse (siehe Kapitel
6.2.4).
• Es muss eine Ambiguitätsschwelle tambiguity für die Auswertung der Histogram-
me akkumulierter Startnummern gewählt werden. Wir testeten hierfür die Werte
tambiguity = 0.6 und tambiguity = 0.8.
Hieraus ergeben sich vier verschiedene Kombinationen, für die wir die produzierten
Videodaten auswerteten. Die Ergebnisse der Evaluation sind in Tabelle 6.19 zusam-
mengefasst.
Bilateraler Filter Bewegungsschwelle ER NF NNF
σd = 3, σr = 100 tambiguity = 0.6 75.5 5.4 4.5
σd = 3, σr = 100 tambiguity = 0.8 79.4 11.7 4.5
σd = 5, σr = 60 tambiguity = 0.6 81.3 9.0 4.5
σd = 5, σr = 60 tambiguity = 0.8 82.6 10.8 4.5
TABELLE 6.19: Ergebnisse der Evaluation des Gesamtsystems.
Erkennungs- und Fehlerraten in Prozent.
Für alle Konfigurationen erreichten wir bessere Ergebnisse als bei der Erkennung der
Startnummern in Einzelbildern. Hierzu muss jedoch gesagt werden, dass die Start-
nummern in den produzierten Videodaten generell etwas einfacher erkennbar sind.
In den meisten Fällen besitzen sie eine größere relative Höhe im Vergleich zu den
Startnummern im Bilddatensatz. Fast alle Startnummern in den Videos sind ferner auf
einem homogenen Hintergrund platziert.
Dennoch befinden sich auch schwierige Nummern unter den Testfällen: Die Farbun-
terschiede zwischen den Ziffern und ihrem Hintergrund sind teils deutlich schwächer
als im Bilddatensatz aus Kapitel 6.2. Die Qualität der Kamera, mit der die Videos
aufgezeichnet wurden, reicht nicht an die einer professionellen Kamera heran, wes-
halb die Videos sichtbar verrauschter und unschärfer sind als der Bilddatensatz. In
den vielen Frames, in denen sich die Fahrzeuge bewegt haben, stehen die Nummern
unter dem Einfluss von Bewegungsunschärfe. Außerdem sind auch in den von uns
aufgenommenen Videodaten die Startnummern oft nicht flach und perfekt aufrecht an
den Modellfahrzeugen angebracht.
Für beide Konfigurationen des bilateralen Filters sorgte eine Erhöhung der Ambigui-
tätsschwelle auf tambiguity = 0.8 dafür, dass zwar mehr Nummern erkannt werden
konnten, der Nummerfehler jedoch stieg. Der Grund hierfür ist, dass die niedrigere
Schwelle tambiguity = 0.6 mehr unsichere Startnummern ablehnte und so sicherheits-
halber einige korrekt erkannte Startnummern nicht zurück gab, die mit einer höheren
Schwelle akzeptiert wurden.
Insgesamt lieferte das Verfahren für eine bilaterale Vorfilterung mit σd = 5, σr = 60 die
leicht höheren Erkennungsraten. Ein Grund, den wir hierfür beobachteten, war, dass
der größere örtliche Filterkernel robuster gegen die Bewegungsunschärfe war und die
Ziffern so auch bei kleineren Bewegungen der Modellfahrzeuge noch erkannt werden
konnten. Gleichzeitig sorgte der schmalere Kernel für den Farbabstand dafür, dass
seltener über die Ränder der Ziffern hinweg geglättet wurde, selbst wenn diese sich
nicht besonders stark von ihrem Hintergrund abhoben. So konnten mehr potenzielle
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Ziffern segmentiert werden, was jedoch auch das Potenzial für Fehlklassifikationen
erhöhte.
Durch die längere Laufzeit des bilateralen Filters mit σd = 5 konnten weniger Erken-
nungsvorgänge pro Sekunde durchgeführt werden (auf unserem Testsystem acht im
Vergleich zu 15 bei einer bilateralen Filterung mit σd = 3). Wir konnten jedoch keine
negativen Auswirkungen dieses Umstands auf die Effektivität des Verfahrens erken-
nen. Dennoch können wir nicht ausschließen, dass dies auf langsameren Systemen ins
Gewicht fällt, weshalb wir uns dazu entschieden, in die finale Version der Software
beide Varianten zu integrieren.
Zuletzt fällt auf, dass der Nichtnummerfehler für alle getesteten Fälle gleich ausfiel. Die
4.5% entsprechen exakt zwei Fällen, in denen fälschlicherweise Startnummern erkannt
wurden. In diesen Fällen war einmal der Buchstabe ’S’ auf der Seite des Modellfahr-
zeugs angebracht, und einmal die Buchstabenfolge ’SSS’; diese wurden als die Start-
nummern 5 und 555 erkannt. Die Nichtnummerfehler wurden also durch einen Fehler
bei der Klassifizierung erzeugt. In allen anderen Fällen, in denen keine Nummer im
Bild erkennbar war, lieferte das Verfahren korrekterweise keine Startnummer zurück.
Selbst wenn durch bestimmte Elemente in der Szene in vereinzelten Bildern fälsch-
licherweise Ziffern erkannt wurden, sorgte die Akkumulation über Zeit letztendlich
dafür, dass diese nicht als Startnummer zurückgegeben wurden.
6.3.5 Problemfälle
Aus den Ergebnissen der Evaluation konnten wir einige Probleme ableiten, die im
vorgestellten Verfahren noch bestehen und für einen Großteil der Fehlerkennungen
verantwortlich sind:
• Eines der größten Probleme ist die fehlende Robustheit gegen Bewegungsun-
schärfe. Sobald sich die Fahrzeuge mit einer gewissen Geschwindigkeit durch
das Bild bewegen, verschwimmen die Ränder der Ziffern, was eine korrekte Seg-
mentierung extrem erschwert. Abbildung 6.6 zeigt die Auswirkungen der Bewe-
gungsunschärfe auf die Zifferkanten.
ABBILDUNG 6.6: Links: Versuchsaufbau, wobei sich das im Bild befind-
liche Modellauto in Bewegung befindet. Rechts: Detailausschnitt der
Startnummer zu diesem Zeitpunkt. Die Unschärfe durch die Bewegung
des Fahrzeugs führt zum Verwischen der Zifferkanten.
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• Eine Folge aus obigem Punkt ist auch, dass sich das Histogramm der akkumu-
lierten Startnummern, nachdem das Fahrzeug sich wieder in Bewegung setzt,
mit vielen Vorkommnissen des Falls ’keine erkannte Startnummer’ füllt. Vergeht
zwischen dem Anfahren des Fahrzeugs und dem Auslösen der Lichtschranke
dabei zu viel Zeit, sorgt dies für eine Überschreitung der Ambiguitätsschwelle
und die Startnummer wird für den Zeitpunkt der Lichtschrankenauslösung aus
Sicherheitsgründen nicht abgelegt. Diesem Problem kann entgegengewirkt wer-
den, indem eine Kamera mit kürzerer Belichtungszeit verwendet wird oder die
Fahrzeuge länger zur Registrierung stehen bleiben und die Akkumulationszeit
entsprechend erhöht wird. Gute Ergebnisse erzielten wir, wenn die Fahrzeuge
sich mindestens drei Sekunden im Stillstand befanden. In einer praktischen An-
wendung kann diese Zeit jedoch nicht beliebig erhöht werden, da dies den Ge-
samtprozess der Registrierung der Rennteilnehmer deutlich verlängern würde.
• Die Klassifizierung der einzelnen Ziffern ist nicht genau genug. Für die meisten
verwendeten Schriftarten in unserem Videodatensatz gelang die Klassifizierung
problemlos, vor allem einige Ziffern in dünneren Schriftarten konnten jedoch
nicht korrekt klassifiziert werden, da entsprechende Beispielfälle nicht im Trai-
ningsdatensatz enthalten sind. Ferner ist die Abgrenzung zwischen bestimmten
Zeichen nicht immer erfolgreich, wie etwa zwischen dem Buchstaben ’S’ und
der Zahl fünf. Eine Erweiterung des Trainingsdatensatzes könnte dieses Problem
möglicherweise lösen.
• Das korrekte Anbringen der Startnummern auf den Fahrzeugen ist extrem wich-
tig. Dadurch, dass wir die einzelnen Ziffern aus Effizienzgründen vor der Klas-
sifizierung nicht rotieren, müssen sie nach der globalen Ausrichtungskorrektur
aufrecht stehen. Weicht der Winkel um mehr als einige Grad ab, ist eine korrekte
Klassifizierung in den meisten Fällen nicht mehr möglich. In unseren Testfällen
kam dies einige Male vor (siehe Abbildung 6.7).
ABBILDUNG 6.7: Zwei Fälle, in denen die Startnummern nicht aufrecht
an den Fahrzeugen angebracht sind, links ein Fall aus den von uns pro-
duzierten Videodaten, rechts ein Testfall der Startnummernerkennung
in Bildern. Während die Nummer im linken Bild noch erkannt werden
konnte, war eine Identifikation der Nummer im rechten Bild aufgrund
ihrer Orientierung im Verhältnis zum Rennwagen nicht möglich.
• Auch die Segmentierung mit einem bilateralen Filter mit σr = 60 konnte einige
Ziffern, die sich schlecht von ihrem Hintergrund abhoben, nicht extrahieren, da
über die Zifferkanten hinweg geglättet wurde und eine exakte Segmentierung so
nicht mehr möglich war. Die Wahl eines bilateralen Filters mit σr = 100 hat dieses
Problem noch verstärkt. Das linke Bild in Abbildung 6.7 stellt ein Beispiel für eine
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Startnummer dar, die durch eine Vorfilterung mit σr = 60 noch erkannt werden
kann, jedoch nicht mehr mit durch eine Vorfilterung mit σr = 100.
• Zuletzt existierten wenige Fälle, in denen die Schwellenwerte für die Verket-
tungseigenschaften (siehe Tabelle 4.2 in Kapitel 4.5) eine korrekte Verkettung der
Ziffern nicht zuließen, wenn die Ziffern etwa zu weit voneinander entfernt stan-
den oder ihre Farben sich zu sehr voneinander unterschieden. Eine Vergrößerung
der erlaubten Intervalle birgt jedoch immer die erhöhte Gefahr einer Fehlver-
kettung. Abbildung 6.8 zeigt zwei Beispiele, in denen die Ziffern zwar erkannt
werden konnten, jedoch nicht korrekt miteinander verkettet wurden.
ABBILDUNG 6.8: Zwei Fälle, in denen die Ziffern der Startnummer nicht
korrekt miteinander verkettet werden konnten. Im linken Bild unter-
scheidet sich der Farbwert der Fünf zu sehr von dem der Drei und der
Zwei, da die Startnummer zwischen den Ziffern leicht geknickt war und
sich durch das verschieden einfallende Licht andere Reflexionsverhalten
ergaben. Rechts bewirkte die geringe Breite der sehr schmalen Eins, dass
die Zwei als zu weit entfernt angesehen wurde, wodurch ebenfalls keine
Verkettung stattfand.
Kapitel 7
Implementierung
Teil dieser Masterarbeit ist die Entwicklung einer Software, die die vorgestellte Me-
thode zur Erkennung der Startnummern realisiert und die entsprechende Funktionali-
tät zur Erfüllung der in Kapitel 3.2 vorgestellten Anwendungsfälle bereitstellt. Dieses
Kapitel beschreibt den Aufbau des entwickelten Systems und geht auf Details der
Implementierung ein.
Die Software wurde mit Microsoft Visual Studio Express [56] und QtCreator [31] in
C++ nach dem Standard ISO/IEC 14882:2014 (auch: C++14) programmiert. Wir stellen
eine ausführbare Datei für eine 64-Bit Windows-Umgebung bereit.
7.1 Verwendete Bibliotheken
7.1.1 OpenCV
OpenCV [30] ist eine freie Bibliothek zur Realisierung von Anwendungen, die Me-
thoden aus der Computer Vision verwenden. Sie stellt grundlegende Datenstruktu-
ren für Bilder und Matrizen bereit und erlaubt deren Verwendung in verschiedenen
Routinen zur Bildverarbeitung, Bewegungsbestimmung und Klassifizierung. Im Rah-
men dieser Arbeit greifen wir auf die implementierten Funktionen für den Canny-
Algorithmus [37], den Sobel-Operator [42], die Berechnung des optischen Flusses nach
Farnebäck [54], den bilateralen Filter [35] und Support-Vector-Klassifizierung [49, 51]
in der Version 3.0 zurück. Außerdem nutzen wir OpenCV für Farbkonversionen, die
Skalierung der Bilder und die Implementierung der Kameraschnittstelle.
7.1.2 Qt
Für die Entwicklung der grafischen Benutzeroberfläche verwenden wir die Bibliothek
Qt [31] in der Version 5.4.1. Diese bietet plattformunabhängige Funktionen zur Pro-
grammierung von Benutzerschnittstellen. Wir nutzen Qt außerdem für die Implemen-
tierung von Zeit- und Netzwerkfunktionen und für die Erkennung angeschlossener
Kameras.
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7.1.3 Simple Web Server C++
Simple Web Server C++ [57] implementiert einen einfachen HTTP-Server, den wir ver-
wenden, um auf Anfragen externer Applikationen nach den abgelegten Zeitstempeln
zu antworten. Die Bibliothek greift dabei auf Routinen der Boost-Bibliotheken [58]
zurück. Wir verwenden die Version 1.4 von Simple Web Server C++ und nutzen die
Boost-Routinen der Version 1.59.0.
7.2 Systemarchitektur
Für den grundlegenden Aufbau des implementierten Softwaresystems verwenden wir
ein einfaches Drei-Schichten-Architekturmuster [59]. Abbildung 7.1 veranschaulicht
den Systemaufbau.
ABBILDUNG 7.1: Übersicht über die Systemarchitektur.
Die Speichereinheit ist für das Speichern der vom System verwendeten Daten verant-
wortlich. Die Menge an permanent gespeicherten Daten beschränkt sich hierbei auf
die Variablen zur Konfiguration der einzelnen Systemkomponenten und das trainier-
te Modell zur Klassifizierung der Bildelemente. Fast alle anderen Daten wie die ge-
lieferten Kamerabilder, die abgelegten Zeitstempel und die akkumulierten Startnum-
mern werden nur temporär gespeichert und können nach einer gewissen Zeit wieder
entfernt werden. Entsprechend ist eine persistente Datenhaltung, z.B. durch eine Da-
tenbank, nicht notwendig. Stattdessen gewährleisten Verfahren zum wechselseitigen
Ausschluss, dass nebenläufige Prozesse sicher auf die Daten zugreifen können.
Die Kontrolleinheit verwaltet die Kernkomponenten der implementierten Software.
Das vorgeschlagene System hat während des Erkennungsprozesses eine Vielzahl von
Aufgaben, die parallel erledigt werden müssen:
• In periodischen Abständen muss eine Verbindung zum Zeitserver hergestellt wer-
den, um sicherzugehen, dass die interne Zeit mit der des Zeitgebers noch syn-
chron ist (Zeitmodul).
• Das System muss auf Anfragen nach der erkannten Startnummer zu einem be-
stimmten Zeitpunkt antworten (HTTP-Modul).
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• Für jedes gelieferte Kamerabild muss dieses abgelegt und den anderen Prozessen
zur Verfügung gestellt werden (Kameramodul).
• Die Kamerabilder müssen kontinuierlich ausgewertet werden, um festzustellen,
ob eine Bewegung in Richtung Lichtschranke stattgefunden hat (Bewegungsmo-
dul).
• Gleichzeitig müssen die Kamerabilder auf das Vorhandensein von Startnummern
hin untersucht werden (Erkennungsmodul).
Um der Notwendigkeit zur parallelen Bearbeitung dieser Aufgaben gerecht zu werden
und vorhandene Systemressourcen möglichst gut auszunutzen, implementieren wir
die einzelnen Komponenten als nebenläufige Prozesse, die weitestgehend unabhän-
gig voneinander laufen. Die Kontrolleinheit ist dafür verantwortlich, die Prozesse zur
richtigen Zeit zu starten und anzuhalten und benötigte Daten zwischen ihnen auszut-
auschen.
Die in Kapitel 3.1.3 vorgestellten Schnittstellen stellen die Funktionalität an außenste-
hende Anwendungen und den Benutzer bereit. Details werden in Kapitel 7.4 beschrie-
ben.
7.2.1 Datenfluss
Abbildung 7.2 zeigt den Fluss der Daten zwischen den einzelnen Systemmodulen.
Die auszuwertenden Bilder werden über eine angeschlossene Kamera geliefert. Das
Kameramodul skaliert diese auf ein Breite von 640 Pixeln unter Beibehaltung des Sei-
tenverhältnisses (wir wählen diese obere Schranke für die Bildgröße, um auch auf
Kameras mit HD-Auflösungen die Laufzeit der Algorithmen zu reduzieren, da diese
in vielen Fällen von der Größe der eingehenden Bilder abhängt). Anschließend werden
die Bilder den anderen Modulen zur Verfügung gestellt.
Das Erkennungsmodul greift zu Beginn jeder Erkennungsiteration auf das letzte gelie-
ferte Kamerabild zu und führt in diesem die Detektion der Startnummer durch. Das
Ergebnis wird im Histogramm akkumulierter Startnummern unter Protokollierung
der aktuellen Zeit abgespeichert. Für die Bestimmung der aktuellen Zeit wird eine
systeminterne Uhr verwendet, die mit der gegebenen Zeit eines externen Zeitservers
synchronisiert wird. Das Zeitmodul ruft hierzu die aktuelle Zeit in periodischen Ab-
ständen per TCP vom Zeitserver ab und stellt sie in einem threadsicheren Speicher zur
Verwendung durch die anderen Komponenten zur Verfügung.
Parallel dazu verwendet das Bewegungsmodul die aktuellen Kamerabilder für die Be-
rechnung des optischen Flusses und die Akkumulation der Bewegungsvektoren. Wird
dabei eine Bewegung in Richtung Lichtschranke festgestellt, speichert die Kontroll-
einheit die momentan höchstwertige akkumulierte Startnummer zusammen mit der
aktuellen Zeit in Form eines Zeitstempels ab. Die Zeitstempel bleiben eine gewisse Zeit
gespeichert, sodass externen Applikationen beim Auslösen der Lichtschranke genug
Zeit bleibt, den Zeitstempel abzurufen. Alte Zeitstempel, für die keine Anfrage mehr
zu erwarten ist, werden regelmäßig aus dem Speicher entfernt.
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ABBILDUNG 7.2: Übersicht über den Datenfluss im System.
Der Zugriff auf das System geschieht durch eine einfache HTTP-Anfrage, die den Zeit-
punkt enthält, für den das Anwendungsprogramm die Existenz eines vorliegenden
Zeitstempels prüfen möchte. Liegt für den übergebenen Zeitpunkt ein Zeitstempel vor,
extrahiert das HTTP-Modul aus diesem die erkannte Startnummer und gibt sie an das
anfragende System zurück.
7.3 Implementierung der Kernkomponenten
Die Bewegungs- und Erkennungsmodule bilden die Kernfunktionalität des Systems.
Sie sind verantwortlich für das Detektieren von Bewegung und die Identifikation der
Startnummern im Bild. Beide Module sind dabei in Form zweier übergeordneter Klas-
sen implementiert, deren Routinen den Ablauf der Bewegungs- und Startnummerner-
kennung beschreiben. Die in den Kapiteln 4 und 5 beschriebenen Teilschritte sind dabei
jeweils in eigenen Komponenten implementiert, sodass die einzelnen Verfahrensschrit-
te theoretisch jederzeit durch Alternativen ausgetauscht werden können.
Die Erkennung der Startnummern ist der zeitintensivste Schritt des Gesamtverfah-
rens. Ein gegebenes Kamerabild muss rotiert, vorgefiltert und anschließend segmen-
tiert werden. Die einzelnen Bildelemente müssen anschließend gefiltert, klassifiziert
und verkettet werden. Zuletzt wird eine Kette als Startnummer ausgewählt. Um Fälle
zu beschleunigen, in denen bereits vorab klar ist, dass keine Startnummer im Bild
existiert (zum Beispiel weil alle Bildelemente bereits vor der Klassifizierung aussortiert
wurden), besteht die Möglichkeit, die Erkennung vorzeitig abzubrechen und statt-
dessen mit dem nächsten Kamerabild fortzufahren. Da die Schritte bis inklusive der
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Segmentierung jedoch die zeitintensivsten sind, bringt dies nur eine geringe Zeiter-
sparnis. Tabellen 7.1 und 7.2 bieten einen Überblick über die Laufzeiten der einzelnen
Verfahrensschritte in ihrer finalen Implementierung auf unserem Testsystem für die
zwei verschiedenen Konfigurationen des bilateralen Filters.
Komponente Laufzeit
Ausrichtung 8 ms
Bilateraler Filter 64 ms
Segmentierung 52 ms
Filterung 0 ms
Klassifizierung 1 ms
Verkettung 0 ms
Auswahl 0 ms
Gesamtlaufzeit 125 ms
TABELLE 7.1: Laufzeiten
der Erkennungsschritte
für einen bilateralen Fil-
ter mit σd = 5, σr = 60.
Komponente Laufzeit
Ausrichtung 8 ms
Bilateraler Filter 5 ms
Segmentierung 34 ms
Filterung 0 ms
Klassifizierung 1 ms
Verkettung 0 ms
Auswahl 0 ms
Gesamtlaufzeit 48 ms
TABELLE 7.2: Laufzeiten
der Erkennungsschritte
für einen bilateralen Fil-
ter mit σd = 3, σr = 100.
Die Implementierung der Bewegungserkennung ist deutlich weniger umfangreich. In
jedem Schritt wird der optische Fluss zwischen dem vorherigen und dem aktuellen
Kamerabild berechnet. Eine Unterklasse führt anschließend die Akkumulation der Ge-
schwindigkeit und die Bewegungsprüfung durch. Durch das Herabskalieren der Ka-
merabilder vor der Berechnung des optischen Flusses kann dies auf schnellen Syste-
men in Echtzeit durchgeführt werden, wodurch nahezu jedes Bild der Kamera ausge-
wertet wird. Tabelle 7.3 fasst die Laufzeiten der Teilschritte in der finalen Implementie-
rung zusammen.
Komponente Laufzeit
Skalierung 1 ms
Optischer Fluss 8 ms
Akkumulation 1 ms
Bewegungsprüfung 0 ms
Gesamtlaufzeit 10 ms
TABELLE 7.3: Laufzeiten der Schritte zur Bewegungsdetektion.
Für eine schnelle Übergabe der Bilder zwischen den einzelnen Klassen verwenden
wir größtenteils Zeiger, um das Kopieren großer Datenmengen zu verhindern. Für ein
erleichtertes Speichermanagement kommen hierbei die in C++11 eingeführten intelli-
genten Zeiger zum Einsatz, die einen Zählmechanismus realisieren, der verwendeten
Speicher automatisch freigibt, sobald kein Zeiger mehr darauf verweist [60]. Hierdurch
stellen wir zum einen sicher, dass beim Ablegen der Bilder keine Speicherlecks verur-
sacht werden, zum anderen gewährleisten wir, dass auf die Bilder zugegriffen werden
kann, bis alle Komponenten ihre Operationen auf ihnen abgeschlossen haben.
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7.4 Implementierung der Schnittstellen
7.4.1 Verbindung zum Zeitserver
Um die interne Zeit des Systems und die abgelegten Zeitstempel mit einem externen
Zeitgeber zu synchronisieren, stellt das System in periodischen Abständen eine Ver-
bindung zu einem Zeitserver her. Es obliegt dabei dem Endbenutzer, Adresse und Port
der zu nutzenden Verbindung über die grafische Benutzerschnittstelle anzugeben.
Die Verbindung zum Zeitserver ist dabei eine einfache TCP-Verbindung, bei der das
Softwaresystem als Client fungiert. Das Protokoll für die Übertragung der Zeit sieht
das folgende Verhalten vor:
1. Das System baut per TCP eine Verbindung zum Zeitserver auf.
2. Der Zeitserver übermittelt seine aktuelle Zeit in Form eines 32-Bit Integerwerts.
3. Beide Parteien schließen die TCP-Verbindung.
Der übermittelte Zeitwert gibt dabei die Anzahl an Sekunden seit dem 01.01.1900 um
exakt 0 Uhr UTC an. Aus diesem kann die aktuelle Zeit berechnet werden. Stellt das
Zeitmodul dabei einen Unterschied zur systeminternen Uhr fest, wird die entsprechen-
de Verschiebung abgespeichert, um mit der Zeit des Zeitgebers synchron zu bleiben.
7.4.2 Webinterface für die Zeitstempelabfrage
Die implementierte Software stellt für Benutzer und Anwendungsprogramme ein Web-
interface bereit, mit dem Informationen darüber, ob zu einem bestimmten Zeitpunkt
eine erkannte Startnummer vorlag, abgefragt werden können. Dies geschieht auf Basis
einer HTTP-Anfrage an den Pfad
/getNumber?time=hh_mm_ss
wobei hh hierbei für die Stunden, mm für die Minuten und ss für die Sekunden steht,
also zum Beispiel
/getNumber?time=14_02_59
für einen Abruf des Zeitstempels um 14:02:59. Erhält das System eine solche Anfrage,
wird es prüfen, ob der Erkennungsprozess momentan überhaupt aktiv ist – andernfalls
sind keine Zeitstempel vorhanden. Läuft der Erkennungsprozess, wird der Zeitstem-
pelspeicher nach einem Zeitstempel mit der entsprechenden Zeitangabe durchsucht.
Konnte das Modul einen entsprechenden Zeitstempel finden, wird die zu dem ge-
gebenen Zeitpunkt erkannte Startnummer zurückgegeben (sofern eine Startnummer
erkannt werden konnte). Andernfalls wird zurückgegeben, dass zum abgefragten Zeit-
punkt keine Bewegung in Richtung Lichtschranke festgestellt wurde. Die Antwort ist
in jedem Fall eine Nachricht mit dem Statuscode ’200 OK’. Die Daten werden dabei in
Form eines XML-Dokuments übermittelt, das der in Listing 7.1 gezeigten Schemade-
finition folgt. Die Listings B.1, B.2 und B.3 in Anhang B zeigen Beispiele für mögliche
Antworten unter verschiedenen Umständen.
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<?xml vers ion ="1 .0"? >
<xs : schema xmlns : xs =" ht tp ://www. w3 . org /2001/XMLSchema">
<!−− Das Wurzelelement b e s t e h t aus dre i Te i l en . . . −−>
<xs : element name=" NumberRecognitionResponse">
<xs : complexType>
<xs : sequence >
<!−− Der e r s t e T e i l g i b t Informationen über den S t a t u s des
Systems zum Zeitpunkt der Anfrage zurück . −−>
<xs : element name=" S t a t u s ">
<xs : complexType>
<xs : sequence >
<xs : element name=" RecognitionRunning " type =" xs : boolean " />
<xs : element name=" ErrorOccured " type =" xs : boolean " />
</xs : sequence >
</xs : complexType>
</xs : element >
<!−− Der zweite T e i l enth ä l t die Ergebnisse h i n s i c h t l i c h
Bewegungsdetektion und erkannter Startnummer . Diese sind
nur val ide , wenn die Erkennung l ä u f t und kein Fehler
a u f g e t r e t e n i s t . −−>
<xs : element name=" Resul t ">
<xs : complexType>
<xs : sequence >
<xs : element name=" MotionDetected " type =" xs : boolean " />
<xs : element name="NumberRecognized " type =" xs : boolean " />
<xs : element name=" StartingNumber " type =" xs : i n t e g e r " />
</xs : sequence >
</xs : complexType>
</xs : element >
<!−− Der d r i t t e T e i l i s t opt iona l und enth ä l t e ine
Fehlerbeschreibung , f a l l s die Anfrage n i c h t b e a r b e i t e t werden
konnte . −−>
<xs : element name=" Error " type =" xs : s t r i n g " minOccurs="0"/ >
</xs : sequence >
</xs : complexType>
</xs : element >
</xs : schema>
LISTING 7.1: XML-Schemadefinition für Antworten auf eine HTTP-
Anfrage.
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7.4.3 Grafische Benutzeroberfläche
Die grafische Benutzeroberfläche dient der Interaktion zwischen Benutzer und System.
Gemäß den in Kapitel 3.2 definierten Anwendungsfällen hat der Benutzer hierüber die
Möglichkeit, Verfahrensparameter zu konfigurieren und die Erkennung der Startnum-
mern zu starten und zu stoppen. Ferner kann er die Verbindungsinformationen zum
Zeitserver definieren und das Programm nach Abschluss der Verwendung schließen.
Die Benutzeroberfläche wurde mit der Bibliothek Qt [31] programmiert.
Während die Erkennung der Startnummern läuft, bekommt der Benutzer im Haupt-
fenster der Software Informationen über den momentanen Status des Systems ange-
zeigt. Er erhält das Bild, das momentan von der Kamera geliefert wird, und kann
interaktiv die Lichtschrankenposition und den Bereich zur Bewegungsüberwachung
darin anpassen. Es werden die momentane Zeit und die im Bild erkannte Startnummer
angezeigt. Außerdem erhält der Benutzer einen Überblick über die Zeitstempel, die
sich im Zeitstempelspeicher befinden und auf Abruf über das Webinterface zurück-
gegeben werden können. Abbildung 7.3 zeigt einen Screenshot des Hauptfensters der
grafischen Benutzeroberfläche.
ABBILDUNG 7.3: Screenshot des Hauptfensters der grafischen Benutzer-
oberfläche während des Erkennungsprozesses.
Kapitel 8
Zusammenfassung und Ausblick
Diese Arbeit stellte ein Verfahren zur Erkennung von Startnummern auf Rennwagen in
von einer Kamera in Echtzeit gelieferten Bildern vor. Wir präsentierten zwei verschie-
dene Methoden zur Segmentierung der Bilder und untersuchten den Einfluss eines
bilateralen Filters auf die Ziffernextraktion. Wir zeigten ferner, welche Merkmale sich
gut für eine Klassifizierung der Bildelemente eigneten und wie die Parameter für die
Klassifikatoren unter der Wahl dieser Merkmale für eine gute Unterscheidung zwi-
schen den einzelnen Klassen gesetzt werden mussten. Anschließend stellten wir einen
Algorithmus vor, der dazu in der Lage war, Ziffern im Bild robust zu Nummern zu
verketten und die richtige Startnummer aus verschiedenen im Bild erkannten Zahlen
auszuwählen.
Außerdem zeigten wir, wie die Berechnung des optischen Flusses Rückschlüsse darauf
zuließ, ob ein Fahrzeug sich im überwachten Bereich bewegte oder nicht. Wir akkumu-
lierten die Bewegungen über mehrere Bilder hinweg, um eine robuste Aussage darüber
treffen zu können, ob ein Rennwagen sich in Richtung der Lichtschranke bewegte.
Des Weiteren akkumulierten wir die erkannten Startnummern über mehrere Bilder, um
eine sichere Erkennung zu gewährleisten und unsichere Startnummern gegebenenfalls
zu verwerfen.
In einer umfangreichen Evaluation zeigten wir, dass das vorgestellte Verfahren sich
generell gut dazu eignet, Startnummern in einem Videostream zu identifizieren. Wir
erzielten gute Ergebnisse bei Fahrzeugen, die sich lange im Stillstand befanden, und
bei aufrecht stehenden Startnummern, die sich gut von ihrem Hintergrund abhoben.
Dennoch machten wir einige Probleme aus, die höhere Erkennungsraten verhinderten
und gelegentliche Fehler verursachten. Insbesondere schwierig waren die Erkennung
unter den Einflüssen von Bewegungsunschärfe und die Segmentierung von Ziffern,
die sich schlecht von ihrem Hintergrund abhoben. Ein bilateraler Filter mit breiterem
örtlichem Filterkernel und schmalerem Kernel für den Farbabstand konnte die Robust-
heit zwar erhöhen, senkte aber die Effizienz des Verfahrens. Ebenfalls problematisch
war die Unterscheidung sehr ähnlicher Schriftzeichen. Unser Verfahren war außerdem
stark abhängig von einer guten Ausrichtung der Kamera, der korrekten Platzierung der
Startnummern auf den Rennfahrzeugen und der Konfiguration der Parameter durch
den Benutzer.
Die Wahl der exakten Verfahrensparameter gestaltete sich als schwierig, da wir einen
Tradeoff zwischen einer potenziell hohen Erkennungsrate und einer niedrigen Fehler-
quote feststellten. Die von uns gewählten Parameter reagierten empfindlich auf Start-
nummern, deren Ziffern sich farblich unterschieden oder zu weit voneinander entfernt
standen, und wiesen so zum Teil auch korrekte Startnummern zurück. Gleichzeitig war
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ein solches Vorgehen maßgeblich dafür verantwortlich, dass die Fehlerraten in Bildern
ohne Startnummer sehr klein waren.
Um die Qualität des Verfahrens in Zukunft zu erhöhen, müssen Lösungen für diese
Probleme gefunden werden. Zu untersuchen ist beispielsweise, ob eine Erweiterung
des Trainingsdatensatzes durch mehr Fälle schwierig zu unterscheidender Schriftzei-
chen eine höhere Erkennungsrate bei der Klassifizierung erlaubt. Im selben Zuge könn-
te getestet werden, ob die Verwendung anderer Klassifikatoren wie künstlicher neuro-
naler Netzwerke [21] und anderer Merkmale bessere Klassifizierungsergebnisse liefert,
da eine korrekte Klassifizierung der Ziffern essentiell für das vorgestellte Verfahren ist.
Ebenfalls besteht Verbesserungspotenzial bei der Segmentierung der Ziffern. Eine Seg-
mentierung anhand des Farbwerts stellte sich als problematisch an unscharfen Kanten
heraus. Andere Segmentierungsmethoden wie beispielsweise [61] erzielen womöglich
bessere Ergebnisse, allerdings muss untersucht werden, ob sie in diesem Kontext effi-
zient genug sind.
In unserem Verfahren betrachten wir die einzelnen Kamerabilder voneinander losge-
löst. Möglicherweise können jedoch bessere Ergebnisse erzielt werden, wenn Annah-
men über die Korrelation zwischen den Bildern gemacht werden. So könnten bei-
spielsweise die geringen Verschiebungen zwischen einzelnen Frames dazu genutzt
werden, einmal gefundene Ziffern über mehrere Bilder hinweg zu verfolgen, da der
Suchbereich so erheblich eingegrenzt werden könnte. Ferner ist zu untersuchen, ob der
optische Fluss ebenfalls dazu verwendet werden kann, den Suchbereich einzugrenzen,
da die Ziffern auf den sich bewegenden Rennwagen angebracht sind und so bei jeder
Bewegung der Fahrzeuge ebenfalls eine Bewegung aufweisen müssen.
Aufgrund der gemessenen Erkennungs- und Fehlerraten ist beim Einsatz des Systems
eine manuelle Überwachung noch immer notwendig. Interessant wäre daher die Frage,
ob eine weiterführende Unterstützung durch Benutzereingaben dabei hilft, die Start-
nummern zu detektieren. So könnten beispielsweise die Farben der Startnummern
vorgegeben werden, um im Bild nach entsprechenden Bereichen zu suchen, oder Eye-
Tracking-Verfahren [62] verwendet werden, um die Position der Startnummer einzu-
grenzen.
Anhang A
Weitere Evaluationsergebnisse
Farbraum σd σr tcolor ER NF NNF
RGB 3 60 4 45.6 30.4 26.1
RGB 3 60 8 59.5 24.1 13.0
RGB 3 60 12 65.4 16.8 21.7
RGB 3 60 16 65.8 17.3 23.9
RGB 3 60 20 67.1 20.4 6.5
RGB 3 100 4 45.1 28.8 28.3
RGB 3 100 8 59.1 22.5 28.3
RGB 3 100 12 67.1 18.3 17.4
RGB 3 100 16 70.9 18.8 6.5
RGB 3 100 20 69.6 20.4 2.2
RGB 3 140 4 38.8 32.5 34.8
RGB 3 140 8 61.6 20.4 21.7
RGB 3 140 12 67.5 17.8 19.6
RGB 3 140 16 65.0 22.5 8.7
RGB 3 140 20 64.6 23.0 4.3
RGB 5 60 4 47.7 30.4 28.3
RGB 5 60 8 60.3 21.5 21.7
RGB 5 60 12 64.1 17.3 23.9
RGB 5 60 16 69.6 13.6 8.7
RGB 5 60 20 72.6 15.2 2.2
RGB 5 100 4 49.8 28.8 26.1
RGB 5 100 8 63.3 14.1 30.4
RGB 5 100 12 70.5 14.1 13.0
RGB 5 100 16 72.6 15.2 8.7
RGB 5 100 20 69.2 19.4 6.5
RGB 5 140 4 48.1 28.8 23.9
RGB 5 140 8 63.7 16.8 21.7
RGB 5 140 12 70.9 14.1 6.5
RGB 5 140 16 67.1 20.4 4.3
RGB 5 140 20 60.3 25.1 6.5
TABELLE A.1: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung nach RGB-Farbwert. Erkennungs- und Fehlerraten in
Prozent.
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Farbraum σd σr tcolor ER NF NNF
L*a*b 3 60 4 55.3 26.7 15.2
L*a*b 3 60 8 64.1 15.2 21.7
L*a*b 3 60 12 67.5 18.8 8.7
L*a*b 3 60 16 61.2 24.6 2.2
L*a*b 3 60 20 56.5 28.8 0.0
L*a*b 3 100 4 56.5 29.3 13.0
L*a*b 3 100 8 68.4 15.7 17.4
L*a*b 3 100 12 71.3 17.3 2.1
L*a*b 3 100 16 59.5 28.3 6.5
L*a*b 3 100 20 51.1 32.5 2.1
L*a*b 3 140 4 54.9 29.3 21.7
L*a*b 3 140 8 66.7 17.8 19.6
L*a*b 3 140 12 65.4 22.0 4.3
L*a*b 3 140 16 58.2 26.1 4.3
L*a*b 3 140 20 49.8 30.4 0.0
L*a*b 5 60 4 56.1 22.0 15.2
L*a*b 5 60 8 65.8 14.1 19.6
L*a*b 5 60 12 73.4 11.0 4.3
L*a*b 5 60 16 66.7 20.9 6.5
L*a*b 5 60 20 57.8 26.7 2.2
L*a*b 5 100 4 59.5 20.9 15.2
L*a*b 5 100 8 69.6 12.6 15.2
L*a*b 5 100 12 70.9 15.7 4.3
L*a*b 5 100 16 65.4 21.5 6.5
L*a*b 5 100 20 54.0 31.4 2.1
L*a*b 5 140 4 58.2 20.4 21.7
L*a*b 5 140 8 70.5 13.1 10.9
L*a*b 5 140 12 65.8 18.3 4.3
L*a*b 5 140 16 56.1 26.7 6.5
L*a*b 5 140 20 50.6 26.7 0.0
TABELLE A.2: Evaluation der Startnummernerkennung in Bildern bei
Segmentierung nach L*a*b-Farbwert. Erkennungs- und Fehlerraten in
Prozent.
Anhang B
Beispiele für HTTP-Antworten
<?xml vers ion ="1 .0"? >
<NumberRecognitionResponse >
<Status >
<RecognitionRunning >true </RecognitionRunning >
<ErrorOccured > f a l s e </ErrorOccured >
</Status >
<Result >
<MotionDetected >true </MotionDetected >
<NumberRecognized>true </NumberRecognized>
<StartingNumber >483</StartingNumber >
</Result >
</RecognitionResponse >
LISTING B.1: Inhalt der HTTP-Antwort für den Fall, dass zum abgefrag-
ten Zeitpunkt eine Bewegung in Richtung Lichtschranke detektiert wur-
de und die Startnummer des sich bewegenden Fahrzeugs identifiziert
wurde.
<?xml vers ion ="1 .0"? >
<NumberRecognitionResponse >
<Status >
<RecognitionRunning >true </RecognitionRunning >
<ErrorOccured >true </ErrorOccured >
</Status >
<Result >
<MotionDetected > f a l s e </MotionDetected >
<NumberRecognized> f a l s e </NumberRecognized>
<StartingNumber >0</StartingNumber >
</Result >
<Error >I n v a l i d timestamp . </ Error >
</RecognitionResponse >
LISTING B.2: Inhalt der HTTP-Antwort für den Fall, dass eine Anfrage
für eine ungültige Uhrzeit gestellt wurde.
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<?xml vers ion ="1 .0"? >
<NumberRecognitionResponse >
<Status >
<RecognitionRunning >true </RecognitionRunning >
<ErrorOccured > f a l s e </ErrorOccured >
</Status >
<Result >
<MotionDetected > f a l s e </MotionDetected >
<NumberRecognized> f a l s e </NumberRecognized>
<StartingNumber >0</StartingNumber >
</Result >
</RecognitionResponse >
LISTING B.3: Inhalt der HTTP-Antwort für den Fall, dass zum abgefrag-
ten Zeitpunkt keine Bewegung in Richtung Lichtschranke festgestellt
wurde.
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