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Abstract
Using the theory of elliptic curves, we develop techniques by which we prove that the theory of a
function field F(t) of positive characteristic p  5, in the language of rings augmented by a symbol
for t , is undecidable.
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1. Introduction
Let F be a field and F(t) the field of rational functions in the variable t over F . Let
Lt be the language Lt = {+, ·,0,1, t} where + and · represent the usual operations of
addition and multiplication and 0,1, t represent the corresponding elements of F(t). We
will consider the theory of F(t) in Lt , that is, the set of first order formulas of Lt which
are true in F(t).
The framework of our investigations is provided by the
Question 1.1. Is there an algorithm which, given any formula of Lt , decides whether that
is true in F(t)? (or, in the terminology of Mathematical Logic: Is the theory of F(t) in Lt
decidable?)
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Theorem 1.1. Let F be a field of characteristic p 5. Then the theory of the function field
F(t) in the language Lt is undecidable.
This is a generalization of the result of [2], where the same result is proved, but only for
perfect fields F . At this point it is unknown whether the analogue of Theorem 1.1 is true
in the case of zero characteristic; for example, the question is still open for C(t).
In fact, we developed our current methods in an effort to prove that the existential theory
of any field F(t) of characteristic p  5 is undecidable, which would be an analogue of
Hilbert’s tenth problem, but currently we are unable to prove that. Since this remains our
final task, we will work with the existential theory as far as possible (see Remarks 2.3 and
A.3). Fields F for which the existential theory of F(t) in Lt is known to be undecidable
include the case F = Fp, a finite field ([12] and [20]) and F = R, the field of reals [5].
Relevant results are those of [1,6–9,17,18] and [21]. For further information about similar
questions and results see [13] and [15].
To prove the theorem, we develop techniques on the arithmetic of elliptic curves of the
form
(
t3 + δt2 + t)Y 2 =X3 + δX2 +X (MD)
over F(t), with δ a fixed element of F − {±2}. These curves were introduced first by
Y. Manin and then in [5]. A certain existentially definable subset of the solution set of
such a curve admits a natural bijection to a finite integral extension of the ring of rational
integers. A consequence of our investigations is Theorem 1.14, which relates inclusion
among the sets of poles of two solutions of (MD) to divisibility of the corresponding
integers. This result is a crucial element of the, yet incomplete, effort of [14] in order to
prove a negative answer to the analogue of Hilbert’s tenth problem for the field of rational
numbers (cf. also [3]).
We give an outline of the main ideas.
Our starting point is to consider the solution set of Eq. (MD). The points (x, y) of this
curve which are rational over F(t) correspond to endomorphisms of the elliptic curve E
(over F ), with equation s2 = t3 + δt2 + t modulo points of order two- a complication
that is taken care of in Lemma 3.1. So, the solution set of E0 (with some modifications
which are positive existential over F(t)) can serve as a model for the endomorphism
ring of E. Choosing the constant δ appropriately (Assumption 2.1) we guarantee that
this endomorphism ring is isomorphic to an order in Q(π), where π corresponds to
the Frobenius endomorphism of E and is an imaginary quadratic algebraic integer. In
Lemma 3.1 we obtain an existential definition of I= Z+πZ. The additive structure on the
elliptic curve defined by (MD) corresponds to the additive group of I.
Up to this point most of the techniques were known before and our results are a mere
adaptation of the ideas of [5] to the case of positive characteristic.
By methods of [12], multiplication of arbitrary elements of I by powers of π is shown
to be existential over F(t). This produces a structure I = (I;+, |π ,π∗;0,1,π) where +
T. Pheidas / Journal of Algebra 273 (2004) 395–411 397denotes usual addition in I, π∗ denotes multiplication by π and |π denotes the relation
defined by
x |π y if and only if ∃r ∈N
(
y =±xπr).
By results of [16] the ring theory of I is undecidable, so to prove Theorem 1.1 it suffices
to show that multiplication is definable in I . This is done in Section 4 in a more general
framework.
We note that in [4] it is proved that the rational integers are existentially definable
in the ring theory of I, hence, if multiplication in I is existentially definable in I then
the existential theory of F(t) in Lt is undecidable. But presently we do not have this
knowledge (cf. the discussion of the similar structure (Z;+, |p;0,1) in [13]).
In what follows, by an existential (or existentially definable) set over F(t) we mean a
set of the form {x ∈ F(t)n: ∃y (φ(x, y))} where φ is a system of polynomial equations
and inequations in x , y (each of x , y is a finite array of variables) whose coefficients are
in Q(t), together with a number of conditions which can be expressed without the use
of quantifiers. It is known that the intersection, union and projection (along some of the
variables) of existential sets are existential (cf. [13]).
Our main references for the arithmetic of elliptic curves are [10] and [19].
By Z we denote the set of rational integers, by N the set of nonnegative integers, by Q
the set of rationals and by Fp the finite field with p elements.
2. Elliptic curves
Let K be any field of characteristic other than 2,3. We fix an algebraic closure K˜ of K .
We will consider elliptic curves with affine equation of the form
aY 2 =X3 + λX2 +µX+ ν
where a,λ,µ, ν ∈ K and the right-hand side polynomial has three distinct zeros. As
distinguished point we will take the unique point ∞ of this curve on the line at infinity.
Let δ ∈K − {±2}. We will consider the elliptic curve E with affine equation in (t, s)-
coordinates
s2 = t3 + δt2 + t . (2.1)
We will write f [t] = t3+ δt2+ t . Let ε, ε−1 be the zeros of f in an algebraic closure of K .
Substituting t by r − δ/3 we obtain the equation
s2 = r3 + αr + β (2.1.a)
with α =− δ23 + 1 and β = 2δ
3
27 − δ3 . The curves (2.1) and (2.1.a) are isomorphic through
the isomorphism
τ
[
(t, s)
]= (r, s).
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(see [19]). Transferring this group structure through the isomorphism τ we find that the
group law on E, denoted by ⊕, is given by
Group Law 1.
(i) The identity is the point ∞, so for every point P of E we have
∞⊕ P = P ⊕∞= P.
For any affine points P1 = (a1, b1) and P2 = (a2, b2) of E let P = P1 ⊕ P2. Then
(ii) If a1 = a2 and b2 =−b1 then P =∞.
(iii) If a1 = 0 but a2 = 0 (so P2 = (0,0)) then P = (a, b) where
a = 1
a1
, b =−b1
a21
.
(iv) If a1a2 = 0 then P = (a, b) where
a = (b1 − a1m)
2
a1a2
, b =−b1 −m(a − a1)
where the quantity m is given by
m= b2 − b1
a2 − a1 ,
if a1 = a2 and by
m= 3a
2
1 + 2δa1 + 1
2b1
if a1 = a2 and b1 = 0.
(v) Each of the three points (0,0), (ε,0), (ε−1,0) is of order 2.
Observe that for any affine point,(a, b)= (a,−b) and the points of order 2 are exactly
those listed in (v).
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(i) For any δ = ±2, Eq. (2.1) defines an elliptic curve with j -invariant
j = 4
4(δ2 − 3)3
δ2 − 4 .
(ii) For each elliptic curve E1 over K , there is a δ in an extension M of K of degree at
most 6, so that E1(M) is isomorphic to the curve defined by (2.1) over M .
Proof. (i) The first claim is obvious since (2.1) is nonsingular if and only if the zeros of f
are distinct. Observe that the j -invariant of (2.1.a) is
j = 4 1728α
3
4α3 + 27β2
and expressing j in terms of δ we obtain the result.
(ii) It is well known that two elliptic curves are isomorphic if and only if they have the
same j -invariant. By the formula of (i), for any given j ∈K a corresponding δ is of degree
at most 6 over K . ✷
The set of algebraic endomorphisms (i.e., those with an algebraic graph over F(t)) of
the group E inherits the group structure of E and is therefore an abelian group. With the
additional law of composition it becomes a ring.
By standard algebra we know that any projective algebraic function from E into E must
have the form (
h
1/pn
1 , h
1/pn
2 , h
1/pn
3
)
where each hi is a polynomial of the projective coordinates of E, n is a nonnegative integer
and p is equal to the characteristic if that is positive and is equal to 1 otherwise. We denote
the subring of the ring of endomorphisms of E for which n = 0 (that is, those whose
coordinate maps are rational functions) by End(E).
Lemma 2.2.
(i) The ring End(E) is isomorphic to a ring containing Z, integral over Z and of
dimension either 1 or 2 or 4 over Z. In the first case End(E) is isomorphic to Z
and this situation can occur only in zero characteristic. The second case can occur in
any characteristic other than 2 and 3. In this case End(E) is isomorphic to an order
in an imaginary quadratic extension of Q, which, in characteristic p > 0, is generated
over Z by the Frobenius endomorphism. In the third case End(E) is a noncommutative
subring of an algebra of quaternions and this can occur only in positive characteristic.
(ii) Each endomorphism e in End(E) is of the form
e
[
(t, s)
]= (x[t], sy[t])
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(
t3 + δt2 + t)Y 2 =X3 + δX2 +X. (MD)
Proof. (i) See [10, Chapter 1, §4, Theorem 6, §5, and Chapter 13, §1, and §2, Theorems 5
and 7].
(ii) Clearly, except for the constant endomorphism (denoted by e0) any endomorphism e
can be written as e = (u, v) where u and v are rational functions of the coordinates t
and s. We observe that any endomorphism e[(t, s)] = (u, v) must send the negative of a
point to the negative of the image of the point, therefore e[(t,−s)] = e[(t, s)], which,
according to (ii) in the definition of the addition law, implies that u[(t,−s)] = u[(t, s)]
and v[(t,−s)] = −v[(t, s)], which, taking into consideration the relation (2.1), implies
that u= x[t] and v = sy[t] where x and y are rational functions of t . Moreover, for each
(t, s) on E, the point (x[t], sy[t]) lies on E and therefore it satisfies (sy)2 = x3 + δx2 + x .
Noting that t and s satisfy (2.1), we see that (x, y) is a solution of (1.5). ✷
Lemma 2.3. Assume that K has characteristic p  5. Then there exists a δ ∈ Fp so that
the corresponding elliptic curve E, with affine equation (2.1), is not supersingular (for the
definition see [10, Chapter 13] and [19, Chapter V, §3]). Then End(E) is isomorphic to
an order in the imaginary quadratic extension Q(π) over Q, where π corresponds to the
Frobenius endomorphism of E. For δ ∈ Fp the Frobenius endomorphism of E is given by
eπ [(t, s)] = (tp, sp).
Proof. By [10, Chapter 13, §2, Theorem 5] and [19, Chapter V, §3, Theorem 3.1 and §4,
Theorem 4.1]. The only fact that is not contained in the above references and which we
prove here is the statement about the existence of non-supersingular curves. We want to
determine δ so that E is not supersingular.
Let j be its j -invariant. It is known that two curves are isomorphic if and only if they
have the same j -invariant. Therefore it suffices to choose j so that it is not the j -invariant
of a supersingular elliptic curve. By the formula for the j -invariant given in Lemma 2.1(i)
we see that for any j which is the j -invariant of a supersingular curve there are at most six
values of δ which give this j -invariant. Let h be the number of supersingular curves over Fp
(modulo isomorphism). Then there is a δ ∈ Fp for which (2.1) defines a non-supersingular
curve provided that 6h < p− 2 (the term 2 on the right corresponds to the two values of δ,
±2, for which (2.1) has multiple zeros and therefore does not define an elliptic curve). By
[19, Chapter V, §4, Theorem 4.1] we see that the number of supersingular curves (modulo
isomorphism) in characteristic p is at most [p/12] + εp ([.] denotes the integral part)
where εp = 0,1,1,2 as p ≡ 1,5,7,11 mod(12), respectively. So h  [p/12] + εp . For
p > 28, p − 2 > p/2 + 12 > 6[p/12] + 2  6h and in this case the result follows. For
p = 13,17,19,23 we find [p/12] + εp = 1,2,2,3 respectively and then 6h < p − 2 and
the result holds. For the remaining primes p = 5,7,11 we use the second part of [19,
Chapter V, §4, Theorem 4.1], which implies that s2 = f [t] is supersingular if and only if
the coefficient of tp−1 in f [t](p−1)/2 is zero. Thus it is easy to see that s2 = t3 + t2 + t is
not supersingular for p = 5,11 and s2 = t3 + 3t2 + t is not supersingular for p = 7. ✷
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that the elliptic curve E, defined by Eq. (2.1), is not supersingular. We fix an algebraic
closure F˜ of F .
Definition 2.1. By EndF (E) we denote the subring of End(E) consisting of the identity
map and the endomorphisms e= (x, sy) with x, y ∈ F(t).
Lemma 2.4.
(i) For x, y ∈ F(t), (x, sy) is a nonconstant endomorphism of E in 2(EndF (E)) if
and only if there is an affine point (z, sw) of E(F(t, s)) such that z,w ∈ F(t) and
(x, sy)= 2(z, sw).
(ii) Assume that z,w ∈ F(t) and (z,w) is a solution of (MD). Assume that (x, sy) =
2(z, sw) (addition is meant on E). Then x, y ∈ F(t) and (x, sy) is an endomorphism
of E in 2(EndF (E)).
(iii) The solutions (x, y) of (MD) over F(t) are given by
(x, sy)= e[t, s] ⊕ P
for some e ∈ EndF (E) and for some point P among ∞, (0,0), (ε,0), (ε−1,0).
Proof. (ii) follows from (i), so we prove (i). We reproduce here the proof of [5] for the
sake of completeness. The only if part is obvious by Lemma 2.2(ii).
Conversely, assume that (z, sw) is a point of E rational over F(t, s) with z, w in F(t).
Then (z, sw), considered as a rational function, is a rational function ofE into itself overF .
By [10, Appendix 2, §5, remark on the results of Weil for abelian varieties]—an alternative
proof results from the obvious adaptation of the theorem on p. 383 of [13]—it follows that
(z, sw) is of the form e⊕ P where e is an endomorphism of E and P is a constant point
(i.e., rational over F ) of E. It is clear from the addition law that the points of E which are
rational over F(t, s) and are of the form (u, sv) with u and v in F(t) form a subgroup of
E, hence the point P = (z, sw) e is of the form (u, sv) with u,v ∈ F , which can happen
only if v = 0, that is, P is a point of order dividing 2. Therefore (x, sy)= 2(z, sw) is an
endomorphism of E in 2(EndF (E)).
(iii) Consider a solution (x, y) of (MD) over F(t). By (ii) there is an endomorphism
e ∈ End(E) such that 2(x, sy) = 2e. Hence (x, sy)  e[t, s] is a point of E of order
dividing 2, hence one of the listed points. ✷
Definition 2.2.
(i) From now on we will fix the isomorphism that we described from End(E) into Q(π)
and we will write the endomorphisms of End(E) as en = (xn, syn) where n is the
element of Q(π) corresponding to en under the chosen isomorphism. Thus, for any
point P of E over some extension of F , for n ∈ Z, en[P ] = nP .
(ii) We write I = Z+ πZ.
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If en = (xn, syn) is in I and n ∈ Z, it is clear from the addition law on E that
xn, yn ∈ Fp(t). Also, by Assumption 2.1, the Frobenius endomorphism
eπ =
(
tp, sp
)= (tp, s(t3 + δt2 + t)(p−1)/2)= (xπ , syπ)
has xπ , yπ ∈ Fp(t). So we obtain
Lemma 2.5. Assume that the elliptic curve E is defined over the field F of characteristic
p  5. Then every endomorphism en = (xn, syn) of E which is in I − {0} has xn, yn ∈
Fp(t).
Lemma 2.6. Assume that en = (x, sy) and n ∈ I. Then n is divisible by π in I if and only
if x is a pth power in F(t).
Proof. The only if part follows from Lemma 2.3: If n = kπ for some k ∈ I, then xn =
xkπ = xπ [xk] = xpk . Conversely, assume that x is a pth power, say x = zp . By Lemma 2.5,
x and y are in Fp(t). Since Fp is perfect, z ∈ Fp(t). Write y = (t3 + δt2 + t)(p−1)/2v;
observe that by the relation (t3 + δt2 + t)y2 = x3 + δx2 + x we have
(
t3 + δt2 + t)pv2 = (zp)3 + δ(zp)2 + zp,
hence v is a pth power, There is a w ∈ Fp(t) such that v =wp . Then (t3 + δt2 + t)w2 =
z3 + δz2 + z, hence (z, sw) is a rational function from E into E sending ∞ to ∞. By
Lemma 2.4(iii) it follows that (z, sw) is an endomorphism ek of E. By the form of
the Frobenius endomorphism given in Lemma 2.3 we have that en = eπ ◦ ek = eπk . By
Lemma 2.2, k is integral over Z. We will prove that actually k ∈ Z + πZ. By [10, 13 §2,
Corollary after Theorem 5], and the fact that π is imaginary over Q it follows that the norm
of π over Q is equal to p. Therefore, the minimal polynomial of π over Q has the form
X2 + γX+ p. So π2 =−γπ − p.
Write n = h + jπ with h, j ∈ Z and k = a + bπ with a, b ∈ Q. Then h + jπ =
π(a+bπ)= aπ−b(γ π+p), therefore h=−bp and j = a−bγ . So pb,a−bγ,pa ∈ Z.
Since k is integral (over Z), the conjugate of k over Q which is equal to a − b(γ + π) is
also integral. Therefore,−bπ = [a− b(γ +π)] − (a− bγ ) is also integral. Therefore a =
k− bπ is also integral, from which it follows that a ∈ Z. Since pb and γ b = a− (a− bγ )
are both in Z, it follows that, if b is not in Z, then p divides γ . But, in this case, since
π2 =−γπ −p, p divides π2, which is impossible, since ep has a nontrivial kernel (this is
the definition of ‘E is supersingular’) but eπ2 does not (cf. [19, Chapter V, §3.1]). ✷
Definition 2.3.
(i) A zero of an element z of F(t) is a ρ ∈ F˜ such that the corresponding divisor has
positive multiplicity in z. By a pole of z we mean a zero of z−1 (if z = 0). We call
exceptional divisors those that correspond to zeros of t3 + δt2 + t . The order of z at
t = ρ is denoted ordρ(z).
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are sent by en to the point ∞.
(iii) For n ∈ I, N[n] denotes the algebraic norm from Q(π) into Q.
It is easy to see that for each n, Ker(n) is a subgroup of the group of points of E which
are rational over F˜ .
Lemma 2.7. Assume that n ∈ I and π does not divide n in I. Then
(i) The number of points in Ker(n) is N[n].
(ii) Assume that n = 2m for some m ∈ I and π does not divide n in I. Then xn is of the
form
xn = da
2
(t3 + δt2 + t)b2
for some d ∈ Fp and some polynomials a, b ∈ Fp[t], both coprime to t3 + δt2 + t ,
all of whose zeros are simple and such that a has degree 12N[n] and b has degree
1
2 (N[n] − 4).
(iii) Assume that n = 2m+ 1 for some m ∈ I and π does not divide n ∈ I. Then xn is of
the form
xn = tda
2
b2
for some d ∈ Fp and some polynomials a, b ∈ Zp[t], both coprime to t3 + δt2 + t ,
all of whose zeros are simple and such that each of a and b has degree equal to
1
2 (N[n] − 1).
Proof. (i) For the notions that will be used here we refer the reader to [19, Chapter III,
§4,6]. Under the assumption, en is separable and therefore, by [19, Theorem 4.10], the
number of points in Ker(n) is deg(n), where we write deg(n) for the degree of en.
By [19, Corollary 6.3], the degree function is a positive definite quadratic form,
which implies that deg(i + j)− deg(i)− deg(j) is bilinear for i, j ∈ I. So, for i, j ∈ Z,
deg(i + jπ)= deg(i)+ deg(jπ)+Mi +Nj +Hij for suitable constants M,N,H . The
degree function is multiplicative (by its definition and the analogous result in field theory),
so deg(jπ) = deg(j)deg(π). By [19, Corollary 6.4], deg(i) = i2 and deg(j) = j2, so
we have deg(i + jπ) = i2 + j2 deg(π) + Mi + Nj + Hij . Setting j = 0 we obtain
M = 0 and setting i = 0 we obtain N = 0. In our case deg(π) = p (by the definition
of the degree function and the form of eπ given in Lemma 2.3). So, deg(i + jπ) =
i2 + pj2 + Hij . As in the proof of Lemma 2.6, π is a zero of a quadratic polynomial
X2 + γX+ p where p is the characteristic and γ ∈ Z. So, deg(π2 + γπ)= deg(p)= p2.
So deg(π)deg(γ + π) = p2 and deg(γ + π) = p. By the formula that we found for
the degree we have p = deg(γ + π) = γ 2 + p + Hγ . Since γ = 0 (because E is not
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i, j ∈ Z).
Write n= a+bπ with a, b ∈ Z. We showed that deg(n)= a2+pb2−γ ab. Computing
the norm of n, N[n], we have N[n] = (a+bπ)(a−b(γ+π))= a2−γ ab−b2π(γ +π)=
a2 + pb2 − γ ab= deg(n). The result follows.
(ii) It is obvious that the poles ρ of xn are precisely those for which the points of the form
(ρ, θ) of E are sent to ∞ by e2n. Since n= 2m is divisible by 2 in I and I is a commutative
ring, x2n = xn[x2] and therefore all points of Ker(2) are also points of Ker(n). Hence all
points of order 2 on E are in Ker(n). These points are precisely the points whose abscissae
are zeros of t3+δt2+ t . We conclude that each zero of t3+δt2+ t corresponds to a pole of
xn. So, Ker(n) contains the three points of order 2, the point ∞ and points whose abscissae
correspond to non-exceptional poles of xn.
Since (xn, yn) satisfies Eq. (MD): (t3 + δt2 + t)y2n = x3n + δx2n + xn, we see that each
non-exceptional zero and pole of xn has even multiplicity.
Hence, since by Lemma 2.5, xn ∈ Fp(t), xn has the form
xn = a
2
ub2
for some a, b,u∈ Fp[t] such that a and b are relatively prime polynomials, ab is coprime
to t3 + δt2 + t , all the zeros of u are zeros of t3 + δt2 + t and b and u are monic.
Because en is a group endomorphism, the inverse image of any point of its range must
have the same number of points. This number must be the number of points in Ker(n),
since the latter is the inverse image of ∞. The points which are sent to (0,0) by en are
those whose abscissae are zeros of a. If a point (ζ, ε) is sent to (0,0) then its negative,
(ζ,−ε) is also sent to (0,0) (since en[(ζ,−ε)] = −en[(ζ, ε)] = −(0,0)= (0,0)) and any
such point must have ε = 0 because the points with ordinate equal to zero are precisely the
points of order two, so each zero of a corresponds to two points in the inverse image of
(0,0). Therefore the inverse image of (0,0) contains twice the number of zeros of a many
points. So the number of distinct zeros of a is 12N[n]. In a similar manner, we see that each
zero of b corresponds to two points of Ker(n) and (considering also the points of order
two and ∞) we conclude that Ker(n) contains precisely 2|b| + 4 points, where |b| is the
number of distinct zeros of b. So 2|a| = 2|b| + 4=N[n].
We still have to show that deg(a)= 12N[n] and deg(b)= 12 (N[n] − 4). We claim there
are infinitely many ζ ∈ F˜ such that the deg(a2−ζub2) is equal to the maximum of deg(a2)
and deg(ub2) and x− ζ has only simple zeros. To see this observe first that by Lemma 2.6
the derivative of xn is not identically zero and hence it has a finite set of zeros, say R. Any
zero of xn of multiplicity bigger than 1 has to be a zero of the derivative of xn, thus has
to be an element of R. So, if we choose a ζ ∈ F˜ such that the leading coefficient of a2
is different from the leading coefficient of ζub2 and for each ρ ∈ R, a2 − ζub2 does not
have ρ as a zero then the claim will have been proved; the first condition gives a nontrivial
linear inequality in ζ and the second condition gives the inequalities a2ρ = ζu[ρ]b2[ρ] for
ρ ∈ R. All these inequalities can be satisfied by some ζ , since a2 and ub2 are coprime.
This proves the claim. It follows that, there is a ζ ∈ F˜ such that ζ = 0, ε, ε−1, the degree of
a2− ζub2 equals the maximum of deg(a2) and deg(ub2) and xn− ζ has only simple zeros.
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6 is equal to the number of zeros of xn − ζ . Consider a point P = (ζ, η) of E, rational
over F˜ . Obviously η = 0. Each zero of a2 − ζub2, that is, of xn − ζ , corresponds to a pair
of points (ρ,±θ) of E such that n(ρ, θ) = P ; this correspondence is obviously one-to-
one. It follows that the number of zeros of a2 − ζub2 is equal to the number of points of
E which are sent to P by en, hence equal to N[n]. So 6=N[n]. Since (xn, syn) sends ∞
to ∞, we have that the order of xn at infinity is positive, that is, deg(a2) > deg(ub2). Then
6 = 2 deg(a), hence deg(a) = 12N[n]. Also b has degree at most 12 (N[n] − deg(u) − 1)
and, as we saw above, has 12N[n] − 2 distinct zeros. Since deg(u)  3 it follows that
deg(b)= 12N[n] − 2 and deg(u)= 3.
(iii) For each point (a, b) of E of order 2 we must have en[(a, b)] = e2m+1[(a, b)] =
e2m[(a, b)] + e1[(a, b)] = (a, b). Therefore for each zero ξ of t3 + δt2 + t , en[(ξ,0)] =
(ξ,0) and xn[ξ ] = ξ , so t = ξ is a zero of xn−ξ . It follows that the only exceptional divisor
of xn is t = 0 which is a zero of xn.
We prove that the (N[n] − 1)/2 is an integer. The remaining arguments are similar to
those of (ii) and are left to the reader.
Write n = a + πb with a, b ∈ Z. Since n ≡ 1 mod(2I), there are k, q ∈ Z so that
a − 1 + πb = 2(k + πq). So a − 1 = 2k and b = 2q . Since N[n] = a2 + pb2 − γ ab,
it follows that N[n] ≡ 1 mod(2) and so (N[n] − 1)/2 is an integer. ✷
Theorem 2.1.
(i) Assume that r, k ∈ I and that r divides k in I. Then each pole of xr is also a pole of xk .
(ii) Assume that r, k ∈ I and π does not divide any of r , k in I. Assume that each pole of
xr is a pole of xk . Then N[r] divides N[k] in Z.
Proof. (i) If r divides k ∈ I then k =mr for some m ∈ I. Then xk = xm[xr ]. Since all poles
of xr are abscissae of points which are sent to ∞ by xr and hence by xk , it follows that
each such pole is a pole of xk .
(ii) Assume that each pole of xr is a pole of xk . Since the poles of an xn are exactly
the abscissae of all the affine points of E which are sent to ∞ by xn, we conclude that
Ker(r) ⊂ Ker(k). Each Ker(n) is a finite subgroup of E, so we have that the number of
elements of Ker(r) divides the number of points of Ker(k). Since, by Lemma 2.7(i), Ker(r)
has N[r] many points and Ker(k) has N[k] many points, the result follows. ✷
3. Undecidability of the theory of F(t)
In this section we will prove the undecidability result of Theorem 1.1. We assume that
F is a field of characteristic p  5. We consider the theory The field of rational functions
F(t), in the variable t , over F , in the language Lt = {0,1, t,+, ·}.
We choose an elliptic curve E, with affine equation given by (2.1), which is not
supersingular (this is possible due to Lemma 2.3). For notational convenience occasionally
we will identify a non-constant endomorphism en = (xn, syn) with the pair (xn, yn) and the
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mean that the set {(xn, yn): en ∈B} is existentially definable over F(t) in the language Lt .
By E0 we denote the curve with Eq. (MD) over F(t).
Lemma 3.1. The set {(xn, yn): n ∈ Z+ πZ− {0}} is existentially definable over F(t).
Proof. By Lemma 2.4(ii),
∃z,w[(t3 + δt2 + t)w2 = z3 + δz2 + z∧ (x, sy)= 2(z, sw)]
is an existential definition of the set 2(EndF (E)) over F(t). Of course, the relation
(x, sy) = 2(z, sw) has to be replaced by a formula over F(t); this formula results from
the addition law on E and is seen easily to be quantifier-free. It follows that 2(EndF (E))
is existentially definable over F(t).
By Lemma 2.5, I ⊂ EndF (E). By Lemma 2.2(i), EndF (E) is isomorphic to a subring
of an order in Q(π). By Algebraic Number Theory, there is a positive integer k so that,
viewing 2(EndF (E)) as a Z-module, k(2(EndF (E))) is isomorphic to an ideal J in I so that
the ring I/J is finite. Let k1, . . . , kh ∈ I be a complete set of representatives of elements of
I/J . Then I can be written as I= (k1+J )∪· · ·∪(kh+J ). The set k(EndF (E)) is obviously
existentially definable over F(t) by writing ∃m (xn = x2k[xm] and yn = ymy2k[ym]), and
similarly are the sets ki + 2k(EndF (E)). So (x, sy) ∈ I if and only if (x, sy) is in one of
the sets ki + 2k(EndF (E))) for i = 1, . . . , h. So I is existentially definable over F(t). ✷
Lemma 3.2.
(i) The set {eπq : q ∈ N} is existentially definable over F(t).
(ii) Given any ek = eπq with q ∈ N and for any em=(xm, sym), en = (xn, syn) in I the
relation m=±kn (where the ± sign is read ‘plus or minus’) is existentially definable
over F(t).
Proof. We will use the following fact which is proved in [12, Lemmas 1 and 3]:
Fact. The set {tpq : q ∈ N} is existentially definable. Also, for any z,w ∈ F(t) and any tpq
with q in N, the relation w= zpq is existentially definable over F(t).
Now, using Lemma 2.6 and the definition of the Frobenius map, one sees that m =
±nπq if and only if xm = xp
q
n . The last relation is existentially definable by the Fact. ✷
Recall that a quadratic imaginary integer is a zero of a polynomial X2 + γX + ε with
the property γ, ε ∈ Z and γ 2 − 4ε < 0. By Lemma 2.2(i) and our assumption for E, π (the
image in I of the Frobenius map), is a quadratic imaginary integer.
Definition 3.1.
(i) By N[.] we denote the norm from Q(π) over Q.
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addition, π∗ denotes multiplication by π and the relation |π is defined by
for n,m ∈ I n |π m if and only if ∃r ∈ N m=±nπr .
Proof of Theorem. We consider the set A = {(xn, yn): n ∈ I − {0}} with the operations
of addition on the elliptic curve E0 and the relation {(xn, yn, xm, ym): ∃r ∈N m=±nπr}.
By Lemma 3.1 the set {(xn, yn): n ∈ I − {0}} is existentially definable over F(t) in Lt .
Addition is given by the addition law on E0 and is quantifier-free definable. Multiplication
by π corresponds to the association of (xpn , (t3 + δt2 + t)(p−1)/2ypn ) to (xn, yn). The
relation ∃r ∈ N m = ±nπr is existentially definable by Lemma 3.2(ii). The element 1
of I is represented by (x1, y1) = (t,1) and the element π by (xπ , yπ) = (tp, (t3 +
δt2 + t)(p−1)/2). Therefore, the set A with the mentioned structure is isomorphic to the
structure I , whose theory is undecidable by Theorem 4.1. Theorem 1.1 follows. ✷
Remark 3.1. The existential definability of + and |π show that actually if the existential
theory of the structure I is undecidable then the existential theory of F(t) in Lt is
undecidable.
But at present I am unable to prove the assumption of the statement neither am I certain
that it is true (cf. comments on the similar structure in Z in [13]).
4. Appendix
Let π be a quadratic imaginary integer which is a zero of the polynomial X2 + γX+ ε
where γ, ε ∈ Z, γ 2−4ε < 0 and ε  5. Let I be the ring I = Z+πZ. For x, y ∈ I define the
relations |π and π∗ by x |π y if and only if ∃n ∈ N (y =±πnx) and π ∗ x = πx . We will
show that the first-order theory of the structure I = (I,+, , |p,π∗;0,1,π) is undecidable.
Since we are especially interested in answering whether the existential theory of this
structure is decidable or not, we will be specifying the definitions which are existential.
By N[.] we denote the (algebraic) norm of the extension Q(π) over Q.
Lemma 4.1.
(i) For any a, b ∈ I the set {x ∈ I: x ≡ b mod(c)} is positive-existentially definable in I .
(ii) The set {x: ∃r ∈N (x = πr)} is positive-existentially definable in I .
(iii) Assume that x = πn and y = πm. Then n divides m (in N) if and only if x−1 divides
y − 1 in I. Moreover, if n divides m and n = 0, then
πm − 1
πn − 1 ≡
m
n
mod
(
πn1
)
.
(vi) For any x = πn, y = πm with n,m ∈ N, the relation
n divides m in N
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(v) The relation {(x, y): ∃r ∈N (y = xπr)} is positive- existentially definable in I .
(vi) Given any πr with r ∈ N, and given any x, y ∈ I, the relation y = xπr is positive-
existentially definable (in terms of x, y,πr ) in I .
(vii) For arbitrary x, y ∈ I let φ(x, y) denote the relation
∀r ∈N ∃q ∈N
(
r | q ∧ x ≡ π
q − 1
πr − 1 mod
(
πr − 1)
∧ y ≡
(
πq − 1
πr − 1
)2
mod
(
πr − 1)).
Then, for any x, y ∈ I, φ(x, y) implies that y = x2.
(viii) Let the formula φ be as in (vii). Given x, y ∈ Z, if y = x2 then φ(x, y) is true in I.
(ix) The relation y = x2 is definable in I .
(in (vii) r | q means that r divides q in Z).
Proof. (i) is trivial.
(ii) Given that π is a zero of X2 + γX+ ε, γ 2 − 4ε < 0 and ε  5, it is easy to see that
π1 can not divide 2 in I, that is, the equation (a + bπ)(π1)= 2 has no integer solutions
a, b (the details are left to the reader). Then 1 ≡ −1 mod(π − 1). We observe that for any
r ∈ N, πr ≡ 1 mod(π − 1) and −πr ≡−1 mod(π − 1). Hence
∃r ∈N x = πr if and only if (1 |p x and x ≡ 1 mod(π − 1)).
(iii) Assume that x = πn and y = πm and m= rn for some r ∈ Z. Then y = xr and
y − 1
x − 1 = x
r−1 + · · · + 1≡ r mod(x − 1);
hence the only if direction follows, as well as the last assertion.
Conversely, assume that x − 1 = πn − 1 divides y − 1 = πm − 1 in I. Assume that
n does not divide m and say that q is the greatest common divisor of n and m. Write
km− nr =±q where k, r are nonnegative integers. We will consider the case in which the
± is equal to 1 and we will leave the other case to the reader. Then
πq − 1= (πmk − 1)− (πnr − 1)− (πnr − 1)(πq − 1)
and, since, as we proved, πn − 1 divides πmk − 1 and πnr − 1, πn − 1 divides πq − 1.
Obviously πq − 1 divides πn − 1, therefore πn−1
πq−1 is a unit in I, hence N[π
n−1
πq−1 ] = ±1 and
N[πn − 1] = ±N[πq − 1].
It is easy to see that since π is imaginary quadratic, the conjugate of any x in I over Q
equals its complex conjugate, hence |πn−1|2 =N[πn−1] =N[πq −1] = |πq −1|2. Let
n= dq . Then d > 1. It is trivial to see that for any positive number a  2 and any d  2,
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|πq − 1| and this gives a contradiction.
(iv) follows from (ii) and (iii).
(v) and (vi). First observe that if x ≡ 1 mod(π − 1) then
∃n ∈N (y = xπn) if and only if (x |π y and y ≡ 1 mod(π − 1)).
Now assume that each of x , y is ≡ 1 mod(π(π − 1)). Let φ0(x, y,πr) denote the
formula x |π y ∧ (π − 1)x + 1 |π (π − 1)yπr. Then we claim that φ0(x, y,πr) if and
only if y = xπr . We prove the claim. The if direction is trivial. For the only if direction,
assume that x , y , πr satisfy φ0(x, y,πr). By the definition of |π and the observation
of the previous paragraph we have that for some n, y = xπn and for some m we have
((π − 1)x + 1)πm = (π − 1)y + πr . Hence we obtain
(π − 1)x(πm − πn)= πr − πm (v.1)
By (v.1) it is easy to see that if any two of n,m, r are equal then n=m= r and we are
done; So we assume that n,m, r are distinct. Also, since (π−1)x ≡−1 mod(π) and N[π]
does not divide 1, it follows that m< n, r (the proof is left to the reader). Hence (v.1) gives
(π − 1)x(1− πn−m)= πr−m − 1.
Observe that for any h ∈ N, πh−1≡−1 mod(π). Hence, computing the two sides of (v.1)
mod(π) (recall that x ≡ 1 mod(π) and, by the proof of (ii), π does not divide 2) gives a
contradiction.
We conclude that the formula
φ0
(
π(π − 1)x + 1,π(π − 1)y + πr,πr)
∧ φ0
(
(π − 1)(π(π − 1)x + 1)+ 1, (π − 1)(π(π − 1)y + πr)+ πr,πr)
is equivalent to y = xπr (the details are left to the reader).
(vii) Assume that x and y are elements of I satisfying φ(x, y). Let r be such that
|πr − 1| > |y − x2|2 (it is trivial to see that the quantities |πr − 1| are unbounded as r
varies). Consider a corresponding q . We have that
x ≡ π
q − 1
πr − 1 mod
(
πr − 1) and y ≡ (πq − 1
πr − 1
)2
mod
(
πr − 1),
hence y ≡ x2 mod(πr −1). Then N[πr −1] divides (in Z) N[y−x2]; assume that y = x2,
so |N[πr − 1]|N[y − x2]. By an observation in the proof of (iii) we have
∣∣πr − 1∣∣2 =N[πr − 1] and ∣∣y − x2∣∣2 =N[y − x2],
so |πr − 1|2 = N[πr − 1]N[y − x2] = |y − x2|2 < N[πr − 1], a contradiction which
shows that y = x2.
410 T. Pheidas / Journal of Algebra 273 (2004) 395–411(viii) Assume that x, y ∈ Z and y = x2. For any r ∈ N choose q = xr . Then the
conditions of φ(x, y) are satisfied by (iii).
(ix) We claim that
y = x2 if and only if ∃a, b, c, d (x = a + πb
∧ y = (1− π)c− (γ π + π + ε)d + πe
∧ φ(a, c)∧ φ(b, d)∧ φ(a + b, e)).
The if direction follows from (vii): By φ(a, c)∧ φ(b, d)∧ φ(a+ b, e) we have c= a2,
d = b2 and e = (a + b)2, hence, computing we find that y = x2. The if direction follows
by (viii), choosing a, b ∈ Z such that x = a+πb and c= a2, d = b2 and e= (a+b)2. ✷
Theorem 4.1. Assume that π is a quadratic imaginary integer with N[π] 5. Then
(i) Multiplication in I is definable in I .
(ii) The theory of the structure I is undecidable.
Proof. Observe that the terms and relations appearing in the formula φ of Lemma 4.1(vii)
can be replaced by formulas over I , using Lemma 4.1(iii) and (vi). Hence squaring in I
is definable in I . Then 2x · y = (x + y)2 − x2 − y2 is definable, hence multiplication is
definable. The undecidability of I follows by results of [16], according to which the theory
of any subring of a ring of integers of a number field is undecidable, or, by the stronger
result of [4]: the rational integers are existentially definable in the ring structure of I, hence
the undecidability follows by the negative answer to Hilbert’s tenth problem of [11]. ✷
Remark 4.1. If the formula φ of Lemma 4.1(vii) is equivalent to an existential formula,
then the existential theory of I is undecidable.
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