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THE MINIMUM NUMBER OF ROTATIONS ABOUT TWO AXES
FOR CONSTRUCTING AN ARBITRARILY FIXED ROTATION
MITSURU HAMADA
Abstract. For any pair of three-dimensional real unit vectors mˆ and nˆ with
|mˆTnˆ| < 1 and any rotation U , let Nmˆ,nˆ(U) denote the least value of a pos-
itive integer k such that U can be decomposed into a product of k rotations
about either mˆ or nˆ. This work gives the number Nmˆ,nˆ(U) as a function
of U . Here a rotation means an element D of the special orthogonal group
SO(3) or an element of the special unitary group SU(2) that corresponds to
D. Decompositions of U attaining the minimum number Nmˆ,nˆ(U) are also
given explicitly.
1. Introduction
In this work, an issue on optimal constructions of rotations in the Euclidean
space R3, under some restriction, is addressed and solved. By a rotation or rota-
tion matrix, we usually mean an element of the special orthogonal group SO(3).
However, we follow the custom, in quantum physics, to call not only an element of
SO(3) but also that of the special unitary group SU(2) a rotation. This is justified
by the well-known homomorphism from SU(2) onto SO(3) (Section 2.4). Given a
pair of three-dimensional real unit vectors mˆ and nˆ with |mˆTnˆ| < 1, where mˆT
denotes the transpose of mˆ, let Nmˆ,nˆ(A) denote the least value of a positive in-
teger k such that any rotation in A can be decomposed into (constructed as) a
product of k rotations about either mˆ or nˆ, where A = SU(2), SO(3). It is known
that Nmˆ,nˆ
(
SO(3)
)
= Nmˆ,nˆ
(
SU(2)
)
= ⌈pi/ arccos |mˆTnˆ|⌉ + 1 for any pair of three-
dimensional real unit vectors mˆ and nˆ with |mˆTnˆ| < 1 [1, 2].
Then, a natural question arises: What is the least value, Nmˆ,nˆ(U), of a positive
integer k such that an arbitrarily fixed rotation U can be decomposed into a product
of k rotations about either mˆ or nˆ? In this work, the minimum number Nmˆ,nˆ(U)
is given as an explicit function of U , where U is expressed in terms of parameters
known as Euler angles [3, 4]. Moreover, optimal, i.e., minimum-achieving decom-
positions (constructions) of any fixed element U ∈ SU(2) are presented explicitly.
In this work, not only explicit constructions but also simple inequalities on geo-
metric quantities, which directly show lower bounds on the number of constituent
rotations, will be presented. Remarkably, the proposed explicit constructions meet
the obtained lower bounds, which shows both the optimality of the constructions
and the tightness of the bounds.
The results in this work were obtained before the author came to know Lowen-
thal’s formula on Nmˆ,nˆ
(
SO(3)
)
[1, 2] and a related result [5]. Prior to the present
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work, the work [5] has treated the issue of determining Nmˆ,nˆ(D), D ∈ SO(3). The
interesting result [5], however, gave Nmˆ,nˆ(D), D ∈ SO(3), only algorithmically
(with the largest index of a sequence of real numbers with some property). The
distinctive features of the present work include the following: Nmˆ,nˆ(U) is given in
terms of an explicit function of parameters of U ∈ SU(2); explicit optimal decom-
positions are presented; this work’s results on Nmˆ,nˆ(U) imply Lowenthal’s formula
on Nmˆ,nˆ
(
SO(3)
)
in a consistent self-contained manner.1
Regarding another direction of related research, we remark that Nmˆ,nˆ(A) is
known as the order of (uniform) generation of the Lie group A, and this notion has
been extended to other Lie groups. The interested reader is referred to relatively
extensive treatments on uniform generation [6, 7], where one would find that even
determining the order Nmˆ,nˆ
(
SO(3)
)
needs a special proof [1, 2], [7, Appendix].
Detailed elementary arguments below would help us dispel some confusions re-
lated to Nmˆ,nˆ
(
SU(2)
)
often found in textbooks on quantum computation. There,
not to mention the ignorance of the fact Nmˆ,nˆ
(
SU(2)
)
= ⌈pi/ arccos |mˆTnˆ|⌉ + 1, a
wrong statement equivalent to saying that Nmˆ,nˆ
(
SU(2)
)
were three, regardless of
the choice of non-parallel vectors mˆ and nˆ, is observed.
Regarding physics, this work has been affected by the issue of constructing an
arbitrary unitary operator on a Hilbert space discussed in quantum physics [8]. This
is relevant to universal gates for quantum computation [9]. In this context, requiring
the availability of rotations about a pair of exactly orthogonal axes seems too
idealistic. For example, consider a Hamiltonian H of a quantum system represented
by C2, and note that H determines the axis of the rotations [c(t)]−1 exp(−itH) ∈
SU(2), t ∈ R, where c(t) is a square root of det exp(−itH). [Often, although
not always, differences of unitary matrices (evolutions) up to scalar multiples are
ignorable.] Thus, explicit decompositions attaining the minimum Nmˆ,nˆ(U) of an
arbitrary rotation U for the generic vectors mˆ and nˆ will be useful. For applications
to control, the reader is referred to [5] and references therein.
This paper is organised as follows. After giving preliminaries in Section 2, the
main theorem establishing Nmˆ,nˆ(U) and explicit constructions of rotations are pre-
sented in Section 3. Then, inequalities that show limits on constructions are pre-
sented in Section 4. The proofs of the results of this work are presented in Section 5.
Section 6 contains the conclusion. Several arguments are relegated to appendices.
2. Preliminaries and a Known Result
2.1. Definitions. The notation to be used includes the following: N denotes the set
of strictly positive integers; S2 = {vˆ ∈ R3 | ‖vˆ‖ = 1} where ‖vˆ‖ =
√
v2x + v
2
y + v
2
z
for vˆ = (vx, vy, vz)
T; ⌈x⌉ denotes the smallest integer not less than x ∈ R. As
usual, arccosx ∈ [0, pi] and arcsinx ∈ [−pi/2, pi/2] for x ∈ [−1, 1]. The Hermitian
conjugate of a matrix U is denoted by U †.
1Here the crux of the difficulty in obtaining this work’s results will be explained. Finding the
minimum odd number of factors needed for decomposing U , which is expressed with a standard
parameter β of U , together with minimum-achieving decompositions, was relatively easy. The
crux lay in obtaining a solution to attain the minimum even number of factors, which was found
to be expressed with a new parameter β′ eventually.
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Throughout, I denotes the 2×2 identity matrix; X,Y , and Z denote the following
Pauli matrices:
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
.
We shall work with a matrix
Rvˆ(θ) := (cos
θ
2 )I − i(sin θ2 )(vxX + vyY + vzZ) (1)
where vˆ = (vx, vy, vz)
T ∈ S2 and θ ∈ R. This represents the rotation about vˆ by
angle θ (through the homomorphism in Section 2.4). In particular, for yˆ = (0, 1, 0)T
and zˆ = (0, 0, 1)T, we put
Ry(θ) := Ryˆ(θ) =
(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
and Rz(θ) := Rzˆ(θ) =
(
e−i
θ
2 0
0 ei
θ
2
)
.
For mˆ, nˆ ∈ S2 with |mˆTnˆ| < 1, we define the following:
Nmˆ,nˆ(U) := min{j ∈ N | ∃V1, . . . , Vj ∈ Rmˆ ∪Rnˆ, U = V1 · · ·Vj} (2)
for U ∈ SU(2), where Rvˆ := {Rvˆ(θ) | θ ∈ R}, and
Nmˆ,nˆ := Nmˆ,nˆ
(
SU(2)
)
:= min{k ∈ N | ∀U ∈ SU(2), Nmˆ,nˆ(U) ≤ k}. (3)
Using the homomorphism F from SU(2) onto SO(3) to be defined in Section 2.4,
we put Rˆvˆ :=
{
F
(
Rvˆ(θ)
) | θ ∈ R}. We extend the definition of Nmˆ,nˆ to SO(3):
Nmˆ,nˆ(D) := min{j ∈ N | ∃A1, . . . , Aj ∈ Rˆmˆ ∪ Rˆnˆ, D = A1 · · ·Aj} (4)
for D ∈ SO(3) and
Nmˆ,nˆ
(
SO(3)
)
:= min{k ∈ N | ∀D ∈ SO(3), Nmˆ,nˆ(D) ≤ k}. (5)
2.2. The Maximum of the Minimum Number of Constituent Rotations
Over All Target Rotations. This work’s results lead to an elementary self-
contained proof of the following known theorem (Appendix F).
Theorem 1 (Lowenthal [1, 2]). For any mˆ, nˆ ∈ S2 with |mˆTnˆ| < 1,
Nmˆ,nˆ
(
SO(3)
)
= Nmˆ,nˆ
(
SU(2)
)
=
⌈ pi
arccos |mˆTnˆ|
⌉
+ 1.
2.3. Parameterisations of the Elements in SU(2). The following lemma
presents a well-known parameterisation of SU(2) elements.
Lemma 1. For any element U ∈ SU(2), there exist some α, γ ∈ R, and β ∈ [0, pi]
such that
U =
(
e−i
γ+α
2 cos β2 − ei
γ−α
2 sin β2
e−i
γ−α
2 sin β2 e
i γ+α
2 cos β2
)
= Rz(α)Ry(β)Rz(γ). (6)
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The parameters α, β, and γ in this lemma are often called Euler angles.2 The
lemma can be rephrased as follows: Any matrix in SU(2) can be written as(
a b
−b∗ a∗
)
(7)
with some complex numbers a and b such that |a|2+ |b|2 = 1 [3]. Hence, any matrix
in SU(2) can be written as(
w + iz y + ix
−y + ix w − iz
)
= wI + i(xX + yY + zZ) (8)
with some real numbers x, y, z, and w such that w2 + x2 + y2+ z2 = 1. Take a real
number θ such that cos(θ/2) = w and sin(θ/2) =
√
1− w2 =
√
x2 + y2 + z2; write
x, y, and z as x = −vx sin(θ/2), y = −vy sin(θ/2), and z = −vz sin(θ/2), where
vx, vy, vz ∈ R and v2x + v2y + v2z = 1. Thus, using real numbers θ, vx, vy, vz ∈ R with
v2x + v
2
y + v
2
z = 1, any matrix in SU(2) can be written as
(cos θ2 )I − i(sin θ2 )(vxX + vyY + vzZ),
which is nothing but Rvˆ(θ) in (1).
2.4. Homomorphism from SU(2) onto SO(3). For U ∈ SU(2), we denote
by F (U) the matrix of the linear transformation on R3 that sends (x, y, z)T to
(x′, y′, z′)T through
U(xX + yY + zZ)U † = x′X + y′Y + z′Z. (9)
Namely, for any (x, y, z)T, (x′, y′, z′)T ∈ R3 with (9),
x′y′
z′

 = F (U)

xy
z

 .
We also define
Rˆvˆ(θ) := F
(
Rvˆ(θ)
)
, vˆ ∈ S2, θ ∈ R. (10)
2.5. Generic Orthogonal Axes and Coordinate Axes. Lemma 1 can be gen-
eralised as follows.
Lemma 2. Let lˆ, mˆ ∈ S2 be vectors with lˆTmˆ = 0. Then, for any V ∈ SU(2),
there exist some α, γ ∈ R, and β ∈ [0, pi] such that
V = Rmˆ(α)Rlˆ(β)Rmˆ(γ). (11)
Proof. Since F is onto SO(3), there exists an element U ∈ SU(2) such that
lˆ = F (U)(0, 1, 0)T and mˆ = F (U)(0, 0, 1)T.3 With this element U , some α, γ ∈
R, and some β ∈ [0, pi], write U †V U = Rz(α)Ry(β)Rz(γ) in terms of the pa-
rameterisation (6). Then, since URz(α)U
† = Rmˆ(α) URy(β)U
† = Rlˆ(β), and
URz(γ)U
† = Rmˆ(γ), we obtain (11). 
We also have Lemma 3, which is easy but worth recognising.
2The restriction of β to [0, pi] does not seem common. However, in a straightforward proof
of this lemma, β ∈ [0, pi] can be chosen so that cos(β/2) = |a| and sin(β/2) = |b| when the
first row of U is (a, b). Also any Rz(α′)Ry(β′)Rz(γ′) without this restriction can be written
as Rz(α)Ry(β)Rz(γ) with some β ∈ [0, pi] and α, γ ∈ R. This readily follows from equations
Rvˆ(θ + 2pi) = −Rvˆ(θ), vˆ ∈ S
2, θ ∈ R, and Rz(−pi)Ry(β′)Rz(pi) = Ry(−β′), β′ ∈ R.
3For the sake of constructiveness, such an element U is constructed in Appendix A.
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Lemma 3. Let arbitrary κ, ν ∈ N, uˆ1, . . . , uˆκ, vˆ1, . . . , vˆν ∈ S2, and U ∈ SU(2) be
given. Put uˆ′1 = F (U)uˆ1, . . . , uˆ
′
κ = F (U)uˆκ, vˆ
′
1 = F (U)vˆ1, . . . , and vˆ
′
ν = F (U)vˆν .
Then, for any θ1, . . . , θκ, φ1, . . . φν ∈ R,
Ruˆ1(θ1) · · ·Ruˆκ(θκ) = Rvˆ1(φ1) · · ·Rvˆν (φν)
if and only if (iff)
Ruˆ′
1
(θ1) · · ·Ruˆ′κ(θκ) = Rvˆ′1(φ1) · · ·Rvˆ′ν (φν).
Proof. This readily follows from URuˆj (θj)U
† = Ruˆ′
j
(θj) and URvˆj (φj)U
† =
Rvˆ′
j
(φj). 
3. The Minimum Numbers of Constituent Rotations and Optimal
Constructions of an Arbitrary Rotation
Here we present the result establishing Nmˆ,nˆ(U) with needed definitions.
Definition 1. For vˆ ∈ S2 and
U =
(
w + iz y + ix
−y + ix w − iz
)
= wI + i(xX + yY + zZ) ∈ SU(2) (12)
where w, x, y, z ∈ R are parameters to express U uniquely, b(vˆ, U) is defined by
b(vˆ, U) := |(x, y, z)vˆ|. (13)
Definition 2. Functions f : R3 → [0, pi] and g : R2 × (0, pi/2]→ N are defined by
f(α, β, δ) :=
2 arccos
√
cos2
β
2
cos2
δ
2
+ sin2
β
2
sin2
δ
2
+ 2 cosα sin
β
2
sin
δ
2
cos
β
2
cos
δ
2
and
g(α, β, δ) :=

 2
⌈f(α, β, δ)
2δ
+
1
2
⌉
if f(α, β, δ) ≥ δ
4 otherwise.
Theorem 2. For any mˆ, nˆ ∈ S2 with mˆTnˆ ∈ [0, 1), α, γ ∈ R, and β ∈ [0, pi], if
b(mˆ, U mˆ,lˆα,β,γ) ≥ b(nˆ, U mˆ,lˆα,β,γ),
then
Nmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
)
= Nmˆ,nˆ(U
mˆ,lˆ
α,β,γ) = min
{
2
⌈ β
2δ
⌉
+ 1, g(α, β, δ), g(γ,−β, δ)
}
where δ = arccos mˆTnˆ ∈ (0, pi/2], lˆ = ‖mˆ× nˆ‖−1mˆ× nˆ, and
U mˆ,lˆα,β,γ := Rmˆ(α)Rlˆ(β)Rmˆ(γ).
Note that there is no loss of generality in assuming b(mˆ, U mˆ,lˆα,β,γ) ≥ b(nˆ, U mˆ,lˆα,β,γ),
but also note that α, β and γ vary, in general, if mˆ and nˆ are interchanged.
We give two constructions or decompositions, which will turn out to attain the
minimum number Nmˆ,nˆ(U
mˆ,lˆ
α,β,γ) in the theorem.
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Proposition 1. Given arbitrary mˆ, nˆ ∈ S2 with mˆTnˆ ∈ [0, 1), α, γ ∈ R, and
β ∈ [0, pi], put
δ = arccos mˆTnˆ ∈ (0, pi/2] (14)
and
lˆ = ‖mˆ× nˆ‖−1mˆ× nˆ.
Then, for any k ∈ N and β1, . . . , βk ∈ (0, 2δ] satisfying
β = β1 + · · ·+ βk, (15)
there exist some αj , γj , θj ∈ R such that
Rlˆ(βj) = Rmˆ(−αj)Rnˆ(θj)Rmˆ(−γj) (16)
for j = 1, . . . , k. For these parameters, it holds that
Rmˆ(α)Rlˆ(β)Rmˆ(γ) =
Rmˆ(α− α1)Rnˆ(θ1)Rmˆ(−γ1 − α2)Rnˆ(θ2)Rmˆ(−γ2 − α3)Rnˆ(θ3) · · ·
· Rmˆ(−γk−1 − αk)Rnˆ(θk)Rmˆ(−γk + γ). (17)
Remark 1. The least value of k such that (15) holds for some β1, . . . , βk ∈ (0, 2δ] is
⌈β/(2δ)⌉.4 Hence, this proposition gives a decomposition of an arbitrary element
U = Rmˆ(α)Rlˆ(β)Rmˆ(γ) ∈ SU(2) into the product of 2⌈β/(2δ)⌉+ 1 rotations.5
Remark 2. For β, δ ∈ R with 0 ≤ β/2 ≤ δ ≤ pi/2, δ 6= 0, and t ∈ R, let
Ht(β, δ) :=


0 if β/2 < δ = pi/2
t if β/2 = δ = pi/2
arcsin
tan(β/2)
tan δ
otherwise.
Then, an explicit instance of the set of parameters αj , γj , and θj for which (16)
holds is given by (αj , γj , θj)
T = σtj (βj , δ), where
σt(β, δ) :=


Ht(β, δ)− pi/2
Ht(β, δ) + pi/2
2 arcsin
sin(β/2)
sin δ

 (18)
and tj ∈ R can be chosen arbitrarily, j = 1, . . . , k. [These make (17) hold.]
Proposition 2. Given any mˆ, nˆ ∈ S2 with mˆTnˆ ∈ [0, 1), put δ = arccos mˆTnˆ ∈
(0, pi/2] and lˆ = ‖mˆ× nˆ‖−1mˆ× nˆ. For an arbitrary U ∈ SU(2), choose parameters
α′, γ′ ∈ R, and β′ ∈ [0, pi] such that
Rlˆ(−δ)U = Rmˆ(α′)Rlˆ(β′)Rmˆ(γ′). (19)
Then,
U = Rnˆ(α
′)Rlˆ(β
′ + δ)Rmˆ(γ
′). (20)
Furthermore, for any k′ ∈ N and β′1, . . . , β′k′ ∈ (0, 2δ] satisfying
β′ + δ = β′1 + · · ·+ β′k′ , (21)
there exist some α′j , γ
′
j , θ
′
j ∈ R such that
Rlˆ(β
′
j) = Rmˆ(−α′j)Rnˆ(θ′j)Rmˆ(−γ′j) (22)
4To make the construction explicit, one can set βj = 2δ for j 6= k. The analogous comment
applies to the division of β′ + δ in Proposition 2.
5All remarks except Remark 1, which needs no proof, will be proved in what follows.
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for j = 1, . . . , k′. For these parameters, it holds that
U = Rnˆ(α
′)Rmˆ(−α′1)Rnˆ(θ′1)Rmˆ(−γ′1 − α′2)Rnˆ(θ′2)Rmˆ(−γ′2 − α′3)Rnˆ(θ′3) · · ·
· Rmˆ(−γ′k′−1 − α′k′ )Rnˆ(θ′k′ )Rmˆ(−γ′k′ + γ′). (23)
Remark 3. The least value of k′ such that (21) holds for some β′1, . . . , β
′
k′ ∈ (0, 2δ]
is ⌈(β′ + δ)/(2δ)⌉ = ⌈β′/(2δ) + 1/2⌉. Moreover, if β′ ≥ δ and k′ = ⌈β′/(2δ) + 1/2⌉,
the parameter α′1 can be chosen so that it satisfies α
′
1 = 0 as well as (22) and
(23). Hence, when β′ ≥ δ, this proposition and the fact just mentioned give a
decomposition of an arbitrary element U = Rnˆ(α
′)Rlˆ(β
′ + δ)Rmˆ(γ
′) ∈ SU(2) into
the product of 2⌈β′/(2δ) + 1/2⌉ rotations, and when β′ < δ, a decomposition of U
into the product of four rotations.
Remark 4. An explicit instance of the set of parameters α′j , γ
′
j , and θ
′
j, j = 1, . . . , k
′,
for which (22) and (23) hold is given by (α′j , γ
′
j , θ
′
j)
T = σtj (β
′
j , δ), where tj ∈ R can
be chosen arbitrarily, j = 1, . . . , k′.
4. Limits on Constructions
In order to bound Nmˆ,nˆ(D), etc., from below, we use the geodesic metric on the
unit sphere S2, which is denoted by d. Specifically,
d(uˆ, vˆ) := arccos uˆTvˆ ∈ [0, pi] (24)
for uˆ, vˆ ∈ S2. This is the length of the geodesic connecting uˆ and vˆ on S2. We have
the following lemma. [Recall we have put Rˆvˆ(θ) = F
(
Rvˆ(θ)
)
.]
Lemma 4. Let nˆ, mˆ be arbitrary vectors in S2 with δ = d(mˆ, nˆ) = arccos mˆTnˆ ∈
(0, pi]. Then, for any k ∈ N and φ1, . . . , φ2k ∈ R, the following inequalities hold:
d(Rˆmˆ(φ2k−1)Rˆnˆ(φ2k−2) · · · Rˆmˆ(φ3)Rˆnˆ(φ2)Rˆmˆ(φ1)mˆ, mˆ) ≤ 2(k − 1)δ, (25)
d(Rˆmˆ(φ2k−1)Rˆnˆ(φ2k−2) · · · Rˆmˆ(φ3)Rˆnˆ(φ2)Rˆmˆ(φ1)mˆ, nˆ) ≤ (2k − 1)δ, (26)
d(Rˆnˆ(φ2k)Rˆmˆ(φ2k−1) · · · Rˆmˆ(φ3)Rˆnˆ(φ2)Rˆmˆ(φ1)mˆ, nˆ) ≤ (2k − 1)δ, (27)
d(Rˆnˆ(φ2k)Rˆmˆ(φ2k−1) · · · Rˆmˆ(φ3)Rˆnˆ(φ2)Rˆmˆ(φ1)mˆ, mˆ) ≤ 2kδ. (28)
This can be shown easily by induction on k using the triangle inequality for d.
In what follows, (25) and (27) will be used in the following forms:
2
⌈d(Dmˆ, mˆ)
2δ
⌉
+ 1 ≤ 2k − 1 and 2
⌈d(D′mˆ, nˆ)
2δ
+
1
2
⌉
≤ 2k. (29)
These bounds hold when D and D′ ∈ SO(3) equal the product of 2k − 1 rotations
and that of 2k rotations, respectively, in Lemma 4 (since k is an integer). It will
turn out that these bounds are tight.
5. Proof of the Results
5.1. Structure of the Proof. Here the structure of the whole proof of the results
in this work is described. Theorem 2 is obtained as a consequence of Lemma 6 to
be presented. The constructive half of Lemma 6 is due to Propositions 1 and 2.
The other half of Lemma 6, related to limits on constructions, is due to Lemma 4.
Theorem 1 is derived from Theorem 2 in Appendix F.
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5.2. Proof of Propositions 1 and 2. The following lemma is fundamental to the
results in this work.
Lemma 5. For any β, θ ∈ R and for any uˆ, lˆ, mˆ ∈ S2 such that lˆTmˆ = 0, the
following two conditions are equivalent.
I. There exist some α, γ ∈ R such that
Ruˆ(θ) = Rmˆ(α)Rlˆ(β)Rmˆ(γ). (30)
II.
√
1− (mˆTuˆ)2| sin θ2 | = | sin β2 |.
Proof.
1) Take an element U ∈ SU(2) such that
lˆ = F (U)(0, 1, 0)T and mˆ = F (U)(0, 0, 1)T, (31)
and put vˆ = (vx, vy , vz)
T for the parameters vx, vy, and vz such that
uˆ = vx lˆ × mˆ+ vy lˆ + vzmˆ. (32)
Then, owing to Lemma 3, (30) holds iff
Rvˆ(θ) = Rz(α)Ry(β)Rz(γ). (33)
2) A direct calculation shows
Rz(α)Ry(β)Rz(γ) = cos
β
2
cos
γ + α
2
I − i sin β
2
sin
γ − α
2
X
− i sin β
2
cos
γ − α
2
Y − i cos β
2
sin
γ + α
2
Z. (34)
Hence, (33) is equivalent to

cos θ2 = cos
β
2 cos
γ+α
2 (35)
vx sin
θ
2 = sin
β
2 sin
γ−α
2 (36)
vy sin
θ
2 = sin
β
2 cos
γ−α
2 (37)
vz sin
θ
2 = cos
β
2 sin
γ+α
2 . (38)
3) We shall prove I ⇒ II. On each side of (36) and (37), squaring and summing
the resultant pair, we have √
1− v2z | sin θ2 | = | sin β2 |. (39)
[Eqs. (35) and (38) also imply (39) similarly.] But (39) implies II in view of (32).
4) Next, we shall prove II ⇒ I.
Transforming (α, β) into (η, ζ), where the two pairs are related by
η =
γ + α
2
and ζ =
γ − α
2
, (40)
we see, from the paragraphs 1) and 2), that I is equivalent to the following condition:
There exist some η, ζ ∈ R such that

cos θ2 = cos
β
2 cos η (41)
vx sin
θ
2 = sin
β
2 sin ζ (42)
vy sin
θ
2 = sin
β
2 cos ζ (43)
vz sin
θ
2 = cos
β
2 sin η. (44)
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Hence, it is enough to show that II implies the existence of some η, ζ ∈ R satisfying
(41)–(44).
Now suppose cos β2 6= 0. Then, if we show
cos2 θ2
cos2 β2
+
v2z sin
2 θ
2
cos2 β2
= 1, (45)
it will immediately imply the existence of η satisfying (41) and (44). From II,
however, we have (39), and hence, (1− v2z) sin2 θ2 = sin2 β2 , i.e., 1− (1− v2z) sin2 θ2 =
cos2 β2 , which is equivalent to (45) by the assumption cos
β
2 6= 0. If cos β2 = 0, then
| sin β2 | = 1. This and (39) imply 1 − v2z = | sin θ2 | = 1, and hence, vz = cos θ2 = 0.
Then, (41) and (44) hold for any choice of η.
In a similar way, if sin β2 6= 0,
v2x sin
2 θ
2
sin2 β2
+
v2y sin
2 θ
2
sin2 β2
= 1 (46)
will immediately imply the existence of ζ satisfying (42) and (43). But (46) follows
again from II or (39) since 1 − v2z = v2x + v2y. If sin β2 = 0, both (42) and (43) hold
for any choice of ζ similarly. 
Proof of Proposition 1. Choose a parameter θj such that | sin(θj/2)| =
sin(βj/2)/ sin δ, which is possible by the assumption βj ∈ (0, 2δ]; then, it follows
from Lemma 5 that there exist some αj , γj ∈ R such that (16), i.e., Rlˆ(βj) =
Rmˆ(−αj)Rnˆ(θj)Rmˆ(−γj) holds, j = 1, . . . , k. Inserting these into
Rmˆ(α)Rlˆ(β)Rmˆ(γ) = Rmˆ(α)Rlˆ(β1) · · ·Rlˆ(βk)Rmˆ(γ),
we obtain (17). 
Proof of Proposition 2. Note Rlˆ(δ)Rmˆ(α
′)Rlˆ(−δ) = Rnˆ(α′), which is equiva-
lent to Ry(δ)Rz(α
′)Ry(−δ) = Rv(α′), where vˆ = (sin δ, 0, cos δ)T, by Lemma 3
(Figure 1) and therefore, can be checked easily by a direct calculation. Using this
equation, we can rewrite (19) as U = Rnˆ(α
′)Rlˆ(β
′+δ)Rmˆ(γ
′), which is (20). Then,
applying to Rlˆ(β
′ + δ)Rmˆ(γ
′) the decomposition in Proposition 1 with (α, β, γ) re-
placed by (0, β′ + δ, γ′), it readily follows that there exist some α′j , γ
′
j , and θ
′
j ∈ R,
j = 1, . . . , k′, that satisfy the following: | sin(θ′j/2)| = sin(β′j/2)/ sin δ and (22) for
j = 1, . . . , k′, and
Rlˆ(β
′ + δ)Rmˆ(γ
′)
= Rmˆ(−α′1)Rnˆ(θ′1)Rmˆ(−γ′1 − α′2)Rnˆ(θ′2)Rmˆ(−γ′2 − α′3)Rnˆ(θ′3) · · ·
·Rmˆ(−γ′k′−1 − α′k′ )Rnˆ(θ′k′ )Rmˆ(−γ′k′ + γ′). (47)
Thus, we obtain the proposition. 
Remarks 2 and 4 to these propositions are proved in Appendix B. The statement
on α′1 in Remark 3 follows from Remark 4 (put β
′
1 = 2δ and t1 = pi/2) or, more
directly, from an equation Rlˆ(2δ) = Rnˆ(pi)Rmˆ(−pi), which is equivalent to Ry(2δ) =
Rv(pi)Rz(−pi), where vˆ = (sin δ, 0, cos δ)T, by Lemma 3.
5.3. Proof of Theorem 2 . Let 2N−1 and 2N denote the set of odd numbers in N
and that of even numbers in N, respectively. We define the following for mˆ, nˆ ∈ S2
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zˆ (mˆ)✲
xˆ (lˆ × mˆ)
✻
0 
 
 
 ✠
yˆ (lˆ)
✟✟
✟✟
✟✟
✟✟
✟✟✯
vˆ (nˆ)
cos δ
sin δ
Figure 1. Configuration of lˆ, mˆ, and nˆ in Propositions 1 and 2,
and configuration of yˆ = (0, 1, 0)T, zˆ = (0, 0, 1)T, and vˆ in argu-
ments around these propositions
with |mˆTnˆ| < 1:
Moddmˆ,nˆ(U) := min{j ∈ 2N−1 | ∃V1, V3, . . . , Vj ∈ Rmˆ,
∃V2, V4, . . . , Vj−1 ∈ Rnˆ, U = VjVj−1 · · ·V1},
M evenmˆ,nˆ (U) := min{j ∈ 2N | ∃V1, V3, . . . , Vj−1 ∈ Rmˆ,
∃V2, V4, . . . , Vj ∈ Rnˆ, U = VjVj−1 · · ·V1},
Mmˆ,nˆ(U) := min{Moddmˆ,nˆ(U), M evenmˆ,nˆ (U)}
for U ∈ SU(2);
Moddmˆ,nˆ(D) := min{j ∈ 2N−1 | ∃A1, A3, . . . , Aj ∈ Rˆmˆ,
∃A2, A4, . . . , Aj−1 ∈ Rˆnˆ, D = AjAj−1 · · ·A1},
M evenmˆ,nˆ (D) := min{j ∈ 2N | ∃A1, A3, . . . , Aj−1 ∈ Rˆmˆ,
∃A2, A4, . . . , Aj ∈ Rˆnˆ, D = AjAj−1 · · ·A1},
Mmˆ,nˆ(D) := min{Moddmˆ,nˆ(D), M evenmˆ,nˆ (D)}
for D ∈ SO(3). The following lemma largely solves the issue of determining the
optimal number Nmˆ,nˆ(U).
Lemma 6. Let mˆ, nˆ, lˆ, and δ be as in Theorem 2. Then, for any α, γ ∈ R, and
β ∈ [0, pi],
Moddmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
)
= Moddmˆ,nˆ(U
mˆ,lˆ
α,β,γ) = 2
⌈ β
2δ
⌉
+ 1 (48)
and
M evenmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
)
= M evenmˆ,nˆ (U
mˆ,lˆ
α,β,γ) = g(α, β, δ) (49)
where U mˆ,lˆα,β,γ is as defined in Theorem 2.
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Corollary 1. Let mˆ, nˆ, lˆ, and δ be as in Theorem 2. Then, for any α, γ ∈ R, and
β ∈ [0, pi],
Mmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
)
=Mmˆ,nˆ(U
mˆ,lˆ
α,β,γ) = min
{
2
⌈ β
2δ
⌉
+ 1, g(α, β, δ)
}
. (50)
Proof. In the case where β = 0, since Moddmˆ,nˆ(U
mˆ,lˆ
α,β,γ) = 1 and M
even
mˆ,nˆ (U
mˆ,lˆ
α,β,γ) = 2,
(48) and (49) are trivially true. We shall prove the statement for β > 0.
To establish (48), we shall show the first and third inequalities in
2
⌈ β
2δ
⌉
+ 1 ≤Moddmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
) ≤Moddmˆ,nˆ(U mˆ,lˆα,β,γ) ≤ 2⌈ β2δ
⌉
+ 1 (51)
while the second inequality trivially follows from the definition of Moddmˆ,nˆ.
Note first that Remark 1 to Proposition 1 immediately implies the third inequal-
ity in (51). To prove the first inequality, assume
F (U mˆ,lˆα,β,γ) = AjAj−1 · · ·A1 (52)
for some j = 2k−1 with k ∈ N, where Aν ∈ Rˆmˆ if ν is odd and Aν ∈ Rˆnˆ otherwise.
We shall evaluate d(F (U mˆ,lˆα,β,γ)mˆ, mˆ) = d(AjAj−1 · · ·A1mˆ, mˆ). Noting that
d(F (U mˆ,lˆα,β,γ)mˆ, mˆ) = β, we have β ≤ 2(k − 1)δ by (25) of Lemma 4. This implies
⌈β/(2δ)⌉ ≤ k − 1, and therefore,
2
⌈ β
2δ
⌉
+ 1 ≤ 2k − 1 = j. (53)
From this bound, we have the first inequality in (51), and hence, (48).
To establish (49), we shall first treat the major case where f(α, β, δ) ≥ δ. Re-
calling that g(α, β, δ) = 2⌈f(α, β, δ)/(2δ)+1/2⌉ in this case, we shall show the first
and third inequalities in
2
⌈f(α, β, δ)
2δ
+
1
2
⌉
≤M evenmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
) ≤M evenmˆ,nˆ (U mˆ,lˆα,β,γ) ≤ 2⌈f(α, β, δ)2δ + 12
⌉
(54)
while the second inequality holds trivially.
Note that Remark 3 to Proposition 2 will imply the third inequality upon showing
that β′ in Proposition 2 satisfies β′ = f(α, β, δ) when U = U mˆ,lˆα,β,γ . To see β
′ =
f(α, β, δ), rewrite (19), using Lemma 3, as
Ry(−δ)Rz(α)Ry(β)Rz(γ) = Rz(α′)Ry(β′)Rz(γ′). (55)
Then, a direct calculation shows the absolute value of the (1, 1)-entry of the left-
hand side equals√
cos2
β
2
cos2
δ
2
+ sin2
β
2
sin2
δ
2
+ 2 cosα sin
β
2
sin
δ
2
cos
β
2
cos
δ
2
.
This shows β′ = f(α, β, δ) in view of (6).
To prove the first inequality in (54) assume (52) holds for some j = 2k with
k ∈ N, where Aν ∈ Rˆmˆ if ν is odd and Aν ∈ Rˆnˆ otherwise. Note that nˆ = Rlˆ(δ)mˆ
and hence, for U = Rnˆ(α
′)Rlˆ(β
′ + δ)Rmˆ(γ
′) in Proposition 2,
d(Umˆ, nˆ) = d(Rlˆ(β
′ + δ)mˆ, nˆ) = d(Rlˆ(β
′ + δ)mˆ, Rlˆ(δ)mˆ) = (β
′ + δ)− δ = β′.
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Then, we have β′ ≤ (2k−1)δ by (27) of Lemma 4. This implies ⌈(β′+δ)/(2δ)⌉ ≤ k,
and therefore,
2
⌈β′ + δ
2δ
⌉
≤ 2k = j. (56)
From this bound, we have the first inequality in (54) and hence, the equality among
all sides of (54). This shows (49) in the case where f(α, β, δ) ≥ δ. The proof of (49)
in the other case is given in Appendix C. This completes the proof of the lemma.
The proved lemma immediately implies the corollary. 
Proof of Theorem 2. Note that for any U ∈ SU(2),
Nmˆ,nˆ(U) = min{Moddmˆ,nˆ(U),M evenmˆ,nˆ (U),Moddnˆ,mˆ(U),M evennˆ,mˆ (U)},
and we can write U in terms of three parametric expressions:
U = Ruˆ(θ) = U
mˆ,lˆ
α,β,γ = U
nˆ,−lˆ
α˜,β˜,γ˜
where β, β˜ ∈ [0, pi], α, γ, α˜, γ˜, θ ∈ R, and uˆ ∈ S2. Then, we have
β
2
= arcsin
[√
1− (mˆTuˆ)2
∣∣∣ sin θ
2
∣∣∣] and β˜
2
= arcsin
[√
1− (nˆTuˆ)2
∣∣∣ sin θ
2
∣∣∣]
owing to Lemma 5, and hence,
Moddmˆ,nˆ(U) = 2
⌈arcsin√1− (mˆTuˆ)2| sin θ2 |
δ
⌉
+ 1
and
Moddnˆ,mˆ(U) = 2
⌈arcsin√1− (nˆTuˆ)2| sin θ2 |
δ
⌉
+ 1
owing to Lemma 6. Then, if |mˆTuˆ| ≥ |nˆTuˆ| whenever sin(θ/2) 6= 0, which implies
Moddmˆ,nˆ(U) ≤Moddnˆ,mˆ(U), we shall have
Nmˆ,nˆ(U) = min{Moddmˆ,nˆ(U),M evenmˆ,nˆ (U),M evennˆ,mˆ (U)}
= min
{
2
⌈ β
2δ
⌉
+ 1, g(α, β, δ),M evennˆ,mˆ (U)
}
(57)
for U = U mˆ,lˆα,β,γ . But [sin(θ/2) 6= 0 → |mˆTuˆ| ≥ |nˆTuˆ|] follows from b(mˆ, U mˆ,lˆα,β,γ) ≥
b(nˆ, U mˆ,lˆα,β,γ) by the definition of b. [This is because writing U in (12) as U = Ruˆ(θ),
θ ∈ R, uˆ ∈ S2, results in − sin(θ/2)uˆ = (x, y, z)T as in Section 2.3, whereby
b(vˆ, U) = | sin(θ/2)||uˆTvˆ|.] Hence, we have (57).
A short additional argument (Appendix D) shows
M evennˆ,mˆ (U
mˆ,lˆ
α,β,γ) = g(γ,−β, δ), (58)
and therefore,
Nmˆ,nˆ(U
mˆ,lˆ
α,β,γ) = min
{
2
⌈ β
2δ
⌉
+ 1, g(α, β, δ), g(γ,−β, δ)
}
.
Finally, from Corollary 1 or from the argument in Appendix E, it readily follows
that Nmˆ,nˆ
(
F (U mˆ,lˆα,β,γ)
)
= Nmˆ,nˆ(U
mˆ,lˆ
α,β,γ). Hence, we obtain the theorem. 
From the viewpoint of construction, we summarise the (most directly) suggested
way to obtain an optimal construction of a given element U ∈ SU(2), where we
assume δ = arccos mˆTnˆ ∈ (0, pi/2] without loss of generality. If b(mˆ, U) ≥ b(nˆ, U),
choose a construction that attains the minimum in (57). The construction is among
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that of Proposition 1, that of Proposition 2, and that of Proposition 2 applied to U †
in place of U [note U † = Ruˆ1(φ1) · · ·Ruˆj (φj) implies U = Ruˆj (−φj) · · ·Ruˆ1(−φ1)].
If b(mˆ, U) < b(nˆ, U), interchanging mˆ and nˆ, apply the construction just described.6
6. Conclusion
This work has established the least value Nmˆ,nˆ(U) of a positive integer k such
that U can be decomposed into the product of k rotations about either mˆ or nˆ for
an arbitrarily fixed element U in SU(2), or in SO(3), where mˆ, nˆ ∈ S2 are arbitrary
real unit vectors with |mˆTnˆ| < 1.
Acknowledgments
This work was supported by SCOPE (Ministry of Internal Affairs and Commu-
nications), and by Japan Society for the Promotion of Science KAKENHI Grant
numbers 22540150 and 21244007.
Appendices
Appendix A. Element in SU(2) Associated with lˆ and mˆ
Our goal here is to prove (in a constructive manner) that for any pair of vectors
lˆ, mˆ ∈ S2 with lˆTmˆ = 0, there exists some element U ∈ SU(2) such that lˆ =
F (U)(0, 1, 0)T and mˆ = F (U)(0, 0, 1)T. Expressing U as U = Rz(α˜)Ry(β˜)Rz(γ˜),
we shall specify desired α˜, β˜, and γ˜. By a direct calculation with
Rˆy(θ) =

 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 and Rˆz(θ) =

cos θ − sin θ 0sin θ cos θ 0
0 0 1


where Rˆy(θ) := F
(
Ry(θ)
)
and Rˆz(θ) := F
(
Rz(θ)
)
, we have F (U)(0, 0, 1)T =
(cos α˜ sin β˜, sin α˜ sin β˜, cos β˜)T. On the other hand, the condition lˆ = F (U)(0, 1, 0)T
is equivalent to Rˆy(−β˜)Rˆz(−α˜)lˆ = Rˆz(γ˜)(0, 1, 0)T, i.e.,
cos β˜ cos α˜ cos β˜ sin α˜ − sin β˜− sin α˜ cos α˜ 0
cos α˜ sin β˜ sin α˜ sin β˜ cos β˜

 lˆ =

− sin γ˜cos γ˜
0

 . (59)
Hence, choosing parameters α˜ and β˜ such that (cos α˜ sin β˜, sin α˜ sin β˜, cos β˜)T =
mˆ, cf. spherical coordinates, and γ˜ that satisfies (59), we have a desired element
U = Rz(α˜)Ry(β˜)Rz(γ˜) such that lˆ = F (U)(0, 1, 0)
T and mˆ = F (U)(0, 0, 1)T.
Appendix B. Details on Angles in Propositions 1 and 2
Examining the proof of Lemma 5, we can be specific about α and γ to have
the following lemma and corollary. In particular, the corollary gives a suf-
ficient condition, (i), and two necessary conditions, (ii) and (iii), for Rnˆ(θ) =
Rmˆ(α)Rlˆ(β)Rmˆ(γ), where lˆ, mˆ, and nˆ are set as in Propositions 1 and 2. Remarks 2
6One (seemingly difficult) issue arises: Determine all optimal decompositions of an arbitrarily
fixed rotation. Note that in Propositions 1 and 2 and their proofs, any solution for Rnˆ(θ) =
Rmˆ(α)Rlˆ(β)Rmˆ(γ) can be used (see Corollary 2 in Appendix B for explicit solutions, among
which one is chosen to be used in Remarks 2 and 4).
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and 4 will be clear from (i). Later, (ii) and (iii) will be used in Appendices C and
D, respectively, though the use of them is not mandatory.
Lemma 7. For any θ, α, β, γ ∈ R, and nˆ, lˆ, mˆ ∈ S2 such that lˆTmˆ = 0,
Rnˆ(θ) = Rmˆ(α)Rlˆ(β)Rmˆ(γ) (60)
holds iff the following conditions hold:
cos
γ + α
2
=
cos θ2
cos β2
and sin
γ + α
2
=
mˆTnˆ sin θ2
cos β2
(61)
whenever cos β2 6= 0,
sin
γ − α
2
=
(lˆ × mˆ)Tnˆ sin θ2
sin β2
and cos
γ − α
2
=
lˆTnˆ sin θ2
sin β2
(62)
whenever sin β2 6= 0, and √
1− (mˆTnˆ)2| sin θ2 | = | sin β2 |. (63)
Corollary 2. Given any δ ∈ (0, pi/2] and lˆ, mˆ ∈ S2 such that lˆTmˆ = 0, put
nˆ = (sin δ)lˆ × mˆ+ (cos δ)mˆ. (64)
Then, (i) for any θ, α, γ ∈ R, and β ∈ [0, pi], (60) holds if
β ≤ 2δ
and there exists some t ∈ R such that (recall Ht is defined in Remark 2)
αγ
θ

 = ±


Ht(β, δ)− pi/2
Ht(β, δ) + pi/2
2 arcsin
sin(β/2)
sin δ

 or

αγ
θ

 = ±


−Ht(β, δ) + pi/2
−Ht(β, δ) + 3pi/2
2pi − 2 arcsin sin(β/2)
sin δ

 ; (65)
(ii) for any α ∈ R and β ∈ (0, pi], if (60) holds for some θ, γ ∈ R, then β ≤ 2δ and
there exist some j ∈ Z and t ∈ R such that7
α = ±Ht(β, δ)± pi/2 + pij;
(iii) for any γ ∈ R and β ∈ (0, pi], if (60) holds for some θ, α ∈ R, then β ≤ 2δ and
there exist some j ∈ Z and t ∈ R such that
γ = ±Ht(β, δ)± pi/2 + pij.
Proof. Set vˆ = (vx, vy, vz)
T with
vx = (lˆ × mˆ)Tnˆ, vy = lˆTnˆ, and vz = mˆTnˆ.
Then, according to the paragraphs 1) and 2) in the proof of Lemma 5, for any
θ, α, β, γ ∈ R, (60) holds iff (35)–(38) hold. But (35)–(38) hold iff (63), [cos β2 6=
0→ (61)], and [sin β2 6= 0→ (62)] hold. This completes the proof of the lemma.
To see the corollary, (recall Figure 1 and) note
(lˆ × mˆ)Tnˆ = sin δ, lˆTnˆ = 0, and mˆTnˆ = cos δ.
7Here w = ±x± y + z means w ∈ {x+ y + z, x− y + z,−x+ y + z,−x− y + z}.
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Then, (63), [cos β2 6= 0 → (61)], and [sin β2 6= 0 → (62)] hold if the following two
conditions are satisfied: (a) β ≤ 2δ; (b)

γ+α
2 = arcsin
tan(β/2)
tan δ
γ−α
2 =
pi
2
θ = 2 arcsin sin(β/2)sin δ
or


γ+α
2 = pi − arcsin tan(β/2)tan δ
γ−α
2 =
pi
2
θ = 2pi − 2 arcsin sin(β/2)sin δ
unless β/2 = δ = pi/2,8 and 

γ+α
2 = s
γ−α
2 =
pi
2
θ = β
for some s ∈ R if β/2 = δ = pi/2. This readily gives two solutions for (60). Rewrit-
ing these solutions with Ht and checking that flipping the signs of the solutions
gives other solutions, we obtain (i). Showing (ii) and (iii) is as easy as showing (i).

Appendix C. Proofs of (49) in the Case f(α, β, δ) < δ
Proof 1. Proposition 2 and Remark 3 show M evenmˆ,nˆ (U
mˆ,lˆ
α,β,γ) ≤ 4, i.e., either
M evenmˆ,nˆ (U
mˆ,lˆ
α,β,γ) = 2 or M
even
mˆ,nˆ (U
mˆ,lˆ
α,β,γ) = 4. We also have M
even
mˆ,nˆ
(
F (U)
)
= M evenmˆ,nˆ (U)
for any U ∈ SU(2) (Appendix E). Hence, all we need to show is that
∃θ, φ ∈ R, Rmˆ(α)Rlˆ(β)Rmˆ(γ) = Rnˆ(θ)Rmˆ(φ) (66)
implies f(α, β, δ) ≥ δ. This can be shown easily with Corollary 2, (ii). 
Proof 2. We shall show that (66), i.e.,
∃θ, γ˜ ∈ R, Rmˆ(α)Rlˆ(β)Rmˆ(γ˜) = Rnˆ(θ), (67)
implies f(α, β, δ) = δ, which is enough. Note that f(α, β, δ) = β′ for the angle
β′ ∈ [0, pi] such that
∃α′, γ′ ∈ R, Rlˆ(−δ)Rmˆ(α)Rlˆ(β)Rmˆ(γ) = Rmˆ(α′)Rlˆ(β′)Rmˆ(γ′) (68)
(Proof of Lemma 6 in Section 5.3). From (67) and (68), we have
∃α′, γ′, γ˜, θ ∈ R, Rmˆ(α′)Rlˆ(β′)Rmˆ(γ′ − γ + γ˜) = Rlˆ(−δ)Rnˆ(θ),
which is, by Lemma 3, equivalent to
∃α′, γ′, γ˜, θ ∈ R, Rz(α′)Ry(β′)Rz(γ′ − γ + γ˜) = Ry(−δ)Rvˆ(θ) (69)
where vˆ = (sin δ, 0, cos δ)T. The absolute value of the (1, 1)-entry of the right-hand
side in (69) equals cos(δ/2) since Ry(−δ)Rv(θ) = Rz(θ)Ry(−δ), which is equivalent
to the equation Rv(θ) = Ry(δ)Rz(θ)Ry(−δ) used before. In view of (6), this implies
β′ = δ, i.e., f(α, β, δ) = δ as desired. 
8 tan(β/2)
tan δ
should be understood as 0 if β/2 < δ = pi/2.
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Appendix D. Proof of (58)
Observe that M evennˆ,mˆ (U) = M
even
mˆ,nˆ (U
†) for any U ∈ SU(2), by definition, and
also that (U mˆ,lˆα,β,γ)
† = U mˆ,lˆ−γ,−β,−α = U
mˆ,lˆ
−γ−pi,β,−α+pi for any α, γ, and β ∈ [0, pi],
cf. footnote 2. These facts give M evennˆ,mˆ (U
mˆ,lˆ
α,β,γ) = g(−γ − pi, β, δ) = g(γ,−β, δ) as
desired.9
Appendix E. Proof that M evenmˆ,nˆ
(
F (U)
)
= M evenmˆ,nˆ (U) and
Nmˆ,nˆ
(
F (U)
)
= Nmˆ,nˆ(U)
Let any mˆ, nˆ ∈ S2 with |mˆTnˆ| < 1 and U ∈ SU(2) be given. By definition,
M evenmˆ,nˆ
(
F (U)
) ≤ M evenmˆ,nˆ (U). We shall show the inequality in the other direction
using the following lemma.
Lemma 8. For any U, V ∈ SU(2), F (U) = F (V ) iff U = ±V .
Proof. This directly follows from the well-known fact that the kernel of F is
{I,−I}, which can be checked with (1). 
From this lemma, it readily follows that if there exist some j ∈ N, vˆ1, . . . , vˆj ∈
S2, and φ1, . . . , φj ∈ R such that F (U) = F
(
Rvˆ1(φ1)
) · · ·F (Rvˆj (φj)), then U =
±Rvˆ1(φ1) · · ·Rvˆj (φj). But−Rvˆ1(φ1) · · ·Rvˆj (φj) = Rvˆ1(φ1+2pi)Rvˆ2(φ2) · · ·Rvˆj (φj).
This impliesM evenmˆ,nˆ
(
F (U)
) ≥M evenmˆ,nˆ (U), and hence,M evenmˆ,nˆ (F (U)) = M evenmˆ,nˆ (U). We
also have Nmˆ,nˆ
(
F (U)
)
= Nmˆ,nˆ(U), etc., similarly.
Appendix F. Proof of Theorem 1
Put
δ = arccos |mˆTnˆ| ∈ (0, pi/2].
Note N−mˆ,nˆ(U) = Nmˆ,nˆ(U) by definition. Hence, we shall prove the statement
assuming mˆTnˆ ≥ 0, which is enough.
First, we give another corollary to Lemma 6.
Corollary 3. For any α, γ ∈ R, and for any β ∈ [0, pi],
Nmˆ,nˆ(U
mˆ,lˆ
α,β,γ) ≤Mmˆ,nˆ(U mˆ,lˆα,β,γ) ≤ min
{
2
⌈ β
2δ
⌉
+ 1, max
α′∈R
g(α′, β, δ)
}
.
Proof. The first inequality follows from the definitions of Nmˆ,nˆ and Mmˆ,nˆ. The
second inequality immediately follows from Corollary 1. 
It is easy to show, using Corollary 3, that
Nmˆ,nˆ
(
F (U)
) ≤ Nmˆ,nˆ(U) ≤ ν + 1 (70)
for any U ∈ SU(2), where ν := ⌈pi/δ⌉. But we have ν + 1 ≤ Nmˆ,nˆ
(
F (U)
)
and
therefore, the equality among all sides of (70) for
U =
{
Rmˆ(pi)Rlˆ(pi − δ) if ν is even
Rlˆ(pi) if ν is odd.
Thus, we have proved Theorem 1 elementarily.
9As a check, one can show, using Corollary 2, (iii), that Mevennˆ,mˆ (U
mˆ,lˆ
α,β,γ) = 4 if f(γ,−β, δ) < δ
in the same way as in Appendix C.
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