Introduction
High pressure gas is presently the most widely used fuel storage mode for hydrogen vehicles. Typically fiber reinforced plastic (FRP) composite materials are used in order to reduce the weight of the vessel. While FRP has many desirable properties in relation to strength and weight, it is necessary to keep the material temperature below 85°C to maintain stringent safety requirements. Since this temperature can be exceeded through the compression work in the filling process, it is highly desirable to be able to predict the temperature rise. In the present study, experiments are performed on commercial FRP hydrogen storage vessels designed for mobile applications. Temperatures and pressures are measured during charging of three different vessels to 35 MPa or 70 MPa. Temperature characteristics are also measured for the hydrogen supply vessels.
Previously, the authors developed a thermodynamic model (1) which couples an energy balance for the gas side with unsteady one-dimensional heat conduction for the wall. The gas is assumed to be perfectly stirred at all times. The same model is used in the present study but comparison is made with measurements from actual size vessels. Moreover, the model is modified to make it applicable to the supply vessels also. Details of the model are given in the appendix. The main results from the present study, recently presented in a slightly condensed form at a JSME-ASME conference (2) , are now expanded and contain additional discussion concerning the effect of heat transfer in the piping system. 
Nomenclature

Filling System Configuration and Test Vessel Geometry
The experiments were conducted at Powertech in Vancouver, Canada. The configuration of the hydrogen filling system used in the present study is shown in Fig. 1 . The supply system is divided into three banks having vessels initially at 44 MPa and 87.5 MPa. This configuration is suitable for charging test vessels to 70 MPa. For 35 MPa runs only bank 1 was required. As shown in Fig. 1 , gas temperatures are measured inside representative vessels in the supply banks and at the inlet to the test tank during filling. Tables 1 and 2 give the required properties of the material and geometry for the test vessels. Unfortunately, FRP samples from exactly the same vessels used in the present study were not available to measure the property data. The data shown in Table 2 is that of similar FRP material. The listed properties were measured at Saga University using the technique of Monde and Mitsutake (3) . Table 3 gives the geometry of the storage banks. Figure 2 shows the positioning of the thermocouples in the test vessel. The gas temperature inside the vessel is measured using four thermocouples and the outside wall temperature using two thermocouples. Thermocouples TA and TE have different hot-junction diameters and are located at approximately the same position to check the effect of the response time of the sensor. For the filling rates investigated in the present study thermocouples TA and TE gave very similar readings indicating that the ordinary diameter thermocouples were small enough. Pressures and temperatures of the filling system, surrounding environment and test vessel are monitored simultaneously during each test run. Table 3 it is important to note that not all cylinders in each bank were used for every test. For any particular run the number of supply cylinders used can be found by considering the mass supplied to the test vessel and the corresponding pressure drop in the supply bank. Figure 3 shows measured inlet temperatures to the 205L test vessel VESSEL A during filling to 35 MPa. Clearly the temperature is far from constant and is influenced strongly by the finite size of the supply vessels and pressure difference between the supply and test vessels. Hydrogen is supplied first from Bank 1 at time 170 s, then Bank 2 and finally Bank 3. For the example shown in Fig. 3 , initially the inlet temperature rises steeply to a peak of around 24 °C. The temperature rise may be attributed to the negative Joule-Thomson coefficient for hydrogen as the gas passes through the regulator and partly to compression work on the gas in the supply line. The temperature change is not instantaneous at the start of the experiment due to the thermal inertia of the piping system. By about time 200 s (30 s after filling commenced) the temperature starts to fall and by time t = 360 s, a minimum of -6 °C is reached. Note that this is much lower than the ambient temperature of about 8 °C. The falling temperature after t= 200 s may be attributed almost entirely to the finite size of the supply bank. The gas inside the supply vessel does work pushing the gas out and thus the temperature in the vessel falls in a manner approximating adiabatic expansion. When the cold gas from the supply vessel passes through the regulator, isenthalpic expansion causes the temperature to rise again but the final temperature reaching the inlet to the test vessel is still quite low as shown in Fig. 3 for 300 < t < 360 s. The same pattern is repeated for Banks 2 and 3. Figure 4 shows the measured gas temperatures in the test vessel VESSEL A for a five minute filling time. Experimental data is given by symbols and lines show calculated results. In particular, the continuous dark line shows the calculated gas temperature using the present model. Two vertical arrows in Fig.4(b) give the times at which the supply tank is changed from one bank to another bank. These points correspond to the changes in trend from a falling temperature to a rising temperature in Fig.3 . ) shows calculations where the inlet temperature was the measured supply temperature given in Fig. 3 . To be consistent, the inlet pressure used for the calculation shown in Fig. 4 (b) was taken to be the pressure of the test vessel rather than the pressure in the supply bank. This is appropriate because the drop in pressure across the regulator influences the inlet gas temperature via the Joule-Thomson effect. Clearly the inlet gas temperature has a significant effect on the model predictions and using the actual measured inlet temperature as the model input data yielded a better agreement between calculation and experiment.
Measurement Results for Test Vessels
Test vessel inlet temperature
Effect of inlet temperature on gas temperature in test vessel
There are two reasons why the calculated temperatures shown in Fig. 4 (a) are in poorer agreement with experiment than in Fig. 4(b) . Firstly, the actual supply temperature is not a constant value. This was shown in Fig. 3 . However, secondly and more importantly, the main cause for the higher temperature predictions after about 300 s in Fig. 4(a) is the fact that the total enthalpy supplied to the vessel in the simulation for Fig. 4 (a) is higher than in the experiment. In other words, the initial supply bank temperature of 12.2°C is too high to be used as an effective average inlet temperature. Reducing the model inlet temperature so that the average inlet enthalpy over the entire filling time is correct yields predictions for the gas temperature similar to those shown in Fig. 4(b) . This is important to note since using a constant value may still be useful for predictions where the time history of the inlet temperature is not accurately known.
Performance of model for different filling times and different vessels
Figures 5 and 6 show results for different filling times and different vessels. Rather than using the measured inlet temperature changing with time, an effective constant inlet temperature was used so that the average inlet enthalpy matched the measured inlet condition. Figure 5 is for vessels that are filled to 35 MPa and on the whole, the agreement between model predictions and experiment is quite good.
The general tendency is for the model to over-predict the gas temperature. Note also that in Figs. 5(b), (d) and Fig. 6 the outside surface temperature of the pressure vessel was measured at two positions of TC1 and 2 and comparison with model predictions also quite good in many cases. The poorest agreement between model and experiment for the gas temperature is in Fig. 6 which shows results for a 130 L vessel charged to 70 MPa. In contrast to Fig. 5 , the gas temperatures in Fig. 6 are around 20 °C higher than the measured temperatures when the vessel was full. 
Gas temperature distribution in the vessels
The thermodynamic model in this study assumes the gas is perfectly stirred and thus the model predictions are best interpreted as the space-averaged gas temperature. Considering the measured gas temperatures at different positions, it is clear that there is a consistent trend in the gas temperature distribution within the vessel. In many cases (e.g. see Figs 4 and 5), thermocouple TB, which is furthest from the inlet, shows the highest temperature reading. Conversely, thermocouple, TD, which is closest to the inlet shows the lowest temperature. Three factors may contribute to this trend. Firstly, as may be expected from Fig. 3 , since the inlet temperature is quite low, the temperature closer to the inlet may be influenced by this cooler gas. Secondly, the flow velocity gradually deceases with an increase in pressure and hardly reaches the furthest area. Thirdly, the gas flow further from the inlet may be less turbulent resulting in a poorer heat transfer coupling between the wall and the gas. Thus enhanced heat transfer near the inlet may be a factor contributing to reduction of the gas temperature for thermocouple TD. The small differences in temperature readings between thermocouples TA and TE may be attributed to the slightly different positions and to the difference in size of the hot-junction diameter.
The influence of the heat transfer coefficient during filling
In all cases shown in Figs. 4 to 6 it was assumed that the heat transfer coefficient was a constant value of 500 W/(m 2 K) during filling. After filling the value was assumed to be 250 W/(m 2 K) and 4.5 W/(m 2 K) for the outside wall. These values were appropriate averaged values recommended by Monde et al. (1) . In reality, however, one would expect that if filling is slower convection heat transfer would diminish. Thus for example, the heat transfer coefficient for Fig why during the first 400 seconds in Fig. 5(c) , the model predictions are around 5 °C lower than measured gas temperatures. In fact, for example, by reducing the heat transfer coefficient to 400 W/(m 2 K) (not shown), much better agreement between the model and experiment during the first 200 seconds for the case in Fig. 5(b) can be achieved. It is worth mentioning that recently Woodfield et al. (6) measured heat transfer coefficient during charging and discharging gas into a vessel and proposed a correlation to predict heat transfer. When charging hydrogen in the actual vessel at the corresponding velocity, the correlation gives the heat transfer coefficient to vary from about 500 to 300 W/(m 2 K) with decreasing its inlet velocity. It is worth noting finally that the outside heat transfer coefficient has no effect on the gas temperature during the first few minutes since time is required for the thermal change to penetrate to outside wall. This is demonstrated in Fig. 7 , which shows the calculated temperature distribution in the wall of the vessel at various times for the case considered in Fig. 5(b) . In Fig. 7 the outside wall temperature (x = 21.25 mm) does not rise much from the initial value until time t = 150 s.
Another interesting observation from Fig. 7 is that the temperature in the aluminum alloy liner is almost uniform, in contrast to the FRP temperature distribution, which is non-linear. This implies that a simple lumped-capacity model for the FRP wall may be inappropriate. Note also that after the vessel was full (t = 650 s) the temperature of the liner starts to fall and the temperature distribution in the FRP starts to even out. This is shown by the dashed line marked t = 800 s. fig. 6(a)) 
The influence of thermal capacity of the wall
In general it may be concluded that the gas temperature is strongly influenced by the capacity of the wall to store and transmit heat. One weakness of the present model is that it assumes a constant thickness of liner and FRP for the entire pressure vessel. In reality however, both the liner and the FRP are considerably thicker in the dome regions at either end of the cylinder. Since the model neglects this extra heat capacity, model predictions should be conservative (i.e. yield an over-prediction of the maximum gas temperature).
This contributes to explaining the over-prediction of gas temperature for all of the cases shown in Figs. 5 and 6. In particular, the 70 MPa vessel, VESSEL C has a short aspect ratio and a very thick wall in the dome section in comparison to the cylindrical section of the vessel. To see if this extra heat capacity for the liner could explain the large over-prediction of temperature shown in Fig. 6 , the calculation was repeated with the liner thickness adjusted so that the total mass of the liner was approximately correct. Figure 8 shows the result of this calculation. Comparing the gas temperature predictions in Figs 6(a) and 8 it is clear that the extra heat capacity in the dome section of the liner can explain most of the difference between the model results and experimental data.
For the cases shown in Fig. 5 , even without any adjustment for the liner heat capacity, the agreement between calculation and experiment is quite good. In this case the cylindrical section of the vessel is large and correcting for the extra heat capacity in the dome does not have a major effect. Figure 9 shows the results for correcting the liner mass for the 205 L vessel. The change in gas temperature is not as dramatic as that for Fig. 8 Fig. 5(a)) comparing Figs. 9 and 5(a) it is clear that after the vessel is full (t > 450 s), the agreement between model and experiment is better for Fig. 9 . This again confirms the importance of the total heat capacity of the liner.
The influence of the inner wall area
Heat transfer from the gas to the wall is also influenced by the inner wall area. The calculation was repeated with the same wall thickness as given in Table 1 but the wall area increased so that the heat capacity was close to the actual one including the extra mass in the dome. In principle this should lead to an underestimate of the gas temperature. Figure  10 shows the result of this calculation. Comparing the gas temperature in Figs. 9 and 10 , one notices that the estimated temperature was improved to be closer to the measured one.
The influence of the wall curvature
Another point worth noting is that the present model assumes rectangular coordinates for heat conduction in the wall (see appendix). However, the effect of using cylindrical coordinates for the wall is not so great for the vessels considered in the present study. Figure  11 shows the same case shown in Fig. 5 (a) recalculated with cylindrical coordinates for the wall. Comparing Figs. 11 and 5(a) it is clear that the effect of the chosen coordinate system for the wall is small.
With a small modification as explained in the appendix, the same model used for filling may be used to predict the temperature during discharge of the supply vessel. The basic difference is that the enthalpy of the gas leaving the vessel is calculated based on the instantaneous temperature and pressure in the vessel itself rather than using a constant value Note that experimental data was only collected for the gas temperature at a single point in one vessel from each bank. The dot-dash line in Fig. 12(a) is the estimated gas temperature change based on adiabatic expansion, namely no heat loss. The heat transfer coefficient during discharging was assumed to be a constant value of 250 W/(m 2 K) for all of the supply banks. Using this value, comparison between the measured gas temperature (symbols) and calculated gas temperature (dark line) is excellent. It is worth mentioning that in a short time after discharging, the measured temperature agrees with the dot-dash line so that it behaves as adiabatic expansion, and after that the temperature is gradually shifted upward by the influence of the heat transfer from the wall.
It is also interesting to compare Fig. 12 with Fig. 3 , which shows the gas temperature at the inlet to the test vessel for the same run. Note that the temperature in Bank 1 (Fig. 12(a) ) becomes much colder (-12 °C) than the minimum temperature at the inlet to the test vessel (-6 °C). The temperature rise between the supply vessel and the inlet to the test vessel is due to the negative Joule-Thomson coefficient for hydrogen as it passes through the regulator.
Enthalpy Difference between the Supply Bank and Test Vessel
The enthalpies at the exit of the supply tank and inlet of the test vessel can be calculated from the pressure and either the estimated or measured temperature. Figure 13(a) shows the enthalpy change with time during which hydrogen gas is supplied from the bank 1. Enthalpies are calculated relative to the reference point 25 °C, 0.1013 MPa where the enthalpy is taken to be zero. Initially and even after filling starts, the specific enthalpy of the gas in the supply bank is higher than the specific enthalpy at the inlet to the vessel. The reason for this is that heat transfer occurs between the warm gas and the cold pipeline before the hydrogen enters the vessel. When the gas passes through the regulator the enthalpy should be almost constant resulting in a temperature rise due to the negative Joule-Thomson coefficient. Heat is then transferred from the warmer gas to the colder pipeline so that the enthalpy of the gas at the inlet to the vessel is lower. However as filling progresses, the temperature of the gas in the supply bank decreases due to the work done pushing the gas out of the vessel. The temperature of the supply bank is shown by the black dash-dot line in Fig. 13(b) . At some point in time (t ≈ 220 s) the temperature in the supply bank is sufficiently low so that even with the increase in temperature due to the negative Joule-Thomson coefficient, the gas temperature downstream of the regulator becomes lower than the temperature of the piping system. After this, heat is transferred from the piping Fig. 13 Effect of heat transfer in the piping system between supply and test vessel system to the colder gas. This explains the observation in Fig. 13(a) that after about t = 220 s, the specific enthalpy of the hydrogen at the inlet to the test vessel is higher than the specific enthalpy of the hydrogen in the supply bank. Figure 13 (b) compares the measured temperature at the inlet, the measured temperature in the supply bank and the theoretical temperature for isenthalpic expansion. The temperature calculated from isenthalpic expansion is always greater than the temperature in the supply bank because of the negative Joule-Thomson coefficient. The difference between the blue dashed line and the red solid line in Fig. 13(b) shows the importance of heat transfer between the gas and the supply piping system.
Conclusions
The main conclusions from this fast-fill study conducted at Powertech in Canada are as follows. 1. The temperature of the hydrogen during charging of three different vessels was measured and compared well with predictions from the analytical model. 2. The model also successfully predicted the temperatures in the supply vessels during discharge. 3. Differences between predictions and experiment can be explained by the fact that the model neglects the extra thermal capacity of the liner and FRP in the dome sections of the cylinders. 4. Heat transfer in the pipeline has an important influence on the temperature of the gas entering the test vessel. Figure A1 gives an overview of the present model. The supply enthalpy, h a is calculated either using a fixed supply temperature and pressure (infinite source size) or as a function of time using the measured inlet temperature and pressure.
Assuming the gas temperature is uniform throughout the vessel, conservation of energy for the gas side is given by Eq. (A1). α h is the convection heat transfer coefficient to the wall, A is the inside surface area of the vessel, T w is the wall inside surface temperature and T g is the gas temperature. The density required to calculate the mass, m in the vessel is given by the real-gas equation of state specified in Eq. (A2). The compressibility, Z, is calculated using a polynomial fit to hydrogen gas data generated the Lee-Kesler method (4) . This data agreed well with tabulated compressibility data (5) for hydrogen in the range of temperatures considered in this study.
It is worth noting that for discharge gas, the enthalpy for the discharged gas in Eq.(A1)
