Procedures for testing the significance of the difference between two sample means have been widely used, and also widely criticized, throughout most of the 20th century. To better codify the procedures, the Neyman-Pearson approach to choosing between two point hypotheses emerged. Although attractive mathematically, that approach is troublesome in practice because investigators are often unwilling to specify a value for the alternative to the null hypothesis and because, of equal importance, both hypotheses, like all point hypotheses about parameters in real-world populations that are subjected to different treatments, are always untrue when calculations are carried to enough decimal places.
The introduction of hypothesis testing did lead to an attempt to reformulate the significance test as a test of a point null hypothesis against all possible alternatives. However, that reformulation failed to silence the critics, for example, Bakan (1966 ), Bechhofer (1954 , Berkson (1938 Berkson ( , 1942 , Cohen (1994) (1968), Meehl (1967) , Rozeboom (1960) , Schmidt (1996) , and Schmidt & Hunter (1997) , among many others. Jones (1955) suggested that an investigator would be misled less frequently and would be more likely to obtain the information he seeks were he to formulate his experimental problems in terms of the estimation of population parameters, with the establishment of confidence intervals about the estimated values, rather than in terms of a null hypothesis against all possible alternatives, (p. 407) Many other critics have echoed that advice, to which we also subscribe, especially when the outcome measure is well defined.
However, when faced with several mean differences, that is, with multiple comparisons, straightforward procedures for establishing confidence intervals may not be available. Also, in some situations, the scale of the outcome measure may be so untrustworthy that the primary interest then may appropriately reside in just the direction of a treatment effect rather than in its size. We propose an alternative to the conventional formulation for whenever a test of significance is to be performed for these or other reasons. (Additional arguments in support of significance testing have been set forth by Abelson, 1997; Hagen, 1997; Mulaik, Raju, & Harshman, 1997; and Wainer, 1999, among others.) A common formulation for the conventional testof-hypothesis version of the test of significance is the traditional test for the equality of two population means, using Student's / distribution. A null hypothesis is set forth, A two-tailed rejection region of the sampling distribution of this statistic, typically Student's ; with df = n A + n B -2, is established by setting a value for a, the probability of rejecting H 0 when it is true, often set as .05. When the t statistic falls in either tail of the rejection region, each with area a/2, H 0 is rejected in favor of //[. The only allowable conclusion is (a) reject H Q or (b) fail to reject that null hypothesis, thereby withholding judgment. Cohen (1994) advised, "Don't look for a magic alternative to" this formulation of the null hypothesis significance test; "it doesn't exist" (p. 1001). In the same article, Cohen cited Tukey (1991) but seems to have overlooked the alternative suggested in Tukey's article (see also Tukey, 1993) . As applied to multiple comparisons, that alternative has been more explicitly developed and illustrated by Williams, Jones, & Tukey (1999) . As shown below, the formulation is entirely suitable for use with a single mean difference as well as with multiple comparisons. When A and B are different treatments, JJL A and |X B are certain to differ in some decimal place so that |JL A -JJL B = 0 is known in advance to be false and JJL A -JX B ¥= 0 is known to be true (Cohen, 1990; Tukey, 1991 ). An extensive rebuttal to this claim has been provided by Hagen (1997) , who stated that "I agree that A and B will always produce differential effects on some variable or variables that theoretically could be measured. But I do not agree that A and B will always produce an effect on the dependent variable." (p. 20). We simply do not accept that view. For large, finite, treatment populations, a total census is at least conceivable, and we cannot imagine an outcome for which |X A -|X B = 0 when the dependent variable (or any other variable) is measured to an indefinitely large number of decimal places. (We come to a similar conclusion with respect to the mean of a single population when H 0 : | JL = k, whether k = 0 or any other definite value.) For hypothetical treatment populations, |JL A -|X B may approach zero as a limit, but as for the approach of population sizes to infinity, the limit is never reached. The population mean difference may be trivially small but will always be positive or negative. As a consequence, we should not set forth a null hypothesis because to do so is unrealistic and misleading. Instead, we should assess the sample data and entertain one of three conclusions: (a) act as if |X A -|X B > 0; (b) act as if |o, A -|X B < 0; or (c) act as if the sign of JJL A -(JL B is indefinite, that is, is not (yet) determined. This specification is similar to "the three alternative decisions" proposed by Tukey (1960, p. 425) .
With this formulation, a conclusion is in error only when it is "a reversal," when it asserts one direction while the (unknown) truth is the other direction. Asserting that the direction is not yet established may constitute a wasted opportunity, but it is not an error. We want to control the rate of error, the reversal rate, while minimizing wasted opportunity, that is, while minimizing indefinite results.
Consider the probability of erroneously concluding that the population mean difference is in one direction when in truth it is in the other. If ji, A -|X B is positive, an error will occur only when the value of t falls in the lower tail of the distribution, with area a/2, which is also the limiting probability of error for that case. Likewise, if JJL A -JJL B is negative, an error occurs only when the / statistic falls in the upper tail of the distribution, also of area a/2. The reversal rate, also the overall probability of error, is then
This P(error) is just one half the probability of Type I error for the traditional null hypothesis test and is the same as that for a one-tailed test (see Jones, 1952) . However, the procedure is symmetric, equally sensitive to a mean difference in either direction.
A task force on statistical inference is currently preparing guidelines for standards to be adopted in psychology journals. In an earlier article, Wilkinson and The Task Force on Statistical Inference (1999) recommended that, when hypothesis tests have been performed, effect sizes and p values always be presented. The adoption of this proposed threealternative conclusion procedure lends itself to reporting the effect size as the estimated value of |JI, A -JJL B (either standardized or not). Regardless of the size of that estimate, and regardless of whether or not the calculated value of t falls in the rejection region, it seems appropriate to report the p value as the area of the t distribution more positive or more negative (but not both) than the value of / obtained from (JJL A|x B )/.s> (The limiting values of p are then 0, as the absolute value of t becomes indefinitely large, and 1/2, as the value of / approaches zero.)
For any specified positive or negative population mean difference, there may be found in the usual way the probability of a Type II error, of withholding judg-ment when the parametric difference is as specified. For each specified difference, the probability of a Type II error is smaller than that for the conventional two-tailed test of significance. Thus, the proposed procedure is uniformly more powerful than the conventional procedure. Hodges and Lehmann (1954) proposed a modification of the traditional Student test, converting it from a two-sided test of the null hypothesis to 2 one-sided tests. Kaiser (1960) proposed combining the 2 onesided tests into a single test, but one with two directional alternative hypotheses, JJL A < (JL B and |JL A > JX B .
(For further discussion, see Bohrer, 1979; Bulmer, 1957; and Harris, 1997.) However, the unrealistic null hypothesis of zero mean difference in the population is included in these proposals, in contrast to the formulation above. By acknowledging the fiction of the null hypothesis and following the implications from "every null hypothesis is false," our formulation yields, for any sample size and any value of a, a test with greater reported sensitivity to detect the direction of a difference between two population means.
Note that those accustomed to make "tests of hypotheses" at .05 would, using the procedures set forth here, do the same arithmetic but would describe their results as a "test of significance" at one half of .05, that is, at .025.
Alternatively, to maintain at .05 the probability of acting as if the parametric difference is in one direction when, in fact, it is in the other, the investigator would employ the .10 tabled value of a.
In summary, then:
• Prefer confidence intervals when they are available.
• Recognize that point hypotheses, while mathematically convenient, are never fulfilled in practice.
• When performing a simple test of significance, seek one of three outcomes, as described above.
