Purpose: To develop a reconstruction pipeline that intrinsically accounts for both simultaneous multislice echo planar imaging (SMS-EPI) reconstruction and dynamic slice-specific Nyquist ghosting correction in time-series data.
| I NT ROD UCTI ON
Echo-planar imaging (EPI) 1 has been the most common imaging technique for functional MRI (fMRI) 2 because of its high blood-oxygen-level-dependent (BOLD) sensitivity and fast acquisition speed ($tens of milliseconds per slice). To cover a whole brain with high spatial resolution, however, a long repetition time (>3 seconds) was typically required, until the recent introduction of simultaneous multislice (SMS) imaging [3] [4] [5] allowed reduction of the repetition time for high-resolution whole-brain coverage.
In SMS imaging, multiple slices are simultaneously excited and acquired. The superimposed slice signal is subsequently unfolded using parallel imaging techniques such as sensitivity encoding (SENSE) 6 and GeneRalized Autocalibrating Partial Parallel Acquisition (GRAPPA). 7 Among various promising techniques, [8] [9] [10] slice-GRAPPA reconstruction scheme 5 is the most widely used method for blipped-controlled aliasing in parallel imaging (blipped-CAIPI) SMS-EPI. This scheme uses single-band (SB) calibration data, which are mostly identical to SMS-EPI in terms of resolution, imaging contrast, Nyquist ghost level, and echo spacing to estimate the slice-GRAPPA kernels that are subsequently used to unfold the superimposed slice signals. To further reduce artifacts that may arise from misalignment of even and odd echoes in k-space, the twokernel slice-GRAPPA method was proposed. 11 This method requires two 1D phase corrections including the slice-group average and slice-specific ghost corrections, which are performed before and after slice-GRAPPA, 8, 11 respectively. Note that the latter correction utilizes a 1D non-phase-encoded single slice navigator (1D-SB-Nav), which is usually acquired once before the SMS-EPI time series. Alternatively, when SB-Nav data are available, they can also be incorporated with other existing slice-specific Nyquist ghost correction schemes. For example, (1) an algebraic reconstruction, which is a hybrid-space SENSE method, 12 directly inverts the encoding matrix in the hybrid x-k y -k zspace after stripping the fully sampled x-direction (readout) and can therefore handle arbitrary, nonperiodic CAIPI blip patterns. This method can also incorporate an echo and slicespecific phase ramp into the signal equation. (2) A 2D-NGC-SENSE-GRAPPA, 13 where NGC stands for Nyquist ghost correction, is able to reconstruct SMS-EPI together with Nyquist ghost correction in a single step. Specifically, fully sampled autocalibrating signal (ACS) data are introduced and have the same zigzag pattern as the slice-aliased multiband (MB) imaging data before being used for training 2D SENSE-GRAPPA kernels. However, all the above-mentioned reconstruction schemes still utilize static 1D-SB-Nav calibration data to handle the phase error in dynamic MB data as in an fMRI experiment. This may lead to increased residual ghosting artifacts in case of subject motion or eddy current variations at different time points. Although dynamic 1D-MB-Nav calibration data (obtained simultaneously from multiple slices and collapsed in the same way as the image data) are available, they cannot be used for slice-specific phase correction, because there is no known way to separate the nonphase-encoded navigator data, that is, to create slice-specific navigator data. Furthermore, 1D-based phase correction often results in images with residual ghosting. 14 Such artifacts can be suppressed more effectively by 2D correction, but at the cost of an additional full k-space reference scan. 15, 16 In this study, we propose a dynamic 2D slice-specific phase correction to address the slice-specific phase error. This correction scheme does not require additional time for acquiring 2D phase difference scans. We introduce two sequential steps consisting of slice unfolding and in-plane reconstruction to reconstruct SMS-EPI data accounting for the slice-specific Nyquist ghosting using 2D self-phase maps. For slice unfolding, even-and odd-kernel slice-GRAPPA 5 were applied to the individual even-and oddecho SMS-EPI data, respectively. For in-plane reconstruction, the individual slices of even and odd echoes were jointly reconstructed by using a model-based framework, 17 which includes slice-specific phase difference estimation and coil combination. These phase difference maps, referred to as 2D self-phase maps, were estimated from the imaging data itself. They were also utilized during the coil combination process. The effectiveness of the proposed method was evaluated in phantom and human brain experiments.
2 | ME THO DS
| Data acquisition
All data sets were acquired on a 3 Tesla MR (80 mT/m gradients; Prisma; Siemens Healthineers, Erlangen, Germany) using a 64-channel head/neck coil. Two healthy volunteers were scanned after informed consents according to the institutional review board-approved protocol. All scans were performed using a 2D blipped CAIPI multiband EPI sequence from the Center for Magnetic Resonance Research (CMRR), University of Minnesota. This sequence sets the field of view (FOV) shift automatically, in which FOV/3 and FOV/4 are the default values for in-plane acceleration factors of 1 and 2, respectively. For testing the proposed algorithm, both phantom and in vivo brain data sets were investigated. The imaging parameters were as follows:
Multiband factor 4, in-plane acceleration factor 1, and echo time (TE)/repetition time (TR) 5 30/3000 ms.
Data set 2(Phantom)
Multiband factor 6, in-plane acceleration factor 2, and TE/ TR 5 30/2050 ms.
Data set 3 (in vivo)
Multiband factor 3, in-plane acceleration factor 2, and TE/ TR 5 30/3200 ms.
Data set 4 (fMRI)
An fMRI experiment using SMS-EPI with MB3R y 2 was performed on the second volunteer. The entire brain was covered using 78 slices with 1.5-mm isotropic resolution and the following parameters: matrix size 5 140 3 140; A standard four-finger tapping task was performed. The volunteer was instructed when to tap and rest using a visual cue. The tasks were carried out in block design with each block comprising 30 seconds of rest followed by 30 seconds of right-hand finger tapping. The blocks were repeated six times for a total of 6 minutes of scanning.
Note that the data sets 1 to 3 were acquired using 50 measurements with the following identical parameters: 24 slices with 2-mm slice thickness; matrix size 5 128 3 128; FOV 5 192 3 192 mm 2 ; partial Fourier 5 6/8; echo spacing 5 0.67 ms; flip angle 5 908 and FLASH-ACS with 32 central kspace lines. Data sets (1 and 2) were reconstructed using the same sensitivity maps.
| Proposed reconstruction pipeline
The reconstructions were performed offline using MATLAB (version 2015b; The MathWorks Inc., Natick, MA). Figure 1 depicts the proposed reconstruction pipeline. The regridding 18 and 1D slice-group average phase correction (PC)
F IGUR E 1 Pipeline of the proposed SMS-EPI reconstruction.
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were applied to both SB calibration and MB aliased data before the following image reconstructions.
| The multiband data reconstruction
Slice-GRAPPA 5 was applied to the even and odd multiband data (s l1 MB and s l2 MB ) separately using the following formulations to mitigate slice-aliasing:
where S j;z1 and S j;z2 are the slice-unaliased even and odd kspace data of the j-th coil at the z-th slice. w b x ;b y 1 j;z;l and w b x ;b y 2 j;z;l , the even and odd weight coefficients at location (b x ; b y ) in the slice-GRAPPA kernels of coil l, are estimated from the even and odd echoes of the SB calibration data, respectively. To avoid signal leakage between the simultaneously acquired slices after unaliasing, the slice-blocking technique 19 was incorporated during the kernel calculation. A kernel size of 5 3 5 was used in all experiments. The CAIPI FOV shift and zero-padding (partial Fourier) were performed before the individual slice reconstruction. Note that two separated slice-GRAPPAs are analogous to the two-kernel slice-GRAPPA. 
| The individual slice reconstruction
Iterative SENSE This step aimed to reconstruct the even and odd complexvalued images that will then be used to estimate the residual phase difference map. In principle, when the even and odd echoes are separated, its individual complex-valued image can be obtained using standard parallel imaging reconstruction. 7, 20 Here, the iterative SENSE was chosen, because it provides flexibility in modeling the physical effects directly, which may be convenient when non-Cartesian sampling or spatial distortions are considered. In this step, two optimization problems were formulated and solved using the conjugate gradient (CG) method 20 : (1 5 sampled, 0 5 otherwise). F denotes the discrete Fourier transform. The Tikhonov regularization with a tridiagonal (1 -2 1) regularization matrix (L) was used to reduce noise and stabilize the solution at high iteration counts. 21 The regularization parameter (k) is a positive real number. Coil sensitivity C j of the channel j was calculated from FLASH-ACS, because it can improve the signal-to-noise ratio (SNR) and temporal SNR (tSNR) of EPI time series. 22 In this work, ESPIRiT, 23 which is available within the Berkeley Advance Reconstruction Toolbox (BART), 24 was used to estimate the coil sensitivities from the FLASH-ACS data.
2D phase difference map estimation for even and odd echoes After solving Equation 2, the 2D residual phase difference map (Du) can be estimated as follows:
The notation * denotes the complex conjugate. Because of the effective doubling of the under-sampling factor in this reconstruction, g-factor noise enhancement in the raw Du images occurs. Such noise can propagate into the final reconstructed image. 17 To address this issue, we applied 2D polynomial least squares fitting to the estimated phase maps. Specifically, in two dimensions, a complete n th order polynomial is given by:
Only the values at masked regions were used to estimate the coefficients a p;q in Equation 4 . Note that a binary mask was constructed using a threshold of 60% of the mean pixel value of the magnitude image, which was obtained by Equation 2. Optionally, within a noisy region, where the polynomial technique may provide inaccurate results attributed to overfitting, a smoothing filter can be used instead. In this work, a cosine tapper with a kernel size 7 3 7 was chosen for a convolution in image space (see Figure 2 ).
Iterative Augmented SENSE
To prevent excessive undersampling when the even and odd echoes are considered separately, we formulate an optimization problem with a single forward operator (A 2 ) that includes both echoes. Specifically, to estimate the artifactfree EPI (v), we solve the following optimization problem using the conjugate gradient (CG) method:
where 1 k consists of a set of phase information fe i0 for k51; and e iDu for k52g. M k is the binary sampling mask (1 5 sampled, 0 5 otherwise), where k51 is for the even echo and k52 is for the odd echo. Note that we assessed the residual artifacts from the first reconstructed slice (near to base of the skull), because it presents the highest noise level (for the whole brain data), to ensure the convergence of CG before choosing the number of iterations and using it for all slices. In addition, the number of iterations was set to 20, except for k 5 1 3 10 21 where slower convergence was detected and therefore the number of iterations was set to 25 instead.
| Ghost-to-signal ratio and tSNR
To calculate the ghost-to-signal ratio (GSR), three regions of interest (ROIs) of size 15 2 pixels within the ghost, object, and noise regions were drawn (see Figure 4a) . The ghost was drawn in the Nyquist ghost region outside the object with highest ghost intensity (G). The image signal was drawn Note that the g-factor maps superimposed at the left corner of their corresponding images were calculated by using a pseudo multiple-replica method 25 with 100 repetitions of newly synthesized noise.
inside the corresponding object region (S). The GSR was calculated as, GSR5
G2N
S , where N is the standard deviation of the background noise intensity (outside the Nyquist ghost and the object regions). Finally, a tSNR map of the EPI time series was calculated as tSNR5 l r , where l is the pixel-wise mean of the time series; and r is its standard deviation.
| fMRI data processing
Applying the proposed reconstruction, two data sets were generated using small k and with large k in order to observe the smoothing effect on BOLD activation maps. The fMRI analysis was carried out using SPM software (version 12). Standard preprocessing steps were performed. The data were motion realigned and high-pass filtered over the EPI time series before applying the general linear model analysis. Note that the small k data were analyzed twice (i.e., with and without a Gaussian kernel for smoothing).
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| Residual phase differences and g-factor evaluations
In Figure 2 , the MB3Ry2 SMS-EPI brain data were reconstructed by two different in-plane reconstruction techniques (i.e., standard SENSE and proposed augmented SENSE). The standard SENSE was applied after 1D slice-group average phase correction and slice-GRAPPA. As a result, the image intensities appear slightly nonuniform as highlighted by red ellipses in Figure 2d and 2k. The residual phase maps corresponding to the above images are illustrated in Figure  2a and 2h. Alternatively, the 2D slice-specific phase map was incorporated into augmented SENSE and the artifacts were notably suppressed, as shown in Figure 2e to 2g and 2l to 2n. However, because of the ill-conditioning problem of the raw phase maps obtained from effectively doubleundersampled images (even and odd), noise amplification propagated into Figure 2e and 2l, resulting in high g-factor values 25 (small superimposed images). This problem has been mitigated when either the smoothed or polynomialfitted phase maps were incorporated. With the improved phase correction, both image intensity variations in local areas and the fluctuations over repetitions were reduced, as shown in Figure 2o and 2p.
| Conventional 1D versus proposed 2D phase corrections
In Figure 3a , standard SENSE reconstruction without slicespecific phase correction resulted in residual artifacts (red boxes) and Nyquist ghosting (red ellipses), leading to tSNR reduction of the corresponding regions. In Figure 3b , the Nyquist ghosting artifacts in a more homogeneous slice were reduced when the 1D slice-specific phase correction was also applied before the standard SENSE. Nevertheless, the phase interferences were still unchanged in the regions of field inhomogeneities (red boxes). These artifacts were mitigated with the proposed 2D slice-specific phase correction ( Figure  3c ), resulting in increased tSNR. Figure 4a shows that the Nyquist ghost levels on the images obtained by the CMRR-provided reconstruction remained high in both phantom and in vivo brain. In the chosen ROIs (appearance of highest ghost intensity), mean 6 standard deviation of GSR over all time points of in vivo brain (180 measurements) is 2.66 6 0.16%. Moreover, in the phantom studies (50 measurements), GSR values for both MB4 and MB6 are larger than 6%. In contrast, Figure 4b shows that the proposed reconstruction can reduce the GSR values for phantom and in vivo brain images to be less than 3% and 2%, respectively. The tSNR maps obtained by either the CMRR-provided or the proposed reconstruction were mostly identical (in vivo results), except when larger k values were incorporated to the proposed reconstruction, resulting in an increase of tSNR values as shown in MB4 and MB6 phantom data sets. Figure 5a shows that with regularization (k > 0) the noise was suppressed, resulting in higher tSNR values and lower standard deviation values. If the noise levels are different across a time series, different lambda values should be used for different time points. However, we observed that the noise levels were very similar across the time series; we thus reduced the number of regularization parameters by using the same value for all time points. Note that the k values shown in the third and fourth columns were obtained by using the L-curve method. 26 Figure 5b and 5c shows the smoothing effect of the proposed reconstruction with the regularization parameter k in an fMRI data. The highest t-score value in the BOLD activation map was increased when the fMRI data set was reconstructed using a larger k value attributed to the effective image smoothing. At a small k, the highest t-score value was 28.70, whereas the value of 31.81 was detected when the large k was used. However, the activation map (Figure 5c ) appears to be slightly smoothed similar to using a Gaussian filter (with small 1 3 1 3 1 mm 3 kernel size; Figure 5d ). Therefore, a loss of spatial specificity caused by the regularization can be minimal in the proposed approach by using small k.
| CMRR-provided versus proposed reconstructions
| Influence of regularization parameters
| DI S CU S S IO N AND CON CLU S IO N
In this study, we have demonstrated that more accurate Nyquist ghost correction in SMS-EPI is possible when the slice-specific 2D-phase correction is considered. The phase difference maps and improved reconstructed images can be achieved from the redundant data samples across multichannel receive arrays by using parallel imaging reconstruction. In practice, using a large number of phase-array coil elements can potentially increase the imaging speed, improve the SNR and tSNR, and provide accurate fMRI. 27 This also allows highly accelerated parallel acquisition, 28, 29 which is directly beneficial for the proposed reconstruction scheme, because the individual even and odd signals are effectively double undersampled during the phase difference estimation. Note that because the proposed pipeline used standard slice-GRAPPA for slice unfolding, it allows reconstruction of data with different FOV shifts or multiband factors. However, the proposed reconstruction may be limited in case of large in-plane reduction factors attributed to the effective double undersampling of the phase encoding. The proposed reconstruction has been demonstrated for data with multiband factors of 3 and 6 in human brain and phantom studies, respectively, but only in-plane reduction factor of 2 was used. The effectiveness of the proposed method on SMS-EPI data with larger in-plane reduction factors requires further investigation.
For SENSE-based reconstruction, accurate coil sensitivity estimation is crucial. In this study, the well-extrapolated coil sensitivities were estimated from the FLASH-ACS data using E-SPIRiT. 23 A common issue, such as coil sensitivity mismatch, 30 between the ACS and EPI data was not observed in this study. However, at higher field strengths where magnetic field inhomogeneity is dominant, the geometric mismatch may become relevant. 17, 31 An alternative calibration scan based on the fast low-angle excitation echoplanar technique (FLEET), which is distortion matched to the EPI, has shown unaliasing performance in the presence of strong field inhomogeneity. 31 Using coil sensitivities estimated from FLEET data may improve the proposed reconstruction at higher field strengths. Optionally, our recent work 17 that considers EPI distortion correction during the reconstruction process can potentially resolve this mismatch, but a B0 field map is required. In Figures 3 and 4 , the dynamic 2D-self phase map correction provided images with a relatively lower Nyquist ghost and its temporal variation compared to the standard 1D approach. Although the proposed phase maps appear corrupted by g-factor-related noise amplification, the smooth 2D phase maps obtained by either polynomial fitting or filtering address this issue as indicated by the gfactor maps in Figure 2f ,g and 2m,n. In general, high-order polynomial fitting is usually prohibited because of potential overfitting if the data are noisy. In this study, second-or third-order polynomial models provided a good fit to the support points within the object and also provided reasonable extrapolation beyond the object boundary as illustrated in Figure 2c and 2j, respectively. However, the fitting model or smoothing filter generally removes high-spatialfrequency components, potentially resulting in residual phase errors particularly in high-susceptibility regions where high-order phase variations may be present. 15, 32, 33 In such cases, two frames of calibration data with equal, but opposite, polarity readout gradients, known as the GESTE method, 33 may allow calculation of high-quality 2D phase maps. Because these maps are obtained from fully sampled k-space data, fitting or smoothing methods may be not be required. Consequently, all phase information is maintained and may be used to correct high-order phase errors. Besides the coil sensitivity estimation, regularization also plays an important role in iterative reconstructions. It not only enables noise suppression, but also stabilizes the convergence at high iteration counts. 21 Moreover, our results in Figure 5c show that the smoothing effect caused by large k appears relatively small, and the activation is only slightly broadened compared to the activation map obtained from the small k. However, the selection of proper k is still challenging. Although automatic selection, such as with the L-curve method, 26 can provide reasonable k values, it requires long computation times to estimate the k values for every time point. The computation time may be minimized by estimating the k value only once and then applying an identical value to all measurements as demonstrated in Figure 5a . This approach may be practical when the noise is independent and the noise levels are comparable across repetitive measurements, as expected in typical fMRI time series. Alternatively, Lin F.H. et al. 34 introduced a computationally efficient and robust approach to estimate the regularization parameters. This so-called variance partitioning regularization was claimed to provide more robust regularization parameter estimation than the L-curve method.
In this study, the imaging parameters for data sets 1 and 2 were set up similarly in order to maintain the image contrast and allow direct result comparison. SMS-EPI enables a significant reduction in TR as a function of the multiband factor, and to maximize MR signal at relatively short TR, the optimal flip angle (Ernst angle) can be used without reducing BOLD sensitivity. 35 One category of fMRI studies that can benefit from temporal resolution improvement is highresolution whole-brain fMRI, which is gaining widespread interest because of its ability in reducing partial volume effects, thereby resulting in more localized and stronger BOLD activation. 36, 37 To acquire such data, however, a high readout bandwidth or large echo spacing may be also required. A recent study 38 showed that these two parameters can increase the intensity of Nyquist ghosting and its temporal variation, depending on the MR scanner's characteristics, and EPI sequence calibrations (eddy current, shimming, etc.). In addition, several studies 15, 39, 40 show that in conditions such as strong subject movement and/or the use of oblique imaging planes, residual Nyquist ghosting can increase, thereby resulting in false-positive activation in fMRI maps. 41 For those cases, the proposed dynamic 2D phase correction may be particularly useful. In Figure 2o and 2p, the temporal variations of image intensity obtained by either the standard 1D or the proposed 2D phase corrections appear only slightly different. This is likely attributed to very small motion of the volunteer's head in this example.
In conclusion, this study demonstrates that improved SMS-EPI quality can be achieved when a slice-specific 2D phase correction is performed. This phase correction step is fully integrated into the image reconstruction. The proposed reconstruction can successfully reduce the SMS-EPI phase errors, thereby resulting in reduced Nyquist ghosting. The proposed SMS-EPI reconstruction can be applied to fMRI time series because the smoothing effect caused by the regularization parameter selection can be minimal in BOLD activation maps.
