Progress on the numerical modeling of a prototype fuel cell is reported. Known limitations of the original model are addressed, such as a diluted approach to species transport and a homogeneous reaction model, in order to better reflect the understanding of the physical processes. A mesh convergence study is carried on the improved model, and a comparison between model frameworks is made. Non-monotonic behavior is seen for relevant variables in the convergence study, indicating these are not in the asymptotic regime even at the finer meshes available. Error estimates were obtained using extrapolation schemes and a proxy, reduced computational geometry, resulting in average errors of ∼ 10%. Model comparison showed better correlation between the improved model and available experimental data, however it lacks validation power when the error estimates are taken in account. Further model improvements are envisioned, as well as the necessity for additional experimental data and computational resources for validation. *
I. INTRODUCTION
This work builds on a previously published model of a prototype fuel cell cathode [1] , with the main goal of improving the mathematical framework and therefore the model's accuracy. Known limitations of the original model were addressed, such as the use of Fick's law for species diffusion and a homogeneous reaction model. In addition, a mesh convergence study was carried in order to assess the model's uncertainty due to discretization, and thus provide an estimate of its precision. The remainder of this work is organized as follows.
Section II provides an overview of the original model's mathematical formulation and the improvements made, as well as a description of the mesh convergence study. Section III first presents the observed behavior of relevant variables with mesh resolution, then proceeds to compare the original model to the improved one. Finally, Section IV concludes with a summary of the results and brief remarks on future studies.
II. METHODS
The model simulates a prototype polymer electrolyte fuel cell (PEFC), a half-cell originally described by Lopes et al. [2] , and as such the relevant domains included are: i) the flow channel (Ch), in this case a single serpentine geometry, ii) the porous transport layer, here comprising only a macroporous substrate (MPS) made of carbon paper (representing Toray TGH-060 with a 10% PTFE hydrophobic treatment), and iii) the catalyst layer (CL),
where the catalyst and substrate particles are considered are homogeneously distributed (representing Sigma Aldrich Nano Silica Gel on TLC plates, see [2] for details). Domains ii) and iii) comprise the porous media domains (Pm). Figure 1 shows the domains' disposition and Table I presents the geometrical parameters.
The setup used for all simulations was a workstation with two Intel Xeon E3 nodes and 128GB of RAM, operated with a 64 bits Debian9 distribution, Linux kernel v. 4.9.0-4. The software used was the commercial package COMSOL Multiphysics , v.5.1.0.234, along with the Batteries and Fuel Cell, CFD, and Chemical Engineering modules. All data handling and processing was done using GNU Octave v.4.2.1 [3] . The original mathematical formulation can be found in [1] , but a brief description will be given below, followed by the improvements made on this work. The model covers momentum and species transport, assumes thermal equilibrium and was solved to steady state. The momentum transport is described using the (compressible) Darcy-Brinkman formu- where ρ and µ are the fluid's density and kinematic viscosity, respectively, u is the velocity field vector, P is the relative pressure, and and κ are the domain's porosity and permeability, respectively ( = 1 and κ → ∞ for free flow). As shown in [1] , DB provides a better description of this system when compared to a Stokes-Darcy approach, i.e. manually coupling the Navier-Stokes equation for the Ch domain and Darcy's law for porous media.
The relevant parameters are shown in Table II , chosen in order to describe the materials and conditions used (see [2] for additional information). A normal inflow velocity, as inlet, and a constant pressure boundary conditions, for the outlet, were used.
The species transport was originally modeled using a diluted-species approach, coupling the advection-reaction equation:
to Fick's law of diffusion, which defines the molar diffusive flux vector:
where D O 3 and C O 3 are the diffusion coefficient and the concentration of ozone, respectively.
Given the inlet concentration of the species of interest, O 3 , of the order 10 3 ppm, such an approach was considered reasonable [1] . The reaction term was defined by a homogeneous first-order reaction:
where the apparent reaction rate constant, k app , is a free parameter to be adjusted against experimental data. The relevant parameters are shown in Table II . Finally, for the sake of reference, the mesh used in [1] followed a custom-made procedure, based on the software's recommendations, with ca. 1.7 × 10 6 domain elements. The set of equations was solved using a two-step segregated solver, with each step using an implementation of the PARDISO [9] linear solver, to a relative tolerance of 10 −3 . A parametric solver was used to vary the inlet flow rate, with initial value Q = 200 cm 3 min −1 and a step of δQ = 50 cm 3 min −1 up to 450 cm 3 min −1 , where each solution was used as the next step's initial value.
Improved model
The improvements in the model were largely implemented in the species transport formulation, with a closely related addition of surface cover kinetics, and two relatively minor changes. Additional parameters relevant to the improved model are given in Table III . The first minor change concerns the inlet boundary condition in the momentum transport: a (standard) mass flow rate condition is now being used:
with dry air at T std = 273.15 K and P std = 1 atm defining the standard density ρ std = P std M air /RT std . The fluid's density is still given by the ideal gas law, but now it is subjected to the composition given by the species transport equations below; while the viscosity is given by a constitutive relation for air, from the software, function of T only. The second minor change concerns the model's geometry and is left to the end of this section, as it is closely related to the mesh convergence study.
The main change in the model, which brings about most others as consequence, was the use of a concentrated-species approach to the fluid, which uses the following statement of species conservation, i.e. the advection-reaction equation:
where ω i is the mass fraction of the i-th species, while the mass diffusive flux is given by the Maxwell-Stefan (MS) model:
where D ik are multi-component diffusivities, d k is a so-called diffusional driving force, χ k is the molar fraction and P A is the absolute pressure. According to the User Guide for COMSOL's Batteries and Fuel Cells module, in the version used the D ik are multi-component Fick diffusivities, which are obtained from the MS diffusion matrix. In addition, the Knudsen regime was implemented for porous media transport:
Here two effects are added in a parallel-resistances fashion: i) the porous media diffusion
which applies a correction f Pm , function of the porosity and tortuosity of the porous medium, to the "free" diffusion coefficient D free ij ; and ii) the Knudsen regime diffusivity, obtained through kinetic theory:
where d p is the average pore diameter, commonly used instead of the mean free path in porous media, R is the gas constant, T is the temperature and M i is the molar mass. In this case, the average pore diameter is obtained using the Millington & Quirk model for cemented particle beds [11] for simplicity. It will be noticed that Eq. 10 is written for a single species, Due to the difficulty of obtaining these coefficients, and given that the concentration of ozone is small, whereas that of N 2 and O 2 are constant, the value given in Table II is still used. Second, given the already pointed out constant relative concentrations of N 2 and O 2 , and to minimize computational costs, the components of the mixture were O 3 and "air", the latter with a molar mass of M air (see Table III 
. It is also understood that the porous medium affect species transport despite the contribution of the Knudsen regime, thus the application of the correction factor in Eq.
9. Section III of the SM provides a comparison with a few possibilities regarding this issue, in order to illustrate the expected effects in the system under study.
Back to the mathematical formulation, the reaction involving ozone degradation, and hence light emission, was modified to include the interaction with the dye molecule in an adsorption-desorption step, then leading to decomposition:
where the dye molecule is 7-diethylamino-4-methylcoumarin [2] . In this way, a new variable was defined, θ O 3 , representing the surface coverage of ozone, with kinetics modeled by the differential equation:
where c O 3 is the ratio of the appropriate activity coefficients for bulk and adsorbed O 3 , k 1 and k −1 are the forward and backward reaction rate constants for the adsorption-desorption reaction, respectively, and k 2 is the reaction rate constant for the decomposition reaction.
Eq. 13 can be written as function of alternative variables concerning O 3 , such as mass fraction or density, with the appropriate factors incorporated in the reaction rate constant.
To couple with Eq. 6, one may write:
which corresponds to the total reaction rate for the adsorbed ozone over the CL domain,
given that A v is the total surface area by unit volume and Γ * s is the total surface concentration of active sites, i.e. dye molecules (see below). Thus, by excluding the last term of Eq. 13, one may write the sink term for bulk ozone as:
Given the relative order of magnitude between k 1 and k 2 found to better correlate with experimental data (see Table III ), the desorption term was neglected, thus leaving the sink term as:
where it was further assumed that c O 3 ≈ 1. The total surface concentration of adsorption sites can be obtained with:
where Γ dye is the reported [2] quantity of dye deposited over a given geometric area of CL and t CL is the thickness of the CL. The A v can, in principle, be determined experimentally, but for now it is calculated using a simple model:
where r p is the average particle radius, in this case the silica particles where the dye were anchored on (Nano Silica Gel, Sigma Aldrich).
The solver configuration used depends on the actual mesh used, however it followed a general configuration according to the number of mesh elements. A detailed description, as much as possible, can be found in Section IV.A of the SM. The general outline is the following: a segregated 3-steps solver was employed, with step i) solving for θ O 3 , step ii) solving for u and P , and step iii) solving for ω O 3 .
Step i) always employed a direct solver, based on MUMPS [13, 14] , while step ii) always employed an iterative solver based on GMRES [15] , a multigrid scheme with a number of levels and mesh coarsening scheme depending on the number of mesh elements.
Step iii) either employed a direct solver, also MUMPS-based, or a GMRES-based iterative solver using the domain decomposition method [16] . The direct solver was employed for the cases where λ ≤ 4, otherwise the iterative solver was used, with the number of sub-domains depending on the number of mesh elements. All steps used a constant dampening factor in all cases, being 1.0, 1.0 and 0.7 for steps i), ii) and iii), respectively. In addition, a parametric solver was used to vary Q from 200 to 450 cm 3 min −1 with a step of 50 cm 3 min −1 , with the previous solution used as initial value for the next one.
A last change implemented concerns the geometry of the computational domains, and is related to the mesh convergence study described in the next section. The full geometry was assembled as two distinct geometric entities: the Ch and the porous media. The Ch domain follows the description in [1], with the following modifications: i) the inlet and outlet sections where extended to fully cover the supporting plates existing in the experimental prototype (7 mm) [2] , and ii) the upper boundary, partly in contact with the MPS, was segmented in two, corresponding to the section in contact with the MPS and the remaining part, closer to the inlet. The porous media domains are simply rectangular-shaped domains, with the addition of a copy of the Ch upper boundary at the lower boundary of the MPS, representing the part of the boundary in contact with the Ch domain. Figures 1c and 1d illustrates the above points.
The changes in the geometry were made in order to appropriately separate the meshes (and meshing procedure) of each geometric entity, thus allowing a greater control of the meshing procedure. As a consequence of these changes, explicit coupling between the geometric entities was needed to ensure the proper continuity of the model's variables, i.e. the flow field, u, and ozone mass fraction, ω O 3 . This was accomplished via an identity pair.
Since the relevant boundaries were sectioned to properly match one another (at the Ch and MPS domains), no fallback features were necessary.
B. Mesh Convergence Study
1. Algorithm and refinement procedure
As mentioned above, the model's geometry was an assembly of two geometric entities, the flow channel (Ch) and the porous media (Pm). This separation was used in order to achieve a larger degree of control with respect to the meshing procedure, allowing, for example, meshing the Ch and Pm domains separately in order to investigate the effects of each mesh individually. Following much experimentation, a protocol was established in order to assess mesh convergence in all domains, with respect to a single index, λ, which is somewhat connected to the more usual element spacing h in structured meshes. The meshing algorithm, briefly, had the following outline:
1. Meshing of the Ch domain with tetrahedral elements, with scaling factor λ.
2. Splicing the boundary-adjacent elements to add 3 hexahedral elements ("boundary layer elements", BLEs).
3. Copying the upper boundary of the Ch mesh to the projection onto the lower MPS Given the current computational resources available, a reduced version of the geometry was employed to solve the model when using dense meshes. The Ch domain was shortened to 4 horizontal sections of the serpentine geometry, down from 10, as shown in Figure   2 . The Pm domains were reduced accordingly, with the remaining geometric parameters kept constant. As such, the scaling factor λ for the reduced geometry takes the values 
Convergence analysis
Four variables were tracked in order to assess mesh convergence. These are of experimental interest, and, with the exception of the speed profiles, are readily available given the experimental setup [2] . These were selected to allow comparison between the reduced and full geometries, as well as between old and present model formulations (see Section II C). It is understood that some variables are functionals of the base variables solved in the model, and thus might not be as sensitive to the mesh. The chosen variables are the following:
• the ratio between reactant consumption, ∆χ O 3 , and the apparent reaction rate R O 3 ;
• pressure drop, ∆P , normalized by the inlet pressure, P in ;
• the flow speed profile, U , along the x and z axes; and
• the ozone partial pressure, P O 3 , along the x axis.
Concerning the acquisition of the data from the model, Figure 3 shows, for the reduced model, the relevant geometric entities used. The same are used for the full model, when appropriately scaled. A brief description of the adopted procedure follows. ∆χ O 3 and ∆P are simply the differences in value between inlet and outlet averages, while P in is the inlet average pressure. R O 3 is given by integration over the upper CL boundary ( Fig. 3a ) of the term A v Γ * s k 2 θ O 3 , which is the volume-averaged decomposition term for θ O 3 . The U profiles were obtained at mid-length of the third horizontal section (Figs. 3b and 3c), where the x axis profile was obtained at mid-height, while the z axis profile was obtained at mid-width.
The P O 3 was obtained at the upper CL boundary ( Fig. 3d ), along a line parallel to the x axis, passing over the turn sections of the flow channel.
In addition to the variables mentioned above, some spatially-resolved variables were also acquired, albeit mainly as illustrations of the effects of the grid resolution. These are the ozone partial pressure P O 3 , obtained at the upper CL boundary, and U surfaces, obtained with a xy plane mid-height of the Ch domain and a yz plane cutting the middle of the second turn, before the section where the U profiles were taken. Finally, some variables were obtained to explore secondary issues, not related to mesh convergence. These were i) additional P O 3 profiles, parallel to the one shown in Fig. 3d , obtained at different y values: Fig. 3d ), y 2 = y 1 − (w c + w l ) and y 3 = 0. And ii) In order to quantitatively assess mesh convergence, the scalar variables, i.e. ∆χ O 3 /R O 3 and ∆P/P in , were analyzed within the framework of the grid convergence index (GCI), as reviewed by Roache [17] . Thus, the generalized Richardson extrapolation was employed to provide an estimate on the error given by the discretization of the computational domains.
First, the effective refinement factors were calculated using [17] : 19) where N is the number of elements in a given mesh and D = 3 is the dimensionality. Eq.
19 was also used to calculate an effective, normalized element spacing, h, used to plot and visually analyze the mesh convergence of the selected variables. For such effect, a mesh is chosen such that r eff = h = 1, thus coarser meshes are given by h > 1. For the reduced geometry, λ = 16 was used, while for the full geometry λ = 12 was used. The orders of accuracy were all calculated iteratively following the suggestion given in [17] (Eq. 15 of [17] ), as the refinement ratios were non-integers and not constant. The generalized Richardson extrapolation was then used to estimate the exact value for a given variable f , by comparing the finest grid solution with a coarser one:
where we use the commonly employed convention of referencing the finer mesh with index 1, and progressively coarser meshes as 2, 3 and so on; 21 = f 2 − f 1 is the error, while r 12 is the (effective) refinement factor between meshes 1 and 2. The GCI is then given by:
where F s is a safety factor, taken as F s = 1.25 in this case [17] . As mentioned above, the GCI is then used as an estimate to the error of the model due to the discretization.
In addition to the generalized Richardson extrapolation, a mixed-order extrapolation, described by Roy [19] , was also employed. This extrapolation scheme has the advantage of not requiring the calculation of the order of accuracy, and thus potentially allows nonmonotonic behavior and singularities in the grid convergence analysis. In this case, the discretized solution is given by a power series in h [19] :
where k stands for a given mesh index following the convention pointed out above. In [19] , a 1st-and 2nd-order scheme is presented, withf M ≈ f exact being obtained by solving a set of three linear equations up to powers in h 2 k . It is also mentioned [19] that it is possible to include higher-order terms by coupling additional equations, and thus meshes, in order to increase the order of the extrapolation. The error estimate is then calculated following a simple error calculation:
where it can be seen that it is essentially the same as Eq. 21, when using the Richardson extrapolation to estimate the exact value [18] .
C. Comparison between Models
The models described in Section II A were compared to each other, with the previously published[1] model being referred to as Alpha, while the improved model was called Beta.
Similarly to the mesh convergence analysis described above, experimentally relevant variables were analyzed, both qualitatively and quantitatively. Since the models use different species transport formulations, in particular concerning the reaction terms, the ratio In order to ascertain that differences between models are not due to mesh influence, both Alpha and Beta models were run using the mesh chosen after the convergence analysis (see Section III A, in particular Section III A 3). The chosen mesh was built using λ = 12 without BLEs, following the scheme described in Section II B.
III. RESULTS
As mentioned in Section I, first the results concerning the mesh convergence analysis shall be presented. The different mesh schemes and relevant variables analyzed are described in Section II B, and additional details can be found in the SM. Following some discussion considering mesh choice and error estimation, the original and improved models Alpha and Beta respectively, will be compared and discussed following Section II C.
A. Mesh Convergence Study

Reduced Geometry
We start with the analysis of the reduced model, in order to cover the full range of λ studied. Following Section II B 2, first the scalar variables will be analyzed, followed by the speed and partial pressure profiles and finally the partial pressure surfaces. Thus, rather unfortunately, demonstrating mesh convergence for experimentally relevant variables in fuel cells may be a harder case than usually assumed.
We now proceed to analyze the profiles, starting with the speed profiles, U . Figure 5 shows the U profiles parallel to x and z axes, at Q = 350 cm 3 min −1 . Once again it is seen a marked difference between meshes with and without BLEs at high h (low λ). Concerning the dependence of U with h, it can be seen that, as h → 0, the flow in the Ch domain assumes a Poiseuille-like shape, i.e. parabolic as function of wall distance. This is of course expected at the center of the channel, for a well-developed flow field, and suggests the MPS, on the other hand, U takes a more complex shape that is quite inappropriately modeled for λ ≤ 4. Such profile is thought to result from the interaction with the Ch and CL domains, where both have larger permeabilities than the MPS (with κ Ch → ∞). While the case of coupled free and porous media flow is widely studied in general, when approaching the problem analytically it is common to assume a semi-infinite porous medium domain (see for instance [4, 21] ), which leads to a transition zone at the boundary and a plug flow in the porous medium that is typical of Darcy's law. Interactions between porous media, or walls, are less explored and possibly quite idiosyncratic, leading to unconventional effects (see for instance [22] ). Thus, it is difficult to judge if the U profile in the Pm is well-described, as some changes are still noticeable between λ = 12 and 16 (see Section III B and Section VIII.B of SM).
Another point worth noticing concerns the symmetry of the U profiles with wall distance.
While it is not clear in Fig. 5 , and the effect is somewhat subtle, the improved description of u as λ increases allows modeling finer structures that might provide additional insight on the interpretation of experimental results. Figure 6 shows superimposed U profiles of the no-BLEs mesh variant, for λ ≥ 8 and selected values of Q. For the sake of visibility the BLEs variant is not shown, however it does show the same trends discussed below, as suggested by the close agreement between mesh variants shown in Fig. 5 . For the x profiles ( Fig. 6a ) it can be seen that, for λ = 8, U is virtually symmetric around the center of the channel, even as Q increases. As λ increases, however, it becomes increasingly apparent that U is not symmetric, in particular for high Q. It is noteworthy that for λ = 16 the U profile is asymmetric throughout the Q range simulated. This is likely to be an effect of secondary flows at the turns of the channel, which are better resolved the finer the mesh. This will be further explored below, but it already points out that the turns of a serpentine flow channel have far-reaching effects on the flow field, besides the fact that it greatly contributes to the convective transport in the porous media[1]. Regarding the z profiles (Fig. 6b ), the asymmetry in U is much more subtle: there are virtually no deviations for λ = 8 and 12 throughout the Q range, while λ = 16 shows some asymmetry at Q ≥ 350 cm 3 min −1 , becoming apparent at 450 cm 3 min −1 . This effect appears to be caused by the porous interface, between Ch and MPS domains, as no such asymmetry is seen when a no-slip boundary condition is set instead (not shown). It is not clear, however, if it is also related to the turns of the flow channel. We sidetrack now for a moment to consider the spatially-resolved U surfaces, in order to get a glimpse on the effects of the mesh on u as mentioned above. Resuming our analysis, we move to the ozone partial pressure profiles, P O 3 . Figure 8 shows the profiles obtained at the upper CL boundary, along the x axis, for Q = 350 cm 3 min −1 .
Analyzing each mesh variant individually at first, it is observed that the BLEs variant ( Fig.   8a ) shows relatively little qualitative change, and progressively small changes as λ increases.
On the other hand, the no-BLEs variant (Fig. 8b) show a marked increase in P O 3 at the end of the flow path, as λ increases. Nevertheless, when comparing both mesh variants, it can be noticed that their profiles are very similar at λ = 16, although their dependency on h is somewhat different. This is further illustrated on Fig. S10 , where fewer values of λ are shown, and very small differences are seen between the variants at λ = 16. It is thus seen that the P O 3 profiles benefit from BLEs at high h, particularly at the end of the flow path.
Finally, in order to provide a broader, albeit qualitative view on the effects of the mesh on P O 3 , we will briefly analyze the ozone partial pressure surfaces, P O 3 . Trend iii) is also thought to be connected to the improved description of u, as well as improved resolution across the Pm domains' thickness. However it provides a counterevidence to the point raised when analyzing Figs. 6 and 7. It was suggested that the effect the BLS has on u after each turn, that of deforming its x profile towards the wall, could underlie the broader reactant plume observed in the experimental P O 3 surfaces (see [2] for the original data and [1] for a comparison between experimental and numerical data).
While u at the Ch domain has a large influence on the Pm domains, and refining the grid indeed corroborates this point, it appears that this discrepancy between experimental and numerical data is not yet settled.
Trends iii) and iv) warrant some additional inspection, as it might be useful when considering numerical results with lower grid resolution. Following the inverted analysis of trends iii) and iv), we start by further analyzing trend iv), by looking into the reactant transport. Returning once again to trend iii), additional insight may be obtained by considering Figure 11 shows the P O 3 /R O 3 profiles at three parallel lines along the x axis, described in Section II B 2 by y 1 , y 2 , and y 3 . Shown are selected values of λ and Q for the no-BLEs mesh variant, in order to illustrate the changes as either λ or Q increases. In all profiles it is seen that, contrary to Fig. 8 , the local maxima corresponding to the Ch domain increases: while the absolute value of P O 3 may decrease as λ increases, the value relative to R O 3 increases. This corroborates the scenario that, while the magnitude of the convective transport of reactant may decrease with λ, the improved description of u given by the finer grids better capture the reactant distribution in the device. This is seen to be particularly important at the end of the flow path, where λ = 4 greatly underestimates the local reactant distribution. Regarding trend iii) and the hypothesis discussed before, Fig. 11 settles the issue, showing that in fact the spread of the reactant plume, between Ch sections, decreases with λ. Increasing Q also increases the plume spread, as already seen in Fig. 9 , as well as slightly shifting the local maxima towards higher x values, corroborating the effects of the shifted U maximum seen in Fig. 6 . Thus, while the improved description of u in the Ch domain has effects throughout the Pm domains, it does not seem to be responsible for the reactant plume spread seen in the experimental data.
Full Geometry
We complete this first analysis with a brief comparison between the behavior of the reduced geometry, analyzed above, and that of the full geometry. Focus will be given to the largest values of λ used with the full geometry, 8 and 12, as well as the largest value used for the reduced geometry, λ = 16. In addition, only the no-BLEs mesh variant will be used, as the analysis above already shows that both mesh variants provide very similar results for λ ≥ 12. The entire range of λ for the full geometry, as well as the BLEs mesh variant can be found in V.B of the SM (Figs. S12 to S19).
Once again we follow the order previously established, starting with the scalars described on Section II B 2. Figure 12 presents the ∆χ O 3 /R O 3 and ∆P/P in ratios for both reduced and full geometries, as functions of a normalized effective element spacing h , calculated with reference to the meshes with λ = 12. It can be seen that, for both scalars, the convergence behavior is very similar between reduced and full geometries. It should be pointed out, however, that the ∆χ O 3 /R O 3 ratio displays a monotonic behavior for the full geometry. An additional mesh with λ = 10 might help to draw this behavior out, although it is unnecessary given that R O 3 display non-monotonic behavior with h ( Fig. S12b ). Care must be taken, therefore, in order to realize a fuller picture before drawing conclusions on grid convergence.
Small differences in value, mainly seen in Fig. 12b , are likely due to the fact that the corners in the Ch domain contribute non-linearly to the overall results of the device, particularly for ∆P . This is another evidence to the well-known fact that the scaling of fuel cells is not linear, in particular for serpentine-type flow channels.
Moving on to the U profiles, Figure 13 shows the x and z profiles for both geometries, Finally, the P O 3 profiles are compared in Figure 14 , while the P O 3 surfaces for the full geometry are shown in Figure 15 , comparing them with the reduced geometry for λ = 12 (see also Fig. 9 ). Regarding the P O 3 profiles, Fig, 14a shows close similarities between reduced and full geometries at the beginning of the flow path, with a marked distinction at the last local peak. The similarities are once again to be expected, given the geometrical and operational parameters of each model. The significant difference at the last peak of Fig. 14a , while at first may stand out, is readily understood when noticing that in Fig. 14b the same happens for the full geometry: the last channel of the Ch domain has no gradients driving the reactant forward in the CL domain, thus acting only as the final sink. Fig. 14 thus shows once again that both reduced and full geometries have similar grid convergence behavior, while at the same time further illustrating the non-linear scaling of fuel cell devices.
Regarding the P O 3 surfaces, shown in Fig. 15 , the same behavior observed for the reduced geometry is seen when comparing λ = 8 and 12 for the full geometry, however in smaller magnitude, given the smaller grid refinement between them. The clearer aspect to be seen is the decrease in maximum P O 3 , which follows the behavior seen in Fig. 9 . When comparing both geometries, with the reduced one shown scaled in Fig. 15c for better comparison, it can be seen that the P O 3 surfaces are very similar. The major difference is at the spread of the plume after the third peak in the reduced geometry, however that is clearly due to the interaction with the last section of the Ch, as pointed out above when analyzing Fig. 14. Indeed, the same behavior, albeit with much smaller P O 3 values, is seen at the ninth peak.
The data show that the reduced geometry is a good proxy to study mesh convergence in the fuel cell prototype's model, given that we are currently unable to simulate meshes with λ > 12 for the full geometry. Having shown this correlation between geometries, it opens up the possibility of further studying the numerical aspects of the model as function of the mesh, extending the current analysis to structured meshes and improved unstructured mesh schemes that may allow denser meshes with comparable computational resources.
Estimation of Discretization Error
Given the qualitative analysis of Sections III A 1 and III A 2, it might be argued that the variables chosen to track mesh convergence do not, in fact, show convergence. Not only the convergence appears to be relatively slow, some variables also show non-monotonic behavior depending on the mesh scheme. While a robust sign of convergence would be ideal, given the computational resources and accuracy of experimental data available, it is important to point out, as did Roache [17] , that most of the time actual mesh convergence is impractical.
Thus, instead of going further down this rabbit hole, we chose to accept the fact that the model has some error due to discretization, and tried to estimate that. We will now present the results from the generalized Richardson extrapolation (GRE), following Roache [17] , and the mixed-order extrapolation (MOE), following Roy [19] , used to estimate the discretization error of the scalar variables, according to Section II B 2.
First and foremost, it should be pointed out that, given the convergence behavior observed in Section III A 1 and the refinement ratios used in this study, it was not clear which set of meshes should be used in the extrapolations in order to accurately reproduce the behavior seen. It is pointed out by Roache [17] that the refinement ratio between grids, r, should be r > 1. 3 [4, 10, 16] used for the MOE up to h 2 k . The same schemes were used to estimate the discretization error on the individual variables, ∆χ O 3 , R O 3 , and ∆P . We proceed now to evaluate the results of using the GRE and MOE schemes with the aforementioned meshes, in order to establish the best estimate of the discretization error of the reduced and full geometries of the model under study.
We start with the scalar variables already discussed in Sections III A 1 and III A 2. Figure   16 shows the scalars as function of h, with the three extrapolation schemes: GRE, 1st-and 2nd-order MOE (MOE-12), and 1st-, 2nd-and 3rd-order MOE (MOE-123). Concerning the Figs. 16a and 16b show that the MOEs show better agreement with the numerical results, while the GRE clearly overestimates the convergence of the variable, with very small differences between h = 1 to 0. In particular, the MOE-123 shows the best fit to the entire h range, which is expected given the choice of meshes to calculate the coefficients and extrapolate. MOE-12 shows good agreement, despite the poor description at high h, in particular for the BLEs variant. However, when comparing MOE-123 to MOE-12 for the BLEs mesh variant, it appears that the derivative between h = 1 and 0 is somewhat overestimated, however that is based on the assumption that for λ ≥ 10 (h ≈ 1.5) the variable is in the asymptotic range.
For the ∆P/P in ratio, Figs. 16c 16d show better agreements between the GRE and MOE From Fig. 16 , it is concluded that the MOE-12 scheme applied to the no-BLEs mesh variant provides the best agreement between extrapolation scheme and numerical results available. In addition, it was already shown that the results of both BLEs and no-BLEs mesh variants converge at low h (Fig. 4) . Thus, given the smaller, albeit slightly, computational cost of using the no-BLEs mesh variant, we now establish it as the standard for further studies and to estimate discretization error for the individual variables and the ratios analyzed so far. Estimation of discretization errors for the BLEs mesh variant can be found in Section VI.B of the SM (Fig. S22 and Table S9 ).
Carrying on, then, with the error estimate, Figure 17 shows For the sake of completeness, and also due to experimental interest, we also briefly report the error estimate for the individual variables. Figure 18 shows the estimates for ∆χ O 3 , R O 3 , and ∆P , as function of Q. It appears at once that the error estimates for ∆χ O 3 (Fig.   18a Secondly, these are the estimates for the reduced geometry, which allows a significantly finer mesh and, given the behavior seen in Fig. 16 , should present smaller error estimates than the full geometry. Estimating the errors for the full geometry is not straightforward, however, given what is now known of the behavior of the scalar variables as functions of h and the effect different mesh schemes have on the extrapolates. Given the estimate of the exact value using the MOE-12 scheme, one may estimate the error at a given h for the reduced geometry using Eq. 23. Scaling between the reduced and full geometries might be necessary, however, as the scalar ratios used to track convergence are not entirely independent of the geometry. Fig. S23 shows that, for a good approximation, the ∆χ O 3 /R O 3 and ∆P/P in ratios for the full geometry are linear functions of the ones for the reduced geometry. In particular, as can be expected from Fig. 12 , the ∆χ O 3 /R O 3 ratios are, to a very good approximation, related by f full = f reduced + C, where in this case C ≈ 0.88 (red line in Fig. S23 ). Thus, the error estimate obtained for the reduced geometry, at λ = 12, is a good estimate for the full With these points in mind, Figures 19 and 20 present the scalar variables of interest, respectively the ratios and individually, for the full geometry using the no-BLEs mesh variant.
In Fig. 19 it can be seen that the error estimates for the ratios are quite similar for both geometries, albeit higher. This is expected given how the estimate was taken and the small differences already seen between meshes with λ = 12 and 16 (Fig. 4) approximately 10 times for Q ≥ 300 cm 3 min −1 . For ∆P , the situation is somewhat better, with errors showing at least the same order of magnitude. Nevertheless, it is clear that the meshes being used have great need for improvement, given the precision already available to the experimental device, and the expected increase with future developments.
We conclude this section and the grid convergence analysis of the PEFC prototype model by summarizing the results shown and discussed above. We reiterate the need to assess the uncertainty in a numerical model, be it low or not. The reduced and full geometries used to estimate the discretization error of the model show that the model has great need of mesh improvement, since the estimated relative errors, even for the best meshes, are ∼ 10% and above. However, the grid convergence analysis shows that the experimentally relevant variables, discussed overall in Section III A, show relatively slow convergence, particularly ∆P , but also non-monotonic behavior that depends not only on the element size, but also on the mesh scheme. Thus, in addition to finer meshes and additional computational resources, it could be helpful to search for alternatives that might contribute to faster grid convergence, such as structured grids, which might facilitate the convergence analysis, but also higherorder interpolation schemes, that, while with increased computational costs, might allow improved error estimates.
B. Model Comparison
Having established the mesh scheme and error estimates for the reduced and full geometries, we move on to compare the improved mathematical framework, Beta, described in Section II A 2, with the already published simplified model, Alpha, described in Section II A 1 and [1]. As mentioned in Section I, the improvements were made based on well-known limitations of the original model, regarding the physical phenomena described by the model.
While a better fit to experimental data is expected, it is not at all guaranteed and neither is the current goal of this work. A brief discussion will afterwards address this points along with further improvements that might be important for the model. reduces slightly for both models (Fig. S27a) , while the ∆P/P in ratio increases for the Alpha and reduces for the Beta model (Fig. S27b) . The most notable differences lie in the ∆χ O 3 and the U z profiles in the Pm domains. In the case of ∆χ O 3 (Fig. S27c ), the Beta model shows only a quantitative change, with higher values for the same k 2 . For the Alpha model, however, there is a noticeable change in slope, with higher values at small Q and lower values at high Q. This somewhat corroborates the differences seen and discussed in [1], that the SD formulation is least likely to properly fit the experimental data by just adjusting k app .
Concerning the U z profiles in the Pm domains, (Fig. S28 ), there is a significant mismatch between the SD and DB formulations. A comparison with Figure 5 to be a proper description of reality, or an artifact due to a coarse mesh, as there is evidence of proper continuity in U when using Darcy's law (see for instance [22] ). Thus, this is interpreted as evidence that the SD formulation, as it has been applied, provides a poorer description of coupled free and porous media flow than the DB formulation. Returning to the comparison between the Alpha and Beta models, using the DB formulation, we move on to the P O 3 -related quantities. Figure 22 shows the profiles along the x axis, for Q = 350 cm 3 min −1 . As expected given Fig. 21b , where the Beta model shows higher For the final comparison, we present the P O 3 surfaces for selected values of Q, shown in Figure 23 . It is readily seen that Alpha shows higher P O 3 values than the Beta model.
Aside from that, as expected from Fig. 22 , there is little difference between the models. The somewhat broader local minima seen for Beta in Fig. 22 can be seen to result from lower P O 3 values overall, which leads to smaller ozone plumes but with no apparent additional qualitative effects.
Given the comparisons made above, it is clear that, in general, the differences between the Alpha and Beta models are relatively small, in particular with few qualitative differences.
The most relevant difference seen, in Fig. 21b, lacks Section II A 2) . Ideally, in order to further reduce the gap between the prototype PEFC and an actual device, heat transport should also be considered, as well as two-phase flow. That would demand modifications in the experimental setup, as well as additional data on the properties of the materials and species involved. Moving away from phenomena under broad scrutiny nowadays, there is also the discrepancy between ozone plume sizes to solve (see the discussion around Figs. 8, 9, and 11 in Section III A 1). In this case, two hypothesis are currently under consideration, i) inhomogeneous mechanical deformation of the MPS, and ii) molecular slip velocities. The first stems from the way PEFC devices are usually sealed, using screws distributed around the core of the device, while the second is the breakdown of the no-slip boundary condition, which asserts that u = 0 at the interface between solid and fluid. It appears that, anecdotally, both are known to play a role in PEFCs, and some work has been done on both for different reasons (see [24] [25] [26] [27] as well as [28] and references therein; and [29] [30] [31] [32] , respectively). How important would they be in fuel cells, however, appears little understood, as the complexity of including non-linear solid mechanics and the molecular interplay between fluid and solid species in already hard-to-solve differential equations is likely a powerful factor stymieing such research. Nevertheless, until it is done and calculated, one can only speculate.
IV. SUMMARY
A report is presented concerning progress on the numerical modeling of a prototype PEFC [2] , building on previously published work [1] . Known limitations of the original model, Alpha, were addressed in order to increase fidelity with the current understanding of fuel cell devices, resulting in the Beta model. In addition to the comparison between mathematical frameworks, a grid convergence study was carried out in order to provide an estimate to the discretization error intrinsic to the updated model.
Grid convergence study was carried out with two mesh schemes, differing only by the existence of so-called "boundary layer" elements (BLEs). Four variables were tracked in this study, namely the ratio between the drop in reactant molar fraction and the apparent reaction rate, ∆χ O 3 /R O 3 ; the ratio between pressure drop and inlet pressure, ∆P/P in ; flow speed profiles, U ; and reactant partial pressure profiles, P O 3 . Convergence was assessed qualitatively using plots of the variables as a function of an effective, normalized element spacing h, and quantitatively by estimating the discretization error through continuum extrapolates using two different extrapolation schemes [17, 19] . Afterwards, given a choice of mesh scheme and estimates of discretization error, model comparison was carried out using the same mesh with both models, comparing results related to species distribution and reaction formulation, namely the ∆χ O 3 /R O 3 ratio and its individual variables, the P O 3 profiles, and reactant partial pressure surfaces, P O 3 .
Regarding the grid convergence study, qualitative assessment showed that the use of BLEs leads to non-monotonic behavior in some variables, notably the ∆P/P in ratio, while the ∆χ O 3 /R O 3 ratio shows non-monotonic behavior for both mesh schemes. Despite such differences at large h (i.e. coarse grids), the mesh schemes converged at low h, suggesting the results were truly approaching mesh independence. In this way, it was established that the no-BLEs mesh scheme was to be used for further assessments and in future studies, and that the finest mesh available was to be used. Prior to the quantitative assessment, analysis suggested that the so-called Mixed 1st and 2nd order extrapolation scheme [19] (MOE-12) provided the best estimate for the continuum extrapolate, possibly due to the non-monotonic behavior shown by the scalar variables analyzed. Thus, using MOE-12 on a proxy geometry (fewer channel turns), the estimates of the discretization error, in the inlet flow rate range of 200 ≤ Q ≤ 450 cm 3 min −1 , returned an average error of 13.8% for the ∆χ O 3 /R O 3 ratio (range of 2.18% to 22.4%) and of 14.0% for the ∆P/P in ratio (range of 9.67% to 16.1%).
The grid convergence study also allowed the corroboration of previously established actual PEFC devices, we believe there is much to gain from further refining this coupled experimental-numerical approach to fuel cell research.
