In the inverse Gaussian sequence space model with additional noisy observations of the operator, we derive nonasymptotic minimax radii of testing for ellipsoid-type alternatives simultaneously for both the signal detection problem (testing against zero) and the goodness-of-fit testing problem (testing against a prescribed sequence) without any regularity assumption on the null hypothesis. The radii are the maximum of two terms, each of which only depends on one of the noise levels. Interestingly, the term involving the noise level of the operator explicitly depends on the null hypothesis and vanishes in the signal detection case.
Introduction
The statistical model. We consider an inverse Gaussian sequence space model with heteroscedastic errors and unknown operator Y j ∼ N (λ j θ j ,ε j ) and X j ∼ N (λ j ,σ j ) , j ∈ N,
(1.1)
where λq := (λ j ) j∈N ∈ ∞ is an unknown bounded sequence, θq := (θ j ) j∈N ∈ 2 is an unknown square summable sequence, εq := (ε j ) j∈N ∈ R N + and σq := (σ j ) j∈N ∈ R N + are known sequences of positive real numbers, called noise levels. The sequences Yq := (Y j ) j∈N and Xq := (X j ) j∈N are assumed to be independent with independent Gaussian components, we denote their respective distributions by Yq ∼ P ε q λ qθ q and Xq ∼ P σ q λ q and their joint distribution by (Yq, Xq) ∼ P ε q,σ q θ q,λq . For a given ϑq ∈ 2 we want to test the null hypothesis {θq = ϑq} against the alternative {θq = ϑq} based on the observation (Yq, Xq) , where λq ∈ ∞ is a nuisance parameter and optimality is measured in a minimax sense.
Model (1.1) is an idealised formulation of a statistical inverse problem with unknown operator, where a signal θq transformed by a multiplication with the unknown sequence λq is observed. In the particular case λq = (1) j∈N , the model is called direct, otherwise inverse, and ill-posed if additionally λq tends to zero. For inverse problems with fully known operator (corresponding to known λq), we refer to Johnstone and Silverman [1990] , Mair and Ruymgaart [1996] , Mathé and Pereverzev [2001] , , , and the references therein. Ingster et al. [2012b] describe typical examples, where the inverse Gaussian sequence space model with known λq arises naturally, one of which is deconvolution (Ermakov [1990] ; Fan [1991] ; Stefanski and Carroll [1990] ). In (1.1) the sequence λq is unknown, but an additional noisy observation of it is available. Cavalier and Hengartner [2005] , Ingster et al. [2012a] , Johannes and Schwarz [2013] or Marteau and Sapatinas [2017] , for instance, provide a detailed discussion and motivation of this particular statistical inverse problem with unknown operator. An example is density deconvolution with unknown error distribution (cf. Comte and Lacour [2011] , Efromovich [1997] or Neumann [1997] ). Oracle or minimax optimal nonparametric estimation and adaptation in the framework of inverse problems has been extensively studied in the literature (see Efromovich and Koltchinskii [2001] , Cavalier et al. [2003] , Cavalier [2008] and Hoffmann and Reiß [2008] , to name but a few).
The testing task. Coming back to the nonparametric testing task, one usually introduces an energy condition θq − ϑq ∈ 2 ρ := aq ∈ 2 : aq 2 ρ for a separation radius ρ ∈ R + in order to make the null hypothesis and the alternative distinguishable. Additionally, regularity conditions are imposed on the unknown sequences θq and λq by introducing nonparametric classes of parameters Θ ⊆ 2 and Λ ⊆ ∞ . We define these classes below such that they are flexible enough to capture typical smoothness and ill-posedness assumptions. Summarising we consider the testing task
Roughly speaking, in minimax testing one searches for the smallest ρ such that (1.2) is still testable with small error probabilities. In the literature there exist several definitions of rates and radii of testing in an asymptotic and nonasymptotic sense. The classical definition of an asymptotic rate of testing for nonparametric alternatives was essentially introduced in the series of papers Ingster [1993a] , Ingster [1993b] and Ingster [1993c] . For fixed noise levels, there exist two alternative definitions of a nonasymptotic radius of testing. For prescribed error probabilities α, β ∈ (0, 1), Baraud [2002] , Laurent et al. [2012] and Marteau and Sapatinas [2017] , amongst others, define a nonasymptotic radius of testing as the smallest separation radius ρ such that there is an α-test with maximal type II error probability over the ρ-separated alternative smaller than β. Marteau and Sapatinas [2015] , for example, provide a unified treatment of asymptotic minimax rates and nonasymptotic minimax radii of testing. Following e.g. Collier et al. [2017] , in this paper we measure the accuracy of a test by its maximal risk defined as the sum of the maximal type I and II error probability over the null hypothesis and the ρ-separated alternative, respectively, R ε q,σ q ϕ | Θ, Λ, ϑq, ρ := sup P ε q,σ q ϑ q,λ q (ϕ = 1) : λq ∈ Λ + sup P ε q,σ q θ q,λ q (ϕ = 0) : θq − ϑq ∈ 2 ρ ∩ Θ, λq ∈ Λ and compare it to the minimax risk for the testing task (1.2)
where the infimum is taken over all possible tests, i.e. over all measurable functions ϕ : R N × R N −→ {0, 1}. A separation radius ρ ε q,σ q := ρ ε q,σ q (Θ, Λ, ϑq) is called minimax radius of testing, if for all α ∈ (0, 1) there exist constants A α , A α ∈ R + with (i) for all A ∈ [A α , ∞) : R ε q,σ q Θ, Λ, ϑq, Aρ ε q,σ q α;
(upper bound) (ii) for all A ∈ [0, A α ] : R ε q,σ q Θ, Λ, ϑq, Aρ ε q,σ q 1 − α.
(lower bound)
Note that this definition of the minimax radius of testing is entirely nonasymptotic. However, in our illustrations we compare our findings to existing asymptotic results by considering the homoscedastic case, i.e., constant noise levels εq = (ε) j∈N and σq = (σ) j∈N with ε, σ ∈ R + , and the behaviour of the radii of testing for ε and σ tending to zero.
Related literature. Minimax testing for the direct homoscedastic version of the model (1.1), i.e. λq = (1) j∈N , σq = (0) j∈N and εq = (ε) j∈N , has been studied extensively in the literature for various classes of alternatives. Asymptotic results and a list of references can be found in the book by Ingster and Suslina [2012] . Let us briefly mention some further references. Lepski and Spokoiny [1999] derive asymptotic minimax rates for Besov-type alternatives. Following this result, Spokoiny [1996] considers adaptive testing strategies, showing that asymptotic adaptation comes with the unavoidable cost of a log-factor. Introducing the nonasymptotic framework for minimax testing, Baraud [2002] derives matching upper and lower bounds in the direct model for ellipsoid-type alternatives. Collier et al. [2017] provide similar results for sparse alternatives, using tests based on minimax-optimal estimators of the squared norm of the parameter of interest. Carpentier and Verzelen [2019] derive minimax radii of testing for composite (null) hypotheses, which explicitly depend on the complexity of the null hypothesis. Both phenomena -an estimator of the squared norm yields a minimax optimal test and minimax radii depend on the null hypothesis -reappear in our results.
In the inverse problem setting with fully known operator and homoscedastic errors, i.e. σq = (0) j∈N and εq = (ε) j∈N , asymptotic rates over ellipsoids Θ are derived in Ingster et al. [2012a] . Simultaneously, Laurent et al. [2012] establish the corresponding nonasymptotic radii. Moreover, Laurent et al. [2011] compare direct and indirect testing approaches, i.e. based on the estimation of λ (θq − ϑq) 2 2 respectively of θq − ϑq 2 2 , concluding that the direct approach is preferable (under certain assumptions), since it achieves the minimax radius without requiring an inversion.
Let us now return to the testing task (1.2) in the model with unknown operator. In this situation there is a natural distinction between the cases ϑq = 0q := (0) j∈N (signal detection) and ϑq = 0q (goodness-of-fit) on which we comment further below. Marteau and Sapatinas [2017] additionally impose on the null hypothesis an abstract smoothness condition ϑq ∈ Θ and thereby obtain radii depending on Θ rather than on the given null hypothesis ϑq. Let us emphasise that we instead seek radii for a given ϑq for the testing problem (1.2), which typically are much smaller than the uniform ones. Restricting themselves to the goodness-of-fit (ϑq = 0q) testing task in the homoscedastic setting, Marteau and Sapatinas [2017] derive upper and lower bounds for the uniform radii, featuring a logarithmic gap. Treating the signal detection task and the goodness-of-fit testing task separately, Kroll [2019] establishes matching upper and lower bounds for the minimax radii of testing uniformly over null hypotheses in Θ.
Minimax results. In this paper we derive nonasymptotic minimax radii of testing in the inverse Gaussian sequence space model (1.1) for ellipsoid-type alternatives Θ simultaneously for both the signal detection (ϑq = 0q) and the goodness-of-fit testing problem (ϑq = 0q) without any regularity assumption on the null hypothesis ϑq. For known operators (σq = 0q) there is typically no distinction between the goodness-of-fit and signal detection task. Minimax results for the goodness-of-fit testing task can be obtained from the signal detection task by simply shifting the observations, i.e. considering the sequence Yq − λqϑq instead of Yq. Obviously, this is no longer possible if λq is unknown, which motivates their separate treatment in Marteau and Sapatinas [2017] and Kroll [2019] . In contrast, the reparametrisation ( Yq, Xq) with Yq := Yq − ϑqXq of the model (1.1) allows us to deal with the signal detection problem and the goodness-of-fit problem simultaneously. The components of Yq = ( Y j ) j∈N are still independent and follow a normal distribution
The reparametrisation already indicates that ϑqσq is the effective noise level instead of the original noise level σq. In the following, the minimax radii will first be derived in terms of the reparametrised noise level ωq and then expressed as the maximum of two terms, each of which only depends on one of the noise levels εq and ϑqσq. We shall stress that thereby the dependence of the minimax radius on the null hypothesis ϑq is explicit. In particular, this shows that the σq-term in the radius vanishes in the signal detection task (ϑq = 0q). Furthermore, for σq = 0q we recover the minimax radii for known operator, which consequently do not depend on the null hypothesis ϑq. Using the reparametrised observation ( Yq, Xq), we propose an indirect test based on the estimation of a squared weighted 2 -norm of ϑq − θq. More precisely, we use an estimator that mimics an inversion of λq by using the class Λ and aims to estimate the quadratic functional q 2 k (ϑq − θ q) := k j=1 (ϑ j − θ j ) 2 . If k is chosen appropriately, the test attains the minimax radius given by a classical trade-off between the variance of the quadratic functional and a bias term. To avoid the inversion, we investigate a direct testing procedure inspired by Laurent et al. [2011] , that is based on the estimation of the squared 2 -norm of λq (ϑq − θq). We show its minimax optimality for the corresponding direct testing task, i.e. for testing the null hypothesis {λqϑq = λqθq} against the alternative {λqϑq = λqθq}. In contrast to inverse problems with known operator, we show that the direct approach is not always preferable if the operator is unknown, but characterise situations in which it is. In particular in signal detection the direct test achieves the minimax radius under very mild assumptions. However, its advantage over the indirect test is that it only implicitly depends on the knowledge of the model's ill-posedness characterised by the class Λ via an optimal choice of the dimension parameter k.
Adaptation. For both testing procedures the optimal choice of the dimension parameter k relies on the knowledge of characteristics of the classes Θ and Λ. A classical procedure to circumvent this problem is to aggregate several tests for various dimension parameters k into a maximum-test, which rejects the null hypothesis as soon as one of the tests does. We apply this aggregation to both testing procedures and derive the radii of testing of their corresponding max-tests. Thereby, the indirect max-test is adaptive (i.e. assumption-free) with respect to the smoothness of θq characterised by a family of Θ-alternatives. Comparing its radius to the minimax radius, there is a deterioration. Heuristically, the adaptive radius is obtained by magnifying the error level in the minimax radius by an adaptive factor (cp. Spokoiny [1996] ). Depending on the complexity of the families of Θ-alternatives, we show that adaptive factors of log logor even of log log log-order are possible. Moreover, we derive a lower bound, which shows that these adaptive factors are unavoidable. The indirect max-test is still only adaptive with respect to the smoothness of θq, but explicitly depends on the model's ill-posedness characterised by Λ. In contrast, the direct max-test is adaptive with respect to both smoothness and ill-posedness. Again its radius features an adaptive factor. Interestingly, also adaptation with respect to the ill-posedness of λq only results in a log log-loss, which we show to be unavoidable.
Outline of the paper. The paper is organised as follows. In Section 2 the minimax radii of testing are derived by first establishing a lower bound (Section 2.1) and then a matching upper bound (Section 2.2) via an indirect testing procedure. In Section 2.3 we investigate a direct testing procedure. Section 3 is devoted to adaptive testing. Technical results and their proofs are deferred to the Appendix A. 
If aq attains a minimum on a subset K ⊆ N, we write min K (aq) := min {a j , j ∈ K} and arg min K (aq) := min{n ∈ K : a n a j , ∀j ∈ K}, where we suppress the index in the case K = N. For k ∈ N we denote k := [1, k] ∩ N. Further, we define monotonically nondecreasing sequences q 2 q (aq) = (q 2 k (aq)) k∈N and m q(aq) = (m k (aq)) k∈N in R N with q 2 k (aq) := j∈ k a 2 j and m k (aq) := max k (aq) for k ∈ N and set(a q) := (q 2 q (aq)) 1/2 ∈ R N + . For θq ∈ 2 define the nonincreasing sequence of bias terms b 2 q (θq) = (b 2 k (θq)) k∈N := θq 2 2 − q 2 q (θq) ∈ R N + , i.e., b 2 k (θq) = θq 2 2 − q 2 k (θq) 0 for k ∈ N, where lim k→∞ b 2 k (θq) = 0 for all θq ∈ 2 . With this notation, for aq, vq ∈ R N + and r, d ∈ R + with d 1, we introduce nonparametric classes
for the parameters θq and λq, respectively. Here and subsequently, we impose the following minimal regularity conditions.
Assumption. The sequences aq, vq ∈ R N + are strictly positive and monotonically nonincreasing with aq ∞ , vq ∞ 1.
Let us emphasise that under the minimal regularity assumption λq > 0q holds for all λq ∈ Λ d v q and hence the parameter θq is identifiable in the model (1.1). For a sequence xq ∈ R N let us define the following minimum and minimiser, respectively, ρ 2 a q,v q (x q ) := min(q q(x 2 q /v 2 q ) ∨ a 2 q ) and k a q,v q (x q) := arg min(q q(x 2 q /v 2 q ) ∨ a 2 q ).
(2.1)
Throughout this section the sequences aq and vq are arbitrary but fixed. In particular, the optimal testing procedures explicitly exploit the prior knowledge of aq and vq, i.e. the fact that the unknown parameters satisfy θq − ϑq ∈ Θ r a q and λq ∈ Λ d v q for some r, d ∈ R + . Given subsets A, V ⊆ R N + of strictly positive, monotonically nonincreasing respectively bounded sequence, we discuss adaptive testing strategies when aq ∈ A and vq ∈ V in Section 3 .
Lower Bound
In this section we first prove a lower bound for the minimax radius of testing in terms of the reparametrised noise level ω 2 q = ε 2 q + ϑ 2 q σ 2 q . We then infer a lower bound in terms of the original and effective noise level, εq and ϑqσq, respectively. Consider ρ 2 a q,v q (ω q ) as in (2.1), replacing xq by ωq, which represents the lower bound proved in the next theorem, and set k := k a q,v q (ω q).
For α ∈ (0, 1) define A 2 α := η r ∧ 2 log(1 + 2α 2 ) . Then
i.e. ρ a q,v q (ω q) is a lower bound for the minimax radius of testing.
Proof of Theorem 2.1. The proof is based on a classical reduction scheme. For a fixed k ∈ N, let us first introduce deviations from the null θ q ∈ Θ r a q ∩ 2 A α ρ a q,v q (ω q ) with θ j = 0 for j > k (to be specified below). For each τ ∈ {±1} k we define θ τ q by θ τ j := τ j θ j , j ∈ k , where by construction ϑq + θ τ q belongs to the alternative. We consider the uniform mixture measure over the vertices of a hypercube P 1 := 1 2 k τ ∈{±1} k P ε q,σ q ϑ q+ θ τ q ,v q and P 0 := P ε q,σ q ϑ q,v q , supported on the alternative and the null hypothesis, respectively. Considering the reparametrised observation ( Yq := Yq − ϑqXq, Xq) let P 0 and P 1 denote its joint distribution given P 0 and P 1 , respectively. Obviously, their total variation distance satisfies TV(P 1 , P 0 ) = TV( P 1 , P 0 ). Applying a classical reduction argument we therefore obtain
where the last inequality for the χ 2 -divergence follows e.g. from Lemma 2.5. and inequality (2.7) in Tsybakov [2009] . Keep in mind that the coordinates of ( Yq, Xq) are independent and normally distributed. More precisely, if (Yq, Xq) ∼ P ε q,σ q ϑ q+ θ τ q ,v q then the j-th of the coordinates of Yq is normally distributed with mean v j θ τ j and variance ω 2 j , i.e. Yq ∼ P ω q v q θ τ q . Since Yq is a sufficient statistic for θ q, the conditional distribution of Xq given Yq does not depend on θ q. Hence, the χ 2 -divergence between P 1 and P 0 equals the χ 2 -divergence of the mixture over the marginal distribution P ω q v q θ τ q of Yq. From Lemma A.3 in the appendix it follows that
For each α ∈ (0, 1) the last bound together with (2.4), implies the assertion (2.3), if for some
q /ω 2 q ) 2 log(1+2α 2 ) hold. It remains to define these quantities: Let k := k := k a qv q (ω q ) and consider θ q = ( θ j ) j∈N with θ j = 0 for j > k , and
and ζ := r ∧ 2 log(1 + 2α 2 ).
Since θ q 2 2 = q 2 k ( θ q) = ζηρ 2 a q,v q (ω q ) = A 2 α ρ 2 a q,v q (ω q ) with A 2 α := ζη the parameter θ q is separated by A α ρ a q,v q (ω q ) from the null. Moreover, θ q lies in Θ r a q . Indeed, keeping (2.2) and the definition of
l for each l > k . Therefore, θ q satisfies (a). On the other hand, exploiting again (2.2) and the definition of ζ we have q 2
, and thus also (b) holds, which completes the proof.
Note that the lower bound in (2.3) involves the value η satisfying (2.2), which depends on the joint behaviour of the sequences vq and aq and essentially guarantees an optimal balance of the bias and the variance term in the dimension k . Next, consider ρ 2 a q,v q (ε q) and ρ 2 a q,v q (ϑ q σ q ) as in (2.1), replacing xq by the original and the effective noise level, εq and ϑqσq, respectively. The
Therefore, the next corollary is an immediate consequence of Theorem 2.1, and we omit its proof.
Corollary 2.2. Under the assumptions of Theorem 2.1,
is a lower bound for the minimax radius of testing.
Indirect testing procedure
In this section we derive an upper bound for the minimax radius of testing based on the estimation of the energy of the parameter of interest θq − ϑq. Precisely, for
only by a factor d for all λq ∈ Λ d v q and all k ∈ N. Our evaluation of the performance of the test under both the null hypothesis and the alternative relies on bounds for quantiles of (non-)central χ 2 -distributions, which we present in Lemma A.2 in the Appendix A. Its proof is based on a result given in Birgé [2001] (Lemma 8.1), which is a generalisation of Lemma 1 of Laurent and Massart [2000] and can also be found with slightly different notation in Laurent et al. [2012] (Lemma 2).
Proof of Proposition 2.3. We intend to apply Lemma A.2 and use the notation introduced there. If (Yq, Xq) ∼ P ε q,σ q θ q,λ q , then for each k ∈ N, Q k := q 2 k + q 2 k (ωq/vq) ∼ Q e q µ q,k with e 2 q := ω 2 q /v 2 q and µq := λq(θq − ϑq)/vq. Under the null hypothesis, i.e., (Yq, Xq) ∼ P ε q,σ q ϑ q,λq , we have Q k ∼ Q e q 0 q,k and with (A.1) in Lemma A.2 it follows Q e q 0 q,k (α) q 2 k (eq) + 2Lαq k (e 2 q ) + 2L 2 α m k (e 2 q ), which implies (2.5). Under the alternative, i.e., (Yq,
(1−β) and thus (2.6), which completes the proof.
Definition. For α ∈ (0, 1) and k ∈ N we define the test statistic and the test
(2.8)
is an upper bound for the radius of testing of ϕ α/2 , which is summarised in the next theorem.
is an upper bound for the minimax radius of testing.
Proof of Theorem 2.4. The claim follows from Proposition 2.3 considering ϕ α/2 as in (2.9) and the elementary bound
The last result establishes the upper bound condition, and thus together with the lower bound condition derived in Theorem 2.1 the minimax optimality of the testing radius ρ a q,v q (ε q ) ∨ρ a q,v q (ϑ q σ q ) and hence the test ϕ α/2 . Remark 2.5. Considering the signal detection task, i.e., ϑq = 0q, we have ρ a q,v q (ϑ q σ q ) = 0 for all σq ∈ R N + , and thus the minimax testing radius does not depend on the noise levels σq. Considering the goodness of fit task, i.e., ϑq = 0q, for all εq
Remark 2.6. In the homoscedastic case εq = (ε) j∈N and σq = (σ) j∈N for ε, σ ∈ R + , we are especially interested in the behaviour of the radii of testing ρ ε := ρ a q,v q (ε q ) and ρ σ := ρ a q,v q (ϑ q σ q ) as ε, σ → 0, which are then called rates of testing. We call ρ ε (respectively ρ σ ) parametric, if ρ ε /ε is bounded away from 0 and infinity as ε → 0. Since lim inf ε→0 (ρ ε /ε) vq −2 ∞ and aq > 0q, the rate becomes parametric if and only if v −2 q ∈ 2 . Since vq ∈ ∞ , the rate ρ ε is always nonparametric, i.e., lim inf ε→0 ρ ε /ε = ∞. On the other hand, for a goodness-of-fit task, the rate ρ σ is parametric if and only if ϑ 2 q /v 2 q ∈ 2 . Note it is never faster than parametric, since lim inf
Finally, we shall stress that for fixed ε, σ ∈ (0, 1) there exists η := η(ε, σ) ∈ (0, 1] such that the additional assumption (2.2) is satisfied and, therefore, Corollary 2.2 establishes ρ ε ∨ ρ σ as a lower bound for the minimax radius of testing. If there exists an η ∈ (0, 1] such that the condition (2.2) holds uniformly as ε, σ → 0, then ρ ε ∨ ρ σ is a minimax rate of testing.
Illustration 2.7 (homoscedastic case). Throughout the paper we illustrate the order of the rates in the homoscedastic case εq = (ε) j∈N and σq = (σ) j∈N under the following typical smoothness and ill-posedness assumptions. Concerning the class Θ r a q we distinguish two behaviours of the sequence aq, namely the ordinary smooth case: aq = (j −s ) j∈N for s > 1/2 where Θ r a q corresponds to a Sobolev ellipsoid, and the super smooth case: aq = (exp(−j 2s )) j∈N for s > 0, which can be interpreted as an analytic class of parameters. Concerning the class Λ d v q we also distinguish two cases for the sequence vq. Precisely, for p > 0 we consider a mildly ill-posed model: vq = (j −p ) j∈N and a severely ill-posed model: vq = (exp(−j 2p )) j∈N . Concerning the null hypothesis we restrict ourselves to two cases as well; the signal detection task ϑq = 0q and the goodness-of-fit testing task ϑq = (j −t ) j∈N for some t > 1/2. The table displays the order of the optimal choice k a q,v q (ε q) ∧ k a q,v q (ϑ q σ q ) for the dimension parameter as well as the order of the minimax rate ρ a q,v q (ε q ) ∨ ρ a q,v q (ϑ q σ q ) for the signal detection task (with ρ a q,v q (ϑ q σ q ) = 0 as discussed in Remark 2.5) and the goodness-of-fit task. Keep in mind that the rate ρ a q,v q (ε q ) does not depend on the null hypothesis, therefore it is the same for all ϑq ∈ 2 . In accordance with Remark 2.5, ρ a q,v q (ϑ q σ q) is parametric for the goodness-of-fit task whenever ϑ 2 q /v 2 q ∈ 2 . Note that in all three cases the additional assumption (2.2) is satisfied uniformly in both noise levels, and hence ρ a q,v q (ε q ) ∨ ρ a q,v q (ϑ q σ q ) is a minimax rate of testing due to Corollary 2.2 (see Remark 2.6).
Order of the minimax
The approach of deriving radii of testing by applying Markov's inequality has for example been used in Kroll [2019] . Since we are in Section 3 also concerned with adaptive Bonferroni aggregation, we need the sharper bound given in Proposition 2.3 for the threshold constant in terms of α. This directly translates to the cost of adaptivity.
The test ϕ k,α in (2.8) explicitly uses the knowledge of vq, which determines the asymptotic behaviour of the sequence λq ∈ Λ d v q . Inspired by Laurent et al. [2011] , as an alternative we consider a direct testing approach next.
Direct testing procedure
In this section we derive an upper bound for the radius of testing based on the estimation of the energy of the parameter λq(θq − ϑq) instead of λ q v q (θq − ϑq) as in the section before. Precisely,
To formulate a result similar to Proposition 2.3, we introduce for a sequence xq ∈ R N the minimum and minimiser, respectively,
Replacing in (2.10) xq by the original and the effective noise level εq and ϑqσq we establish below ρ D a q,v q (ε q) ∨ ρ D a q,v q (ϑ qσq) as optimal achievable testing radius for the direct test. Similar to Proposition 2.3 for the indirect test the next result allows to evaluate the performance of the direct test under both, the null hypothesis and the alternative.
Proof of Proposition 2.9. We note that (Yq, Xq) ∼ P ε q,σ q θ q,λ q implies Q k := q 2 k + q 2 k (ωq) ∼ Q e q µ q,k with eq := ωq and µq := λq(θq − ϑq), where we again use the notation of Lemma A.2 in the appendix. Therefore, the proof of (2.11) follows analogously to the proof of (2.5) in Proposition 2.3 by applying Lemma A.2. Similar calculations as in the proof of (2.7) show that for each θq
, which in turn for each θq−ϑq ∈ Θ r a q implies dv −2 k q 2 k (µq) θq−ϑq 2 2 −ra 2 k . This bound together with (2.13) implies 4 5 q 2 k D (µq) 2Lαq k D (e 2 q )+2L 2 α m k D (e 2 q )+ q k D (e 2 q )2(L β + 5L 2 β ). Rearranging the last inequality and proceeding as in the proof of (2.6) we obtain (2.12), which completes the proof.
Definition. For α ∈ (0, 1) and k ∈ N consider the test statistic and the test
Exploiting (2.11), ϕ D k,α/2 defined in (2.14) is a level-α/2-test for any k ∈ N. Moreover,
is an upper bound for the radius of testing of the test ϕ D α/2 . Moreover, it is also a lower bound for its radius of testing, which we prove in the next proposition.
is a radius of testing of the test ϕ D α/2 . Proof of Proposition 2.10. Firstly, (2.16) is an immediate consequence of Proposition 2.9 and we omit the details. Secondly, consider (2.17). We note that for each λq
which shows (2.17) and completes the proof.
Remark 2.11. Considering the signal detection task, i.e., ϑq = 0q, we have ρ D a q,v q (ϑ q σ q ) = 0 for all σq ∈ R N + , and thus the testing radius does not depend on the noise level σq. Moreover, we shall emphasise that for all εq
σq. Let us briefly discuss under which conditions the direct test attains the minimax
On the other hand, in the signal detection case, if there exists c ∈ R + such that also v −2(ε 2 q ) cq q(ε 2 q /v 2 q ), then the direct test ϕ D α/2 as in (2.15) attains the minimax radius ρ a q,v q (ε q ). Note that, however, the additional condition is sufficient but not necessary as we will see in the illustration below. Considering the goodness-of-fit task, i.e., ϑq = 0q, for all σq ∈ R N + we obtain ρ D a q,v q (ϑ q σ q ) ρ a q,v q (ϑ qσq) by exploiting again the elementary inequality v −2(σ 2 q ϑ 2 q )(σ 2 q ϑ 2 q /v 2 q ). Therefore, if there exists a c ∈ R + such that v −2(ε 2 q ) cq q(ε 2 q /v 2 q ) and also v −2(σ 2 q ϑ 2 q ) cq q(σ 2 q ϑ 2 q /v 2 q ), then the direct test ϕ D α/2 attains the minimax radius ρ a q,v q (ε q ) ∨ ρ a q,v q (ϑ q σ q ), where these additional conditions are again sufficient but not necessary.
Illustration 2.12. In the homoscedastic case, we illustrate the order of the rate and corresponding dimension parameter of the direct test ϕ D α/2 defined in (2.15) by considering the typical smoothness and ill-posedness assumptions as in Illustration 2.7. The table displays the order of the rate ρ D a q,v q (ε q ) ∨ ρ D a q,v q (ϑ q σ q ) for the signal detection task (with ρ D a q,v q (ϑ q σ q ) = 0 as discussed in Remark 2.11) and the goodness-of-fit task. In comparison to Illustration 2.7 we shall emphasise that in all three cases the order of ρ D a q,v q (ε q ) and ρ a q,v q (ε q ) coincide. Note that there exists a c ∈ R + such that v −2(ε 2 q ) cq q(ε 2 q /v 2 q ) in case of a mildly ill-posed model. In a severely ill-posed model, however, there exists no such c. Nonetheless, in both cases the direct test performs optimally with respect to the noise level ε. Comparing the orders of ρ D a q,v q (ϑ q σ q ) and ρ a q,v q (ϑ q σ q ) we note that in both a mildly and severely ill-posed model there does not exist c ∈ R + such that v −2(σ 2 q ϑ 2 q ) cq q(σ 2 q ϑ 2 q /v 2 q ). Even so, for severely ill-posed models the rate
and the minimax rate ρ a q,v q (ε q)∨ρ a q,v q (ϑ q σ q ) are of the same order, and thus the direct test is minimax optimal. On the other hand, for mildly ill-posed models the rate ρ D a q,v q (ϑ q σ q ) is always nonparametric and might be much slower than the rate ρ a q,v q (ϑ q σ q ), which can be parametric.
Order of the dimension parameter
Direct testing task. Laurent et al. [2011] show that for known operators, under specific smoothness and ill-posedness assumptions (covered also in the Illustrations 2.7 and 2.12 above), every minimax optimal test for the direct task is also minimax optimal for the indirect task. Even under these specific assumptions, this is no longer the case for unknown operators if ρ D a q,v q (ε q) is negligible compared to ρ D a q,v q (ϑ q σ q ). Keeping Remark 2.11 and Illustration 2.7 in mind, we observe that the test ϕ D α/2 defined in (2.15) is not always optimal for the indirect task. Nonetheless, we show below that it attains the minimax radius for the direct task, which we formalise next. Introducing λqΘ r a q := {λqθq ∈ 2 : θq ∈ Θ r a q }, the direct testing task can be written as
Given a test ϕ we define its maximal risk w.r.t the direct testing problem (DP) in (2.18) by
and we characterise the difficulty of the direct testing task by the minimax risk
where the infimum is taken over all possible tests. Keeping the definition (2.10) and
(2.19)
We show next that the minimax radius for the direct problem is given by ρ DP a q,v q (ε q) ∨ ρ DP a q,v q (ϑ q σ q ).
Proposition 2.13. Let η ∈ (0, 1] satisfy
(2.20)
Let α ∈ (0, 1). With A 2 α := η r ∧ 2 log(1 + 2α 2 ) we obtain
21)
and with A 2 α := rd + 10L α/2 + 30L 2 α/2 and ϕ D α/2 defined in (2.15) it holds
is a minimax radius of testing for the direct testing task (2.18). Proof of Proposition 2.13. The proof of the lower bound (2.21) follows along the lines of the proof of Theorem 2.1, using the same reduction argument with a mixture over vertices of hypercubes. Given ρ DP := ρ DP a q,v q (ε q ) ∨ ρ DP a q,v q (ϑ q σ q ) and ω 2 q = ε 2 q + ϑ 2 q σ 2 q let us define the parameter
We need to check that it satisfies the conditions (a) and (b) given in the proof of Theorem 2.1. Indeed with q 2 q (ω 2 q /vq) v −22 q (ω 2 q ) and √ ηρ DP a k D v k D due to (2.20) we obtain (a), that is,
On the other hand, (b) holds too, since η
. Combining (a) and (b) the claim (2.21) follows. The upper bound (2.22) is an immediate consequence of (i) sup P ε q,σ q ϑ q,λq ϕ D α/2 = 1 , λq ∈ Λ d v q α/2 due to (2.11) in Proposition 2.9, and (ii) P ε q,σ q θ q,λ q ϕ D α/2 = 0 α/2 for each λq ∈ Λ d v q and λq(θq − ϑq) ∈ λqΘ r a q ∩ 2 ρ with ρ A α ρ DP . The proof of (ii) is similar to the proof of (2.12) in Proposition 2.9. Instead of (2.13) we obtain
. Moreover, for each k ∈ N and λq ∈ Λ d v q we have q 2 k (λq(θq − ϑ q)) λq(θq−ϑq) 2 2 −dv 2 k b 2 k (θq−ϑq) and hence q 2 k (λq(θq − ϑ q)) λq(θq − ϑq) 2 2 − drv 2 k a 2 k for each θq − ϑq ∈ Θ r a q . Together with (2.23) this implies 4 5 q 2 k D (λq(θq − ϑq)) 2L α/2 q k D (e 2 q )+2L 2 α/2 m k D (e 2 q )+q k D (e 2 q )(2L α/2 +10L 2 α/2 ). Rearranging the last inequality we proceed exactly as in the proof of (2.6) in Proposition 2.3 and obtain the claim.
The last result establishes the minimax optimality of the testing radius ρ DP a q,v q (ε q) ∨ ρ DP a q,v q (ϑ q σ q ) for the direct testing task (2.18) and hence also the minimax optimality of the test ϕ D α/2 given in (2.15). Similar findings as in Remarks 2.5 and 2.6 hold.
Illustration 2.14 (homoscedastic case). We illustrate the order of the minimax rate for the direct testing task (2.18) by considering typical smoothness and ill-posedness assumptions as in the Illustrations 2.7 and 2.12. The table displays the order of the minimax rate ρ DP
for the direct signal detection (with ρ DP a q,v q (ϑ q σ q ) = 0) and the goodness-of-fit task.
Order of the minimax rate ρ DP a q,v q (ϑ q σ q ) ∨ ρ DP a q,v q (ε q ) for the direct testing task
Description of the procedure
For both the indirect and the direct test the optimal choice of the dimension parameter relies on prior knowledge of the sequences aq and vq, which are typically unknown in practice. In this section we study an aggregation of the tests for several dimension parameters, which leads to a testing procedure that performs nearly optimal over a wide range of regularity classes. We first present the testing radii of these aggregation-tests, where compared to the minimax radii of testing the noise level in the radii of testing face a deterioration by a log-factor only. Moreover, we show that this deterioration is an unavoidable cost for adaptation. Let us briefly describe a widely used aggregation strategy. For a sequence of levels (α k ) k∈N let (S k,α k ) k∈N be a sequence of test statistics such that φ k,α k = 1{S k,α k > 0} is a level-α k -test for each k ∈ N. Note that both the indirect and the direct testing procedures satisfy this condition by construction as shown in (2.5) and (2.11) of Propositions 2.3 and 2.9, respectively. Given a finite collection K ⊆ N of dimension parameters and α := k∈K α k , we consider the max-test statistic and the corresponding max-test
that is, the max-test rejects the null hypothesis as soon as one of the tests does. Due to the elementary inequality
the max-test φ K,α is a level-α-test. The type II error probability of the max-test can be controlled by any test contained in the collection, since for all θq ∈ 2 and λq ∈ ∞ P ε q,σ q θ q,λ q (φ K,α = 0) = P ε q,σ q θ q,λ q (S K,α 0) min k∈K P ε q,σ q θ q,λ q (S k,α k 0) = min k∈K P ε q,σ q θ q,λ q (φ k,α k = 0) .
These two error bounds have oppositional effects on the choice of the collection K. Roughly speaking, K should not be too large due to the aggregation of type I error probabilities. On the other hand, it should still be large enough to minimise the type II error probabilities. Typically, the choice of K will depend on the original and effective noise level, εq and ϑqσq, respectively. The goal of the aggregation is to find testing strategies for which the risk can be controlled over large families of alternatives. To measure the cost for adaptation, we introduce factors δ ε q and δ σ q , which are typically called adaptive factors (cf. Spokoiny [1996] ), for a test φ α and a family of alternatives {Θ r a q , aq
is the minimax radius of testing over Θ r a q × Λ d v q defined in (2.1). δ ε q and δ σ q are called minimal adaptive factors if in addition for every α ∈ (0, 1) there exists a constant A α such that
If the minimal adaptive factors tend to infinity as the noise levels decrease to zero, then this phenomenon is typically called lack of adaptability. In this section we first carry out an aggregation of the indirect tests. Recall that the indirect test statistic (2.8) explicitly uses the knowledge of the sequence vq. Therefore, we consider adaptation to {Θ r a q , aq ∈ A} × Λ d v q for given vq only. We present the adaptive factors for the indirect-max-test and show that they coincide asymptotically with the minimal adaptive factors. Afterwards as an alternative to the indirect-max-test we study an aggregation of the direct tests, which depend on the sequence vq only through the choice of the optimal dimension parameter. Hence, for a direct-max-test we consider adaptation to both {Θ r a q , aq ∈ A} and {Λ d v q , vq ∈ V}. Remark 3.1. Let us briefly comment on possible choices of the error levels. Throughout the paper, given a level α ∈ (0, 1) and a finite collection K ⊆ N we consider Bonferroni levels α k := α/|K|, k ∈ N, i.e., the same level α/|K| for each test statistic S k,α k in the collection k ∈ K. A usually proposed alternative is to select the value α • := sup{u ∈ (0, 1) : P ε q,σ q ϑ q,λ q (max k∈K S k,u > 0) α} as a common level for all tests in the collection. By construction the max-test corresponding to the max-test statistic max k∈K S k,α • is a level-α-test and it is at least as powerful as the max-test with Bonferroni levels, if in addition also max k∈K S k,α • max k∈K S k,α/|K| holds. To be more precise, let us revisit the indirect test statistic T k,α given in (2.8). For u ∈ (0, 1) and k ∈ N we denote by t k (u) the (1 − u)-quantile of q 2 k under the null hypothesis, i.e., P ε q,σ q ϑ q,λq ( q 2 k > t k (u)) = u. Then for each k ∈ N and α ∈ (0, 1) the test corresponding to the test-statistic S k,α := q 2 k − t k (α) is a level-α-test and S k,α T k,α due to (2.5) in Proposition 2.3. Consequently, the level-α max-test corresponding to max k∈K S k,α • is at least as powerful as the level-α max-test ϕ K,α := 1 T K,α > 0 corresponding to the max-test statistic max k∈K T K,α/|K| with Bonferroni levels. However, in opposition to the Bonferroni levels there is no explicit expression for the value α • and, hence, it has to be determined by a simulation study.
Adaptation to smoothness
Indirect testing procedure. In this section we consider the adaptation of the indirect test in (2.8) to a family of alternatives {Θ r a q , aq ∈ A}. Given α ∈ (0, 1) and a finite collection K ⊆ N define the max-test statistic with Bonferroni levels and the corresponding max-test T K,α := max k∈K (T k,α/|K| ) and ϕ K,α := 1 T K,α > 0 ,
which is a level-α-test due to (2.5) in Proposition 2.3. Its testing radius faces a deterioration compared to the minimax radius due to the Bonferroni aggregation, which we formalise next. Analogously to (2.1), for each xq ∈ R N let us define the minimum over the collection K (ρ re a q,v q (x q)) 2 := min K (m q(x 2 q /v 2 q ) ∨ a 2 q ) (3.4) and the minimum and minimiser over K, respectively, (ρ ad a q,v q (x q )) 2 := min K (q q(x 2 q /v 2 q ) ∨ a 2 q ) and k ad a q,v q (x q ) := arg min K (q q(x 2 q /v 2 q ) ∨ a 2 q ). (3.5)
We first prove an upper bound in terms of the reparametrised noise level ω 2 q = ε 2 q + ϑ 2 q σ 2 q and the adaptive factor δ K := (1 ∨ log |K|) 1/4 . The upper bound consists of the two terms ρ re a q,v q (δ 2 K ω q ) and ρ ad a q,v q (δK ω q), defined by replacing xq with δ 2 K ωq and δ K ωq in (3.4) and (3.5), respectively. We think of ρ re a q,v q (δ 2 K ω q ) as a reminder term, which is typically negligible compared to ρ ad a q,v q (δK ω q) (cf. Remark 3.3 below).
Proof of Proposition 3.2. The proof follows along the lines of the proof of Proposition 2.3 and exploits (A.1) and (A.2) in Lemma A.2. For (Yq, Xq) ∼ P ε q,σq θ q,λq , we have Q k := q 2 k +q 2 k (eq) ∼ Q e q µ q,k for each k ∈ N with e 2 q := ω 2 q /v 2 q and µq := λq(θq − ϑq)/vq. (A.1) implies that under the null hypothesis with L := log(2|K|/α) the quantile satisfies Q e q 0 q,k (α/(2|K|)) q 2 k (eq) + 2Lq k (e 2 q ) + 2L 2 m k (e 2 q ) and, therefore, P ε q,σ q ϑ q,λ q ϕ K,α/2 = 1 = P ε q,σq ϑ q,λq T K,α/2 > 0 k∈K P ε q,σ q ϑ q,λ2 k > 2Lq k (e 2 q ) + 2L 2 m k (e 2 q ) k∈K P ε q,σ q ϑ q,λ q Q k > Q e q 0 q,k (α/(2|K|)) =
On the other hand, under the alternative θq − ϑq ∈ Θ r a q ∩ 2
where we successively use (ρ re
and θq − ϑq ∈ Θ r a q ∩ 2 ρ it holds dq 2 k (µq) θq − ϑq 2 2 − ra 2 k , which together with (3.8) implies 4 5 q 2 k (µq) 2Lq k (e 2 q ) + 2L 2 m k (e 2 q ) + q k (e 2 q )2(L α/2 + 5L 2 α/2 ). Rearranging the last inequality and using (A.2) in Lemma A.2 shows that for all λq ∈ Λ d v q P ε q,σ q θ q,λ q ϕ K,α/2 = 0 min{P ε q,σ q θ q,λq Q k 2Lq k (e 2 q ) + 2L 2 m k (e 2 q ) + q 2 k (eq) : k ∈ K} P ε q,σ q θ q,λq Q k Q e q µ q,k (1 − α/2) = α/2. (3.9)
Combining (3.7) and (3.9) we obtain the assertion (3.6), which completes the proof.
Remark 3.3. The first term ρ re a q,v q (δ 2 K ω q ) = min K (m q(δ 4 K ω 2 q /v 2 q ) ∨ a 2 q ) in the upper bound (3.6) for the adaptive testing radius can always be bounded by ρ ad a q,v q (δ 2 K ω q ) = min K (q q(δ 4 K ω 2 q /v 2 q ) ∨ a 2 q ) due to the elementary inequality m q(δ 4 K ω 2 q /v 2 q )(δ 4 K ω 2 q /v 2 q ). Note that ρ ad a q,v q (δ 2 K ω q ) only differs from the second term ρ ad a q,v q (δK ω q) in (3.6) by an additional factor δ K . Hence, we can always show that δ 2 K is an adaptive factor. However, often this bound is too rough and the term ρ re a q,v q (δ 2 K ω q ) is negligible compared to ρ ad a q,v q (δK ω q ), which results in an adaptive factor δ K . Let us give sufficient conditions for the negligibility. Consider k := k ad a q,v q (δK ω q ) as in (3.5). Then we have ρ re
(3.10)
Moreover, comparing ρ ad a q,v q (δK ω q ) and ρ a q,v q (δK ω q ) (defined as in (2.1) by replacing xq with δ K ωq) it holds ρ a q,v q (δK ω q) ρ ad a q,v q (δK ω q ) for any collection K. In the Illustration 3.6 below we select a suitable collection K such that uniformly for all aq ∈ A we get ρ ad a q,v q (δK ω q)
is negligible compared to ρ a q,v q (δK ω q ) let us reformulate the upper bound (3.6) in terms of noise levels δ ε q εq and δ σ q ϑqσq, respectively. Keeping the minimax optimal choice k a q,v q (ε q ) ∧ k a q,v q (ϑ q σ q) for the dimension parameter (c.f. Proposition 2.3) in mind we note that k a q,v q (ε q ) and k a q,v q (ϑ q σ q ) depend only on εq and σq, respectively. Therefore, we eventually choose collections K ε q and K σ q depending on εq respectively σq only, and set K := K ε q ∩ K σ q , δ ε q := δ Kε q and δ σ q := δ Kσ q where |K| |K ε q | ∧ |K σ q | and hence δ K δ ε q ∧ δ σ q . Exploiting 2[ρ a q,v q (δε qε q ) ∨ ρ a q,v q (δσ qϑq σ q )] ρ a q,v q (δK ω q ), the next result is a direct consequence of Proposition 3.2 and its proof is omitted.
Theorem 3.4. Let K := K ε q ∩ K σ q , δ ε q := δ Kε q and δ σ q := δ Kσ q . Assume there exists a C K 1 with ρ re a q,v q (δ 2 K ω q ) ∨ ρ ad a q,v q (δK ω q ) C K ρ a q,v q (δK ω q) for all aq ∈ A, vq ∈ V. Then for each α ∈ (0, 1) with
Remark 3.5. Let us briefly discuss the choice of K in the homoscedastic case as in Remark 2.6. Considering the signal detection task it is easily seen that for all vq ∈ V and aq ∈ A the minimax optimal dimension parameter k a q,v q (ε q ) as in (2.1) is never larger than ε −4 . Therefore, exploiting the natural choice K = ε −4 the factor δ K is of order | log ε| 1/4 . However, in many cases it is sufficient to aggregate over a polynomial grid K = 2 l , l ∈ 4| log 2 ε| . Obviously, δ K is then of order (log | log ε|) 1/4 . For a goodness-of-fit task the upper bound for the minimax optimal dimension parameter k a q,v q (ε q) ∧ k a q,v q (ϑ qσq) can further be improved by exploiting the knowledge of ϑq. More precisely, since q 2 k (ω 2 q /v 2 q ) q 2 k (ω 2 q ) ε 4 k + σ 4 q 2 k (ϑ 2 q ) and aq ∞ 1, any k ∈ N such that σ 4 q 2 k (ϑ 2 q ) 1 is an upper bound for the dimension parameter. For the goodnessof-fit task ϑq = (j −t ) j∈N as considered in Illustration 3.6 below, the upper bound is of order σ −4 , which results in the natural choice K = ε −4 ∩ σ −4 = K ε ∩ K σ and an adaptive factor |log ε| 1/4 ∧|log σ| 1/4 . However, since a polynomial grid K = 2 l , l ∈ 4 |log 2 ε| ∩ 4 |log 2 σ| is again sufficient, δ K is of order (log | log ε|) 1/4 ∧ (log | log σ|) 1/4 = δ ε ∧ δ σ .
Illustration 3.6 (homoscedastic case). Considering the typical smoothness and ill-posedness assumptions of Illustration 2.7 and a polynomial grid K = 2 l , l ∈ 4 |log 2 ε| ∩ 4 |log 2 σ| as discussed in Remark 3.3 it holds ρ ad a q,v q (δK ω q ) C K ρ a q,v q (δK ω q ) for some C K 1 uniformly for all s ∈ [s , s ]. Moreover, for mildly ill-posed models ρ re a q,v q (δ 2 K ω q) as in (3.6) is negligible compared to ρ ad a q,v q (δK ω q ), i.e. uniformly for all s ∈ [s , s ] it holds ρ re a q,v q (δ 2 K ω q) C K ρ ad a q,v q (δK ω q ) for some C K 1, since the conditions (3.10) are fulfilled for δ K δ ε ∧ δ σ with δ ε = (log |log ε|) 1/4 and δ σ = (log |log σ|) 1/4 . Furthermore, the constant C K can be chosen uniformly for all sufficiently small noise levels. In the severely ill-posed case ρ re a q,v q (δ 2 K ω q ), ρ ad a q,v q (δK ω q ) and ρ a q,v q (δK ω q ) are all of the same order and the adaptive factors have no effect on the rate. We present the resulting rate of testing ρ a q,v q (δε qε q ) ∨ρ a q,v q (δσ qϑqσq ) in terms of the originals noise levels ε and σ for both the signal detection and the goodness-of-fit task ϑq = (j −t ) j∈N , in the table below. there exists a c α > 0 such that (3.11) i.e. δ ε q respectively δ σ q are lower bounds for the minimal adaptive factors over {Θ r a q , aq ∈ A}. Proof of Proposition 3.8. The proof relies on the reduction scheme and notation used in the proof of Theorem 2.1. Let us define ωq 2,δ := δ 2 ε q ε 2 q + δ 2 σ q ϑ 2 q σ 2 q For each j ∈ N we introduce θ j q ∈ 2 with θ j k = 0 for k > k j ,
where θ j q ∈ Θ r a j q ∩ 2 A α ρ j follows from arguing line by line as in the proof of Theorem 2.1. Considering the uniform mixture measure over the vertices of a hypercube P 1,j := 2 −k j τ ∈{±1} k j P ε q,σ q ϑ q+ θ jτ q ,v q , the uniform mixture measure P 1 := 1 N N j=1 P 1,j and P 0 := P ε q,σ q ϑ q,v q are supported on the alternative and the null hypothesis, respectively. The joint distribution P 0 and P 1 of the reparametrised observation ( Yq := Yq − ϑqXq, Xq) given P 0 and P 1 , respectively, still satisfies TV(P 1 , P 0 ) = TV( P 1 , P 0 ) and, hence, from (2.4) it follows
Arguing as in the proof of Theorem 2.1 and applying Lemma A.3 in the appendix, we obtain
Exploiting successively (C1) and the definition of η, for j l it holds q 2
, and, hence,
Combining the last bound, the definition of ζ and (C3) implies χ 2 ( P 1 , P 0 ) 2α 2 , which together with (3.12) shows (3.11) and completes the proof.
Remark 3.9. Let us briefly discuss the conditions (C1) -(C3) in Proposition 3.8. Under (C1) and (C2) the class A is rich enough to make adaptation unavoidable, i.e. it contains enough distinguishable elements aq resulting in significantly different radii. (C3) is a bound for the maximal size of an unavoidable adaptation factor. Lastly, the condition on η is similar to the balancing condition (2.2) (see the remark below Theorem 2.1) in the nonadaptive case, but now needs to hold uniformly for all elements aq ∈ A.
Next, we demonstrate how to use Proposition 3.8 in the homoscedastic case, when A is nontrivial with respect to polynomial decay.
Theorem 3.10. In the homoscedastic case εq = (ε) j∈N and σq = (σ) j∈N with δ 4 ε q = log |log ε| and δ 4 σ q = log |log σ|, let vq := (j −p ) j∈N , p > 0, and A = {(j −2s ) j∈N , s ∈ [s , s ]} for s < s . Assume for all aq ∈ A either (A1) ρ a q,v q (δε qε q ) ρ a q,v q (δσ qϑq σ q ) or (A2) ρ a q,v q (δε qε q ) ρ a q,v q (δσ qϑq σ q ). For α ∈ (0, 1) set A 2 α := η(r ∧ log(1 + α 2 ) ∧ 1/2) with η as in Proposition 3.8.
A1
There exists ε α ∈ (0, 1) such that for all (ε, σ)
Remark 3.11. Let us briefly comment on the assumptions and results of Theorem 3.10. Considering mildly ill-posed models as in Illustration 3.6 the adaptive factors δ ε q = (log |log ε|) 1/4 and δ σ q = (log |log σ|) 1/4 visible in the resulting rates are minimal adaptive factors due to Theorem 3.10. We distinguish two cases (A1) and (A2) insuring, respectively, that either all rates in δ ε q ε or all rates in δ σ q ϑqσ are dominant, and hence we exclude mixed situations which we are not interested in here. Note that, Theorem 3.10 provides intrinsically asymptotic results, since for each α ∈ (0, 1) the noise level have to be sufficiently small. Moreover, for any σ ε c with c ∈ R + , the factors δ ε and δ σ are of the same order anyway, and hence asymptotically only the cases (A1) and (A2) appear. The additional restriction t − p < 1/4 allows us to apply Proposition 3.8. In case t − p 1/4 the minimax rate ρ a q,v q (ϑ q σ q ) does not depend on the smoothness parameter s (Illustration 2.7), and hence, (C3) in Proposition 3.8 is violated. In this situation, however, is ρ a q,v q (ϑ q σ q ) (almost) parametric, i.e., (A1) will typically govern the behaviour of the minimax rate. Finally, Theorem 3.10 covers only combinations of ordinary smoothness and mildly ill-posedness. For ordinary smoothness and severely ill-posedness, the optimal dimension parameter does not depend on the smoothness parameter, compare Illustration 2.7, hence, as usual our testing procedure is automatically adaptive to {Θ r a q , aq ∈ A}, which is also reflected in the table in Illustration 3.6. The remaining case of super smoothness and mildly ill-posedness is considered separately in Theorem 3.12 below.
Proof of Theorem 3.10. We only prove A1, the arguments for A2 are similar (simply replace p by p−t) and thus omitted. We apply Proposition 3.8. Let aq ∈ A, due to (A1) the rate is given by ρ a q,v q (δε qεq) ∨ ρ a q,v q (δσ qϑq σ q ) = ρ a q,v q (δε qε q ), which implies in turn k a q,v q (δε qεq) ∧ k a q,v q (δσ qϑq σ q) = k a q,v q (δε qε q ) due to Lemma A.1. For aq = (j −2s ) j∈N and vq = (j −p ) j∈N setting e(s) := 4s 4s+4p+1 we have C −1 ρ a q,v q (δε qεq)/ (εδ ε q ) e(s) C and C −1 k a q,v q (δε qεq )/ (εδ ε q ) e(s)/s C for some constant C > 0. Let e := e(s ), e := e(s ) and {e(s l ) := e − (l − 1)∆ : l ∈ N }, where ∆ := e −e N and N := e −e 4 |log(δε qε))| log δε q . The collection of N sequences is now given by {(j −2s l ) j∈N : l ∈ N }. Under (A1) it remains to check (C1) -(C3) for δ ε q = (log |log ε|) 1/4 (setting δ σ q = 1). Since by construction sup j<l δ 2 ε q ρ j ρ l δ 2 ε q C 2 (δ ε q ε) ∆ → 0 and sup j<l k j k l → 0 as ε → 0, (C1) and (C2) hold for all ε small enough. Finally (C3) follows from c α δ 2 ε q − log(N ) 2 log(α) for ε small enough, since 1 2 δ 2 ε q − log(N ) → −∞ as ε → 0, which completes the proof. In the homoscedastic super smooth case (see Illustration 3.6) when A is nontrivial with respect to an exponential decay, which is obviously more restrictive than a polynomial decay considered in Theorem 3.10, the testing radius of the indirect-max-test ϕ K,α in (3.3) with polynomial grid K = 2 l , l ∈ 1 2s log 2 |log ε| ∩ 1 2s log 2 |log σ| features a deterioration compared to the minimax rate by factors δ ε = (log log |log ε|) 1/4 and δ σ = (log log |log σ|) 1/4 only. Applying Proposition 3.8 we show these are minimal adaptive factors in this more restrictive situation.
Theorem 3.12. In the homoscedastic case with δ 4 ε q := log log |log ε| and δ 4 σ q := log log |log σ|, let vq := (j −p ) j∈N , p > 0, and A = (e −j 2s ) j∈N , s ∈ [s , s ] for s < s . Consider (A1) or (A2), and A 2 α for α ∈ (0, 1) as in Theorem 3.10. (A1) There exists ε α ∈ (0, 1) such that for all (ε, σ)
Proof of Theorem 3.12. We only prove (A1), the arguments for (A2) are similar (simply replace p by p − t) and thus omitted. We apply Proposition 3.8 similarly to the proof of Theorem 3.10. Due to (A1) for aq = (e −j 2s ) j∈N and vq = (j −p ) j∈N setting e(s) := 4p+1 4s we have C −1 εδ ε q (log ε) e(s) /ρ a q,v q (δε qε q ) C and C −1 (log ε) e(s)/(4p+1) /k a q,v q (δε qε q ) C for some constant C > 0. Let e := e(s ), e := e(s ) and {e(s l ) := e + (l − 1)∆ : l ∈ N }, where ∆ := e −e N and N := e −e 4 |log(ε)| log(δε ) . The collection of N sequences is now given by (e −j 2s l ) j∈N : l ∈ N . Under (A1) it remains to check (C1) -(C3) for δ 4 ε q = log log |log ε| (setting δ σ q = 1). Since by construction sup j<l δ 2
, which completes the proof. The indirect-max-test ϕ K,α in (3.3) is eventually adaptive to {Θ r a q , aq ∈ A} when A is nontrivial with respect to polynomial or exponential decay (see Illustration 3.6). However, the indirect test in (2.8) makes explicite use of vq and thus a prior knowledge of the class Λ d v q is required, which the direct test in (2.14) avoids. Therefore, next, we consider its adaptation both to a family of smoothness classes {Θ r a q, aq ∈ A} and a family of ill-posedness classes {Λ d v q , vq ∈ V}.
Adaptation to smoothness and ill-posedness
Direct testing procedure. In this section we consider the adaptation of the direct test in (2.14) to families of alternatives {Θ r a q , aq ∈ A} and {Λ d v q , vq ∈ V}. Given α ∈ (0, 1) and a finite collection K ∈ N define the max-test statistic with Bonferroni levels and the corresponding max-test
which is a level-α-test due to (2.16) in Proposition 2.10. Its testing radius faces a deterioration compared to the optimal direct testing radius derived in Proposition 2.10 due to the Bonferroni aggregation which we formalise next. Analogously to (2.10), for each xq ∈ R N let us define the minimum over the collection K (ρ D,re a q,v q (x q )) 2 := min K (v −2 q m q(x 2 q ) ∨ a 2 q ) (3.14) and the minimum and minimiser over K, respectively, (ρ D,ad a q,v q (x q)) 2 := min K (v −2(x 2 q ) ∨ a 2 q ) and k D,ad a q,v q (x q ) := arg min K (v −2(x 2 q ) ∨ a 2 q ). (3.15)
We first present an upper bound in terms of the reparametrised noise level ω 2 q = ε 2 q + ϑ 2 q σ 2 q and the adaptive factor δ K := (1 ∨ log |K|) 1/4 . The upper bound consists of the two terms ρ D,re a q,v q (δ 2 K ω q ) and ρ D,ad a q,v q (δK ω q ), defined by replacing xq with δ 2 K ωq and δ K ωq in (3.4) and (3.5), respectively.
in terms of the originals noise levels ε and σ for both the signal detection and the goodness-of-fit task ϑq = (j −t ) j∈N in the table below. We shall stress that the order ρ D a q,v q (δε qε q ) and ρ a q,v q (δε qε q ) (see Illustration 3.6) of the direct and indirect max-test coincide and, hence the direct test features a deterioration by a minimal adaptive factor in δ ε q only. However, the order of ρ D Proof of Proposition 3.18. The proof follows along the lines of the proof of Proposition 3.8, which relies on the reduction scheme and notation used in the proof of Theorem 2.1. Let us define ωq 2,δ := δ 2 ε q ε 2 q + δ 2 σ q ϑ 2 q σ 2 q For each j ∈ N we introduce θ j q ∈ 2 with θ j k = 0 for k > k j ,
where θ j q ∈ Θ r a q ∩ 2 A α ρ j arguing line by line as in the proof of Theorem 2.1. Considering the uniform mixture measure over the vertices of a hypercube P 1,j := 2 −k j τ ∈{±1} k j P ε q,σ q ϑ q+ θ jτ q ,v j q , the uniform mixture measure P 1 := 1 N N j=1 P 1,j and P 0 := 1 N N j=1 P ε q,σ q ϑ q,v j q are supported on the alternative and the null hypothesis, respectively. The joint distribution P 0 and P 1 of the reparametrised observation ( Yq := Yq − ϑqXq, Xq) given P 0 and P 1 , respectively, still satisfies TV(P 1 , P 0 ) = TV( P 1 , P 0 ) and, hence, from (2.4) it follows inf ϕ sup (a q,v q)∈{aq}×V R ε q,σ q ϕ | Θ r a q , Λ d v q, ϑq, A[ρ a q,v q (δε qε q ) ∨ ρ a q,v q (δσ qϑq σ q)] 1 − TV( P1, P0) (3.20)
Since Yq is a sufficient statistic for θ q, the conditional distribution of Xq given Yq does not depend on θ q. Hence, TV( P 1 , P 0 ) can be bounded by the total variation distance and thus the χ 2 -divergence of the mixture over the marignal distributions P ω q v j q θ τ q of Yq. Applying Lemma A.3 in the appendix, we obtain TV( P1, P0) N −2 j∈ N l∈ N exp 1 2 q 2 k j ∧k l (v j q v l q θ j q θ l q/ω 2 q ) − 1.
Exploiting (D1) and the definition of η for 1 j l N it holds q 2 k j ∧k l (v j q v l q θ j q θ l q/ω 2 q ) = q 2 k j (v j q v l q θ j q θ l q/ω 2 q ) 2ζ 2 (δε q∨δσ q) 4 ρ 2 j ρ 2 l q 2 k j (δ 2 ε q ε 2 q /(v l qv j q ))∨q 2 k j (δ 2 σ q σ 2 q ϑ 2 q /(v l qv j q )) q 2 k j (δ 2 ε q ε 2 q /(v j q ) 2 )∨q 2 k j (δ 2 σ q σ 2 q ϑ 2 q /(v j q ) 2 ) , and, hence, TV( P 1 , P 0 ) 1 N exp ζ 2 (δ ε q ∨ δ σ q ) 4 + N (N −1) N 2 exp (ζ 2 ) − 1 due to (D2). Combining the last bound, the definition of ζ and (D3) implies TV( P 1 , P 0 ) 2α 2 , which together with (3.20) shows (3.18) and completes the proof.
The conditions (D1) -(D3) in the last assertion are similar to (C1) -(C3) in Proposition 3.8, which are briefly discussed in Remark 3.9. Let us demonstrate how to use Proposition 3.18 in the homoscedastic case, when V is nontrivial with respect to polynomial decay. The next result is similar to Theorem 3.10 where we distinguished cases (A1) and (A2) insuring roughly that either ρ a q,v q (δε qε q ) or ρ a q,v q (δσ qϑq σ q ) is dominant. In the next result we only consider a case similar to (A1), since in the opposite case the obtainable lower bound does not match the upper bound of the direct-max-test.
Theorem 3.19. In the homoscedastic case εq = (ε) j∈N and σq = (σ) j∈N with δ 4 ε q = log |log ε|, let aq = (j −s ) j∈N , s > 1/2, and V = {(j −p ) j∈N , p ∈ [p , p ]} for p < p . For α ∈ (0, 1) set A 2 α := η(r ∧ log(1 + α 2 ) ∧ 1/2) with η as in Proposition 3.18. There exists ε α ∈ (0, 1) such that for all (ε, σ) ∈ [0, ε α ] × [0, 1) with ρ a q,v q (δε qε q ) ρ a q,v q (δσ qϑq σ q ) for all vq ∈ V ∀A ∈ [0, A α ] : inf ϕ sup (a q,v q)∈{aq}×V R ε q,σ q ϕ | Θ r a q , Λ d v q , ϑq, Aρ a q,v q (δε qε q ) 1 − α.
(3.21)
Proof of Theorem 3.19. Applying Proposition 3.18, the proof follows along the lines of the proof of Theorem 3.10. By assumption for aq = (j −s ) j∈N and vq = (j −p ) j∈N setting e(p) := 4s 4s+4p+1 we have C −1 ρ a q,v q (δε qεq)/ (εδ ε q ) e(p) C and C −1 k a q,vq (δε qε q )/ (εδ ε q ) e(p)/(2s) C for some constant C > 0. Let e := e(p ), e := e(p ) and {e(s l ) := e + (l − 1)∆ : l ∈ N }, where ∆ := e −e N and N := e −e 4 |log(δε qε))| log(δε q) . The collection of N sequences is now given by {(j −2p l ) j∈N : l ∈ N }. It remains to check (D1) -(D3) for δ 4 ε q = log |log ε| (setting δ σ q = 1). Since by construction sup j<l δ 2 ε q ρ j ρ l δ 2 ε q C 2 (δ ε q ε) ∆ → 0 and sup j<l k j k l → 0 as ε → 0, (D1) and (D2) hold for ε small enough. Finally (D3) follows from c α δ 2 ε q − log(N ) 2 log(α) for ε small enough, since 1 2 δ 2 ε q − log(N ) → −∞ as ε → 0, which completes the proof. Remark 3.20. In the homoscedastic case with prior known ordinary smoothness of the alternative and mild ill-posedness with unknown degree p ∈ [p , p ] an adaptive factor of order δ ε q = (log |log ε|) 1/4 is unavoidable due to Theorem 3.19 and the direct-max-test attains the minimax-optimal rate with a minimal adaptive factor (see Illustration 3.17). Analogously to Theorem 3.12, if the alternative is known to be super smooth an adaptive factor of order δ ε q = (log log |log ε|) 1/4 is unavoidable for adaptation to unknown ill-posedness, and hence the adaptive factor in the testing rate of the direct-max-test (see Illustration 3.17) is also minimal. However, the optimality of the direct-max-test is only guaranteed if the rate in terms of ϑqσ is negligible compared to the rate in ε. The order of an optimal rate in the opposite case is still an open question, when the ill-posedness of the model is unknown.
A Appendix
In this section we gather technical results and their proofs. 
