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THE YONEDA ALGEBRA OF A GRADED ORE EXTENSION
CHRISTOPHER PHAN
ABSTRACT. Let A be a connected-graded algebra with trivial module k, and let B be a graded
Ore extension of A. We relate the structure of the Yoneda algebra E(A) := ExtA(k,k) to E(B).
Cassidy and Shelton have shown that when A satisfies their K2 property, B will also be K2. We
prove the converse of this result.
1. INTRODUCTION
Let A be a connected-graded algebra over a field k generated in degree 1, and let Ak be the
A-module A/A+. We then have a bigraded algebra E(A) := ExtA(k,k), called the Yoneda
algebra of A. (Throughout, Ext and Tor refer to the functors on the graded category. We define
Ei(A) =
⊕
j E
i,j(A), where the index i refers to the homological grading and j refers to the grad-
ing inherited from A.) Frequently studied is a property introduced by Priddy in [9]: an algebra
A is Koszul if E(A) is generated in the first cohomological degree (equivalently, Ei,j(A) = 0
when i 6= j). For a comprehensive reference on Koszul algebras, see [8].
In [3] Cassidy and Shelton proposed the following generalization of Koszul:
Definition 1.1. A connected-graded algebra A generated in degree 1 is a K2 algebra if E(A) is
generated in the first two cohomological degrees.
This class includes the class of N-Koszul algebras defined by Berger in [1]. For quadratic al-
gebras, K2 is equivalent to Koszul. The study of K2 algebras is attractive because the first two
cohomological degrees of E(A) are seen in a suitable presentation of A: we have E1(A) ≃ A∗1
while E2(A) is roughly dual to the essential relations of A. The class of K2 algebras has been
further studied in [2] and [7].
In addition to exploring the connections between A and E(A), algebraists have investigated
structural similarities between E(A) and E(B) when B is an algebra related to A. For example
(see [3, 8]), both the classes of Koszul and K2 algebras are closed under regular central exten-
sions, Zhang twists, and tensor products.
Furthermore, both the class of Koszul algebras and the class of K2 algebras are closed un-
der graded Ore extensions. Suppose σ : A → A is a graded algebra automorphism and
δ : A(−1) → A is a graded σ-derivation. Then the associated Ore extension B := A[z; σ, δ]
is also a connected-graded algebra. (A primer on Ore extensions can be found in [5].) In [3],
it was proved that if A is a K2 algebra, then B is also K2. This is a generalization of the well-
known result that such a graded Ore extension of a Koszul algebra is again Koszul.
Our goal in this article is to provide another connection between E(A) and E(B) when B is
such a graded Ore extension of A:
Theorem 1.2. B is K2 only if A is K2.
Note that B is quadratic if and only if A is quadratic. We therefore obtain this corollary:
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Corollary 1.3. B is Koszul only if A is Koszul.
In Section 2 of this article, we describe a procedure that produces a projective resolution of
Bk based on a minimal projective resolution of Ak. In Section 3, we create somemaps that relate
the structure of E(A) and E(B). In Section 4, we prove Theorem 1.2. We conclude in Section 5
with some examples.
The author wishes to thank Kenneth Brown, Thomas Cassidy, Ulrich Kra¨hmer, and Brad
Shelton for their helpful comments and suggestions.
2. PROJECTIVE RESOLUTION FOR Bk
A projective resolution
· · · → Pn → Pn−1 → · · · → P0
of the A-module M isminimal if the differentials in the sequence
Hom(P0,k) → · · · → HomA(Pn−1,k) → HomA(Pn,k) → · · ·
are all zero. In this section, we describe a procedure for constructing a projective resolution of
the Bk based on a minimal projective resolution of Ak. However, the resulting resolution for Bk
will not necessarily be minimal.
We begin by setting some notation in effect for the rest of the article. Let V be a finite-
dimensional vector space over a field k, and let T(V) denote the tensor algebra. Let I ⊆
∑n≥2V
⊗n be a finitely-generated homogeneous ideal of T(V) and let A := T(V)/I, which
is a connected-graded k-algebra generated in degree 1. Let σ : A → A be a graded algebra
automorphism, and δ : A(−1) → A be a graded σ-derivation—that is, for a1, a2 ∈ A, we have
δ(a1a2) = δ(a1)σ(a2) + a1δ(a2).
Let B := A[z; σ, δ] be the associated Ore extension—that is, B =
⊕
n≥0 z
nA as an A-module,
and for a ∈ A,
az = zσ(a) + δ(a).
We consider z to have degree 1 in B, and under this grading B is a connected-graded algebra
generated in degree 1. In fact, B := T(W)/J for some ideal J, whereW = V ⊕ kz.
The following construction is a graded version of a construction by Gopalakrishnan and
Sridharan in [6]. We recreate it from scratch because we will refer to the details of the construc-
tion later.
Let Vn ⊆ A
⊗n
+ such that A⊗V•, as a subcomplex of the bar resolution A⊗ A
⊗•
+ , is a minimal
projective resolution of the trivial module Ak. We may assume V0 = k and V1 = V.
Definition 2.1. We construct two chain complexes of projective B-modules:
(1) P• := B⊗A (A⊗ V•)(−1), which is canonically isomorphic to B⊗ V•(−1). (Here, the
degree shift is by internal degree.)
(2) Q• is the complex with
Qi =
{
B⊗Vi, for i ≥ 0,
k, for i = −1,
and differential ∂i,Q = −∂i,P for i ≥ 1, and ∂0,Q : B⊗V
0 → k given by the augmentation.
We begin by computing the homology of the complexes P• and Q•.
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Lemma 2.2. We have
Hi(P•) =
{⊕
n≥0 k(z
n + BA+)(−1), if i = 0,
0, otherwise,
and
Hi(Q•) =
{⊕
n≥1 k(z
n + BA+), if i = 0,
0, otherwise,
where zn + BA+ ∈ B/(BA+).
Proof. Since Hi(P•) = Tor
A
i (B,k)(−1) and B is a graded-free A-module, the first statement
holds. Furthermore, Hi(Q•) = Hi(P•) when i ≥ 1. The statement about H0(Q•) and H−1(Q•)
can be verified by direct calculation. 
Lemma 2.3 (c.f. [6, Lemma of Theorem 1]). There exists a graded chain map f : P• → Q• with
f0(b⊗ λ) := bz⊗ λ, f−1 := 0, im f0 ⊆ B+ ⊗V0, and im f1 ⊆ B+ ⊗V1.
Proof. By construction, im f0 ⊆ B+ ⊗ V0. We may lift δ : A1 = V1 → A2 to a map δ˜ : V1 →
A1⊗V1 ⊆ B+ ⊗V1. Then for x ∈ V1, put
f1(1⊗ x) := z⊗ σ
−1(x)− δ˜(x) ∈ B+ ⊗V1.
Computation shows that ∂Q ◦ f1 = ∂P ◦ f0.
By Lemma 2.2, Q• is exact at every term except at Q0. Therefore, the construction of the rest
of the chain map follows automatically. 
We can now construct a projective resolution of Bk from the resolution A⊗V•.
Lemma 2.4 (c.f. [6, Theorem 1]). The algebraic mapping cone of f ,
· · · → B⊗ (Vn⊕Vn−1(−1))
(
∂n 0
fn ∂n−1
)
−−−−−−−−→ B⊗ (Vn−1⊕Vn−2(−1)) → · · ·
→ B⊗ (V1 ⊕V0(−1))
(
∂1
f0
)
−−−→ B → k → 0,
is exact. (Here, the functions in each matrix act on the right.) Hence, if we write cone( f ) in the form
B⊗W• → k→ 0, then B⊗W• is a projective resolution of Bk.
Proof. We consider f• : H•(P•) → H•(Q•), the induced map on homology. Direct calculation
shows f0 : H0(P•) → H0(Q•) is an isomorphism. By Lemma 2.2, fn : Hn(P•) → Hn(Q•) is an
isomorphism for n 6= 0. Therefore, the chain map f is a quasi-isomorphism, and the algebraic
mapping cone is exact (see, for example, [10, Corollary 1.5.4]). 
It is not true that B⊗W• → k → 0 must be aminimal projective resolution. For the resolution
to be minimal, fn(B⊗Vn(−1)) must lie entirely inside B+ ⊗Vn (or, equivalently, each entry of
the matrix representation of each fn must be an element of B+). This is not the case in Example
5.2.
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3. MAPS BETWEEN E(A) AND E(B)
In this section, we consider maps relating E(A) and E(B). Because B⊗Wn = B⊗Vn ⊕ B⊗
Vn−1(−1), it is tempting to view E
n(B) as En(A)⊕ En−1(A)(−1). However, there are many ob-
structions to this, including the fact that E(A) is not a subalgebra of E(B) and that the resolution
B⊗W• is not minimal.
However, enough of B⊗W• is minimal to prove the following:
Lemma 3.1. E(ι)(E1(B)) = E1(A) and E(ι)(E2(B)) = E2(A), where ι : A →֒ B is the inclusion.
Proof. Since im f0 ⊆ B+ ⊗V0 and im f1 ⊆ B+ ⊗V1, the sequence
B⊗ (V2⊕V1(−1))
(
∂2 0
f1 ∂1
)
−−−−−−→ B⊗ (V1 ⊕V0(−1))
(
∂1
f0
)
−−−→ B
may be extended to a minimal projective resolution B⊗U• of Bk. Now, the inclusion ι : A →֒ B
induces a chain map ι˜ : A ⊗ V• → B ⊗ U• where ι˜1(a ⊗ x) = ι(a) ⊗ (x, 0) and ι˜2(a ⊗ x) =
ι(a)⊗ (x, 0). 
We now define some chain maps for use later. Let
ϕ˜n : Homk(Vn−1(−1),k) → Homk(Vn ⊕Vn−1(−1),k)
be themap dual to the projectionVn⊕Vn−1(−1)։ Vn−1(−1) onto the second direct summand.
Let
τ˜n : Homk(Vn ⊕Vn−1(−1),k) → Homk(Vn,k)
be the restriction to the first direct summand.
Lemma 3.2. (1) ϕ˜n and τ˜n induce maps ϕn : E
n−1(A)(1) → En(B) and τn : E
n(B) → En(A),
respectively.
(2) τn = E
n(ι), where ι : A →֒ B is the inclusion.
(3) ϕn(E
n−1(A)) = ker(τn).
Proof. Recall that we have natural isomorphisms
HomA(A⊗−,k) ≃ Homk(−,k) and HomB(B⊗−,k) ≃ Homk(−,k).
The map ϕ˜n induces a map ϕn : E
n−1(A) → En(B) because the diagram
Vn ⊕Vn−1(−1)
(
0
1
)
//(
0 0
f ′n−1 0
)

Vn−1
0

Vn−1⊕Vn−2(−1) (
0
1
) // Vn−2
commutes, where f ′n−1 is the composition
Vn−1(−1) →֒ B⊗Vn−1(−1)
fn−1
−−→ B⊗Vn−1։ B/B+ ⊗Vn−1 ≃ Vn−1.
We have τn = E
n(ι) because τ˜n is dual to the chain map
A⊗Vn
ι⊗id
−−→ B⊗Vn →֒ B⊗ (Vn ⊕Vn−1(−1)).
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It is clear that ϕn(E(A)) ⊆ ker(τn). Now, suppose ξ ∈ Homk(Vn ⊕ Vn−1(−1),k) represents
a cohomology class [ξ] ∈ ker(τn) ⊆ E
n(B). As A⊗V• is a minimal projective resolution for Ak,
this implies that τ˜n(ξ) = 0, that is, ξ|Vn⊕0 = 0. So, there exists ξ
′ ∈ Homk(Vn−1(−1),k) such
that ξ = (0, ξ′), that is, ϕ˜(ξ′) = ξ. 
Let z ∈ W∗ such that z(z) = 1 and z(V) = 0. We also use the notation z to mean the induced
element of bidegree (1, 1) in the Yoneda algebra E(B). Let D(A) be the subalgebra of E(A)
generated as a k-algebra by E1(A) and E2(A). We define D(B) analogously.
In the case where A is K2, [3] exhibits short exact sequences
(1) 0→ zEn−1(B) → En(B) → En(A) → 0.
Our goal is to show that if B is K2, there are similar short exact sequences
0→ zEn−1(B) → En(B) → Dn(A) → 0.
We recall some more results from [3]. As before, ι : A →֒ B is the inclusion. Noting that
A+B = BA+ is an ideal of B, set C := B/A+B. As a k-algebra, C ≃ k[z], and has a B-module
endomorphism ζ : C → C via right-multiplication by z. Furthermore, BC = B⊗A k, meaning
ExtB(C,k) = E(A). Hence, the short exact sequence
0→ C(−1)
ζ
−→ C → k → 0
yields a long exact sequence
(2) · · · → En−1(A)(1)
α
−→ En(B)
E(ι)
−−→ En(A)
ζ∗
−→ En(A)(1) → · · · .
(It is this sequence that breaks into the short exact sequences (1) above when A isK2.) The map
ζ∗ : E(A) → E(A)(0, 1) is a E(ι)-derivation, and vanishes on E1(A) and E2(A).
Lemma 3.3. E(ι)(D(B)) = D(A).
Proof. By Lemma 3.1, E(ι)(D1(B)) = E1(A) = D1(A) and E(ι)(D2(B)) = E2(A) = D2(A). 
Lemma 3.4. Suppose B is K2. Then the long exact sequence (2) breaks into short exact sequences
(3) 0→ zEn−1(B) → En(B) → Dn(A) → 0 (n ≥ 1).
Proof. As ζ∗ is a E(ι)-derivation which vanishes on E1(A) and E2(A), and D(A) is generated
by E1(A) and E2(A), ζ∗ vanishes on all of D(A). Thus, α in injective on D(A)(1). Therefore, for
each n, we have short exact sequences
0→ Dn−1(A)(1)
α
−→ En(B)
E(ι)
−−→ Dn(A) → 0.
However, since ker(E(ι) : E1(B) → D1(A)) = kz, surjectivity of E(ι) implies that
α(Dn−1(A)(1)) = zEn−1(B). 
It is no coincidence that the previous proof is very similar to the proof of [3, Theorem 10.2],
in which the short exact sequence (1) appeared. Later, we will show that B being K2 will imply
that A is also K2, meaning that the short exact sequences (1) and (3) are indeed the same.
We now relate the maps α and ϕ.
Lemma 3.5. Suppose B is K2, and E
n,m(A) = Dn,m(A). Then ϕn is injective on E
n,m(A)(1).
Proof. By Lemmas 3.2 and 3.4, ϕ(En,m(A)) = zEn,m(B). On the other hand,
dimEn,m(A) = dimDn,m(A) = dim zEn,m(B),
by injectivity of α on Dn(A). 
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4. PROOF OF THE MAIN THEOREM
Again, we continue to use the notation established in the previous section. We are now ready
to prove Theorem 1.2, which we restate.
Theorem 4.1. If B is K2, then A is also K2.
Proof. Suppose A is notK2. Then there is a unique bidegree (n,m) such that E
n,m(A) 6= Dn,m(A)
but Ei,j(A) = Di,j(A) when i < n or when i = n and j < m. Let ξ : Vn,m → k represent a
cohomology class [ξ] ∈ En,m(A) \Dn,m(A). Under the natural isomorphism
Homk(Vn,k) ≃ HomA(A⊗Vn,k),
we can also view ξ : A⊗Vn → k.
Recall the chain map f and the projective resolution B⊗W• → k → 0 in the previous section.
Let ξ′ be the map (ξ, 0) : B⊗ (Vn ⊕Vn−1(−1)) → k.
We wish to show ξ′ represents a cohomology class [ξ′ ] in En(B). Under the natural isomor-
phism
Homk(Vn ⊕Vn−1,k) ≃ HomB(B⊗ (Vn ⊕Vn−1),k),
we have
∂∗B⊗W•(ξ
′) = (∂∗n(ξ), f
∗
n (ξ)) : Vn+1,m⊕Vn(−1)m → k.
By degree considerations, ∂∗n(ξ) = 0, and therefore we need only consider f
∗
n (ξ) : Vn(−1)m →
k.
Note that Vn(−1)m = Vn,m−1. By choice of n and m, E
n,m−1(A) = Dn,m−1(A), and so by
Lemma 3.5, ϕ : En,m−1(A) → En+1,m(B) is injective. Therefore, any element of
Homk(Vn(−1)m,k) ⊂ Homk(Vn+1,m⊕Vn(−1)m,k)
represents a nonzero cohomology class in En+1,m(B). Therefore, Homk(Vn(−1)m,k)∩ ∂
∗
B⊗W•
=
0. Hence, ∂∗B⊗W•(ξ
′) = 0, and [ξ′] is a cohomology class in En(B).
However, by Lemma 3.2, E(ι)([ξ′ ]) = [τ˜(ξ′)] = [ξ], contrary to E(ι)(E(B)) = D(A). 
5. EXAMPLES
We conclude with some examples. Throughout, A(d1, d2, d3, . . . ) denotes the graded-free A-
module A(d1)⊕ A(d2)⊕ A(d3)⊕ · · · . Let T(A) := Tor
A(k,k), which is a bigraded coalgebra,
with comultiplications Ti+j(A) → Ti(A)⊗ Tj(A) induced by A
⊗i+j
+ → A
⊗i
+ ⊗ A
⊗j
+ . An algebra
A is K2 if and only if
∆ : Tn(A) → T2(A)⊗ Tn−2(A)⊕ T1(A)⊗ Tn−1(A)
is injective.
Example 5.1. This example illustrates Theorem 1.2 by showing how some of the cohomology
classes in E(A) \D(A) also appear in E(B). Let A := k 〈x, y〉 /
〈
x2y, y2x
〉
. Define an automor-
phism σ : A → A via σ(x) := y and σ(y) := x. Define a σ-derivation δ : A(−1) → A via
δ(x) = xy and δ(y) = yx. Let B := A[z; σ, δ] be the associated Ore extension.
A minimal projective resolution of Ak begins
· · · → A(−7)2
M4−→ A(−5)2
M3−→ A(−3)2
M2−→ A(−1)2
M1−→ A → k → 0,
where
M4 :=
(
y2 0
0 x2
)
,M3 :=
(
x2 0
0 y2
)
,M2 :=
(
y2 0
0 x2
)
, and M1 :=
(
x
y
)
.
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The algebra A is not K2 because y2 ⊗ x2 ⊗ y represents a nonzero homology class in T3(A),
but
∆(y2 ⊗ x2 ⊗ y+ im ∂) =
(y2 ⊗ x2 + im ∂)⊗ (y+ im ∂) + (y2 + im ∂)⊗ (x2 ⊗ y+ im ∂) = 0.
Now, we can begin a minimal projective resolution of Bk with
· · · → B(−7)2 ⊕ B(−6)2
(
M4 0
f3 M3
)
−−−−−−−−→ B(−5)2 ⊕ B(−4)2
(
M3 0
f2 M2
)
−−−−−−−−→
B(−3)2 ⊕ B(−2)2
(
M2 0
f1 M1
)
−−−−−−−−→ B(−1)2 ⊕ B(−1)
(
M1
f0
)
−−−−→ B → k → 0,
where
f3 :=
(
0 −z− x
−z− y 0
)
f2 :=
(
0 −z− y
−z− x 0
)
,
f1 :=
(
0 −z− x
−z− y 0
)
, and f0 := (z).
Again, y2⊗ x2⊗ y represents a nonzero homology class in T3(B), and ∆(y2⊗ x2⊗ y+ im ∂) = 0,
meaning B is not K2.
Example 5.2. This example shows that the resolution B⊗W• need not be a minimal projective
resolution. Let A := k 〈w, x, y, u〉 / 〈yu, ux− xu, uw〉. The following is a minimal projective
resolution for Ak:
0→ A(−3,−4,−5, . . . )
M3−→ A(−2)3
M2−→ A(−1)4
M1−→ A → k → 0,
where
M3 :=


y 0 0
yx 0 0
yx2 0 0
...

 ,M2 :=

u 0 0 00 u 0 −x
0 0 0 y

 , and M1 :=


w
x
y
u

 .
(The algebra A and the resolution above first appeared in [4].) Note that A is quadratic but not
Koszul, and therefore is not K2.
Let σ = idA and define a derivation δ : A(−1) → A via δ(w) = w
2, δ(x) = x2, δ(y) = y2,
and δ(u) = u2. Let B = A[z; δ] be the associated Ore extension. The algebra B is also quadratic.
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We exhibit the chain map constructed by Lemma 2.3:
f3 :
⊕
i≥4
B(−i)


−z− y 0 0 0
0 −z− y 1 0 · · ·
0 0 −z− y 2
...


−−−−−−−−−−−−−−−−−−−−−−−−−−→
⊕
i≥3
B(−i),
f2 : B(−3)
3


z+ u 0 0
0 z+ u+ x 0
0 0 −z− y


−−−−−−−−−−−−−−−−−−−−→ B(−2)3,
f1 : B(−2)
4


−z−w 0 0 0
0 −z− x 0 0
0 0 −z− y 0
0 0 0 −z− u


−−−−−−−−−−−−−−−−−−−−−−−−−−−→ B(−1)4,
and f0 : B(−1)
(
z
)
−−→ B.
Note the constant entries in thematrix for f3. (To see that this is the correct matrix, use induction
to show that xnz = zxn + nxn+1 in B, and therefore yxn(z+ u) = (z + y)yxn + nyxn+1 in B.)
Now, the projective resolution B⊗W• for Bk is given by
0→ B(−4,−5,−6, . . . )
(
f3 M3
)
−−−−−−→ B(−3,−4,−5, . . . , )⊕ B(−3)3
(
M3 0
f2 M2
)
−−−−−−−−→
B(−2)3 ⊕ B(−2)4
(
M2 0
f1 M1
)
−−−−−−−−→ B(−1)4 ⊕ B(−1)
(
M1
f0
)
−−−−→ B → k → 0.
To calculate E(B), we applyHomB(−,k) and use the natural isomorphismHomB(B⊗−,k) ≃
Homk(−,k) to get the sequence
0→ Homk(k,k)
0
−→ Homk(k(−1)
5,k)
0
−→ Homk(k(−2)
7,k)
0
−→
Homk
(⊕
i≥3
k(−i)⊕ k(−3)3,k
)
d
−→ Homk
(⊕
i≥4
k(−i),k
)
→ 0.
For j ≥ 3, let λj ∈ Homk
(⊕
i≥3 k(−i)⊕ k(−3)
3,k
)
be the map
⊕
i≥3 k(−i) → k by projecting
on the (j− 2)th coordinate. Similarly define ρj ∈ Homk
(⊕
i≥4 k(−i),k
)
for j ≥ 4. Then one
can show that for j ≥ 5, d(λj) = (j− 3)ρj, but that d(λ3) = 0 and d(λ4) = 0. Hence E
3,4(B) 6= 0,
meaning B is not Koszul (and therefore not K2, since B is quadratic).
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