Measurement of the thermal boundary conductance (TBC) by use of a nondestructive
Introduction
Thermal management of micro-and optoelectronics is becoming more critical as device sizes decrease and new materials are employed. For this reason, there has been a growing interest in the determination of the thermophysical properties of thin-film materials. Significant attention has been given to the thermal diffusivity of thin-film materials, which often differs from bulk materials. Perhaps more critical to the thermal management of superlattice and future nanoscale devices is the thermal boundary resistance ͑TBR͒, which is frequently approximated or neglected leading to significant uncertainties in design and performance. Specific applications for which TBR is currently being considered are thermionic refrigeration ͓1͔, thermoelectrics ͓2͔, thin-film hightemperature superconductors ͓3,4͔, heterostructure field-effect transistors ͓5͔, and optical data storage media ͓6͔. More applications are sure to follow. The TBR can vary widely depending on the deposition technique and types of materials utilized. Precise knowledge of the TBR is required in order to fully understand the thermal characteristics of multilayer thin-film devices. The ability to determine the TBR between thin metal films and different substrate materials will become increasingly critical to both the design and selection of innovative dielectric materials and the selection of deposition techniques.
TBR creates an abrupt change in temperature, ⌬T, across an interface between two different materials. This was first observed by Kapitza for a solid and liquid helium interface in 1941 ͓7͔. The inverse of TBR is often referred to as Kapitza conductance, k or thermal boundary conductance ͑TBC͒. The heat flux, qЉ, across an interface can be expressed by the following equation:
The primary energy carriers in dielectric materials are acoustic phonons. Consequently, the TBR of dissimilar dielectric materials is often attributed to the reflection of phonons at the interface. There have been several theoretical models developed to estimate the TBR. The first of these theories is the acoustic mismatch model ͑AMM͒ developed by Little for the interface of dissimilar solids at low temperatures ͓8͔. This model assumes that each solid can be treated as a continuum with a perfect interface. The incident phonons are treated as plane waves, for which transmission and reflection probabilities are calculated, and there is no scattering at the interface. The AMM assumptions are generally reasonable at low temperatures and for perfect interfaces. A more recent model, called the diffuse mismatch model ͑DMM͒, was developed and is generally more applicable for nonperfect interfaces, where at higher temperatures, higher-frequency acoustic phonons are expected to scatter. This model assumes complete diffuse scattering at the interface ͓9͔. The transmission probability is then related to the density of phonon states on both sides of the interface. Diffuse scattering is more important at higher temperatures and for nonperfect interfaces. Swartz and Pohl ͓9͔ conducted experiments comparing the two models. A review of both mismatch theories and their comparison to experimental observations was compiled by Swartz and Pohl ͓7͔.
More recent theoretical efforts have utilized lattice-dynamical calculations to numerically determine the TBR. Young and Maris calculated theoretical Kapitza resistances using three-dimensional lattices ͓10͔. Experimental data was later compared to this latticedynamical model over various materials and over a range of temperatures ͓11͔. Pettersson and Mahan altered the model to account for dissimilar lattices ͓12͔. More elaborate lattice-dynamical models have been developed by Kechrakos ͓13͔ and Fagas et al. ͓14͔ in attempts to account for phonon scattering at disordered interfaces. For a more recent review of the theoretical methods for calculating the TBR, see Cahill et al. ͓15͔. TBR measurements have been made using a few different techniques. One technique employed by Swartz and Pohl ͓9͔ utilizes two thin-film microbridges deposited close to one another on a dielectric substrate. One microbridge is used as both a heat source and thermal sensor on the metal side and the other microbridge is a thermal sensor for the dielectric side. This technique requires that the mean-free path of the phonon is larger than the spacing between the microbridges, and is therefore only applicable at low temperatures. A second technique, called modulated thermoreflectance microscopy, examines the propagation of thermal waves generated by a laser pulse ͓16,17͔. The wave propagation is de-termined by measuring the reflectance of a probe beam that is rastered around the heating location. The phase of the probe is measured and compared to a thermal model where the thermal boundary resistance is treated as a free parameter ͓18,19͔. A third technique, the 3 method, uses an ac hot-wire setup to measure apparent thermal conductivity of a film and interface system. The TBR is extracted from data taken on a series of films while varying thickness ͓20,21͔.
A fourth technique is the transient thermoreflectance technique ͑TTR͒ where a short-pulsed laser beam is used to heat a thin metal film. The thin metal film is then probed with a weaker laser pulse after a known time delay in order to measure the transient temperature change of the metal film. This technique was used by Stoner and Maris ͓11͔ and Costescu et al. ͓22͔ to measure the TBR of metal films and dielectric substrates. One distinct advantage of this technique is the ability to directly measure the thinfilm TBR of films with thicknesses on the order of the optical penetration depth. This paper describes the TTR technique and its application to a specially prepared set of metal films and dielectric interfaces. Several issues associated with using TTR for measuring the TBR will be discussed. The systematic set of data collected as part of this investigation will hopefully be used in future developments of more sophisticated models for the TBR of interfaces, which to date are still lacking.
Transient Thermal Reflectance Technique
The TTR method uses an intense ultrashort laser pulse to generate a transient thermal response, and a weaker probe pulse to monitor the reflectivity response of the surface. Changes in reflectively can be related to the change in temperature for most metals. A schematic of the experimental setup is shown in Fig. 1 . The pulses from a 76 MHz Ti:Sapphire laser with a full width at half maximum ͑FWHM͒ pulse width of 200 fs are separated into two beams with an intensity ratio of 9:1 by a nonpolarizing beam splitter. The intense ''pump'' beam is used to heat the film while the low power ''probe'' beam is used to monitor the reflectivity. The pump beam passes through an acousto-optic modulator, which creates a pulse train at a frequency of 1 MHz. The pump beam is focused to ϳ80 m at an incident angle of 30 deg with an estimated fluence of ϳ2 J/m 2 . The probe beam passes through a dovetail prism mounted on a variable delay stage that is used to increase the optical path length of the probe beam and hence the time delay between the pump and probe pulses. A half-wave plate rotates the probe beam's polarization parallel to the plane of incidence. The probe, which is centered in the heated area, is focused to ϳ15 m at near-normal incidence to minimize the illuminated area. A polarizer, oriented such that only the probe light passes and not the pump, is positioned before a silicon photodiode, which monitors the probe beam's reflection off the sample. The reflectivity of metals is assumed to be linearly related to temperature for small changes in temperature, which creates an amplitude modulation in the probe beam. A lock-in amplifier set at a frequency of 1 MHz monitors the photodiode response to the modulation in intensity of the probe beam. The probe pulse is delayed in time allowing for the transient cooling profile of the sample to be recorded.
For long scans and samples where residual heating cannot be neglected, data must be phase corrected as described by Smith et al. ͓23͔. Alignment of the pump and probe spots for long scans can be an issue as pointed out by Capinski and Maris ͓24͔. To avoid the misalignment problems, the probe beam was collimated before the stage and the probe spot was profiled using a sweeping knife edge for all time delays. For the pump-probe diameter ratios utilized in this investigation and for less then the measured 5 m overlap error, the errors in signal at any given delay time are less than 1% due to misalignment.
Thermal Model and Analysis
The heat transfer within the metal film and the substrate material heated by a short-pulsed laser on a timescale greater than ϳ100 ps is governed by the time dependent heat conduction equation, which describes the thermal diffusion in the metal film and substrate, respectively:
where is the temperature above ambient, C is the thermal capacitance, and k is thermal conductivity. Upon absorption of a laser pulse, there is an immediate temperature gradient in the metal film given by Eq. ͑4͒ and a negligible temperature rise in the substrate. Therefore, initial conditions for the metal film and the substrate are: 
where F is the fluence, R is the reflectance, and ␦ is energy deposition depth. In reality, the initial temperature profile will be more uniform across the metal film due to increased thermal diffusion that results from nonequilibrium heating during the first few picoseconds ͓25͔. To account for the initial nonequilibrium between electron and phonon systems, a more sophisticated model could be used, but it turns out to have little impact on the decay after 100 ps, which is of interest for measuring the TBR. Equation ͑5͒ assumes that the initial heating of the substrate is negligible. This assumption is valid when the metal film thickness is two or more times greater than the optical penetration depth and the substrate has a small optical absorption coefficient and a significant thermal conductivity. At the interface (xϭd), the conductive heat flux of the substrate and film are equal to the heat transport across the interface, so the system is subject to the following boundary conditions:
where is the TBC. For the nanosecond time regime considered, the convective and radiative losses from the surface of the metal film ͑at xϭ0) are negligible. The substrate is treated as semiinfinite, because less than 2 m of the substrate are influenced by the temperature rise on the 1-2 ns timescale of the experiment. In order to resolve the thermal boundary conductance, the time constant for the film should be significantly smaller than the time constant associated with the interface, otherwise it will be difficult to extract the TBC from the thermal diffusion in the film. The time constant, , associated with diffusion of heat in the film can be approximated using:
where ␣ is the effective diffusivity of the metal film, and d is the film thickness. The interface time constant is given by
for highly conductive substrates ͓11͔. Thus, this model and experimental technique is limited to situations in which the following applies:
Practically, this means that for metals with interfaces having Ϸ2ϫ10 8 W/m 2 K, films are restricted to thicknesses less than 100 nm. Also, the interface time constant, i , should be less than or on the order of the TTR scan length in order to resolve the TBR. Thus, for scan lengths of 1-2 ns, metal films should be 100 nm thick or less.
Another criteria for the applicability of using the TTR method to resolve the TBC is that the substrate must have a significant thermal conductivity ͓26͔. Energy transferred across the interface should not induce a large temperature change in the substrate; otherwise the decay observed will be dominated by the thermal resistance of the substrate and not the thermal boundary resistance. High thermal conductivity also reduces issues associated with steady-state heating. This criterion eliminates the use of glasses for substrate materials.
Equations ͑2͒ and ͑3͒ subject to Eqs. ͑4͒-͑7͒ are numerically solved using the Crank-Nicolson method. Figure 2 shows the temperature response of a 30 nm thick aluminum film on a sapphire substrate using a TBC of 1.05ϫ10 8 W/m 2 K reported by Stoner and Maris ͓11͔. The dashed lines show the change in the cooling profile resulting in a change in the TBC of Ϯ50% indicating how sensitive the model is to the value used for the TBC even for a fairly low thermal conductance substrate, such as sapphire. Because the model is sensitive to the TBC, it should provide a high degree of confidence in determining the TBR from experimental data assuming all other inputs are well known. For substrates with higher thermal conductivities compared to sapphire, the differences between the cooling profile for a given TBC and uncertainty of Ϯ50% is even more significant.
In addition to being sensitive to the TBR, the model is also sensitive to uncertainties in the film heat capacity and thickness. The thermal response is only weakly dependent on the uncertainties of thermal conductance and capacitance of the substrate and the thermal conductance of the film. This is discussed in more detail in the Results section. 
Samples
The current theory for TBR is primarily concerned with phonon transmission across an interface and is therefore dependent on the differences in the phonon densities of states of both materials at the interface. Two sample series were selected to cover a wide range of interface conditions in a systematic way. The series consisted of 30 nm thick Al and Cr films deposited on Si, sapphire, AlN, and GaN substrates. In addition, Au and Pt were deposited only on Si substrates. The Si substrates were factory polished at ͑100͒ orientation. The AlN substrates were single crystalline and factory polished but had an unknown orientation. The GaN substrate consisted of a 2 m polycrystalline layer of GaN metalorganic vapor phase epitaxy deposited on the a plane of a polished single-crystalline sapphire substrate. The Debye temperatures ( D ) for the materials used in the sample series are listed in Table 1 .
The Cr and Al films were deposited by rf diode sputtering with 5 in. 99.995% purity targets in a single sputter-down target system with a base pressure of 8ϫ10 Ϫ7 Torr. For each run, the substrates were first spin cleaned in ethanol, trichloroethylene ͑TCA͒, and methanol and then hot-plate baked at 120°C for 5 min before being loaded into the deposition system. The samples were mounted onto a glass carrier with Apiezon-L high-vacuum grease, and the carrier was in turn mounted with Apiezon-L to the watercooled substrate table. The samples were lightly sputter etch cleaned at 300 V removing approximately 5 nm of material, including the native oxide layer. The deposition rates, with a 600 V target bias, were 4.60 nm/min and 6.77 nm/min for the Cr and Al targets, respectively. The ''30 nm'' Cr samples were deposited in two separate runs due to substrate size limitations. With an expected thickness of 30 nm, the two Cr and Al film thicknesses subsequently measured from the glass carriers were 29.5 nm, 29.0 nm, and 28.0 nm, respectively. The film thicknesses were measured using a Tencor surface profiler, using a multiple ͑five͒ scan method where the scans are averaged. The two subsequent measurements ͑from the expected rate versus the measured carrier͒ agreed to better than 5%.
The Au and Pt films were deposited using a Temescal BJD-1800 evaporator. The deposition chamber was evacuated to a pressure of ϳ6ϫ10 Ϫ7 Torr. The Au films were deposited at a rate of 60 nm/min and the Pt films were deposited at a rate of 30 nm/min. The rate of deposition was monitored using a vibrating quartz crystal, and the thickness of each film was measured using a profilometer to confirm the accuracy of the quartz crystal. The thickness presented for each film is the value measured using the Tencor surface profiler. These values were consistent to within 10% of the thickness predicted by the quartz crystal. Prior to deposition, each substrate was cleaned using a solvent wash of ethanol, TCA, and methanol. The substrates were also cleaned using a plasmaline O 2 cleaner.
Although much care was taken in making the samples, it should be noted that the interfaces are more than likely not abrupt junctions and possibly two phase, this can especially be the case for metals on Si. Franciosi et al. experimentally determined that Cr deposited on Si substrates at room temperature resulted in a Sirich intermixed layer on the order of 10 monolayers ͓30͔. The intermixed layer was not believed to be a silicide (CrSi 2 ) which typically forms at higher temperatures. Although Al and Si do not form silicides, interdiffusion can occur at room temperature. In the case of the Au and Pt samples, the native oxide layer suppresses diffusion across the interface. Hiraki et al. showed that Au deposited on SiO 2 results in a sharp interface ͓31͔.
Results
Several TTR scans were taken for each of the samples described above. The TBC of each was determined by fitting the model described in Eqs. ͑2͒-͑7͒ to TTR data. The proportionality constant relating the measured changes in reflectance to the changes in temperature was determined by fitting the TTR data to the model at approximately 100 ps, when the temperature gradient in the metal film is negligible and the film electrons and lattice are in local equilibrium. Figure 3 shows the best fit for a 29 nm thick Pt film on a Si substrate, with ϭ1.45ϫ10 8 W/m 2 K and all other inputs set to bulk values ͓32͔. Although Fig. 3 does appear to have an excellent fit, it was found that in most cases a better fit was achieved by allowing the thermal conductivity of the substrate, k s , to be a free Transactions of the ASME parameter. The model is relatively insensitive to k s . This method was employed by Stoner and Maris with the explanation that there is possibly a small damaged layer remaining near the surface of the substrate from predeposition processing and this causes the thermal conductivity to deviate from the bulk value ͓11͔. In most cases, the model fits best when the assumed value of k s is less than the bulk value by approximately a factor of 2 or more. Figure  4 shows a fit for a 30 nm Cr film on a Si substrate. Cr samples tended to give scans with little noise compared to Pt and other films, which can be seen by comparing Figs. 3 and 4. Figure 4͑a͒ shows the results when the bulk value of k s ϭ148 W/m K is employed, giving rise to a curve fit value of ϭ1.8ϫ10 8 W/m 2 K. Figure 4͑b͒ shows the results obtained when k s is treated as a free parameter. The best fit is obtained with a k s of 82 W/m K and the resulting value of ϭ2.1ϫ10 8 W/m 2 K. The difference in the best fit for between using bulk values as opposed to allowing k s to be a free parameter was less than 20% in most cases. Several scans were taken and fitted to the model described above with k s treated as a free parameter. The averaged values for for the films tested can be found in Table 2 .
As mentioned earlier, the model is also sensitive to uncertainties in the film heat capacity and thickness. The film thickness was measured, but bulk values were used for the film heat capacity, which is the product of the density and specific heat. Assuming an uncertainty in the total heat capacity of the film of 10%, uncertainties in are between 10-20% for the samples listed in Table  2 . The uncertainty has a stronger impact for less conducting substrates, such as sapphire. Due to the sensitivity of the model to the heat capacity of the film, a significant effort should be made to measure film thickness and the density of the film to a greater degree of accuracy to gain greater confidence in the measured value of .
One possible explanation for the TBR and the reduced transmission of phonons across an interface is the discontinuity in the phonon density of states across the interface. If it is assumed that phonons of a particular frequency in the metal film can only couple with the same frequency phonons in the substrate, then the transmission probability will be small if the number of states in the substrate is small compared to those in the metal film or vice versa. Following this line of reasoning, one would expect that Figure 5 shows the TBC data obtained from all scans performed for this study and data collected by Stoner and Maris ͓11͔ versus the film-substrate Debye temperature ratio. In general, for poorly overlapping filmsubstrate interfaces, where the Debye temperature ratio is small, there tends to be lower TBC values, while for better overlapping film-substrate interfaces there tends to be higher TBC values. Although this is not a conclusive trend, it is strong evidence that the phonon spectra disparity between two materials has a significant impact on the TBR of the interface. The DMM, which is the model often used in engineering analysis ͓2,3,5͔, accounts for the differences in the phonon spectra across interfaces.
To compare the DMM with the measured TBC, the TBC is calculated using the DMM assuming isotropic Debye solids for each sample. The ratios of the measured to the calculated DMM TBC versus the film-substrate Debye temperature ratio are presented graphically in Fig. 6 . It is apparent from Fig. 6 that the DMM does not completely account for the trend for the roomtemperature TBCs of the sample series. For interfaces with Debye temperature ratios greater than 0.4, the model overpredicts the TBC, while for dissimilar materials, the DMM underpredicts the TBC. For a more accurate application of the DMM, a realistic phonon density of states as opposed to the Debye model could be used, which was suggested by Swartz and Pohl ͓7͔. When the realistic phonon density of states as opposed to the Debye model is used, the room-temperature DMM TBC is reduced as noted by Stoner and Maris ͓11͔ for Pb and Au on diamond and sapphire substrates and by Cahill et al. ͓20͔ for Al on a sapphire substrate. This may explain a portion of the overprediction of the Debyebased DMM for Debye-like interfaces. Unfortunately, the measured phonon density of states is not readily available in tabular form and it is rarely separated into the different phonon modes, making it difficult to use the DMM with realistic phonon density of states.
Another possible explanation for the overprediction of the Debye-based DMM is due to possible substrate damage and poor interface quality as suggested by Swartz and Pohl ͓9,11͔ and Stoner and Maris ͓11͔. Substrate damage is a strong possibility for the Cr and Al samples which were sputtered etched. Just a 3-5 nm damage thickness with thermal conductivities on the order of amorphous materials ͑ϳ1.5 W/m K͒ will result in thermal resistances (2 -3ϫ10 Ϫ9 m 2 K/W) that are on the order of those measured for low mismatch interfaces (5ϫ10 Ϫ9 m 2 K/W). These large resistances associated with substrate damage could partially explain why there are little differences in the TBC for the samples with Debye temperature ratios above 0.4. The TBC for these Debye-type materials appear to be restricted due to some interface condition rather than the interface materials.
Costescu and Cahill measured TBC epitaxial interfaces with low mismatch materials ͓22͔. For these interfaces, substrate damage and poor interfaces are not the issue ͓22͔. Majumdar and Reddy suggested that a thermal resistance associated with electron-phonon coupling on the metal side of the interface accounted for the difference between the DMM and measured data ͓33͔. Although, Majumdar's model appears to provide a good explanation for epitaxial interfaces, the effective electron-phonon resistance is small (ϳϽ0.3ϫ10 Ϫ9 m 2 K/W for Cr͒ for most metals. The effective electron-phonon resistance is negligible compared to the overall resistance measured for the Cr and Al interfaces. Therefore, the primary reason for overprediction of the TBC by the DMM appears to be related to defects at the interface. Future experiments are planned to investigate the effect of substrate damage and poor interfaces on the effective TBC.
Although the above explanations may account for the discrepancies between the DMM and experimental data for Debye-type interfaces, other explanations are needed to describe the large experimental TBC compared to the DMM TBC for dissimilar material interfaces. Embedded in the DMM is the assumption that only elastic phonon scattering occurs, in other words, phonons scattering at the interface maintain the same frequency and do not scatter into multiple phonons. Kosevich considered the role of subharmonic and multiharmonic phonon transmission on TBC ͓34͔. By using both a harmonic and anharmonic model, Kosevich was able to show for a highly theoretical case that inelastic ͑subharmonic and multiharmonic͒ scattering makes a greater contribution to the TBC than elastic scattering for interfaces with very different vibrational spectra. Another mechanism for increased energy transport across mismatch interfaces, proposed by Sergeev, is due to inelastic scattering of electrons at the interface ͓35,36͔. Sergeev's theoretical work focused on thin metal films on insulating substrate in the low-temperature limit, (TϽ D ). It was assumed that a portion of the electron scattering around the interface released energy into the substrate phonon system. This TBC lowtemperature model approximates the electronic scattering portion of the TBC to be 2 -6ϫ10 7 W/m 2 K, which is on the order of the measured TBC for dissimilar material interfaces. Huberman and Overhauser considered electrons in Pb transferring some of the electrons' energy to joint vibrational modes of a Pb-diamond interface and then to the diamond substrate ͓37͔. Although the above theories appear plausible, they have been developed for highly theoretical or material specific interfaces. Unfortunately, to date, these theories have not been developed for a range or real interfaces. There also has been little experimental data to verify these proposed models. Further systematic testing is planned to test some of the theories in hopes of developing a practical and comprehensive model that can be applied to room-temperature interfaces.
Conclusions
A description of the TTR technique for measuring TBRs of thin metal film and dielectric substrates has been presented. The sensitivity and applicability of the TTR technique was discussed based on thermal properties of the interfacial materials. In particular, the technique is limited to thin metal films on substrates with thermal conductivities of approximately 25 W/m K or greater. The model is most sensitive to the TBC and the heat capacity of the film and only slightly sensitive to the thermal properties of the substrate.
A series of Cr, Al, Au, and Pt samples were carefully prepared to supplement existing TBR data in developing improved TBR theories. Scans of all the samples were conducted over several sessions and at different pump intensities to verify the repeatability of the TTR technique. The scans were fitted to the thermal model to determine the TBC. It was found that best fits were obtained by reducing the thermal conductivity of the substrate from book values. The TBC generally increases as the phonon density of states spectra of the metal film and dielectric substrate are better overlapped. It was shown that the DMM using the Debye solid approximation did not adequately account for the range of measured TBC. Brief explanations and potential transport mechanisms were presented to describe the discrepancies.
