ABSTRACT This paper presents a novel tightly coupled monocular visual-inertial simultaneous localization and mapping (SLAM) algorithm, which provides accurate and robust motion tracking at high frame rates on a standard CPU. In order to ensure the fast response of the system to the highly dynamic motion of robots, we perform the visual-inertial extended Kalman filter (EKF) to track the motion. The filter becomes inconsistent due to linearization errors. It is well known that EKF-based visual-inertial odometry (VIO) will provide nodrift motion estimates with respect to the landmarks maintained in the EKF state vector. Therefore, we construct the globally consistent map and feed back the map to the EKF state vector. In a parallel thread, we construct a global map and perform a keyframe-based visual-inertial bundle adjustment to optimize the map. In addition, a loop closure detection and correction module is also performed in a parallel thread to eliminate the accumulated drift when revisiting an area. Then, we occasionally feed back the constructed global map to the EKF VIO module to update and augment the EKF state vector, thereby improving the motion tracking accuracy of the EKF VIO estimator. The system provides accurate motion tracking that is comparable to the accuracy of the optimization-based method with per-frame processing time near to the filter-based method. The superiority of the proposed algorithm is validated in experiments.
I. INTRODUCTION
Concurrent motion estimation and map reconstruction by combining visual and inertial measurements has received significant interest in the field of Robotics and Computer Vision communities. This visual-inertial sensor suite can serve as an ideal alternative to GPS in environments where GPS is denied, since both sensors are small, lightweight, cheap, and complementary. On the one hand, visual simultaneous localization and mapping (SLAM) can provide good motion tracking and rich map information in visually distinguishable environments. However due to the sensor limitation, visual SLAM is sensitive to motion blur, occlusions, and illumination changes. On the other hand, inertial sensors can provide self-motion information at high frequency, so inertial navigation is robust to aggressive motion and is able to provide absolute scale for the motion. Whereas the result of inertial navigation is noisy and diverges even in
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tan. a few seconds. Therefore, by tightly fusing the measurements from inertial sensor to the visual SLAM, the robustness and accuracy of the system can be dramatically improved. The advantage of visual-inertial sensor fusion is most obvious in monocular visual-inertial setup, because the scale of the estimated motion and constructed map from monocular SLAM is ambiguous and liable to drift over time.
In practical applications, the estimated motion is always employed for the motion control of autonomous robots to perform specific tasks. In order to complete the required performance, less time-delay, accurate, and robust motion estimate is requested. From [1, Fig. 6 ], we can know that filter-based methods have reached lowest per-frame processing time, and can perform real-time motion tracking in all the embedded platforms mentioned in [1] . Therefore in this paper, we employ an extended Kalman filter (EKF)-based visual-inertial odometry (VIO) to ensure less time-delay and robust motion tracking. Whereas due to the linearization errors, the estimator tends to be inconsistent, which results in large estimation error and divergence of the system. EKF VIO provides no-drift motion estimates with respect to the landmarks maintained in the state vector, thus we aim to construct a globally consistent map and augment the EKF state vector with these already constructed landmarks. As demonstrated in [1] and [2] , bundle adjustment (BA) techniques can achieve better accuracy than filtering techniques, because the optimization-based methods can iteratively relinearize measurement equations to better deal with their nonlinearity. Therefore, we choose to use the BA technique to construct a consistent global map. BA is time-consuming, so we select keyframes after performing the EKF VIO for each frame. Then in a parallel thread, we use keyframes to construct the global map, and a keyframe based visual-inertial local BA is performed to optimize the local map.
We only extract less features for each frame to perform EKF VIO at high frequency, however, it is not enough for constructing the consistent map. Thus, we extract more features for selected keyframes to construct the global map, which results in more feature correspondences and covisibility information in local BA to increase the accuracy. The more features are just extracted and matched in keyframes. Since ORB features [3] are fast to compute and match, invariable to viewpoint, and able to match from wide baselines, we choose ORB features [3] to ensure fast and good data association.
Besides, if the system is unable to close loops, the error of the estimated trajectory will accumulate without bound, even if the sensor is continuously revisiting the same place. Therefore, we add a loop closure module in a new parallel thread for reducing the accumulated drift when returning to an already mapped area. In this way, a globally consistent map can be constructed.
Finally, whenever the frame is selected as a new keyframe, before sending it to a parallel thread for constructing the global map, we feed back the optimized map to the EKF VIO. In order to perform feedback mechanism, we extract more ORB features for the frame, and search feature matches to local map and optimize the state of current frame with the correspondences. Then the optimized state and feature matches are used to update and augment the EKF state vector. By occasionally feeding back the constructed consistent map to the EKF VIO, our system greatly improves the accuracy of motion tracking without causing too much additional computing time for each frame.
In summary, we propose a tightly-coupled monocular visual-inertial SLAM (VISLAM) system, which is able to provide high-frequency, accurate, robust, and long term motion estimate. Our approach operates in three parallel threads, one thread is used to perform the EKF VIO and feedback mechanism to provide less time-delay and accurate motion estimate. The other two threads, one for constructing map and performing local BA and the other one for closing loop, are used to construct a consistent global map. In VIO thread, since the computational cost of the EKF is quadratic in the number of landmarks in the state vector, we only extract fewer features for each frame to achieve fast state estimation. Then in order to improve the accuracy of motion tracking, for frames selected as keyframes, we extract more ORB features to perform feedback mechanism. The selected keyframes are sent to the parallel threads for constructing the globally consistent map.
In experiments, we demonstrate the benefits of our system towards the EKF VIO. In addition, we also compare our method with the state-of-the-art VIO and VISLAM approaches and demonstrate the superior performance of our method.
An overview of the proposed monocular visual-inertial SLAM algorithm is shown in Fig. 1 . The system is complete and drift-free in large scale environments. The remainder of the paper is organized as follows. In Section II, we describe the relevant literature. Notations are given in Section III. In Section IV, EKF VIO system is presented. A tightlycoupled joint visual-inertial nonlinear optimization is 34290 VOLUME 7, 2019 introduced in Section V. Section VI introduces the frontend, feedback mechanism, and back-end of the proposed tightly-coupled VISLAM approach. Experiments results are shown in Section VII. Finally, the paper is concluded in Section VIII.
II. RELATED WORK
There has been a vast amount of research on the visual SLAM problem, we refer to the review paper [4] for the progress made in the past few decades. In this section, we will discuss the most relevant works on monocular VIO and VISLAM system.
The fusion of visual and inertial measurements is usually divided into two classes. Loosely-coupled approaches, see [5] and [6] , process the visual and inertial measurements separately. Therefore the accumulated drift in vision module cannot be eliminated from the usability of inertial measurements, which leads the resulted estimate to be sub-optimal. Tightly-coupled ones interested in this work, see [7] - [23] , perform VIO or VISLAM system by considering the tight interaction between visual and inertial measurements, which optimally exploits the both sensing cues. Thus it can achieve higher precision at the expense of additional computational complexity. Besides, for tightly-coupled VIO/VISLAM solutions, two methodologies have been prevalent: filtering-based methods [7] - [15] and BA-based methods [16] - [23] .
Historically, the monocular VIO/VISLAM problem has been addressed with filtering method, which operates on the mean and covariance of the probabilistic distribution in a Kalman filtering framework. Filtering based approaches require fewer computational resources due to the continuous marginalization of past state, however the system get slightly lower accuracy due to the linearization error. According to the type of variables included in the state vector, the visionbased filtering approaches can be classified into two main categories: feature-based methods [7] - [11] and pose-based approaches [12] - [15] . The state vector of feature-based filtering algorithm includes both the pose of the platform and a set of landmark positions. As long as these landmarks are continuously observed and contained in the state vector, the estimated pose relative to these landmarks will not drift. However it have high computational complexity (quadratic in the number of landmarks in the state vector), therefore only currently observable landmarks are tracked to ensure realtime operation. In contrast, pose-based filtering approaches maintain a sliding window of past camera poses in the state vector. It uses the landmark measurements to impose probabilistic constraints on these poses, thereby making the computational complexity only linear in the number of landmarks. However, the method only updates the state using landmarks that are moved outside the field of view of current frame or visual measurements occurred at frames that are removed from the state vector, which means that not all the currently usable measurements are used to update the state. VIO/VISLAM problem has four unobservable directions, however due to the linearization error, the system only have three unobservable directions, it renders the filter inconsistent. Therefore in [10] , [11] , and [13] - [15] , a series of methods, e.g. first-estimates Jacobian and constraint of system observability, were proposed to improve the consistency of the system. In addition in [24] and [25] , at the expense of more computation, an iterated extended Kalman filter (IEKF) is applied to reduce the linearization error of the system and thereby obtain better performance. If the measurement models were linear, the EKF yields the same result equal to the MAP estimate.
Strasdat et al. [2] demonstrated that nonlinear optimization-based approaches provide better accuracy than filtering approaches. It is because the optimization-based methods relinearize the state at each iteration to avoid the integrated error from linearization. In following, we introduce several classic tightly-coupled BA-based VIO and VISLAM system. OKVIS [16] presented an approach to tightly integrate inertial measurements into keyframebased visual SLAM system, in which the cost function comprising inertial measurement unit (IMU) error term and the reprojection error term was jointly optimized. Additionally, marginalization of old state is used to maintain a boundedsized optimization window. Therefore, OKVIS has achieved increased accuracy and robustness in real-time operation. However, the system needs to repeatedly compute the IMU integration when the linearization point changes. To eliminate this repeated computation, based on the work of [26] , Forster et al. [17] presented a preintegration theory for inertial measurements, which properly addresses the manifold structure of the rotation group. Then, the preintegrated IMU model and structureless visual model are seamlessly integrated in a fully probabilistic manner to build a much more computationally efficient optimization method for state estimation. Therefore, by using SVO based [27] front-end and visual-inertial joint optimization back-end, the system achieves better accuracy than Project Tango [28] . All the tightly-coupled visual-inertial odometry methods mentioned above lack the capability to close loops and reuse an already reconstructed map due to the marginalization of past states. Thus, VI ORB-SLAM [19] presented a real-time tightlycoupled monocular visual-inertial SLAM system, which is able to close loop and reuse the previously constructed 3D map. The system achieved higher accuracy than the fully direct stereo visual-inertial odometry [20] , because there is no drift accumulation for localization in already mapped areas. Recently, a novel real-time, tightly-coupled, sliding window optimization based versatile monocular visual-inertial odometry system VINS-MONO [21] , [22] was proposed. The system performs local BA in one thread to estimate the state of platform, and closes loops in lightweight manner in a parallel thread.
There has been also several works on improving the BA speed, such as [29] and [30] . Although these methods improve the speed of optimization, in order to converge to an optimal value, MAP estimate still need to iterate. Since the update of EKF is equivalent to an iteration of MAP estimate, VOLUME 7, 2019 these methods still not as efficient as the filtering based methods. Therefore in this work, we select the EKF VIO to achieve less time-delay motion tracking. Then the globally consistent map built with optimization-based method in a parallel thread is occasionally fed back to EKF VIO, thereby achieving the motion tracking accuracy that is comparable to that of the optimization-based method.
III. NOTATIONS
Throughout the paper, we denote the world reference frame as (·) W and denote the IMU body frame and camera frame for the k th image as (·) B k and (·) C k respectively. In addition, we employ both R to represent rotation from frame {F 2 } to {F 1 }. We represent rotation as quaternion in state vector, and as rotation matrix when transforming the 3D vector. p
describe the 3D position and velocity of frame {F 2 } with respect to frame {F 1 }. Besides, the rotation and translation between the rigidly mounted camera-IMU sensor are denoted as R B C and p B C , which can be known from calibration.
IV. EKF VIO SYSTEM DESCRIPTION
In this section, we describe the EKF VIO system, which is based on the work of [31] .
A. FULL STATE VECTOR
The state vector to be estimated at time-step k comprises the IMU state and the position of landmarks that correspond to tracked m features:
where unit quaternion q W B k is the rotation from frame
∈ R 3 are the 3D position and velocity of frame {B k } with respect to {W }, as well as b g ∈ R 3 and b a ∈ R 3 are additive gyroscope and accelerometer biases respectively. In addition,
is the inverse depth coordinates of l th landmark.
is the camera position, in which the l th landmark was firstly observed. θ l and φ l are the azimuth and elevation angle defining unit ray (expressed in the world frame) that goes from the camera center (x l , y l , z l ) T to the l th landmark, and ρ l is its inverse depth along the unit ray.
Following (1), the error state vector is defined as:
where we use the standard additive error for the 3D position, velocity, biases, and landmarks, i.e. x =x + δx. Whereas for the over-parameterized quaternion, the error is defined as
, which is the minimal representation of rotation, and ⊗ denotes quaternion product.
B. IMU PROPAGATION MODEL
IMU measures the angular velocity ω and acceleration a of the sensor with respect to the inertial frame {B}, and the measurements are assumed to be affected by a slowly timevarying bias b and a zero-mean Gaussian white noise η:
The continuous-time IMU state propagation model is:
where g W is the gravity vector expressed in the world frame {W }. In practice, the IMU provides measurements at discrete times. Therefore, we apply the expectation operator on both sides of (4) and take Euler integration to obtain discrete-time IMU state propagation modelX
The linearized first-order discrete-time IMU error state propagation model is represented as:
where
T is the system noise.
Therefore, the covariance matrix is propagated as follows:
where Q is the diagonal covariance matrix of noise
).
C. FILTER UPDATE
To immediately use new features to improve the system accuracy, we choose the inverse depth parameterization for landmarks. 
Thus the measurement model representing the projection of the l th landmark parameterized in inverse depth coordinates to the k th image is:
where σ kl is the measurement noise with covariance σ kl , and the projection function π is determined by the intrinsic parameters of the camera, which is known from calibration. From the measurement model, we compute the reprojection error and its linearized approximation as: (10) where the matrices H B kl and H f kl are derivatives of the measurement equation h kl (X B k , f W l ) with respect to the IMU state and the landmark position respectively.
By stacking the m individual measurement residual r kl and measurement Jacobian H kl , we obtain:
Then, EKF state and covariance are updated as:
where σ k is the stacked 2m×2m covariance matrix of visual measurements, and • operator is equal to the ⊕ operator for the orientation and the addition of vector for other state.
For new image, the features are tracked using the KLT tracker [32] . Prior to performing update using the visual measurements, for each tracked feature, the Mahalanobis
r kl is firstly computed. Then we only use features whose d is smaller than a threshold given by the 95-th percentile of the χ 2 distribution to update the state and covariance. 1-point RANSAC filter update as in [31] is performed to find reliable inliers for each update.
D. STATE AUGMENTATION
When the number of new landmarks required by EKF VIO is greater than a threshold, we extract features by using FAST corner detector [33] . Then we choose those features that have high Shi-Tomasi score [34] and are evenly distributed with the existing features to augment the state vector. The initial position for each new feature is computed as [35] .
V. VISUAL-INERTIAL BUNDLE ADJUSTMENT
Once a frame is selected as a keyframe in front-end, it is sent to back-end for constructing global map and performing a local BA to optimize the map. In this section, we introduce the local BA that combining the visual and inertial measurements.
A. BUNDLE ADJUSTMENT REPRESENTATION
The state to be optimized in a sliding window contains a set of successive keyframes from i to j and n landmarks visible by the keyframes in sliding window, which is denoted as:
where L W l is the position of the 3D map point expressed in Euclidean XYZ coordinates. We denote the set of keyframes and map points in sliding window as K and C respectively. The best estimate for variable X can be obtained by minimizing the following energy function: (14) where r p , r I ij , r C il are prior error, temporal IMU error, and reprojection error respectively, as well as p , I ij , C il are the corresponding covariance matrices. The optimization problem can be interpreted as a factor graph shown in Fig. 2 . Detailed IMU and visual residuals are provided in the following subsections. The least squares problem is solved by Levenberg-Marquard method implemented in g2o [36] or ceres solver. 
B. INERTIAL MEASUREMENT MODEL
IMU measurements arrive at a much higher frequency than the visual measurements. In order to avoid the frequent integration whenever the linearization point changes, we adopt the IMU preintegration approach proposed in [17] . The IMU preintegraton is independent of the initial conditions and can VOLUME 7, 2019 incorporate the change of IMU biases. The concept was firstly proposed in [26] .
Given the discrete-time IMU measurements between two consecutive keyframes i and j, we can define the preintegrated IMU measurements q ij , p ij and v ij as:
The equations of preintegrated IMU measurements can be written in iterative form, from which, we can derive the iterative propagation of noise terms of (15) as:
. Then the covariance of IMU preintegration noise is propagated iteratively as:
with initial condition I ii = 0 15×15 .
From the geometric constraints, we are able to write down the IMU preintegration residual
∈ R 15 as:
where δb is bias update, and Jacobians
describe how a change in the bias estimate affects the preintegrated IMU measurements.
The corresponding covariance matrix I ij can be calculated by incrementally propagating the covariance of preintegration noise as in (17) from keyframe i to j. For more detailed derivation, we refer the interested readers to [17] .
C. VISUAL MEASUREMENT MODEL
The reprojection residual r C il ∈ R 2 for the l th map point seen by the i th keyframe is: (19) The corresponding covariance matrix C il is equal to σ il in Section IV-C.
VI. TIGHTLY-COUPLED MONOCULAR VISLAM
In this section, we introduce our tightly-coupled monocular visual-inertial SLAM approach. The proposed algorithm uses EKF VIO to track motion for each frame, and whenever the frame is selected as a keyframe, a feedback mechanism is performed, which updates and augments the EKF state vector by using the globally consistent map that has been built. In parallel threads, based on the keyframes selected in frontend, a global map is constructed and optimized. An overview of our system is shown in Fig. 1 . When new inertial sensor is used, before starting the system, we firstly perform the EKF VIO alone with initial bias value of zero to obtain a good initial bias estimates, then set it as the initial bias value of our system.
A. FRONT-END
For current frame k, We perform the EKF VIO described in Section IV to track the motion of frame X B k . In order to ensure the high-frequency motion tracking performance, in the EKF state vector X k , we only maintain 50 landmarks that are visible in current frame k. When the global map is not initialized, we augment the EKF state vector as described in Section IV-D, and perform map initialization described in Section VI-B to construct initial map points of the global map. Then when the global map is initialized, according to the criteria described in Section VI-C, we determine whether the frame is a keyframe. Finally, if the current frame k is not selected as a keyframe, we augment the EKF state vector as described in Section IV-D. Then if the current frame is selected as a keyframe, we correct and augment the EKF state vector according to the feedback mechanism described in Section VI-D. The selected keyframe is sent to back-end for constructing globally consistent map. In this way, even if we run for long periods of time, the front-end can always provide reliable state estimates at high frame-rates.
B. MAP INITIALIZATION
The map initialization is in charge of selecting two proper keyframes to construct the initial map points of global map. The initial map is created by using the state estimated from the EKF VIO. Since the accuracy of the initially created map will pose big influence on the accuracy of the whole system, we create initial map after the EKF system converges.
Firstly, we extract 1000 ORB features in the current frame k and search for feature matches with the reference frame r. If sufficient feature correspondences are found, we perform the next step, else set the current frame as reference frame. The second step is using the estimated state from EKF VIO to check the parallax of each correspondence and pick out a set of feature matches F that have sufficient parallax. When the size of F is greater than a threshold, we triangulate the matched features F using the poses estimated from EKF VIO. Then if enough map points are successfully created, we set the reference frame and current frame as keyframes, and add these initial keyframes and map points to the global map. The initial keyframes are also inserted to the back-end to refine the initial reconstruction.
C. KEYFRAME SELECTION
We adopt three criteria to determine whether this frame is a keyframe used to construct global map. (1) The time interval from last keyframe is beyond a certain threshold. This criteria ensures the accuracy of the system. IMU just provides valuable information in short-time, so if the time interval from the last keyframe is too long, the IMU constraint between two keyframes will become inaccurate. (2) The rotation angle from last keyframe is beyond a certain threshold. This criteria ensures the construction of global map without gap. (3) The local BA in back-end is finished. This criteria makes as many keyframes as possible to enhance the accuracy of the local map and thereby improving the motion tracking accuracy.
A frame can be successfully selected as a keyframe and inserted to the global map and back-end if and only if the local BA in back-end is finished. Thus if a frame is selected as a keyframe when the local BA is busy, a signal is sent to stop the local BA. In this way, enough covisible features between two consecutive keyframes can be ensured by stopping the local mapping thread timely, which enables the system to construct the globally consistent map.
D. FEEDBACK MECHANISM
The EKF VIO can estimate the state efficiently. However due to the accumulation of the linearization errors and the absence of the loop closure, the error of the state estimate will accumulate as time goes on. In order to constrain the error of motion estimates from EKF VIO, we provide following feedback mechanism to efficiently use the consistent global map constructed in the back-end. When current frame k is selected as a keyframe, we extract 1000 ORB features for the frame and match the features with the map points of global map that is visible from the last keyframe. Then feedback mechanism is performed by following two steps.
1) EKF STATE CORRECTION
When performing the feedback mechanism for the current frame k, the local BA or loop closure is already performed in the back-end to optimize the local or global map. Therefore, the state estimate of last keyframe i and map points of global map visible from last keyframe i are accurate enough. Key observation of the state correction is to improve the state estimate of the current frame k by leveraging the optimized state of the last keyframe i and map points visible in last keyframe i. By using the estimated stateX B k|k from EKF VIO as initial value, we optimize the state of the current frame k by performing the nonlinear optimization shown in Fig. 3 , which corresponds to minimize the following objective function:
where F k denotes the features of current frame k that match with the map points visible from last keyframe i. The form of r I ik and r C kl is the same as (18) and (19) respectively. Then the optimized state X *
B k
and its covariance matrix ϒ B k obtained from the optimization are used to update the IMU state of VOLUME 7, 2019 current frame in EKF state vector:
2) EKF MAP CORRECTION
It is well known that EKF VIO provides no drift motion estimate relative to the landmarks in the EKF state vector. Therefore, as long as the position of landmarks in the EKF state vector is consistent with the optimized global map, the accuracy of the state estimate will accordingly increase. We use F k to denote the feature correspondences of current frame used for EKF map correction, which is obtained by using the optimized state to eliminate the outliers from F k . In order to make landmarks in EKF state vector consistent with the optimized global map, after performing state correction in Section VI-D1, we augment the EKF state vector as follows. If EKF VIO needs n new landmarks for current frame to maintain 50 landmarks in the state vector, we select n features in F k that are evenly distributed with the existing EKF features, and add the corresponding map point coordinates to augment the state vector. For selected l th new feature, the initial position
T is set as follows.
[
l * is computed as in [35] , which uses the updated stateX * k|k from (21) and the observation of the feature in current frame. In addition, for computingρ * l , we firstly transform the map point in world frame L W l * to the current camera frame
. Then the initial inverse depth is obtained byρ * l = 1 L C k l * , and its variance is set as follows:
where 
E. BACK-END
Back-end is responsible for constructing the globally consistent map. In the thread of constructing the global map, once a new keyframe is inserted, based on the motion estimate and matched features in the front-end, we firstly search for more feature correspondences with local map and update the covisibility graph. Then wrongly triangulated map points are culled based on the tracking information. For unmatched ORB features in current keyframe, we search for new feature correspondences with connected keyframes in covisibility graph to construct new map points. After the creation of new map points of global map, the nonlinear optimization described in Section V is performed to optimize the local map. Finally, some redundant keyframes are culled to make the factor graph more concise.
In addition, in loop closure thread, place recognition using DBOW2 [37] and ORB features is performed as done in [19] and [38] . Once a loop is detected, a Sim(3) pose graph optimization and a full BA is performed to eliminate the accumulated drift. We refer the interested readers to papers [19] , [38] for more details about the back-end.
VII. EXPERIMENTS
We make a complete evaluation of the proposed algorithm qualitatively and quantitatively on the EuRoC dataset [39] . The dataset contains 11 data sequences, which was recorded from a flying MAV in two different 30m 2 indoor rooms and a 300m 2 industrial environment. Depending on the illumination, texture, and motion dynamics, the data sequences are classified as easy, medium, and difficult levels. The dataset provides synchronized global shutter WVGA stereo images at 20Hz, IMU measurements at 200Hz, and ground truth state at 200Hz. We only use images from the left camera. Firstly, we evaluate the proposed algorithm qualitatively and quantitatively on EuRoC dataset to show the superiority of our system. Then we compare our method with other state-of-the-art approaches on EuRoC dataset. Finally, we also evaluate the performance of our algorithm in indoor real-world experiments. All the experiments were performed on a laptop with an Intel Core i7-8550U CPU with 1.80 GHz and 16GB RAM. The corresponding videos are available at: https://youtu.be/459iAurxMqo.
A. ALGORITHM EVALUATION
Due to feedback mechanism, the accuracy of motion tracking is proportional to the accuracy of constructed global map. We assess the accuracy of global map by evaluating the keyframe trajectory of global map. For V2 03 difficult sequence, we give the intuitive comparison of global map trajectories in Fig. 4 . The trajectories are aligned with the ground truth using the method of Horn [40] . Further, we also evaluate how much of improvement in motion tracking accuracy is achieved by feeding back the constructed global map. Fig. 5 shows the intuitive comparison of motion estimates from our algorithm and EKF VIO on MH 05 difficult sequence. As evident, the trajectories estimated by our approach are closer to the ground truth than EKF VIO, thus validating the effectiveness of our algorithm.
For quantitative analysis, Table 1 shows the translation Root Mean Square Error (RMSE) of global map trajectories and motion tracking trajectories for each sequence of EuRoC dataset, as proposed in [41] . We use our method loop to denote our approach that is able to close loop, and our method no loop to denote our approach that is not able to close loop. From the table, we can know that compared to the pure EKF VIO method, the proposed algorithm improves the accuracy of global map trajectory about 67%, 79%, and 86% for V1, V2, and MH sequences of EuRoc dataset. For motion tracking trajectories, benefiting from the accuracy improvement of global map that is fed back to the EKF VIO, the proposed method achieves the average translation RMSE of 0.077m, 0.096m, and 0.053m for V1, V2, and MH sequences with respect to 0.168m, 0.212m, 0.357m of EKF VIO system, which illustrates that our method reduces the error of 54%, 55%, 85% for V1, V2, and MH sequences. Therefore, the superiority of our algorithm towards the EKF VIO method can be proved.
From the second and third columns of Table 1 , we can conclude that by performing local BA in a parallel thread, the translation RMSE of global map is much reduced. This is since (1) BA is able to relinearize measurement models to properly deal with the nonlinearity of the system, (2) more feature matches in local BA improve the accuracy of the system, and (3) feedback mechanism improves the motion tracking accuracy of front-end, which also provides good initial value for performing nonlinear optimization. However, the advantage of performing local BA is not well demonstrated in V1 03 difficult and V2 03 difficult sequences, because in which fast rotation and low texture are frequently happened. Both fast rotation and low texture result in fewer feature VOLUME 7, 2019 correspondences and covisilibity information, which leads to less constraints in local BA, thus the accuracy of global map is not improved greatly. In these sequences, better accuracy was achieved by adding a loop closure to eliminate the accumulated error when revisiting an already mapped area. In addition, through feedback mechanism, the accuracy improvement of global map improves the accuracy of motion tracking accordingly.
Although the feedback mechanism improves the motion tracking accuracy of the system, it also increases per-frame processing time of the algorithm. This is due to the need of extracting 1000 ORB features for selected keyframes to perform feedback mechanism. However, since the additional computation only occurs in keyframes, the proposed method will not cause too much additional computing time for each frame. Compared to 9 msec of EKF VIO, our algorithm requires approximately 13 msec for processing each image in EuRoC dataset. That is, our method improves the accuracy of global map and motion tracking about 77% and 65% at the expense of taking additional per-frame processing time of 4 msec in average on the EuRoC dataset.
B. COMPARISON TO STATE-OF-THE-ART ALGORITHMS
We compare the proposed method to the state-of-theart ROVIO [42] , OKVIS [16] , VI ORB-SLAM [19] , and VINS-MONO [21] , [22] methods on the EuRoC dataset. ROVIO, OKVIS, and VINS-MONO are open-source, so we use the default parameters provided by the authors for the fair comparison. VI ORB-SLAM shows its translation RMSE of global trajectories on the EuRoC dataset in their paper, therefore allowing for a direct comparison.
Translation RMSE of global trajectories estimated by different methods is shown in Table 2 , X means the corresponding method fails to run in the sequence. From the result, we can draw the following conclusions. The proposed algorithm and VI ORB-SLAM have obtained the best accuracy, which is because local BA in both methods is performed in a parallel thread to contain more feature correspondences and covisibility information. Besides, both methods can close loop to eliminate the accumulated error when revisiting an area. However, VI ORB-SLAM fails to track the V1 03 difficult sequence. In comparison, OKVIS and VINS-MONO perform local BA for each frame, so the number of constraints contained in local BA must be limited to ensure the real-time performance, which leads to slightly worse accuracy. VINS-MONO with loop closure achieves better accuracy than OKVIS, due to its capability to eliminate the accumulated error when returning to an already mapped area. ROVIO is a filter-based method, in its default parameters, the extrinsic parameter of sensor is not given and needed to estimate online, so the performance of ROVIO is worst on most sequences of the EuRoc dataset. However, ROVIO achieves good performance on V1 03 difficult and V2 03 difficult sequences, it is because ROVIO is able to track features well even in fast motion and enough motion excitation makes the estimated values converge relatively quickly. For V1 03 difficult sequence, the intuitive comparison of estimated global trajectories from different methods is shown in Fig. 6 . Then, Table 3 shows the translation RMSE of motion tracking trajectories estimated from VINS-MONO and our method in the case of closing loop. From this table, we can come to the conclude that our algorithm can provide not only better accuracy in global trajectory, but also better motion tracking accuracy.
Finally, we list the average per-frame processing time of different methods in Table 4 . The filter-based ROVIO is fastest, however its accuracy is lowest. The proposed system is the second fastest method, and only takes less than half the time of optimization-based methods, whereas it achieves the accuracy of the optimization-based methods. 
C. INDOOR REAL-WORLD EXPERIMENT
We perform the indoor real-world experiment in an 60m 2 office environment using the monocular-inertial Realsense ZR 300 sensor suite that provides images at the frequency of 20 Hz and IMU measurements at 200 Hz. As shown in the accompanying video, we hold the sensor suite by hand to walk in normal pace in the office. We start and end at the same location. Fig. 7 shows the estimated trajectory, the trajectory is consistent and the end-to-end error is 0.055m with respect to the total length of 82m, it is just the 0.067% of the total trajectory length.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we have presented a tightly-coupled monocular visual-inertial SLAM system. We perform the EKF VIO to track the camera motion at high frequency, and in parallel thread, we use nonlinear optimization and loop closure techniques to construct a globally consistent map. Besides, a feedback mechanism using the optimized map is presented to improve the motion tracking accuracy of EKF VIO. In this way, our algorithm can achieve good performance. The superiority of the proposed method is validated through the experiments.
Point feature-based monocular VISLAM is prone to fail in poorly textured scenes or motion blurred images. Therefore in the future, we intend to improve the accuracy and robustness of system in these specific situations. We also aim to build dense map to assist the understanding of the environment. 
