Multiscale edge detection using wavelet transform maxima provides a robust method to compress information in a transient signal. We apply this method to GRB time series data from the BATSE LADs. With this technique real temporal features manifest themselves as \edges" over a wide range of time scales, whereas Poisson noise seldom extends beyond the shortest time scales. This provides a method to quantify the variability, identify structures(e.g. FREDs), signi cantly suppress noise and compress the volume of data by as much as a factor of 50. There is a potential for further parameterizing a GRB time series by identifying and quantifying \edge" families that extend over a range of time scales.
INTRODUCTION
We currently have three main sources of information on gamma-ray bursts (GRBs). The photon spectrum and the spatial distribution of GRBs reveal only one part of the GRB mystery. The GRB lightcurves contain considerable information, but are more di cult to interpret. These time series of individual GRBs vary from simple FREDs (fast rise exponential decay) to complex bursts with many sharp peaks. It appears that these time series may o er information that lead to an understanding of the burst problem. In order to understand what physics these time series might be telling us we need a robust method for reducing the data volume and suppressing noise. (One of the major di culties with GRB data sets is their high noise level.)
The transient nature of GRBs makes traditional Fourier methods problematic. Wavelets are a promising tools for analyzing transient signals. In the process of studying the use of wavelets (1), we found one form of analysis which lends itself naturally to GRB lightcurves, multiscale edge detection(MSED). MSED is a process of detecting rapid variations or large gradients in a signal. These edges and their locations contain most of the interesting information in transient signals. The scale in MSED denotes the neighborhood over which these variations are detected. MSED provides a method for reducing the noise c 1996 American Institute of Physics 1 in these signals, reducing the volume of data needed to represent these signals, and a natural setting for discussing features, and thus the variability, of the signals.
MULTISCALE EDGE DETECTION
An edge detector is used to detect rapid variations within a signal (2,3). One form of edge detector consists of a smoothing operator and a derivative operator. An MSED detector repeats this procedure over many di erent scales or resolutions. The edge detector we use, (x), is the rst derivative of a smoothing function, (x). The smoothing function we use is a cubic spline and so its derivative is a quadratic spline (2) . In order to detect edges we perform a discrete convolution of the edge detector with our signal, f(x). This convolution is performed at di erent scales, s, by a dilation of (x), i.e.
This algorithm can be applied e ciently if the time series has a length N = 2 J , where J is an integer. The range of scales is then s = 1 to 2 J . This is called a dyadic scale. After computing this set of convolutions the local extrema of each set are calculated. The extrema represent the sharpest rises or falls in the signal. These nal sets of extrema represent the edges in our original signal for a range of scales, s. Figure1 shows a test signal, its wavelet transform and its wavelet extrema. The evolution of the extrema over di erent scales is related to the Lipschitz coe cient that can be used to characterize singularities (4). The Lipschitz condition states that f(x) is Lipschitz on the interval x 1 ;
where L is a positive number. This means that the \di erence quotient", jf(x 2 ) ? f(x 1 )j jx 2 ? x 1 j ;
never exceeds a xed nite value L in absolute value. This provides a measure of a function's di erentiability or a measure of its degree of singularity. If a function is Lipschitz 0 in an interval it is discontinuous but bounded (e.g. a step) but if it is Lipschitz -1 then it is singular (e.g. a delta function). Lipschitz regularity is used in general for the discussion of functions with in nite resolution, but we can still use this concept to speak of \regularity at a resolution." If our signal is sampled at unity resolution, we can address variations on a scale greater than 1. In order to relate the extrema to a Lipschitz coe cient we apply a wavelet formalism (2, 5) . (For more detailed discussions of wavelets, see (6), (7) We can show that (x) is a wavelet. This allows us to use the result from wavelet analysis that states that the relationship between the wavelet transform of f(x) and the Lipschitz coe cient in an interval is simply, jW 2 j f(x)j K(2 j ) ;
where K is a positive number and the wavelet transform of f(x) is just our discrete convolution,
Using the amplitudes of the wavelet extrema, A, we can calculate the Lipschitz coe cients, and the constant K by minimizing the following equation, log 2 (A j ) ? log 2 (K) ? j = 0:
DENOISING
Although no systematic study has been performed to establish that the normal orbital background is Poisson distributed, preliminary indications support this assumption (9) . The Poisson noise in GRBs can be approximated as Gaussian. Gaussian noise has the properties that its wavelet transform is also Gaussian, its amplitude decreases by 2 with increasing scale and it has > ? 1 2 (5). In general (but not always) our real signals have positive Lipschitz regularity. These facts enable wavelet maxima due to a signal to be distinguished from those due to noise by looking at the evolution of the extrema across scales. We see empirically that noise dominates at the nest scales but the signal dominates at scales greater that 2 4 . We can then reduce the extrema set by requiring extrema propagate to level 2 or 3 and have Lipschitz coe cients < ?2 or we set them to zero. This technique assumes that we know the Lipschitz regularity of the \true" signal so to improve our results we also employ the wavelet thresholding techniques of Donoho (10) . The new, smaller extrema set is reconstructed, producing a reduced version of the original signal.
We can see in Figure 1 the results of this method applied to a FRED burst, GRB910602, and a very intense, spikey burst, GRB910503. The original burst GRB910602 is represented by 1024 data points. After applying the denoising method our GRB is reconstructed with 19 extrema. The noise in this GRB is reduced signi cantly, allowing the simple structure of this FRED to stand out. GRB910503 is fully represented by 1024 data points. After the denoising the GRB is reconstructed from 123 extrema. Figure 1 shows little di erence between the original and reconstructed GRB, due to the higher signal-to-noise ratio. So we have reduced the amount of data while producing a very good reconstruction. These two examples show the power of the MSED.
CONCLUSIONS AND FUTURE WORK
We have applied a method for suppressing noise, compressing data volume and extracting structures in GRB lightcurves. We can now begin to classify the large variety of GRB lightcurves. The bursts can be classi ed by two di erent means. First we can classify burst by the amount with which we are able to compress the data, e.g. simpler bursts are compressed by very large amounts while very complex bursts are not compress much at all. Second, we can classify bursts by quantifying the individual structures in the burst using their Lipschitz coe cients. This new way to represent GRB lightcurves will enable us to begin extracting the information that points directly to the underlying physics producing these phenomena.
