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Introduction
L’objet de ce mémoire est de présenter de façon succincte les travaux que j’ai menés
et auxquels j’ai collaboré depuis la fin de ma thèse. Ces travaux sont reliés par le
thème central de la structure arborescente aléatoire ou du processus de branchement.
Les arbres aléatoires apparaissent dans de nombreux contextes mathématiques,
biologiques, informatiques ou physiques pour ne citer que quelques uns des champs
où ces modèles trouvent à s’appliquer. En biologie évolutionnaire on les utilise pour
modéliser les généalogies de populations et analyser le polymorphisme génétique ob-
servé (voir les livres [134, 68] ou [80]) ; en physique, les arbres aléatoires apparaissent
dans de nombreux systèmes comme l’analyse de la structure ultra-métrique des mo-
dèles de verres de spin en champs moyen ([54, 108]), les polymères dirigés en envi-
ronnement aléatoire ([94, 92]), les chocs de turbulences en dimension 1 ([85, 123]) ou
les phénomènes de fragmentation ([36]). En informatique, les arbres représentent des
structures de données ou d’algorithmes (voir [62]).
D’un point de vue mathématique, l’étude des processus de branchement remonte
aux racines mêmes de la théorie des probabilités, avec les études de Galton et Watson
et présente aujourd’hui un panorama d’une grande richesse.
Le premier chapitre concerne le comportement asymptotique en temps petit des
processus de coalescence à collisions multiples, également appelés Λ-coalescents. Les
processus de coalescence sont des modèles stochastiques qui décrivent des phéno-
mènes dans lesquels des particules coalescent en blocs (ou clusters) de plus en plus
grands à mesure que le temps s’écoule. Leur loi est entièrement caractérisée par
une mesure finie Λ sur [0, 1]. De nombreux travaux leur ont été consacrés ces der-
nières années et il s’agit d’un champs de recherche extrêmement vivant aujourd’hui.
Les coalescents se sont révélés particulièrement utiles, entre autre en génétique des
populations, puisqu’ils permettent de décrire comment les lignées ancestrales d’un
échantillon pris dans une population coalescent lorsque l’on remonte le temps. Ces
applications sont une motivation majeure pour l’étude de l’évolution du nombre de
blocs d’un coalescent. L’un des résultats principaux de cette première partie décrit
ainsi la vitesse de descente de l’infini, c’est-à-dire le comportement asymptotique du
nombre de blocs quand celui-ci diverge lorsque tց 0.
Plus précisément, les coalescents commencent leur vie à l’instant 0 dans un état
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où une infinité de particules sont présentes (chaque particule est isolée et constitue
un bloc). Sous certaines conditions sur la mesure Λ la coalescence est assez rapide
pour que pour tout temps t > 0 le nombre de blocs devienne fini. On dit alors que
le coalescent descend de l’infini. Considérons (Π(t), t ≥ 0) un Λ-coalescent et notons
N(t) le nombre de blocs à l’instant t. On a alors N(0) =∞ alors que ∀t > 0N(t) <∞
et lorsque t → 0 on a N(t) ր ∞. Dans [21, 22, 19, 20] nous étudions (pour une
certaine classe de mesure Λ puis pour toutes les mesures Λ) la vitesse de descente
de l’infini, c’est à dire que nous exhibons une fonction t 7→ v(t) telle que presque
sûrement
N(t)
v(t)
→ CΛ
où CΛ est une constante explicite qui ne dépend que de Λ. Outre ce résultat qui donne
donc le comportement asymptotique du nombre de blocs, nous obtenons également
des résultats concernant la taille asymptotique des blocs, le nombre de blocs perdus
à chaque collision, le nombre de blocs de taille atypique, etc....
Un outil essentiel pour comprendre et prouver les résultats donnés au premier cha-
pitre est le lien qui existe entre coalescents et processus de branchement à espace
d’états continu. Les processus de branchement à espace d’états continu (ou CSBP
pour utiliser l’acronyme anglais d’usage) sont la limite d’échelle des processus de
Galton-Watson critiques. Ce sont des processus de Markov à valeur dans R+ qui mo-
délisent la taille d’une grande population. Si l’on sait bien qu’il est aisé de retrouver
la généalogie d’un processus de Galton-Watson (il suffit de prendre l’arbre corres-
pondant), le passage à la limite qui permet d’obtenir le CSBP "oublie" la généalogie.
Il existe cependant plusieurs approches qui permettent de "retrouver" la généalogie
de ces processus. Poursuivant un travail de Le Gall et Le Jan [104] Duquesne et Le
Gall [63] ont donné une extension du théorème de Ray-Knight qui permet de voir
les CSBP comme le temps local d’un certain processus d’excursion. La forêt d’arbres
codée par ces excursions contient la généalogie du processus. Une autre approche due
à Donnelly et Kurtz [58, 59] consiste à construire une système de particules dont la
mesure empirique donne la composition de la population. La notion de généalogie
pour ce système de particules est alors claire. C’est en exploitant cette dernière ap-
proche que Birkner et al. [50] ont prouvé que la généalogie des CSBP alpha-stables
était donnée par les Beta-coalescents. Les résultats que je présente dans ce second
chapitre montrent que les deux notions de généalogies pour les CSBP mentionnés ci-
dessus coïncident dans le sens où le système de particules de Donnelly et Kurtz peut
se construire à l’aide du processus d’excursions de Duquesne et Le Gall. Ce résultat
permet de "voir" les Beta coalescent dans le processus d’excursion et d’utiliser les
propriétés de ce dernier pour étudier le comportement des premiers.
Les autres Λ-coalescents (i.e. ceux qui ne sont pas de Beta coalescents) ne sont
jamais la généalogie d’un CSBP (cf. [50]). Cependant Bertoin et Le Gall [29, 31]
ont montré qu’il existe un processus à valeur mesure dual (les processus de Fleming-
Viot généralisés) qui présente une certaine similarité avec les CSBP. Je montrerai
comment on peut coupler les généalogies des CSBP et de ces processus de Flemming-
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Viot généralisés afin d’en déduire des résultats sur le comportement de coalescents
généraux. Ces résultats présentent également un intérêt en eux même et apportent
un nouvel éclairage sur une séries de travaux récents ([50, 29, 31, 22] etc...)
Le troisième chapitre concerne les applications à la génétique des populations. Le
coalescent de Kingman ([98, 99]), introduit en 1982 par Kingman, est le modèle
standard de coalescence utilisé dans ce domaine. Il peut être informellement décrit
de la façon suivante : pour un échantillon de taille n fixée, chaque paire de lignées
ancestrale coalesce à taux 1. Le coalescent de Kingman est utilisé pour quantifier
le polymorphisme génétique attendu dans une population neutre et non-structurée.
Ainsi, pour une taille d’échantillon donnée, la loi de la partition allélique (nombre
d’allèles distincts, fréquences des différents allèles présents,..) est décrite par la célèbre
formule d’échantillonnage de Ewens [80].
Il y a cependant de bonnes raisons de penser que dans certaines situations -certaines
espèces marines (voir, e.g., [106]) ou les populations de virus à l’intérieur d’un patient
par exemple- d’autres coalescents permettant des collisions multiples reflètent mieux
la réalité.
Il y a donc une forte motivation biologique pour essayer d’obtenir des analogues de
la formules d’échantillonnage de Ewens pour le cas des Λ-coalescents, i.e. de décrire la
loi de partition allélique d’un échantillon de taille n (voir, e.g. [60, 75, 110, 137, 10]).
Il semble que seul le coalescent de Kingman permette d’obtenir des solutions exactes
(cf. par exemple [80] ou [68]), et qu’en général il faille plutôt chercher de bonnes
approximations. Un ingrédient essentiel pour l’obtention de ces approximations est
l’étude fine du comportement en temps petit des Λ-coalescents (chapitre 1).
Le chapitre suivant concerne une direction de recherche plus récente pour moi
et qui trouve son origine dans une série de travaux de Brunet, Derrida et leurs
coauteurs [39, 41, 42, 43, 44, 46, 47, 48, 49]. L’un des objets considérés dans ces
travaux -initialement motivés par l’étude de la version bruitée de l’équation FKPP-
est le modèle de population en évolution et sous sélection suivant. La population
est de taille constante N et évolue par générations discrètes. Les individus sont
identifiés avec des points sur la ligne réelle. À chaque génération, chaque individu
produit k enfants dont le déplacement par rapport à sa propre position est donné
par des variables iid. On sélectionne les N individus les plus à droite pour former la
génération suivante. Brunet, Derrida, Mueller et Munier [43, 46] formulent alors la
conjecture remarquable que sur une échelle de temps d’ordre (logN)3 la généalogie
de cette population est le coalescent de Bolthausen-Sznitman. Du fait de la non-
indépendance entre les particules, il parait encore difficile de prouver exactement ce
résultat. On s’intéresse donc à un modèle proche, le mouvement Brownien branchant
avec absorption (ou marche branchante avec absorption si on souhaite rester en
temps discret). Dans ce nouveau modèle, la taille de la population n’est plus fixée,
les particules sont tuées dés qu’elles passent sous une barrière linéaire, qui impose
ainsi une “vitesse" déterministe. Plus précisément, le modèle que l’on considère est
un système de particules sur R+ qui se déplacent selon des mouvements Browniens
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indépendants avec une dérive d’intensité µ ≥ 0 vers 0, branchent à taux 1 en deux
particules et qui sont immédiatement tuées quand elles atteignent 0. Il existe une
valeur critique de µ (µc =
√
2 dans notre cas) à partir de laquelle la dérive est
trop forte et le processus finit par mourir alors que si µ < µc on a une probabilité
positive de survivre. Nous avons pu montrer pour ce modèle que, quand µ ց µc,
dans une échelle de temps qui correspond bien à (logN)3 la généalogie est en effet
le coalescent de Bolthausen-Sznitman. Ce résultat suggère ainsi qu’un bon modèle
pour la généalogie d’une population sous sélection serait le coalescent de Bolthausen-
Sznitman.
Le mouvement Brownien branchant avec absorption (ou les marches aléatoire bran-
chantes avec absorption) sont par ailleurs des objets qui font actuellement l’objets
de nombreuses recherches, citons [83, 11, 12, 90]. L’une des questions essentielles
concernant ces modèles (et qui occupe tous les articles cités ci-dessus) est de décrire
le comportement de la probabilité de survie lorsque µ = µc− ǫ et que l’on part d’une
particule à x. Nous apportons à cette question une réponse très précise qui valide
des prédictions de [57].
Afin de ne pas trop alourdir ce mémoire, les trois articles qui composent le dernier
chapitre sont présentés plus brièvement. Le lien entre certaines marches aléatoires
branchantes et l’équation aux dérivés partielles de FKPP (dans sa version bruitée
ou non) est un sujet de recherche bien développé et qui a connu un fort regain
d’intérêt avec les travaux de Derrida et Brunet évoqués ci-dessus. Le premier travail
que je présente dans ce chapitre montre comment les résultats classiques (dans le
cadre du mouvement Bownien branchant et de marches branchantes simples) qui
lient solution de l’équation et martingales multiplicatives peuvent se généraliser au
cas des fragmentations homogènes. Nous abordons ensuite un résultat de grande
déviation pour les processus en environnement aléatoire et enfin nous donnons une
décomposition trajectorielle pour les superprocessus surcritiques.
Chapitre 1
Comportement asymptotique des
coalescents
Les résultats présentés dans cette section sont issus des articles [21, 22, 19, 20] et
concernent le comportement en temps petit des Λ-coalescents. Motivés par des ques-
tions issues de la génétique des populations (et qui sont explorées plus en détail au
chapitre 3) nous avons en particulier analysé le comportement du nombre de blocs
en temps petit et la longueur totale de l’arbre du n-coalescent.
1.1 Définition et premières propriétés
1.1.1 Définition
Soit P := {partitions de N}. Un élément π ∈ P peut être vu comme une relation
d’équivalence ∼π sur N ou bien comme une collection de blocs π = (B1, B2, . . .) où
les Bi sont des sous-ensembles de N tels que ∪iBi = N et Bi ∩ Bj = ∅. Étant donné
π ∈ P on aura besoin de la restriction de π à {1, . . . , n} (qui est la partition de cet
ensemble défini par la même relation d’équivalence que π. Une partition (aléatoire)
est dite échangeable si sa loi est laissée inchangée par l’action d’une permutation.1
Définition 1 Un coalescent à collisions multiples (ou Λ-coalescent) est une processus
de Markov (Πt, t ≥ 0) sur l’espace d’état P issu de la partition triviale en singletons
Π0 = {1}, {2}, . . .
satisfaisant :
(i) Le processus est échangeable.
1 Pour pi ∈ P et σ une injection de N 7→ N on définit σ(pi) par la relation d’équivalence i ∼σ(π) j
si et seulement si σ(i) ∼π σ(j).
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(ii) Si n ∈ N, alors la restriction (Π(n)t , t ≥ 0) de (Πt, t ≥ 0) à [n] := {1, . . . , n}
est une chaîne de Markov en temps continu qui prends ses valeurs dans Pn
l’ensemble de partitions de [n] ;
(iii) Les seules transitions possibles des chaînes Π(n) correspondent à des événements
de coagulation par lesquels plusieurs blocs coalescent en un seul.
On peut montrer (cf. [15]) que les taux de transition des chaînes Π(n) ont la pro-
priété suivante :
Proposition 2 Il existe des réels (λb,k, b ≥ 2, k ≤ b) qui déterminent les taux de
transitions des chaînes Π(n). Plus précisément si π, π′ ∈ Pn sont telles que π a b
blocs et π′ s’obtient en fusionnant k blocs de π alors qn(π, π′) = λb,k où qn(π, π′) est
le taux de transition de Π(n) de π vers π′.
La définition ci-dessus est en fait équivalente (voir [15]) à la suivante :
Définition 3 Un coalescent à collisions multiples (ou Λ-coalescent) est une processus
de Markov (Πt, t ≥ 0) sur l’espace d’état P issu de la partition triviale en singletons
Π0 = {1}, {2}, . . .
satisfaisant :
(i) Le processus est échangeable.
(ii) Pour tout s, t ≥ 0 la loi de Π(s + t) est celle de coag(Π(t),Π′(s)) où Π′(s)
est une copie indépendante de Π(s) et où coag(π, π′) est la partition que l’on
obtient en fusionnant les blocs de π dont les indices sont dans le même bloc de
π′.
(iii) On ne peut pas avoir deux événement de coalescence simultanés.
Sans le point (iii) la définition ci-dessus est celle des coalescents à collisions mul-
tiples simultanées, aussi appelés Ξ-coalescents ([125, 111]).
1.1.2 Le théorème de Pitman
Il est aisé de voir que les nombres λb,k doivent nécessairement vérifier une relation de
récurrence. Examinons le cas b = 2, 3. Le taux Λ2,2 est le taux auquel on passe de l’état
{1}, {2} à {1, 2}. Si on considère maintenant Π(3), partant de l’état {1}, {2}, {3} les
transition vers {1, 2}, {3} et {1, 2, 3} correspondent toutes deux à {1}, {2} 7→ {1, 2}
quand on regarde la restriction à [2]. On en conclut que l’on a nécessairement λ2,2 =
λ3,2 + λ3,3. On peut montrer que plus généralement
λb,b = λb+1,b+1 + λb+1,b, b ≥ 2. (1.1)
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Pitman [117] montre qu’un tableau de nombre réels positifs vérifiant ces relations est
caractérisé par une unique mesure finie sur [0, 1] souvent notée Λ telle que
λb,k =
∫
[0,1]
xk−2(1− x)b−kΛ(dx). (1.2)
Au vu de l’équivalence des deux définitions 1 et 3 cette mesure Λ caractérise égale-
ment complètement la loi d’un coalescent à collisions multiples. Dans toute la suite
nous supposerons sans perte de généralité que Λ est une mesure de probabilité
Λ[0, 1] = 1. (1.3)
En effet, au vu de l’équation (1.2), il est claire que multiplier la masse totale de Λ par
un facteur constant revient simplement à accélérer (ou à ralentir) toute l’évolution
du processus par le même facteur.
1.1.3 La construction Poissonienne
Dans son article fondateur [117] Pitman étudie plusieurs propriétés importantes des
Λ-coalescents dont la constructions Poissonienne que nous rappelons à présent et qui
explique le rôle et la signification de la mesure Λ.
Supposons que Λ({0}) = 0. Soit
π(·) =
∑
i∈N
δti,xi(·) (1.4)
un processus de points de Poisson sur R+ × (0, 1) d’intensité dt⊗ ν(dx) où ν(dx) =
x−2Λ(dx). On construit alors (Πt, t ≥ 0) avec la dynamique suivante : le processus
Π n’évolue qu’aux instants t des atomes (t, x) de π. Pour chaque bloc de Π(t−) on
tire à pile ou face avec une pièce qui donne face avec probabilité x. On coalesce
alors immédiatement tous les blocs pour lesquels la pièce est tombée sur face en
un seul bloc. Les autres blocs sont laissés inchangés. Pour rendre cette construction
rigoureuse il faut commencer par construire les restrictions Π(n), on ne donnera pas ici
plus de détails, le lecteur pourra consulter [117] ou [17]. On voit donc que x−2Λ(dx)
s’interprète comme le taux auquel une proportion x de tous les blocs fusionne.
1.1.4 La descente de l’infini
Nous rappelons à présent une propriété remarquable des Λ-coalescents. Soit E l’évé-
nement "pour tout t > 0 le nombre de blocs est infini" et soit F l’événement “pour
tout t > 0 le nombre de blocs est fini"
E := {∀t ≥ 0 : N(t) =∞},
F := {∀t ≥ 0 : N(t) <∞}.
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Pitman [117] montre que si Λ({1}) = 0, seuls deux comportements sont possibles :
soit P(E) = 1 ou bien P(F ) = 1. Lorsque P(F ) = 1, on dit que le processus Π descend
de l’infini. Le coalescent de Kingman est un exemple de coalescent qui descend de
l’infini. En revanche si l’on prend Λ(dx) = dx la mesure uniforme sur [0, 1], alors
le Λ-coalescent correspondant ne descend pas de l’infini. Ce dernier exemple de Λ-
coalescent a été étudié par Bolthausen et Sznitman [54] en relation avec les modèles
de verres de spin.
Une condition nécessaire et suffisante pour déterminer si un Λ-coalescent descend
ou non de l’infini nous est fournie par Schweinsberg [124] : on définit
γb =
b∑
k=2
(k − 1)
(
b
k
)
λb,k,
alors le Λ-coalescent descend de l’infini si et seulement si
∞∑
b=2
γ−1b <∞. (1.5)
Lorsqu’un coalescent descend de l’infini, il est naturel de se demander à quelle
vitesse il le fait, c’est à dire de chercher à connaître le comportement asymptotique
quand t→ 0 du processus t 7→ N(t) où N(t) est le nombre de blocs de Π(t). Le seul
cas connu était celui du coalescent de Kingman pour lequel il est aisé de montrer que
tN(t)→ 2 quand tց 0
presque sûrement.
1.1.5 Fréquences asymptotiques et poussière
Soit (Π(t), t ≥ 0) un Λ-coalescent, alors par définition Π(t) est un processus échan-
geable (invariant par l’action d’une permutation des entiers naturels). Les partitions
échangeables ont été étudiées par Kingman [97] (on peut voir ces travaux comme une
application aux partitions échangeables de la théorie des suites de variables échan-
geables de De Finetti, cf. [2]). Kingman montre en particulier que si B ⊂ N est un
bloc de la partition Π(t), alors la limite
lim
m→∞
1
m
m∑
i=1
1{i∈B}
existe presque sûrement et est appelée la fréquence asymptotique de B. Comme le
nombre de blocs est au plus dénombrable, les fréquences asymptotiques des blocs
existent presque sûrement pour tous les blocs et tous les t rationnels simultanément.
Un simple argument de monotonie permet de renforcer ce dernier énoncé à tous les
t ≥ 0. Si pour chaque t > 0 la somme des fréquences asymptotiques des blocs de Π(t)
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est égale à 1, on dit que le coalescent n’a pas de poussière, ou que ses fréquences sont
propres. Pitman (voir Théorème 8 de [117]) a montré que c’est le cas si et seulement
si
∫ 1
0
x−1 Λ(dx) = ∞. Lorsque les fréquences ne sont pas propres, presque sûrement
une proportion positive des entiers naturels sont isolés dans des blocs singletons (la
poussière). Cette proportion est alors la masse manquante pour arriver à 1 lorsque
l’on somme les fréquences asymptotiques des autres blocs. Les coalescents dont la
somme des fréquences asymptotiques est 1 n’ont aucun singleton.
1.1.6 Les Beta-coalescents
Les Beta-coalescents sont une famille particulière de Λ-coalescents qui joue un rôle
important dans les résultats que je présente plus loin du fait des propriétés fortes
d’invariance et de symétrie dont bénéficient les arbres stables associés. En outre,
Schweinsberg [126] a montré que les Λ-coalescents sont, avec le coalescent de King-
man, les limites d’échelles naturelles pour les généalogies d’une large classe de modèles
de population, donnant ainsi une motivation supplémentaires de considérer cette fa-
mille avec un soin particulier.
Les Beta-coalescents sont les Λ-coalescents que l’on obtient en choisissant comme
mesure Λ la densité d’une variable Beta(2− α, α) avec 0 < α ≤ 2
Λ(dx) =
1
Γ(2− α)Γ(α)x
1−α(1− x)α−1 dx.
Les taux de transitions sont donnés par
λb,k =
B(k − a, b− k + a)
B(2− a, a)
où B(α, β) = Γ(α)Γ(β)/Γ(α + β). Lorsque le paramètre α varie entre 0 et 2, on a
différents comportements possibles pour le processus :
- Quand α → 2 la mesure Λ converge faiblement vers δ0 la masse de Dirac en 0
et le Λ-coalescent se rapproche donc (au moins formellement) du coalescent de
Kingman (qui descend de l’inifini).
- Quand 1 < α < 2 le coalescent descend de l’infini.
- Quand α = 1 on a Λ(dx) = dx et le coalescent correspondant est le coalescent de
Bolthausen-Sznitman, un processus bien connu qui apparaît dans des contextes
de mécanique statistique liés aux modèles de verres de spin. Ce coalescent ne
descend pas de l’infini mais il a encore des fréquences propres (i.e. les fréquences
asymptotiques de ces blocs somment à 1).
- Si α < 1 les fréquences ne sont plus propres, à tout instant t ≥ 0 une proportion
positive des entiers naturels sont encore des singletons dans la partition Π(t).
Nous supposerons toujours dans la suite que le paramètre α vérifie 1 < α < 2.
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1.2 Résultats asymptotiques
Je présente maintenant les résultats asymptotiques sur le comportement des Λ-
coalescents que nous avons obtenus dans [21, 22, 19, 20]. Les articles [21, 22] se
concentrent sur le cas où Λ est la distribution d’une variable Beta(2−α, α) (ou telle
que Λ(dx) = f(x) dx, où f(x) ∼ Ax1−α) avec α ∈ (1, 2). Ces hypothèses sont relâ-
chées dans [19, 20] dont les résultats s’appliquent au cas de mesures Λ tout à fait
générales.
1.2.1 Nombre de blocs
La forme la plus général du résultat concernant le nombre de blocs est donné dans
[19]. À chaque mesure Λ on associe une fonction ψ définie par
ψΛ(q) ≡ ψ(q) :=
∫
[0,1]
(e−qx − 1 + qx)ν(dx), (1.6)
où ν(dx) = x−2Λ(dx).
On définit
uψ(t) ≡ u(t) :=
∫ ∞
t
dq
ψ(q)
∈ (0,∞), t > 0, (1.7)
et son inverse càdlàg (avec la convention inf ∅ =∞)
vψ(t) ≡ v(t) := inf
{
s > 0 :
∫ ∞
s
1
ψ(q)
dq < t
}
, t > 0. (1.8)
Quand Λ est la distribution d’une variable Beta(2− α, α) avec 1 < α < 2,
Λ(dx) =
1
Γ(2− α)Γ(α)x
1−α(1− x)α−1 dx (1.9)
on a ψ(q) ∼ c1qα as q →∞, et ainsi
v(t) ∼ c2t−1/(α−1), as t→ 0,
où c1 = (Γ(α)α(α−1))−1 et c2 = (αΓ(α))−1/(α−1). Ces calculs se généralisent aisément
au cas où Λ est à variations régulières près de 0 d’indice 1 < α < 2.
Théorème 4 (B., Berestycki, Limic [19])
lim
t→0
NΛ(t)
vψ(t)
= 1, presque sûrement. (1.10)
Ce théorème est surtout intéressant pour les coalescent qui descendent de l’infini
(autrement NΛ(t) =∞ pour tout t) mais le théorème reste formellement vrai même
sans supposer que l’on descend de l’infini si l’on adopte la convention ∞/∞ = 1.
Ce résultat généralise celui que nous avions obtenu dans [22] et qui concerne le
cas des Beta-coalescents (ou des coalescents dits "à variations régulières") et que je
rappelle ci dessous.
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Théorème 5 (B., Berestycki, Schweinsberg [21]) Soit Λ une mesure finie sur
[0, 1] telle que Λ(dx) = f(x) dx, où f(x) ∼ Ax1−α pour un certain α ∈ (1, 2) et ∼
signifie que le rapport des deux quantités tends vers 1 lorsque x ↓ 0. Soit (Π(t), t ≥ 0)
le Λ-coalescent, et N(t) le nombre de blocs de la partition Π(t). Alors
lim
t↓0
t1/(α−1)N(t) =
(
α
AΓ(2− α)
)1/(α−1)
p.s. (1.11)
En particulier, si Λ est la distribution d’une variable Beta(2− α, α), alors
lim
t↓0
t1/(α−1)N(t) = (αΓ(α))1/(α−1) p.s. (1.12)
Comme on le verra dans le chapitre suivant, le Théorème 5 se prouve en utilisant
les liens qui unissent Beta-coalescents et processus de branchement à espace d’état
continus. Dans [22] , nous montrons que l’objet sous-jacent fondamental pour le coa-
lescent et les processus de branchement est en fait une arbre continu stable. Une
preuve utilisant le théorème de Kesten-Stigum peut être déduite de cette remarque.
Le Théorème 4 en revanche s’obtient avec des méthodes assez différentes qui s’ap-
puient essentiellement sur des techniques de martingales. Avec un peu de travail
supplémentaire celles-ci permettent d’obtenir également un analogue du Théorème 4
en terme de convergence des moments
Théorème 6 (B.,Berestycki, Limic [19]) Pour chaque d ∈ [1,∞),
lim
s→0
E
(
sup
t∈[0,s]
∣∣∣∣NΛ(t)vψ(t) − 1
∣∣∣∣
d
)
= 0. (1.13)
1.2.2 Longueur totale de l’arbre de coalescence
Lorsqu’un coalescent descend de l’infini, la hauteur de l’arbre de coalescence, c’est
à dire l’age du plus récent ancêtre commun de toute la population est une variable
aléatoire finie. Par exemple dans le cas du coalescent de Kingman, il n’est pas difficile
de voir que cette variable a même loi que
∑∞
i=2 ei/
(
i
2
)
où les ei sont des varaibles iid
de loi exponentielle et de moyenne 1, et a donc une moyenne finie égale à 2.
La longueur totale de l’arbre L∞ est la somme des longueur de ses branches et on
a
L∞ =
∫ ζ
0
N(u)du
où N(u) est le nombre de blocs (de branches) au temps u et ζ = inf{t : N(t) = 1.}
Il n’est pas difficile de voir que presque sûrement L∞ = ∞. Plus précisément on
a le résultat suivant. Soit Λ une mesure de probabilité sur [0, 1] et Π le coalescent
8 Chapitre 1. Comportement asymptotique des coalescents
τ1
t = 0
N(τn) = n
N
1, 2, . . . , n
Figure 1.1: Conditionnellement à N(τn) = n (ou τn = inf{t : N(t) ≤ n}) on peut
voir l’arbre Tn du n-coalescent en deux endroits de l’arbre continu T.
1) L’arbre Tn généré par les n premiers entiers (partie grise en bas à
gauche de l’arbre) et 2) La partie de l’arbre au-dessus de τn générée par
(Π(t), t ≥ τn) (partie grise supérieure).
correspondant. On note Ln la variable aléatoire qui est la longueur totale du n-
coalescent associé. Notons que les variables Ln, n = 1, . . . ,∞ sont définies sur le
même espace de probabilité par Π (il suffit de considérer les restrictions Π(n) pour
avoir Ln) et que l’on a bien sûr Ln ր L∞.
Connaître plus précisément le comportement asymptotique est important du point
de vu des applications en génétique des populations, car si l’on ajoute des mutations
poissoniennes sur l’arbre des lignées ancestrales, la longueur Ln nous donnera l’es-
pérance du nombre de mutations visibles dans un échantillon de taille n. Notons
NΛ,n le processus du nombre de blocs de Π(n) avec état initial Π(n)0 = {{1}, . . . , {n}}.
Clairement
Ln =
∫ ζn
0
NΛ,n(u)du
où ζn est le premier temps où Π(n) n’a qu’un bloc.
Soit τn := inf{s > 0 : NΛ(s) ≤ n}. Posons Hn := {NΛ(τn) = n} l’événement que
le Λ-coalescent atteint jamais une configuration avec exactement n blocs. Alors, par
la propriété de Markov forte la loi conditionnelle de (NΛ(s + τn), s ≥ 0) sachant
Fτn sur l’événement Hn, est identique à la loi de NΛ,n. Soit tn = uψ(n) de sorte que
vψ(tn) = n.
La longueur de l’arbre au dessus de τn vaut
∫ ζ
τn
N(u)du et le comportement asymp-
totique de cette quantité dépend de ce qui se passe près de τn. En admettant que l’on
peut remplacer N(u) par v(u) grâce au Théorème 4 on voit que Ln doit se comporter
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comme
∫ 1
tn
v(u)du. Cette intuition est essentiellement correcte comme le montre le
Théorème suivant.
Théorème 7 (B.,Berestycki, Limic [19]) Pour chaque s > 0 on a
lim
n→∞
∫ s
0
NΛ,n(t) dt∫ s
0
vψ(tn + t) dt
= lim
n→∞
∫ s
0
NΛ,n(t) dt∫ s
0
E(NΛ,n(t)) dt
= 1, en probabilité.
Pour les coalescents de Kingman ou les Beta(α, 2− α)-coalescents avec 1 < α < 2,
la convergence ci-dessus est presque sûre.
1.2.3 Le chemin de descente de l’infini
Considérons à présent la dynamique du processus du nombre de blocs (N(t), t ≥ 0),
plus en détail. Nous faisons dans ce paragraphe les mêmes hypothèses sur Λ que pour
le Théorème 5, i.e. Λ(dx) = f(x)dx où f(x) ∼ Ax1−α.
Soit ζn,k la probabilité que si le Λ-coalescent a n blocs, il en perd exactement k
au prochain événement de coalescence. Plus précisément si T = inf{t : Π(n)(t) 6=
Π(n)(0)}, alors ζn,k = P (Nn(T ) = n − k). Si on appelle λn =
∑n
k=2
(
n
k
)
λn,k le taux
total de coalescence quand le coalescent a n blocs, alors
ζn,k =
(
n
k + 1
)
λn,k+1
λn
puisque k + 1 blocs doivent fusionner pour perdre k blocs. On voit sans peine que
(cf. Lemme 4 de [33]) que
lim
n→∞
ζn,k =
αΓ(k + 1− α)
(k + 1)! Γ(2− α) . (1.14)
En posant ζk = αΓ(k + 1− α)/[(k + 1)! Γ(2− α)], alors
∑∞
k=1 ζk = 1 et
∑∞
k=1 kζk =
1/(α−1), (équations (39) et (40) de [33]). Il existe donc une distribution de probabilité
ζ , sur N qui correspond à (ζk)∞k=1, de moyenne 1/(α − 1). Ainsi, pour des temps
petits, quand le nombre de blocs est grand, les sauts successifs de (N(t), t ≥ 0) sont
approximativement i.i.d. de loi ζ . Un argument de renouvellement nous permet de
montrer le résultat suivant :
Théorème 8 (B., Berestycki, Schweinsberg [21]) Soit Λ une mesure finie sur
[0, 1] satisfaisant les conditions du Théorème 5. Soit (Π(t), t ≥ 0) le Λ-coalescent
et N(t) le nombre de blocs de Π(t). On appelle Hn l’événement N(t) = n pour un
certain t. Alors
lim
n→∞
P (Hn) = α− 1.
On retrouve à nouveau le cas Kingman quand α→ 2 puisque dans ce cas P(Hn) =
1 pour tout n. Quand α diminue, le nombre de blocs moyen impliqués dans les
coalescences augmente.
10 Chapitre 1. Comportement asymptotique des coalescents
1.2.4 Taille des blocs
Considérons à présent la taille des blocs d’un Beta-coalescent.
Si (Π(t), t ≥ 0) est un Λ-coalescent, la suite ordonnée par taille décroissante des
masses (i.e. des fréquences) de ses blocs, (Θ(t), t ≥ 0) est ce que l’on appel un
coalescents de masses ordonnées. En général, pour une mesure Λ donnée il n’y a pas de
description simple de la distribution de Θ(t) pour t fixé. Le coalescent de Bolthausen-
Sznitman est une exception, dans ce cas Θ(t) a la distribution de Poisson-Dirichlet
avec paramètres (e−t, 0) ; voir [54, 117], ou [87] pour une preuve courte reposant sur
les arbres récursifs. Le cas du coalescent de Kingman est un autre exemple. Si l’on
note Tk = inf{t : N(t) ≤ k} le premier temps auquel le coalescent a k blocs, alors la
distribution de Θ(Tk) est uniforme sur le simplexe ∆k = {(x1, . . . , xk) : x1 ≥ · · · ≥
xk, x1 + · · ·+ xk = 1}, (cf. [98]).
Le Théorème 9 ci-dessous donne un résultat du même type pour les Beta(2−α, α)-
coalescents avec 1 < α < 2. Il est bien sûr possible -à l’inverse de ce qui se passe
pour un coalescent de Kingman- que ce coalescent ne passe jamais par un état dans
lequel il a k blocs. Nous calculons donc la distribution de Θ(Tk) conditionnellement
à l’événement N(Tk) = k, i.e. il existe un temps auquel le coalescent a exactement k
blocs.
Théorème 9 (B., Berestycki, Schweinsberg [21]) Soit (Π(t), t ≥ 0) le Beta(2−
α, α)-coalescent, où 1 < α < 2, et appelons (Θ(t), t ≥ 0) le coalescent de masses or-
données associé. Soit N(t) le nombre de blocs de Π(t) au temps t. Soit k un entier
fixé, et soit X ′1, . . . , X
′
k des variables aléatoires i.i.d. de distribution µ, où la trans-
formée de Laplace de µest donnée par∫ ∞
0
e−λx µ(dx) = 1− (1 + λ1−α)−1/(α−1). (1.15)
Soit X1, . . . , Xk le réarrangement par ordre décroissant des X ′1, . . . , X
′
k. Soit Sk =
X1 + · · ·+Xk. Si g : ∆k → [0,∞) est une fonction non-négative mesurable, alors
E[g(Θ(Tk))|N(Tk) = k] = 1
E[S1−αk ]
E
[
S1−αk g
(
X1
Sk
, . . . ,
Xk
Sk
)]
. (1.16)
Afin de mieux cerner le lien de ce résultat avec le cas du coalescent de Kingman,
on peut remarquer que si α = 2 le membre de droite de (1.15) devient 1/(1 + λ),
et ainsi µ est simplement la distribution d’une variable exponentielle de moyenne 1.
Si X1, . . . , Xk sont obtenus en ordonant k variables i.i.d. exponentielles de moyenne
1 et Sk = X1 + · · · + Xk, alors Sk est indépendante de (X1/Sk, . . . , Xk/Sk). En
conséquence, le membre de droite de (1.16) devient E[g(X1/Sk, . . . , Xk/Sk)]. De plus
la distribution de (X1/Sk, . . . , Xk/Sk) est alors uniforme sur ∆k. Enfin, la partition
Θ(Tk) est indépendante de la date Tk pour le coalescent de Kingman puisque exac-
tement deux blocs coalescent à chaque événement. Cette propriété n’est bien sur pas
vraie pour d’autres coalescents.
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Remarque 10 La distribution µ apparaît dans d’autres contextes. Slack [131] est
semble-t-il le premier à l’avoir étudié pour décrire les tailles des processus de Galton-
Watson critiques, conditionnés à survivre, quand la loi de reproduction est à queue
épaisse. Plus précisément, Yaglom [136, 100] montre que pour un processus de Galton-
Watson critique de variance finie, Zn la taille de la population à la génération n
conditionnée à être positive et normalisée pour avoir une moyenne égale à 1 converge
en loi vers une variable exponentielle de moyenne 1 lorsque n→∞. Quand la loi de
reproduction est dans le bassin d’attraction d’une loi stable d’indice α ∈ (1, 2) (donc
de moyenne finie mais sans second moment), Slack a montré que Zn conditionné
à Zn > 0 converge en loi vers µ lorsque n → ∞, donnant ainsi un analogue au
théorème de Yaglom pour le cas des variances infinies.
Il n’est pas surprenant de voir la loi de Slack intervenir ici. En effet, les processus de
branchement continus α-stables, α ∈ (1, 2) s’obtiennent comme la limite d’échelle des
processus de Galton Watson dont la loi de reproduction est dans la bassin d’attraction
d’une loi stable (voir [103, 65]). Or comme nous l’avons déjà mentionné, les Beta
coalescent sont justement la généalogie des processus de branchement α-stables. Nous
ne nous servons pas directement des résultats de Slack dans notre preuve, mais ceux-
ci permettent de comprendre de façon intuitive une large part des résultats obtenus
dans [21].
Considérons à présent les tailles des blocs aux temps petits. En prenant la dérivé
en 0 du membre de droite de (1.15), on voit que E[X ′i] = 1 pour chaque i. On en
déduit que Sk vaut à peu près k pour k grand. Notre théorème 9 suggère donc que
quand il y a k blocs, la distribution de la taille de ces blocs devrait être celle de k
variables i.i.d. de loi µ, chacune étant ensuite divisée par k. Le théorème 11 ci-dessous
correspond à cette intuition. Notons que ce résultat est à mettre en parallèle d’un
résultat similaire obtenu par Bertoin et Le Gall (cf. Théorème 4 de [33]). Le résultat
de Bertoin et Le Gall s’applique à une famille de Λ-coalescents plus grande (tous
les Λ-coalescents pour lesquels la mesure Λ varie régulièrement près de 0) mais ne
démontre qu’une convergence en probabilité. Nous établissons ici une convergence
presque sûre dans le cas des Beta-coalescents uniquement.
Théorème 11 (B., Berestycki, Schweinsberg [21]) Soit (Π(t), t ≥ 0) le Beta(2−
α, α)-coalescent, avec 1 < α < 2. Soit N(t, x) le nombre de blocs de Π(t) dont la fré-
quence asymptotique est au plus x. On pose F (x) = µ((0, x]) pour tout x, où µ est la
distribution de probabilité définie par (1.15). Alors
lim
t↓0
sup
x≥0
∣∣t1/(α−1)N(t, t1/(α−1)x)− (αΓ(α))1/(α−1)F ((αΓ(α))1/(α−1)x)∣∣ = 0 p.s.
On peut remarquer que la limite en x→ 0 permet de retrouver le résultat du Théo-
rème 5 pour le cas des beta coalescents. Remarquons également que si α = 2 et µ est la
distribution exponentielle de moyenne 1, alors l’expression (αΓ(α))1/(α−1)F ((αΓ(α))1/(α−1)x)
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devient 2(1− e−2x), et, comme observé dans [33],on retrouve un résultat connu pour
le coalescent de Kingman (cf. section 4.2 de [6]).
Nous concluons cette section par un résultat qui décrit de façon précise le compor-
tement asymptotique de la taille d’un bloc typique et du plus grands bloc respecti-
vement. Par échangeabilité, la taille du bloc qui contient 1 est un tirage biaisé par la
taille parmi les fréquences asymptotiques de tous les blocs présent, c’est ce que nous
entendons par “bloc typique".
Proposition 12 (B., Berestycki, Schweinsberg [21]) Soit (Π(t), t ≥ 0) le Beta(2−
α, α)-coalescent, où 1 < α < 2. Soit K(t) la fréquence asymptotique du bloc de Π(t)
qui contient 1. Alors
(αΓ(α))1/(α−1)t−1/(α−1)K(t)→d X quand t ↓ 0,
où E[e−λX ] = (1 + λα−1)−α/(α−1).
Soit W (t) la taille du plus gros bloc de Π(t). On a
(αΓ(α)Γ(2− α))1/αt−1/αW (t)→d X quand t ↓ 0,
où X à la distribution de Fréchet d’indice α (i.e P (X ≤ x) = e−x−α pour tout x > 0).
La loi de la variable X est une version biaisée par la taille de µ, i.e. P (X ∈ dx) =
xµ(dx) et on peut voir aisément que E(X) = ∞. Le résultat sur le bloc typique
est une application du Théorème 11 tandis que le comportement du plus grand bloc
s’étudie grâce à un théorème Taubérien qui donne des informations sur la queue
de µ et des résultats de type “valeurs extrêmes". La proposition 12 montre donc que
presque tous les fragments naissent et émergent de la poussière originelle en croissant
comme t1/(α−1) mais qu’il existe des blocs qui émergent avec une taille bien supérieure
d’ordre t1/α.
1.2.5 Spectre multifractal de coalescence
La proposition 12 suggère donc d’étudier les fragments qui émergent de la poussière
avec un taux atypique γ 6= 1/(α − 1). À cette fin il est commode de considérer un
espace métrique aléatoire (S, d) qui encode complètement le coalescent Π. Cet es-
pace a été introduit par Evans [78] pour le cas du coalescent de Kingman. Il s’agit
d’une nouvelle instance d’une idée plus générale qui consiste à voir les arbres continus
comme des espaces métriques aléatoires. L’espace (S, d) se construit comme la com-
plétion de (N, d) où d(i, j) est le premier instant auquel i et j appartiennent au même
bloc (leur temps de coalescence). Lorsque l’on complète {1, 2, . . .} de cette façon, on
ajoute des points qui justement sont ceux qui se comportent de façon atypique. Dans
ce contexte, nous sommes en mesure d’associer à chaque point x ∈ S et pour tout
t ≥ 0 un nombre réel η(x, t) qui est égal à la fréquence asymptotique de l’unique
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bloc qui au temps t correspond au point x (ceci définit formellement une mesure η
sur S que l’on nomme parfois mesure de masse telle que η(x, t) est la masse de la
boule ouverte de centre x et de rayon t). On peut maintenant formuler précisément
le problème : existe-t-il des points x ∈ S tels que la taille du bloc Bx(t) qui contient
x au temps t se comporte comme tγ quand t → 0, ou plus formellement tels que
η(x, t) ≍ tγ ? (Ici f(t) ≍ g(t) signifie que log f(t)/ log g(t) → 1). S’il en existe, peut
on mesurer la quantité de tels points ?
Pour γ ≤ 1/(α− 1) on définit
S(γ) = {x ∈ S : lim inf
t→0
log(η(x, t))
log t
≤ γ}.
De même, quand γ > 1/(α− 1) on pose
S(γ) = {x ∈ S : lim sup
t→0
log(η(x, t))
log t
≥ γ}.
Lorsque γ ≤ 1/(α−1), S(γ) est l’ensemble des points qui correspondent à de grands
fragments. Au contraire quand γ ≥ 1/(α− 1), S(γ) est l’ensemble des points qui ap-
partiennent à des fragments asymptotiquement petits. Le Théorème suivant répond
aux questions posées ci-dessus en calculant la dimension de Hausdorff (par rapport
à la métrique de S) de l’ensemble S(γ).
Théorème 13 (B., Berestycki, Schweinsberg [22])
1. Si 1
α
≤ γ < 1
α−1 alors
dimH S(γ) = γα− 1.
Si γ < 1/α alors S(γ) = ∅ p.s. mais S(1/α) 6= ∅ presque sûrement.
2. Si 1
α−1 < γ ≤ α(α−1)2 alors
dimH S(γ) =
α
γ(α− 1)2 − 1.
Si γ > α
(α−1)2 alors S(γ) = ∅ p.s. mais S( α(α−1)2 ) 6= ∅ presque sûrement.
La valeur maximale de dimH S(γ) est obtenue quand γ = 1/(α− 1) auquel cas la
dimension de S(γ) est aussi égale 1/(α − 1). On pouvait s’attendre à un tel résul-
tat puisque il s’agit de l’exposant typique pour la taille des blocs. La valeur de la
dimension correspond alors à la dimension totale de l’espace S.
On remarque également que l’on retrouve le résultat sur la taille du plus grand
bloc puisque 1/α est la plus petite valeur pour laquelle S(γ) 6= ∅. Il est intéressant
de constater que l’on peut aussi avoir un plus petit bloc dont la taille est d’ordre tγ
avec γ = α/(α− 1)2.
14 Chapitre 1. Comportement asymptotique des coalescents
1/(α−1)
1/(α−1)
1/α α/(α−1) 2
Figure 1.2: Spectre Multifractal γ 7→ dimH S(γ). La dérivée à gauche du point
critique est α tandis que la dérivée à droite est −α.
Remarque 14 Il est intéressant de noter la proximité de ces résultats avec l’un de
mes travaux de thèse [14], dans lequel je m’étais intéressé au comportement en temps
long des fragmentations homogènes. Plus précisément, je montrais dans cet article
que si F (t) est une fragmentation homogène de l’intervalle (0, 1) et que l’on note Ix(t)
le fragment qui contient x au temps t, alors il existe un nombre v0 -la vitesse typique
de fragmentation- tel que si U est une variable uniforme sur (0, 1) alors presque
sûrement |IU(t)| ∼ e−v0t. Pour v 6= v0 dans un certain intervalle, l’ensemble aléatoire
de points exceptionnels S(v) := {x ∈ (0, 1) : |Ix(t)| ∼ e−vt} est non-vide et de mesure
de Lebesgue nulle. Le résultat principal de [14] donne une formule explicite pour le
spectre multifractal v 7→ dimH(S(v)) où dimH(S) est la dimension de Hausdorff de S.
Une différence importante est que dans [14] la dimension de Hausdorff des ensembles
de points exceptionnels est calculée par rapport à la métrique induite par la mesure
de Lebesgue sur (0, 1). Dans ce cas, le fait que le diamètre d’un bloc coïncide avec
sa masse joue un rôle important. Ici, en revanche, les dimensions sont calculées par
rapport à la métrique d qui s’interprète comme une distance généalogique.
Chapitre 2
Coalescents, processus de branchement et
arbres continus
L’essentiel des résultats sur le comportement asymptotique des coalescents présen-
tés au chapitre précédente -nombre de blocs, taille des blocs, spectre multifractal-
s’obtiennent grâce aux liens profonds qui unissent coalescents et processus de bran-
chement à espace d’état continu. Nous présentons dans cette section les contributions
à l’étude de ces liens que mes collaborateurs et moi-même avons apporté dans les
articles [22, 20, 16]. Je commencerai par rappeler les définitions des objets que nous
utiliserons ainsi qu’une brève descriptions des résultats contenus dans les articles de
Birkner et al. [50] et de Bertoin et Le Gall [27].
2.1 Définitions et premières propriétés
2.1.1 Processus de branchement à espace d’état continu
Les processus de branchement à espace d’état continu peuvent être vu comme les
analogues en temps et en espace continus des processus de Galton-Watson. Ils peuvent
d’ailleurs être obtenus comme la limite d’échelle de processus de Galton-Watson
(cf. [103]) et modélisent l’évolution de la taille d’une grande population dans laquelle
on peut ignorer les interactions entre individus. Leur étude remonte à Lamperti [103].
Parmi les travaux classique les concernant citons également Grey [88] qui étudie leur
comportement asymptotique et plus récemment les travaux de Le Gall et Duquesne
[63] que nous détaillerons plus loin.
Formellement,
Définition 15 On appelle processus de branchement à espace d’état continu (ou
CSBP pour faire court) tout processus Markovien (Zt, t ≥ 0) à valeurs dans [0,∞],
dont le noyau de transition Qt(x, ·) = P (Zt ∈ ·|Z0 = x) vérifie
Qt(x+ y, ·) = Qt(x, ·) ∗Qt(y, ·), ∀x, y ∈ R+. (2.1)
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Il faut penser à Zt ≥ 0 comme à la taille d’une population au temps t. L’équation
(2.1) est simplement la propriété de branchement qui assure que Z issu de x + y a
la même loi que la somme de deux copies indépendantes de Z, l’une issue de x et
l’autre de y.
Cette propriété s’apparente bien évidemment à l’infini divisibilité et en effet, Lam-
perti [103] a montré que la loi d’un CSBP est entièrement caractérisée par une
fonction ψ : [0,∞) → R, appelée mécanisme de branchement. Plus précisément,
la transformée de Laplace de Z est donnée par :
E[e−λZt|Z0 = a] = e−aut(λ), ∀t ≥ 0, (2.2)
où la fonction ut(λ) est l’unique solution de l’équation différentielle
∂ut(λ)
∂t
= −ψ(ut(λ)), u0(λ) = λ, (2.3)
et où ψ est donné par :
ψ(q) = aq +
b
2
q2 +
∫ ∞
0
(e−qx − 1 + qx1x<1)σ(dx), ∀q ≥ 0. (2.4)
Ici, σ est une mesure σ-finie dont le support est inclus dans [0,∞), et telle que
σ({0}) = 0. En outre, σ satisfait la condition d’intégrabilité ∫ (r ∧ r2)σ(dr) < ∞,
et les paramètres a ∈ R et b ≥ 0 sont appelés respectivement dérive et coefficient
Gaussien de ψ. Le branchement est dit critique si ψ′(0) = 0. Quand supp(σ) ⊂ [0, 1],
alors ψ′(0) = a, et la criticalité est équivalente à la condition a = 0.
Les CSBP que nous allons considérer sont ceux qui correspondent aux Λ coalescents
à travers la relation (1.6)
ψ(q) =
∫ 1
0
(e−qx − 1 + qx)x−2Λ(dx).
Il est aisé de voir que ce type de mécanisme de branchement est toujours critique.
En outre, si Λ˜ est une mesure de probabilité telle que Λ˜ = (1− c)Λ + cδ0, où Λ n’a
pas d’atome en 0, on peut réécrire
ψΛ˜(q) =
c
2
q2 + (1− c)
∫
[0,1]
(e−qx − 1 + qx)x−2Λ(dx). (2.5)
On voit donc que la masse atomique de Λ en 0 correspond au coefficient Gaussien
de ψ. Si c = 1 on retrouve le coalescent de Kingman, on supposera donc c < 1
dorénavant.
Rappelons la définition de la fonction v (cf. (1.8)) : lorsque Λ est telle que le
coalescent descend de l’infini on peut définir
uψ(t) :=
∫ ∞
t
dq
ψ(q)
∈ (0,∞), t > 0,
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et son inverse càdlàg
vψ(t) := inf{s > 0 :
∫ ∞
s
1
ψ(q)
dq < t}, t > 0.
On écrira u(·) = uψ(·) et v(·) = vψ(·) quand il ne sera pas nécessaire de distinguer
entre plusieurs mécanismes ψ possibles.
2.1.2 Le changement de temps de Lamperti
Les fonction ψ du type (2.4) sont aussi les exposant de Laplace de certains processus
de Lévy spectralement positifs (i.e. sans sauts négatifs). Lamperti [103] et Silverstein
[129] ont démontré qu’il existait une relation trajectorielle entre le CSBP (Zt, t ≥ 0)
et le processus de Lévy (Xt, t ≥ 0) associés à la même fonction ψ. On peut énoncer
leur résultat de la manière suivante : soit X un processus de Lévy d’exposant ψ et
tel que X0 = x > 0, et soit η := inf{t ≥ 0 : Xt = 0} le temps d’atteinte de 0 pour
X, avec la convention habituelle que η = ∞ si Xt > 0 pour tout t > 0. Quand le
branchement est critique il est aisé de montrer que η < ∞ presque sûrement Pour
tout t ≥ 0 définissons
Ut :=
∫ η∧t
0
ds
Xs
,
et écrivons U−1t = inf{s ≥ 0 : Us > t} pour désigner l’inverse càdlàg de Ut. Alors
le processus changé de temps (XU−1t , t ≥ 0) a même loi que (Zt, t ≥ 0), où Z est le
CSBP de mécanisme de branchement ψ.
2.1.3 Les conditions de Grey
Soit (Zt, t ≥ 0) un CSBP de mécanisme de branchement ψ (2.4). Appelons τ0 =
inf{t > 0 : Zt = 0} le temps d’extinction, et τ∞ = inf{t > 0 : Zt = ∞} l’instant
d’explosion de Z. Grey [88] a montré que τ∞ =∞ presque sûrement si et seulement si
il existe x > 0 tel que
∫ x
0
dq/ψ(q) =∞. Il y a un critère analogue pour la probabilité
d’extinction de Z :
p = P (τ0 <∞) > 0 ⇐⇒
∫ ∞
x
dq
ψ(q)
<∞, pour un certain x > 0. (2.6)
De plus dans les cas critiques ou sous-critiques (i.e. quand ψ′(0) ≤ 0), on a p ∈ {0, 1}.
Dans le cas surcritique on a toujours p < 1, ce qui correspond au comportement de
la probabilité d’extinction pour les processus de Galton-Watson.
Lorsque ψ = ψΛ comme dans (1.6), il est aisé de montrer que P (τ∞ = ∞) = 1.
En outre, la criticalité de ψΛ implique que si l’intégrale dans (2.6) est finie pour un
certain (et dans ce cas en fait pour tout) x > 0, alors p = 1 et dans le cas contraire
p = 0.
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2.2 Généalogie des CSBP
Comme je l’ai indiqué plus haut, les CSBP peuvent être obtenus comme des limites
d’échelle de processus de Galton Watson. Plus précisément, si (Zt, t ≥ 0) est un ψ-
CSBP où l’on suppose que ψ est sous-critique. Lamperti [103] a montré qu’il existe
une suite de lois de reproduction µn telle que si l’on considère (Znk , k = 1, 2, . . .)
un processus de Galton-Watson discret de loi de reproduction µn et issu de n an-
cêtres, alors (n−1Znγnt, t ≥ 0) converge au sens des marginales fini-dimensionnelles
vers (Zt, t ≥ 0), où les γn sont des constantes d’échelle de temps bien choisies. Ce-
pendant, en passant à la limite on perd la généalogie sous-jacente au processus de
Galton-Watson. Dans cette partie je vais présenter très succinctement trois approches
qui ont été proposées pour retrouver cette généalogie sous-jacente au CSBP. La pre-
mière est due à Le Jan et Le Gall puis à Duquesne et Le Gall [104, 63] et s’appuie sur
la construction d’un processus de hauteur qui joue le même rôle que le processus de
contour pour les arbres discrets. La seconde consiste à construire un système de par-
ticules dont la mesure empirique décrit la composition de la population du CSBP et
repose essentiellement sur des travaux de Donnelly et Kurtz [58, 59]. Enfin, on peut
également utiliser une approche due à Bertoin et Le Gall [27] et qui est fondée sur
la subordination de Bochner. Nous conclurons en présentant l’un des principaux ré-
sultats obtenus dans [22] qui réconcilie l’approche processus de hauteur et l’approche
système de particules de Donnelly et Kurtz.
2.2.1 Processus de hauteurs et arbres continus
Le Gall et Le Jan [104] ont introduit une nouvelle façon de concevoir la structure
généalogique des CSBP qui a ensuite été explorée et développée par Duquesne et
Le Gall [63]. Cette approche s’inspire d’un résultat bien connu de Ray et Knight
concernant les temps locaux du mouvement Brownien et est reliée à la construction
de l’arbre continu Brownien d’Aldous [3, 4].
Pour décrire brièvement le résultat de Ray et Knight, on introduit le processus
(Lxt , t ≥ 0, x ≥ 0) où Lxt est le temps local au niveau x accumulé par le mouvement
Brownien réfléchi B sur l’intervalle de temps [0, t]. Il est connu que l’on peut choisir
une version bicontinue du processus (Lxt , t ≥ 0, x ≥ 0) ce que je suppose fait dans la
suite. On introduit également r 7→ Tr l’inverse càdlàg de t 7→ L0t (i.e. Tr est le premier
instant où B a accumulé r unités de temps local en 0). Ray et Knight prouvent alors
que pour r > 0 fixé, le processus (LxTr , x ≥ 0) est une diffusion de Feller, c’est-à-dire
un CSBP de mécanisme de branchement ψ(q) = q2, issue d’une population initiale
r.
Les travaux de Le Gall et Le Jan permettent justement de généraliser ce type de
construction (i.e. où le CSBP s’obtient comme le temps local d’un certain processus
à valeur dans R+) à des mécanismes de branchement critiques ou sous-critiques. Le
processus qui joue le rôle du mouvement Brownien réfléchi dans un théorème de
Ray-Knight sera noté (Ht, t ≥ 0).
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Plus précisément, soit (µn) la suite de loi de reproduction telle que (n−1Znγnt, t ≥ 0)
converge vers le CSBP Z, Duquesne et Le Gall ont montré que le processus de
hauteur discrets (Hnk , k = 0, 1, . . .), où H
n
k est la génération du kième individu dans
le processus de Galton Watson de loi de reproduction µn, converge une fois bien
renormalisé vers un processus (Ht, t ≥ 0) appelé processus de hauteur. On peut
également construire le processus (Ht, t ≥ 0) à partir du processus de Lévy (Xt, t ≥ 0)
d’exposant ψ. Informellement, le processus de hauteur joue le même rôle pour un
arbre continu que le processus de recherche en profondeur (depth-first search) pour
un arbre discret. Bien que le processus H ne soit en général ni une semi-martingale
ni un processus de Markov, l’un résultats clés obtenu par Duquesne et Le Gall [63]
assure l’existence d’une version bicontinue (dés que le mécanisme de branchement ψ
est critique ou sous-critique) du temps local (Lxs , s ≥ 0, x ≥ 0) telle que pour tout
t ≥ 0,
lim
ǫ→0
E
[
sup
0≤s≤t
∣∣∣∣1ǫ
∫ s
0
1{x<Hr≤x+ǫ} dr − Lxs
∣∣∣∣
]
= 0.
La généralisation du théorème de Ray-Knight s’énonce alors comme suit ([63, 104]).
Soit Tr = inf{t > 0, L0t > r} l’inverse du temps local en 0. Pour tout t ≥ 0, on définit
Zt = L
t
Tr . (2.7)
Le processus (Zt, t ≥ 0) est un ψ-CSBP issu de Z0 = r. Si ψ(q) = q2/2, alors
(Ht, t ≥ 0) est le mouvement Brownien réfléchi et (Zt, t ≥ 0) est la diffusion de
Feller, comme dans le théorème de Ray-Knight classique.
L’avantage de la construction avec le processus de hauteur H est que l’on a ainsi
non-seulement le CSBP Z en prenant le temps local, mais en outre H code tout
l’arbre d’évolution de la population.
On rappelle la définition d’un R-arbre (ou arbre continu) associé avec une fonction
positive H sur un intervalle [0, Tr]. Pour u, v ∈ [0, Tr] posons dH(u, v) = H(u) +
H(v)− 2 infu≤t≤vH(t), il est aisé de voir que dH est une pseudo-distance sur [0, Tr].
On peut alors équiper l’espace [0, Tr] quotienté par la relation dH(u, v) = 0 de la
distance dH . L’espace métrique qui en résulte est un R-arbre. Si la fonction H utilisée
est le processus de hauteur de Duquesne et Le Gall (Hs, s ≤ Tr), ce que l’on obtient
est plus précisément une collection Poissonienne d’arbres continus attachés par la
racine.
2.2.2 Le processus lookdown
Le processus lookdown est un puissant outil introduit (puis développé) par Donnelly
et Kurtz [58, 59] qui permet de coder la généalogie de superprocessus par des systèmes
dénombrables de particules. Cette méthode offre une grande versatilité et s’adapte
à de nombreux contextes. Je ne présenterai pas ici les objets dans leur plus grande
généralité, en particulier je n’inclurai pas le cas où les particules peuvent avoir un
mouvement dans l’espace des types.
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Nous travaillons dans cette sous-partie dans le cadre suivant : soit ψ un mécanisme
de branchement sans partie Gaussienne : il existe a ∈ R et une mesure de Lévy ν
tels que
ψ(q) = aq +
∫ ∞
0
(e−qx − 1 + qx1x≤1)ν(dx). (2.8)
Au lieu d’utiliser ψ pour construire un CSBP avec ce mécanisme de branchement,
on va commencer par construire un superprocessus Mt qui prend ses valeurs dans
M(0,1) l’espace des mesures finies sur (0, 1) et qui est défini à travers son générateur
L. Celui-ci agit sur les fonctions F :M(0,1) 7→ R.
Définition 16 On appelle super-CSBP de mécanisme de branchement ψ le processus
(Mt, t ≥ 0) à valeurs dans M(0,1) et dont le générateur L est donné par
LF (µ) = a
∫ 1
0
µ(dx)F ′(µ, x)+
∫ 1
0
µ(dx)
∫ ∞
0
ν(dh)
(
F (µ+hδx)−F (µ)−1h≤1hF ′(µ, x)
)
.
(2.9)
On appelle processus de composition du ψ-CSBP le processus normalisé
Rt(·) =Mt(·)/Mt([0, 1]).
La notation F ′(µ, x) signifie limε→0 ε−1(F (µ + εδx) − F (µ)) et correspond à une
modification infinitésimale de F dans la direction δx. Si ψ avait eu un terme quadra-
tique il y aurait un terme supplémentaire dans le générateur, cf. equation (1.15) de
[50]. On remarque que pour chaque 0 < r < 1,
Zt = Mt([0, r])
est un ψ-CSBP issu de M0([0, r]). En effet, si l’on applique le générateur à une
fonction F (µ) = ϕ(z) où z = µ([0, r]) on voit immédiatement que le générateur L1du
processus Zt est
L1ϕ(z) = a
∫ r
0
µ(dx)ϕ′(x) +
∫ r
0
µ(dx)
∫ ∞
0
ν(dh)
(
ϕ(z + h)− ϕ(z)− h1h≤1ϕ′(z)
)
= zL2ϕ(z)
or la seconde intégrale ne dépend pas de x et est égale à L2ϕ(z), où L2 est le générateur
du processus de Lévy d’exposant ψ(q). On conclut par le changement de temps de
Lamperti.
L’interprétation de Mt est la suivante : on imagine que la population mesurée
par Zt est un continuum où chaque individu est pourvu d’un type - un nombre réel
distinct entre 0 et 1 (et les individus transmettent leur type à leurs descendants). La
quantité Mt([0, a]) est alors le nombre total d’individus au temps t qui descendent
d’ancêtres dont le type au temps 0 était entre 0 et a.
Pour chaque t,Rt est une distribution de probabilité sur (0, 1) qui décrit la composi-
tion de la population à l’instant t. Typiquement, au moins dans le cas sous-critique,
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dés que t > 0, Rt est une somme pondérée de masses de Dirac
∑
i ρiδxi telle que∑
i ρi = 1. Chaque atome correspond à un groupe d’individus dans la population au
temps t (représentant une proportion ρi de la population) qui descendent du même
ancêtre au temps 0 (et dont le type était xi).
Cette construction est à rapprocher des flots de subordinateurs de Bertoin et Le
Gall [27]. Dans cet article, les auteurs montrent en effet que l’on peut définir les CSBP
comme des processus de deux variables (Z(t, a), t ≥ 0, a ∈ [0, 1]) où t est le temps
et a est la population initiale avec les propriétés suivantes : Z(·, 0) ≡ 0 et ∀a b ≥ 0
(Z(·, a+ b)−Z(·, a) est indépendant de la famille de processus (Z(·, c), 0 ≤ c ≤ a) et
est un ψ-CSBP issu d’une population initiale de taille b. Si on appelMt la mesure sur
[0, 1] de fonction de répartition a 7→ Z(t, a) alors le processus Mt a pour générateur
(2.9).
L’objet de la construction de Donnelly et Kurtz est de donner une représentation
du processus de composition de la population Rt comme la limite de distributions
empiriques associées avec un système dénombrable de particules. On aura ainsi accès
à une notion claire de généalogie pour Zt. La description qui suit s’inspire largement
de [50] et [81, chapitre 5].
Pour définir le processus de lookdown (modifié) on se donne une suite d’individus
i = 1, 2, . . . (ou de particules) qui sont identifiés par leur type (ξi, i ∈ N). Initialement
chaque individu i est de type ξi(0) et les ξi(0) sont de variables i.i.d. uniformes sur
(0, 1). Pour chaque t > 0, ξi(t) sera le type de i au temps t. Les variables ξi(t) peuvent
changer au cours du temps aux instants des événements de naissance. Supposons que
l’on ait une configuration de points dans [0, 1]×R+ :
n =
∑
i
δ(ti,yi)
où ti ≥ 0 et 0 ≤ yi ≤ 1, et supposons que
∑
ti≤t y
2
i <∞ pour chaque t ≥ 0. Plus loin
un processus de points bien précis associé au CSBP sera spécifié.
Chaque atome (ti, yi) correspond à un événement de naissance et à cet instant ti
une proportion yi des individus participent à l’événement. Plus précisément, chaque
niveau tire à pile ou face indépendamment de tout le reste avec probabilité de succès
yi. Tout ceux pour lequel on a un succès participent à l’événement et les types
des individus sont alors modifiés : supposons que les individus qui participent sont
1 ≤ i1 < i2 < . . . < ik ≤ n. Au temps t = ti, pour chaque 1 ≤ j ≤ k, ξij(t) = ξi1(t−).
En d’autres termes, les individus participants adoptent tous le type du plus petit
d’entre eux. On ne détruit pas les types qui sont ainsi remplacés chez les individus
i2, . . . , ik mais on attribut ξi2(t−) au premier individu (en montant) qui ne participe
pas, et on continue ainsi à déplacer vers le haut les types vers le premier niveau de
libre rencontré. Ce mécanisme est illustré dans la figure suivante.
Pour rendre cette construction rigoureuse il faut remarquer que comme par hy-
pothèse
∑
ti≤t y
2
i < ∞, seuls un nombre fini d’événements de naissance affectent les
n premiers individus sur tout intervalle compact de temps. Les processus restreints
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Figure 2.1: Représentation du processus lookdown. Les niveaux 2,4 et 5 participent
à un événement de naissance. Les autres types génétiques sont poussés
vers le haut. Les couleurs à gauche et à droite de la figure indiquent les
types génétiques avant et après l’événement.
aux n premiers individus définis ainsi sont consistants et l’on a donc l’existence d’un
processus (ξi(t), t ≥ 0, i = 1, 2, . . .) bien défini grâce au théorème d’extension de
Kolmogorov.
On a décrit la construction pour une configuration de point générale, on se restreint
à présent au cas où (ti, yi) est donné par la construction suivante. Soit Zt(r) un ψ-
CSBP où ψ a la forme (2.8), et où on a écrit la taille de la population initiale r > 0
comme argument de Z. Soit τ le temps d’extinction (qui n’est fini p.s. que dans le cas
sous-critique, le cas important pour nous). Nous ne définissons le processus lookdown
que jusqu’au temps τ−. À chaque instant ti où ∆Zti > 0, on associe yi = ∆Zti/Zti
(et l’on a donc 0 ≤ yi ≤ 1). Il est alors aisé de vérifier que si t < τ ,∑
ti≤t
y2i <∞.
On peut en effet borner inférieurement Zti par It = inf0≤s≤t Zs > 0, et ainsi cette
somme est plus petite que
(It)
−2∑
ti≤t
(∆Zti)
2
Pour montrer que cette somme est infinie, on utilise le fait que Z est une changement
de temps d’un processus de Lévy dont les sauts sont de carrés sommables (puisque∫∞
0
(1∧x2)ν(dx) <∞). Ainsi, quand t < τ les sauts de Z sont les sauts du processus
de Lévy durant un intervalle de temps aléatoire mais fini, ce qui prouve bien la
convergence annoncée . On a donc l’existence d’un processus (ξi(t), t ≥ 0, i = 1, 2, . . .)
défini comme suit :
Définition 17 Soit Zt un ψ-CSBP. On appelle processus lookdown associé le proces-
sus (ξi(t), t ≥ 0, i = 1, 2, . . .) construit selon la procédure lookdown modifiée décrite
ci-dessus à l’aide de la configuration de points (ti, yi = ∆Zti/Zti).
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On remarque que pour chaque t ≥ 0, (ξi(t), i = 1, 2, . . .) est une suite échangeable
et la limite
ρt = lim
n→∞
1
n
∞∑
i=1
δξi(t)
est bien défini par le théorème de De Finetti.
L’intérêt de cette construction est expliqué par le résultat suivant que l’on peut
trouver par exemple dans [50] (voir l’argument qui suit l’équation (2.15)).
Théorème 18 (Birkner et al. [50]) Le processus (ρt, t ≥ 0) a même loi que le
processus de composition (Rt, t ≥ 0) du ψ-CSBP avec comme distribution initiale la
mesure uniforme sur (0, 1).
On peut comprendre heuristiquement ce résultat par l’argument suivant. Les sauts
du CSBP ∆Zt = x > 0, sont causés par un individu dans la population qui se repro-
duit en créant soudain une grande quantité de descendance. La proportion d’indivi-
dus qui porte le type de cet individu saute alors de x/(Zt− + x) = ∆Zt/Zt qui est
exactement ce qui se produit dans le processus de lookdown.
On se restreint à présent au cas sous-critique. On suppose donc que ψ est une
mécanisme de branchement comme dans (2.8) et que
∫ ∞
1
dq
ψ(q)
<∞.
L’un des aspect intéressants de cette construction est que puisque Zt s’éteint alors
en temps fini, presque sûrement seul un nombre fini d’individus au temps 0 ont des
descendants en vie au temps t > 0, ce qui signifie que la population au temps t est
constituée d’un nombre fini de types, et qu’on atteint en temps fini l’instant ou il
ne reste qu’un seul type en vie. Ceci est possible dans le processus lookdown modifié
bien que l’on ne tue jamais de type. En raison de l’accumulation d’événements de
naissance, il est possible de pousser à l’infini des types très rapidement. Ceux-ci
disparaissent alors de la population visible.
2.2.3 Le lookdown dans le processus de hauteur
Je présente maintenant un résultat qui est au coeur de [22] et qui montre comment la
construction lookdown de Donnelly et Kurtz peut être obtenue à partir du processus
de hauteur de Duquesne et Le Gall. L’importance de ce résultat est en particulier
due au fait qu’il a été montré dans [50] que, au sens de la construction lookdown, la
généalogie du CSBP α-stable (i.e avec ψ(q) = qα) est un changement de temps du
Beta(2−α, α)- coalescent. En montrant que la généalogie peut être prise au sens du
processus des hauteur on s’autorise à travailler avec les outils puissants (temps locaux,
théorie des excursions, etc...) pour obtenir de nouveaux résultats sur le coalescent.
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Soit ψ un mécanisme de branchement critique ou sous-critique∫ ∞
1
dq
ψ(q)
<∞,
et H le processus de hauteur correspondant que nous avons introduit plus haut. Le
processus H n’est en général pas Markovien mais, comme le mouvement Brownien
réfléchi, c’est un processus d’excursions. Plus précisément, on peut associer à H
une mesure infinie N sur un espace fonctionnel qui joue un rôle analogue à celui
de la mesure d’Itô pour le cas du mouvement Brownien (cf. [120]). La propriété
d’excursions de (Ht, t ≤ Tr) peut être formulée de la façon suivante. Soit (gi, di), i ∈ I
les intervalles d’excursion de H au dessus de zéro, de sorte que⋃
i∈I
(gi, di) = {s ≥ 0 : Hs > 0}.
Pour chaque i ∈ I, on définit la fonction ei par ei(s) = Hgi+s pour 0 ≤ s ≤ di − gi
et ei(s) = 0 sinon. Une propriété essentielle du processus H , pour dire les choses de
façon très schématiques, est que ses excursions forment, le long du temps local, un
processus ponctuel de Poisson d’intensité donnée par une certaine mesure σ-fini sur
l’espace fonctionnel C+([0,∞)).
Plus généralement, le processus H possède une telle propriété d’excursions au
dessus de n’importe quel niveau a > 0 donné. Pour chaque a > 0, on appelle
(gai , d
a
i ), i ∈ Ia les composantes connexes de l’ensemble ouvert {s : Hs > a}. Pour
chaque i ∈ Ia, on définit l’excursion e(a)i par e(a)i (s) = Hgai +s−a quand 0 ≤ s ≤ dai−gai
et e(a)i (s) = 0 sinon. Ces excursions e
(a)
i sont également jetées le long du temps local
au niveau a comme les atomes d’un processus de Poisson d’intensité la même mesure
d’excursion. Ce résultat implique en particulier que le processus obtenu en rassem-
blant les excursiosn au dessus du niveau a a même loi que le procesus H lui même
et est indépendant de ce qui se passe sous a.
Je peux à présent rappeler la construction du processus lookdown dans l’arbre
continu que nous avions donné dans [22]. Soit (Zt, t ≥ 0) un ψ-CSBP (ψ critique
ou sous-critique) issu de Z0 = r > 0, et supposons que Zt est construit comme
le temps local du processus de hauteur (Ht, t ≤ Tr) comme dans (2.7). Soit ξ˜ :=
((ξ˜j(t)), t ≥ 0, j = 1, 2, . . .) un processus lookdown construit à partir des sauts de
(Zt, t ≥ 0) comme dans la section précédente (i.e. à partir de la configuration de
points (ti,∆Zti/Zti)).
Nous construisons à présent ξ une version du processus ξ˜ entièrement en termes
du processus de hauteur (Ht, t ≤ Tr). Le point clé de cette construction consiste à
choisir une numérotation bien particulière pour les excursions de H . Les excursions
sont classées (et numérotées) selon l’ordre de leurs supremums respectifs. On notera
e
(t)
j la j-ième plus haute excursion au dessus du niveau t. On se donne une suite de
variables i.i.d. (Ui)i∈N uniformes sur (0, 1) pour constituer la suites de types initiaux
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dans le lookdown, ξj(0) = Uj pour tout j ≥ 1. Ainsi, pour tout t > 0, ξj(t) est égal
à l’un des Ui. Pour chaque j ≥ 1 on note k(j, t) l’unique entier tel que e(t)j la j-ième
plus haute excursion au dessus de t fait partie de e(0)k(j,t), la k(j, t)-ième plus haute
excursion au dessus de 0. On pose alors
ξj(t) = Uk(j,t)
et l’on dit que l’excursion e(t)j possède le type Uk(j,t).
Théorème 19 (B., Berestycki, Schweinsberg [22]) Les processus ξ et ξ˜ ont même
loi. Autrement dit, ((ξj(t)), t ≥ 0, j = 1, 2, . . .) a même loi que la construction du pro-
cessus lookdown modifié associé au CSBP (Zt, t ≥ 0).
Voici une description de la dynamique du processus (ξj(t), t ≥ 0). Lorsque t aug-
mente, les rangs relatifs des excursions au-dessus de t évoluent. Si ∆Zt > 0 alors avec
probabilité 1 H possède une infinité de minima locaux en t, ce qui crée une infinité de
nouvelles excursions au-dessus de t. En effet, par le Théorème 4.7 de [64], les sauts de
Zt correspondent toujours à une unique excursion au dessus de t− qui se fragmente en
une infinité de nouvelles excursions. En outre, tous les minimas locaux de (Ht, t ≥ 0)
sont en fait associés à des sauts de Zt (ce qui ne serait pas le cas si ψ avait un terme
quadratique, cf. Théorème 4.7 de [64]). On dit alors qu’un événement de naissance
se produit. On réordonne les excursions selon les nouveaux rangs relatifs (toujours
donnés par les supremums). Les excursions qui ne fragmentent pas gardent leur type
(mais peuvent changer de rang) et les excursions nouvellement créées adoptent le
type de leur parent. Si l’excursion e(t)j se fragmente alors cela signifie que plusieurs
individus k avec k ≥ j adoptent le type ξj(t). Ceux qui n’adoptent pas ce type sont
poussés vers le haut en conséquence. On reconnaît la dynamique du lookdown décrite
plus haut.
2.2.4 Le Beta-coalescent dans l’arbre stable
J’en viens à présent au résultat essentiel de [22] qui permet de prouver une grande
part des résultats asymptotiques présentés plus hauts pour le cas du Beta(2−α, α)-
coalescent uniquement.
Soit Z un CSBP α-stable (i.e. avec ψ(q) = qα) avec 1 < α < 2 obtenu selon
la méthode de Duquesne et Le Gall comme le temps local du processus de hauteur
(Ht, 0 ≤ t ≤ Tr), c’est-à-dire Zt = LtTr . Pour chaque t on considère le niveau aléatoire
Rt = α(α− 1)Γ(α)
∫ t
0
Z1−αs ds, (2.10)
et on pose R−1(t) = inf{s : Rs > t}. Il est aisé de voir (cf. [50] par exemple) que
R−1(t) <∞ p.s. pour tout t, et limt→∞R−1(t) = ζ où ζ est le temps d’extinction du
CSBP.
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Figure 2.2: Un Beta-coalescent est obtenu en coalescent les excursions de (Ht, t ≤
Tr) au dessus de R−1(t− s) qui atteignent R−1(t). Ainsi, chaque excur-
sion correspond à un bloc du coalescent et sa masse est donnée par le
temps local de l’excursion correspondante au niveau R−1(t).
Soit à présent (Vi, i = 1, 2, . . .) une suite de variables dans (0, Tr) telle que pour
chaque i ∈ N, Vi est le point le plus à gauche de la iième plus haute excursion du
processus H au niveau R−1(t). On peut ainsi définir un processus (Πs, 0 ≤ s ≤ t) à
valeur dans P l’ensemble des partitions de N par :
i
Πs∼ j ⇐⇒
(
inf
r∈[Vi,Vj ]
Hr
)
> R−1(t− s).
C’est-à-dire que i et j sont dans le même bloc de Πs si et seulement si Vi et Vj sont
dans la même excursion de H au dessus du niveau R−1(t− s).
Théorème 20 (B., Berestycki, Schweinsberg [22]) Le processus (Πs, 0 ≤ s ≤
t) est un Beta(2− α, α)-coalescent qui vit jusqu’au temps t.
Cette construction peut être décrite de la façon suivante. Quand s varie de 0 à t,
le niveau R−1(t − s) décroît de R−1(t) jusqu’à 0. Les excursions de H au dessus du
niveau R−1(t−s) coalescent car, si s1 < s2, alors plusieurs excursions de H au dessus
de R−1(t−s1) peuvent appartenir à la même excursion de H au dessus de R−1(t−s2).
Ceci se produit par exemple quand une excursion de H au dessus de R−1(t−s1) a un
minimum local au niveau R−1(t− s2). Dans ce cas, dans le processus de coalescence
correspondant on voit des blocs fusionner au temps s2 dont les masses correspondent
à la fraction de temps local au niveau R−1(t)contenue dans chacune des excursions
impliquées.
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2.2.5 Beta-coalescents : Heuristique pour le nombre de blocs
et le spectre multifractal
Les Théorèmes 5 et 13 du chapitre précédent concernent le cas des Beta-coalscents.
Un élément clé dans la preuve de ces résultats est la notion d’arbre réduit associé avec
le processus de hauteur H. Pour un niveau fixé a, l’arbre réduit au niveau a est l’arbre
dont le nombre de branches à la hauteur 0 ≤ t ≤ 1 est le nombre d’excursions de H
au-dessus de t qui atteignent a. La structure généalogique est naturellement défini
en disant que v est un ancêtre de w si l’excursion associée à w est contenue dans v.
Duquesne et Le Gall [63] montrent que dans le cas α-stable, cet arbre est un simple
changement de temps d’un arbre de Galton-Watson dont la loi de reproduction est
explicite.
Lorsque l’on construit le Beta-coalescent à partir de l’arbre continu aléatoire ainsi
que décrit dans le Théorème 20, le nombre de blocs N(s) au temps s correspond au
nombre d’excursions au dessus du niveau s′ qui atteignent R−1(t), pour un certain s′
et un certain t. On peut alors déduire le comportement asymptotique de N(s) quand
s→ 0 du comportement limite de l’arbre réduit quand s′ → R−1(t). Comme l’arbre
réduit est un arbre de Galton-Watson, on sait que son comportement asymptotique
est décrit par le Théorème de Kesten-Stigum, ce qui nous permet d’obtenir une preuve
du Théorème 5. De même, le Théorème 13 s’obtient en établissant une correspondance
entre le spectre multifractal de coalescence et le spectre multifractal de la mesure de
branchement des arbres réduits (que l’on connaît en appliquant des résultats de
Mörters et Shieh [113] ).
Une difficulté technique importante à surmonter est qu’il faut montrer que les
événements presque sûrs qui se produisent pour l’arbre réduit à un niveau fixé, sont
également presque sûrs pour l’arbre réduit à un niveau aléatoire R−1(t) (ces arbres
n’ont pas la même loi).
Notons encore une fois que l’approche martingale développée dans [19] permet
d’obtenir des résultats plus précis et plus généraux.
2.3 Le cas des Λ-coalescents généraux et le lien
avec les CSBP
Le Théorème 4 donne l’asymptotique du nombre de blocs pour tous les Λ-coalescents.
Les résultats décrits ci-dessus qui s’appliquent uniquement aux Beta coalescents ou
aux mesures Λ à variations régulières près de 0 ne suffisent donc pas.
Dans cette section, nous décrivons des résultats qui appartiennent à un article
qui est en cours d’achèvement [20] et qui donne une explication probabiliste aux
liens qui unissent le comportement en temps court des coalescents et des CSBP.
Nous avons en effet vu que pour un Λ donné, N(t) le nombre de blocs se comporte
asymptotiquement comme v = vψ(t) où vψ est donnée par (1.8). Le ψ-CSBP a un
comportement très proche puisque si l’on note NZ(t) le nombre de familles en vie au
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temps t (i.e. le nombre de types génétiques dans la construction lookdown au temps
t ou le nombre d’excursions qui atteignent le niveau t dans la construction processus
de hauteur) on a
(NZ(t), t ≥ 0) d= (M(v(t)), t ≥ 0)
où t 7→ M(t) est un processus de Poisson de taux 1. Bertoin et Le Gall avaient déjà
remarqué dans [29] que le critère (1.5) de descente de l’infini pour un Λ-coalescent
de Schweinsberg est analytiquement équivalent à (2.6).
L’explication probabiliste de cette proximité tient dans la remarque suivante : les
Λ-coalescent ne décrivent pas toujours la généalogie des CSBP (en fait ceci n’est
possible que pour les CSBP stables avec des Beta coalescents changés de temps),
mais ils sont toujours la généalogie des processus de Fleming-Viot généralisés. Ces
processus peuvent se construire d’une façon très semblable aux CSBP ce qui nous
permet ainsi de coupler le CSBP et les Λ-coalescents.
2.3.1 Processus de Fleming-Viot généralisés et leur généalogie
Un processus (ρt, t ≥ 0) de Fleming-Viot généralisé - processus FVG- (non-spatialisé,
i.e. en champs moyen) est un processus de Markov qui prend ses valeurs dans
M1([0, 1]) l’espace des mesures de probabilité sur [0, 1] et dont le générateur L est
défini par
LF (µ) =
∫
(0,1]
y−2Λ(dy)
∫
[0,1]
µ(dx) (F ((1− y)µ+ yδx)− F (µ)) , (2.11)
où F : M → R est une fonction continue bornée. Autrement dit, on choisit un
nombre y entre 0 et 1 au taux y−2Λ(dy). On tire un type x selon ρt− et l’on obtient
ρt en transformant ρt− en pré-multipliant ρt− par (1−y) puis en ajoutant une masse y
d’individus de type x. On remarque que ρt reste toujours une mesure de probabilité.
En outre, Bertoin et Le Gall [29] montrent que les processus FVG sont caractérisés
par la propriété suivante de leur générateur. Soit p ∈ N et soit f une fonction continue
sur [0, 1]p. Considérons à présent la fonction Gf sur M définie par
Gf (µ) =
∫
[0,1]p
µ(dx1) . . . µ(dxp)f(x1, . . . , xp).
Le générateur L agit sur Gf comme suit :
LGf(µ) =
∑
I⊂{1,...,p},|I|≥2
λp,|I|
∫
µ(dx1) . . . µ(dxp)(f(RI(x1, . . . , xp))− f(x1, . . . , xp))
où RI(x1, . . . , xp) = (y1, . . . , yp) est défini par
yj = xmin I quand j ∈ I et yj = xj sinon,
et les coefficients λp,|I| sont donnés par (1.2).
Un processus de Fleming-Viot généralisé peut se construire pare la procédure look-
down. Le résultat suivant est le Lemme 3.6 de [50].
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Lemme 21 [50] Soit n =
∑
δ(ti,yi) un processus de Poisson d’intensité dt×y−2Λ(dy)
(par exemple le processus de points des sauts (t,∆Xt) d’un processus de Lévy X
d’exposant de Laplace ψλ convient). Le processus lookdown (Ξt(·), t ≥ 0) construit
avec n est un processus de Fleming-Viot Généralisé de générateur L donné par (2.11).
En outre pour T > 0 fixé le processus de partition ancestrale (RT (t), 0 ≤ t ≤ T ) est
un Λ-coalescent stoppé au temps T .
Le processus de partition ancestrale (RT (t), 0 ≤ t ≤ T ) mentionné ci-dessus cor-
respond à la relation d’équivalence i ∼RT (t) j si et seulement si les individus i et j
au temps T dans le processus lookdown descendent du même individu au temps t.
2.3.2 Couplage
Au vu de ce dernier Lemme, il devient clair que l’on peut coupler Λ-coalescents et
CSBP en les construisant à l’aide de deux processus lookdown couplés. Plus précisé-
ment. Soit X un processus de Lévy d’exposant de Laplace ψ. Comme on l’a vu, en
utilisant les résultats de Lamperti [103] on peut changer de temps X par U−1t pour
obtenir Zt un ψ-CSBP
∀t ≥ 0, Zt = XU−1(t), où U−1(t) := inf
{
s > 0 :
∫ s
0
X−1u du > t
}
.
Soit maintenant n =
∑
t,∆Xt
et n′ =
∑
δt,∆Zt/Zt deux processus de points couplés
(i.e. Z et X sont comme ci-dessus). La construction lookdown avec n donne le pro-
cessus de Fleming-Viot généralisé et si l’on utilise n′ on obtient le ψ-super CSBP.
On peut en outre utiliser une collection de variables unique pour décider des indi-
vidus qui participent aux événements de naissance dans les deux cas. On appelle
(ξi(t), t ≥ 0; i = 1, 2, . . .) et (ξ′i(t), t ≥ 0; i = 1, 2, . . .) les deux processus lookdown
ainsi construits (correspondant respectivement au processus de Fleming-Viot géné-
ralisé et au processus de la composition de la population d’un CSBP). Le nombre
NX(t) de types distincts présents dans la collection (ξi(t), t ≥ 0; i = 1, 2, . . .) a, par
construction à même loi que NΛ(t) le nombre de blocs dans un Λ-coalescent au temps
t. Le nombre NZ(t) de famille en vie pour le CSBP au temps t, i.e. le nombre de
types distincts présents dans la collection (ξ′i(t), t ≥ 0; i = 1, 2, . . .), est une variable
de Poisson de moyenne v(t).
Le couplage permet de comprendre pourquoi NX(t) est proche de NZ(t) et donc de
v(t). Les atomes de n′ : (r,∆Zr/Zr) sont en bijection avec les atomes de n : (s,∆Xs)
par la transformation (s,∆Xs) 7→ (U−1(s),∆Xs/Xs). Cette transformation préserve
l’ordre des atomes, et comme (Xt, t ≥ 0) est p.s. continue en t = 0 on a Xt ∼ 1,
quand t→ 0. On en déduit que le changement de temps dans la première coordonnée
est asymptotiquement proche de l’identité : U−1t ∼ t presque sûrement. Il s’ensuit que
∆Zt/Zt ≈ ∆Xt et que πX |(0,t) ≈ πZ |(0,t) si t→ 0 (j’utilise ≈ sans définir précisément
ce symbole pour signifier "se comporte comme").
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Ceci explique, au moins intuitivement, pourquoi NX(t) ≈ NZ(t). Comme NZ(t) ∼
v(t) quand t ≈ 0, la discussion ci-dessus permet de comprendre pourquoi la fonction v
apparaît dans le Théorème 4. Comme nous l’avons déjà signalé, on ne peut cependant
pas obtenir le résultat à partir des arguments de couplage présentés ici. On obtient
en fait uniquement le résultat plus faible suivant :
Théorème 22 [20] Pour chaque ε ∈ (0, 1),
lim
t→0
P
[
1
(1 + ε)2
· v
(
1 + ε
1− ε t
)
≤ NΛ(t) ≤ 1
(1− ε)2 · v
(
1− ε
1 + ε
t
)]
= 1. (2.12)
Notons que l’on peut également utiliser ce couplage pour proposer une nouvelle
preuve simplifiée des résultats contenus dans [50].
La preuve du Théorème 2.3.2 produit également un certain nombre de sous-produits.
On a par exemple
Corollaire 23 Le Λ-coalescent descend de l’infini si et seulement si Z s’éteint en
temps fini.
Comme je l’ai déjà écrit plus haut, ceci avait déjà été remarqué par Bertoin et Le
Gall mais uniquement de façon analytique. Le couplage donne une preuve directe et
une explication probabiliste de ce fait (quand un CSBP ne s’éteint pas en temps fini
v ≡ ∞ et le nombre de types distincts présents dans la collection (ξ′i(t), t ≥ 0; i =
1, 2, . . .) reste toujours infini).
On peut, au prix de certaines hypothèses sur la régularité de ψ (ou plus exactement
sur les indices de régularité en 0 du processus de Lévy associé, cf. [119]) renforcer le
Théorème et se rapprocher du Théorème 4. Je ne détaille pas ces résultats ici.
2.4 Le cas du coalescent de Kingman
Les résultats sur la taille des blocs et sur le spectre de coalescence que j’ai énoncé plus
haut concernent uniquement le cas des Beta (2−α, α)-coalescents avec α ∈ (1, 2). Le
cas α = 2 correspond au cas du coalescent de Kingman et on peut donc se demander
quels sont les résultats qui "passent à la limite" quand αր 2. Ces questions sont le
point de départ de l’article [16] dans lequel nous examinons comment le coalescent
de Kingman peut se construire dans une excursion Brownienne. Cette construction
est très proche de l’esprit de travaux antérieurs de Aldous et Warren [5], [135], (et
en un certain sens est déjà implicite dans ces articles), mais notre approche présente
cependant des différences importantes qui nous permettent par exemple de déduire
nos résultats sur le spectre de coalescence.
Nous décrivons à présent notre construction du coalescent de Kingman. Soit (Bt, t ≥
0) une excursion Brownienne conditionnée à atteindre le niveau 1. Plus précisé-
ment, notons ν la mesure d’excursion de Itô sur l’espace des excursions continues
Ω∗ :=
⋃
ζ>0Ωζ , où
Ωζ := {f : [0, ζ ]→ R continue, f(x) = 0 ⇐⇒ x ∈ {0, ζ}}.
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Figure 2.3: Le coalescent de Kingman dans l’excursion Brownienne. Ici nous avons :
Πu = ({1, 2}, {3, 4, 5, 6}).
Soit alors (Bt, 0 ≤ t ≤ ζ) une réalisation de ν(·| sups>0Bs ≥ 1). Avec un léger abus
de notation on s’autorise à considérer B comme une fonction sur [0,∞) en déclarant
qu’elle vaut B(s) = 0 pour tout s ≥ ζ . Soit {L(t, x)}t≥0,x≥0 une version bicontinue
du processus des temps locaux de B, et définissons
Zx := L(ζ, x), x ≥ 0.
Ainsi, Zx est le temps local accumulé au niveau xpar l’excursion (Bs, s ≥ 0). On
définit à présent un processus (Πu, 0 ≤ u ≤ 1) à valeur dans P de la manière suivante.
Soit {εi}∞i=1 l’ensemble des excursions de B au dessus du niveau 1, ordonnées selon
leurs hauteurs relatives. C’est-à-dire que
sup
s>0
ε1(s) > sup
s>0
ε2(s) > . . .
Fixons à présent 0 < u < 1, et considérons l’ensemble des excursions {ek}1≤k≤N de
B au dessus de u qui atteignent le niveau 1, où N = N(u) est le nombre de telles
excursions. Pour chaque i ≥ 1, εi appartient à exactement une excursion ek pour un
certain 1 ≤ k ≤ N , et on appelle φu(i) = k ∈ {1, . . . , N} cet indice. On définit alors
Πu en déclarant que pour chaque i, j ≥ 1, i et j sont dans le même bloc de Πu si
et seulement si φu(i) = φu(j), c’est-à-dire si et seulement si εi et εj tombent dans la
même excursion ek pour un certain k ≤ N . Le résultat principal de [16] est que Πu
est en fait un coalescent de Kingman changé de temps.
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Théorème 24 (B., Berestycki [16]) Le processus (ΠU(t), t ≥ 0) a la même loi que
le coalescent de Kingman, où pour chaque t > 0,
U(t) = sup
{
s > 0 :
∫ 1
s
4
Zu
du > t
}
. (2.13)
Le changement de temps {U(t), t ≥ 0} satisfait les propriétés suivantes : U(0) = 1,
limt→∞ U(t) = 0, et U est continue et décroissante.
Il ne s’agit pas d’un résultat surprenant. Le lien entre coalescent de Kingman et
excursions Browniennes avaient déjà été étudiés par plusieurs auteurs, et en par-
ticulier par Aldous [5] et Warren [135]. Ces derniers montrent comment la loi de
l’arbre continu codé par une excursion Brownienne, conditionnellement au processus
de temps local de celle-ci peut se décrire à l’aide d’un coalescent inhomogène construit
à partir du coalescent de Kingman. Notre construction est cependant différente en
ce que notre arbre est construit sous les noeuds à distance 1 de la racine (au lieu de
noeuds choisis uniformément). En outre, il semble difficile d’utiliser les constructions
de [6] et [135] pour en déduire directement des résultats sur le coalescent de Kingman.
Une différence cruciale entre ce résultat et le Théorème 19 est que pour les Beta
coalescent dans [22] ce sont des excursions au dessus d’un niveau aléatoire R−1(t)
qui coalescent alors qu’ici ce sont des excursions au-dessus du niveau déterministe
1. Ceci explique pourquoi le Théorème ci-dessus ne peut pas s’étendre au cas des
Beta-coalescent. Si tel était le cas les arbres de coalescence seraient des changement
de temps d’arbres réduit pour le CSBP α-stables, or ces dernier sont des arbres de
Galton-Watson (à un autre changement de temps près). Or il est possible de montrer
(ce n’est pas trivial !) que la loi du nombre de blocs impliqués dans des coalescences
successives durant la vie d’un Beta coalescent ne reste pas constante. L’arbre réduit
ne peut donc pas être un Beta-coalescent.
Il est en fait possible d’énoncer un résultat analogue au théorème 19 pour le cas
du coalescent de Kingman.
Notons à nouveau (Bs, s ≥ 0) un mouvement Brownien réfléchi et définissons
τ1 = inf{t > 0 : L(t, 0) > 1}. Soit v > 0 tel que v < sups≤τ1 B(s), et pour tout
0 ≤ u ≤ v, définissons une partition Πvu comme ci-dessus où le niveau v remplace
le niveau 1 (les excursions (εi)∞i=1 sont donc des excursions au dessus de v et les
excursions ek sont les excursions au dessus de u qui atteignent v).
Pour chaque t > 0, posons
V (t) := inf
{
s > 0 :
∫ s
0
4Z−1u du > t
}
où Zx = L(τ1, x) pour chaque x ≥ 0. (On observe que V (t) < sups≤τ1 B(s)). Fixons
T > 0 et pour 0 ≤ t ≤ T , considérons la partition
Πˆt := Π
V (T )
V (T−t).
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Proposition 25 (Πˆs, 0 ≤ s ≤ T ) a la même loi que (κs, 0 ≤ s ≤ T ), le coalescent
de Kingman sur l’intervalle de temps [0, T ].
Dans [22] nous avions utilisé le Théorème 19 pour prouver divers résultats concer-
nant le comportement en temps petit des Beta coalescents. De même, ici on peut
utiliser le Théorème 24 pour étudier les propriétés fines du coalescent de Kingman
lorsqu’il descend de l’infini et que les blocs émergent de la poussière. J’illustre à pré-
sent cette stratégie en présentant le résultat sur le spectre multifractal du coalescent
de Kingman obtenu dans [16]. Avec les mêmes notations que celles utilisées Section
1.2.5, la question du nombre de blocs qui émergent de la poussière avec un taux
atypique tγ revient à étudier le spectre multifractal local de la mesure de masse η sur
l’espace de evans (S, d). Existe-t-il des points x ∈ S tels que η(B(x, t)) se comporte
comme tγ quand t→ 0, et si oui, quelle est la dimension de Hausdorff de l’ensemble
de ces points ? Pour γ > 1 on définit
Sthin(γ) =
{
x ∈ S : lim sup
t→0
log(η(x, t))
log t
= γ
}
. (2.14)
Cet ensemble correspond à des points de S avec une dimension locale η(x, t) atypi-
quement petite. Pour les points épais, pour chaque θ ≥ 0 on considère
Sthick(θ) =
{
x ∈ S : lim sup
t→0
η(x, t)
t| log t| = θ
}
. (2.15)
Théorème 26 (B., Berestycki [16])
1. Si 0 ≤ θ ≤ 1 Alors
dimSthick(θ) = 1− θ, p.s.
Quand θ = 1, Sthick(θ) 6= ∅ presque sûrement, mais si θ > 1 Alors Sthick(θ) est
presque sûrement vide.
2. Si 1 < γ ≤ 2 alors
dimSthin(γ) =
2
γ
− 1, p.s.
Si γ > 2 alors Sthin(γ) = ∅ p.s. mais Sthin(2) 6= ∅ p.s..
En comparant ce résultat au Théorème 13 on voit que seule la partie qui correspond
aux "points fins" du spectre s’obtient en prenant une limite quand α→ 2 des spectres
des Beta coalescents. Sur une échelle puissance, la partie "points épais" du spectre
est vide bien que la limite quand α→ 2 existe et soit non-dégénérée. Ainsi, ici le plus
petit bloc est d’ordre t2 quand t→ 0 et le plus grand bloc est d’ordre t log(1/t). Dans
le cas des Beta coalescent de paramètre 1 < α < 2, ces quantités sont respectivement
tα/(α−1)
2
et t1/α, qui ne coïncide pas avec t log(1/t) quand α→ 2−.
Chapitre 3
Formules d’échantillonage
Depuis son introduction en 1982 par Kingman [98, 99], les modèles fondés sur les
processus de coalescence sont devenus un outil extrêmement efficace pour résoudre
un large spectre de problèmes liés à l’élaboration de modèles aléatoires pour la bio-
logie et à l’analyse statistique des données génétiques toujours plus riches dont nous
disposons.
Grâce aux progrès de la biologie moléculaire, ces techniques ont en particulier été
appliquées avec succès dans de nombreuses études récentes sur le thème de l’évolution.
Parce que les processus de coalescence décrivent les généalogies d’échantillons et non
de population entières, ils ont permis de formuler des analyses rigoureuses des données
issues de prélèvements.
L’utilisation de la coalescence permet par exemple de formuler un test pour la
présence de sélection, d’estimer le taux de mutation, d’étudier l’âge du plus récent
ancêtre commun d’une population et elle s’est également révélée utile pour l’analyse
des schémas de migrations anciennes dans l’histoire humaine.
Pour ces applications, le coalescent de Kingman est de fait devenu le modèle stan-
dard, et les outils statistiques disponibles reposent presque tous sur des hypothèses
qui reviennent à supposer que la généalogie des populations considérées est bien
approximée par le coalescent de Kingman. Cependant, il existe des situations dans
lesquelles l’usage de Λ-coalescents autorisant des collisions multiples comme modèles
semble plus adapté. C’est en particulier le cas pour certaines espèces marines pour
lesquelles il y a une très forte variance du succès reproductif (voir, e.g., [106]), pour
des populations de virus à l’intérieur d’un hôte (ces populations sont soumises à de
très fortes pressions sélectives), ou bien lorsque l’on considère l’analyse fine des loci
de certaines maladies génétiques (cf. [112]).
L’un des outils clés pour le développement des applications du coalescent est la
formule d’échantillonnage de Ewens (ESF) qui décrit entièrement la loi du polymor-
phisme génétique (i.e. la partition allélique) attendu dans une population stable,
neutre et panmictique dont la généalogie est donnée par le coalescent de Kingman.
Il y a donc une forte motivation pour comprendre comment cette formule se trouve
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modifiée quand on passe à une généalogie Λ-coalescent (see, e.g., [60, 75, 110, 137]).
Par exemple, dans un échantillon de n individus, combien d’allèles différents observe-
t-on ? Sur combien de sites nucléotide dans l’ADN verra-t-on du polymorphisme ? A
quoi ressemble la partition allélique de cet échantillon ? Il semble que seul le coales-
cent permette d’obtenir des formules fermées et que l’on doive en général se contenter
de chercher de bonnes approximations.
L’objet de ce chapitre est de présenter les contributions que mes coauteurs et
moi-même avons apporté à ce sujet dans les articles [22, 20]. Je commencerai par
rappeler quelques éléments de la théorie classique pour le coalescent de Kingman
avant de passer au cas des Λ-coalescents.
3.1 Rappels
3.1.1 Le coalescent de Kingman comme limite d’échelle des
généalogie dans les modèles de Cannings
Considérons une population sur laquelle on faut les hypothèses suivantes :
• La taille de la population est constante au cours du temps et fixée àN individus.
• La population évolue au cours du temps par générations successives qui ne se
recouvrent pas (on a jamais coexistence d’individus appartenant à différentes
générations).
• La population est neutre et non-structurée. Ceci signifie qu’il n’y pas d’indivi-
dus qui sont avantagés par rapport à d’autres et qu’il n’y a pas d’effets spatiaux
(champs moyen).
• La population est haploïde, et en particulier chaque individu a un et un seul
parent à la génération précédente.
Le modèle naturel pour l’évolution d’une telle population est alors le modèle
de Cannings : à chaque génération on tire une copie indépendante d’un vecteur
(d1, d2, . . . , dN) où les di ∈ N sont des variables échangeables (i.e. la loi du vecteur
est invariante par l’action d’une permutation) -ce qui correspond à la neutralité- et
telles que
∑N
i=1 di = N presque sûrement. Pour chaque i, di est alors le nombre d’en-
fant de l’individu i dans la génération suivante. Un exemple particulier bien connu
de modèle de Cannings est le modèle de Wright-Fisher. À chaque génération, chaque
individu i choisit son parent dans la génération précédente uniformément parmi les
N individus. Ceci revient à choisir une loi multinomiale pour le vecteur (d1, . . . , dn).
On peut alors définir le processus de la partition ancestrale. On échantillonne
n ≤ N individus à une génération donnée (disons génération 0) et on définit R(N)n
comme la partition de {1, . . . , n} telle que i et j sont dans le même bloc de R(N)n si
et seulement si les individus i et j ont le même ancêtre à la génération −n.
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Il est bien connu que dans le cas du modèle de Wright-Fisher la restriction à
{1, . . . , n} du processus (R(N)[Nt], t ≥ 0) converge en loi vers le n-coalescent de Kingman
(i.e. le coalescent de Kingman restreint au n premiers entiers). Plus généralement,
Möhle [109] (voir aussi les notes de cours de Birkner [52]) a donné une condition
nécessaire et suffisante pour la convergence des généalogies renormalisées vers le
coalescent de Kingman dans un modèle de Cannings.
Théorème 27 Möhle [109] (R(N)[cnt], t ≥ 0) → (κt,≥ 0) si et seulement si cN → 0 et
dN/cN → 0 quand N →∞ où cN = E[d1(d1− 1)]/(N − 1) est la probabilité que deux
individus aient le même parent à la génération précédente et dN = E[d1(d1− 1)(d2−
2)]/((N − 1)(N − 2)) est la probabilité pour trois individus d’avoir le même parent.
Ceci se produit par exemple quand la loi de d1 a un moment d’ordre 2 uniformé-
ment borné (quand N varie). Cette propriété illustre la robustesse du coalescent de
Kingman qui apparaît ainsi comme une limite d’échelle universelle pour les généa-
logies. On verra plus loin que si l’on relâche les hypothèses du Lemme de Möhle les
généalogies peuvent être n’importe quel Ξ-coalescent.
3.1.2 Le coalescent de Kingman et la formule
d’échantillonnage de Ewens
On introduit à présent des mutations dans la populations. Pour être plus précis
on suppose que les individus sont caractérisés par une longue chaîne ADN ....
ACTCAATCGGTA... avec une faible probabilité de mutation à chaque site. On estime
que le taux de mutation par paire de bases chez les eukariotes est de l’ordre de 10−10
par événement de réplication et de 10−6 − 10−10 chez les microbes (cf. Drake et al.
[61]). C’est-à-dire que chaque lettre de cette chaîne a une très faible probabilité de
ne pas être copié correctement entre un individu et ses descendants à la génération
suivante. En première approximation, on peut supposer que cette chaîne est assez
longue pour considérer que chaque mutation affecte un nouveau site, c’est à dire
modifie une lettre du code située à une position différente. Cette approximation,
due à Kimura [96] en 1969, porte le nom d’infinite site model, ou modèle à nombre
de sites infini. On peut par exemple penser que cette séquence ADN est un code
pour une couleur avec un propriété d’injectivité (deux séquences différentes donnent
deux couleurs distinctes). Ainsi chaque mutation produit une nouvelle couleur jamais
vue auparavant. Il est intéressant de remarquer que ce modèle contient également le
infinite allèle model (ou modèle à nombre infini d’allèles) qui ne diffère que par le
niveau d’information disponible : on ne "voit" pas le code ADN mais simplement la
couleur. De ce fait on est seulement capable de dire si deux individus portent le même
allèle (i.e. la même version du code ADN) ou pas, mais on ne peut pas connaître le
nombres de lettre par lesquelles ils diffèrent éventuellement (cf. le très bon livre de
Hein, Schierup et Wiuf par exemple [134]).
On suppose que les mutation surviennent avec un taux constant (une hypothèse
peu réaliste tant le long du génome qu’au cours du temps, voir à ce propos [9]). Plus
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présent
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Figure 3.1: Un exemple de généalogie marquée pour un échantillon de cinq indivi-
dus. Le temps s’écoule de bas en haut -la racine est l’ancêtre commun
de l’échantillon. La couleur ancestrale est marron, la première mutation
crée la couleur rouge et affecte les individus 3,4 et 5, etc...
précisément, si l’on se place dans le cadre d’un modèle de Cannings, on suppose que
chaque individu à une probabilité µN de muter par rapport à son parent et que dans
la limite N →∞ on a
µN/CN → θ (3.1)
(donc NµN → θ dans le cas du modèle de Wright-Fisher). Avec (3.1), la généalogie
d’un échantillon converge à présent vers un arbre de Kingman décoré par un processus
de Poisson d’intensité θ le long des branches et donc chaque marque correspond à
une mutation.
Afin d’introduire les notions de spectre de fréquence allélique et de spectre de
mutations je propose de considérer un échantillon de cinq individus dont la généalogie
et l’histoire génétique est résumée par le graphique suivant :
Le tableau suivant montre les séquences génétiques des cinq individus alignées,
c’est l’information à laquelle on a accès aujourd’hui.
indiv. 1 A T T C A G
indiv. 2 A T T G A G
indiv. 3 T T T C A C
indiv. 4 T T T C A C
indiv. 5 A T T C A C
# d’indiv. affectés 1 1 3
Notons que l’on peut reconstruire l’histoire généalogique et des mutations (ou plus
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exactement la topologie de cette histoire) de cet échantillon à partir de la donnée du
tableau ci-dessus.
• Le nombre Sn (n est la taille de l’échantillon et vaut ici 5) de sites polymorphes
(on parle de SNP -single nucleotide polymorphism- ou snip) correspond au
nombre de mutations portées par l’arbre et vaut ici 3.
• Le nombre d’allèles (i.e. le nombre de couleurs) différents que l’on voit dans
l’échantillon est noté An et vaut ici 4 (puisque l’on voit chaque mutation ainsi
que le type ancestral).
• Le spectre de mutation est le vecteur (Mk,n, k = 1, . . . , n) oùMk,n est le nombre
de mutations portées par k individus. Ici (Mk,nk = 1, . . . , n) = (2, 0, 1, 0, 0).
• Le spectre allélique est le vecteur (Fk,n, k = 1, . . . , n) où Fk,n est le nombre
d’allèles portés par k individus. Ici (Fk,n, k = 1, . . . , n) = (3, 1, 0, 0, 0).
• La partition allélique est la partition de {1, . . . , n} telle que i et j sont dans
le même bloc si et seulement si ils ont le même type allélique (i.e. la même
couleur).
La loi de la partition allélique (et donc du spectre allélique) a été donnée par War-
ren Ewens dans un article célèbre de 1972 [79], et l’on appelle aujourd’hui formule
d’échantillonnage de Ewens la loi de la partition allélique obtenus en jetant des mu-
tations selon un processus de Poisson de taux θ/2 sur l’arbre de Kingman. Soit π une
partition de {1, . . . , n} et ∀j ≤ n notons aj le nombre de blocs de taille j de π, alors
P (Πn = π) =
n!
θ(θ + 1) . . . (θ + n− 1)
n∏
j=1
θaj
jajaj !
.
Une preuve relativement simple de ce résultat peut être obtenu à l’aide du lien avec
les urnes de Hoppe (cf. par exemple [132], qui contient également une revue des
utilisations de la formule d’échantillonnage de Ewens dans différents champs des
mathématiques )
La loi du nombre d’allèles An est
P(An = k) = S(n, k)
θk
θ(n)
où S(n, k) est le nombre de Stirling de la première espèce et θ(n) = θ(θ + 1) . . . (θ +
n− 1). On en déduit
E(An) =
n−1∑
j=0
θ
j + θ
∼ θ log n , Var (An) =
n−1∑
j=0
θj
(j + θ)2
∼ θ log n
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Le nombre de singletons a pour espérance
E(F1,n) = nθ/(n+ θ − 1).
La loi complète du jeu de données dans le infinite site model est un problème
difficile qui a été (partiellement) résolu par Griffiths, Ethier et Tavaré dans une
série d’articles qui datent de 1987-1995 en utilisant un ensemble de récursions qui
permettent de calculer les probabilités pour un jeu de données relativement petit (i.e.
Sn + An ≤ 30).
On sait cependant calculer la loi d’un certain nombre de quantités d’intérêt. On a
par exemple une formule explicite pour la loi de Sn dont l’espérance et la variance
sont données par
E(Sn) = θ
n−1∑
j=1
1
j
, Var(Sn) = θ
n−1∑
j=1
1
j
+ θ2
n−1∑
j=1
1
j2
.
Pour le spectre de mutation on a
E(Mj,n) =
θ
j
.
3.2 Le concept de taille effective
Le concept de taille de population effective joue un rôle important en pratique dans
les applications de la théorie du coalescent. Les populations réelles peuvent différer
de multiples façons du modèle de Wright-Fisher : lois de reproduction non multi-
nomiales, taille non-constante, structuration géographique ou génétique, présence de
sélection, etc...
Lorsque l’on se sert du modèle de Wright-Fisher, ou du coalescent de Kingman
pour modéliser une population réelle, la taille de la population (2N) dans le modèle
haploïde de Wright-Fisher ne peut pas correspondre à la taille de la population réelle.
Ainsi pour de nombreux gènes humains, on trouve un ancêtre commun il y a moins
de 200.000 ans. Si on compte 20 ans par génération, alors N devrait être inférieur à
200.000/(4 · 20) = 2.500 (l’espérance de l’âge du dernier ancêtre commun dans une
population diploïde est 4N ), ce qui bien sûr est peu réaliste. Mais cela suggère que
la population réelle pourrait être bien approximée par un modèle de Wright-Fisher
avec N = 2.500.
Pour une population réelle, ou pour un modèle de population (e.g. un Wright-
Fisher diploïde) la taille de population du modèle de Wright-Fisher haploïde qui
fournit la meilleur approximation est appelée taille de population efficace Ne. Ainsi
dans l’exemple ci-dessus, Ne = 2500. Il y a plusieurs façon de définir Ne (cf. [80]),
et je ne présenterais ici qu’un seul exemple appelé taille de population efficace de
consanguinité (inbreeding effective population size). On la définit par
Ne =
1
2P(T2 = 1)
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où T2 est en générations et désigne le temps qu’il faut à deux individus tirés au hasard
parmi la population pour trouver leur ancêtre commun.
On peut illustrer ces notions par l’exemple caricatural suivant. Supposons qu’à
chaque génération trois individus sont choisis et chacun produit un tiers de la géné-
ration suivante. La probabilité que deux individus pris au hasard ait le même parent
vaut alors toujours 1/3, quel que soit la taille de la population. On a alors Ne = 1.5
Si on suppose que ce sont à présent
√
2N individus qui sont choisit et que chacun
a
√
2N descendants, la probabilité de consanguinité (d’avoir le même parent à la
génération précédente) est 1/
√
2N et Ne =
√
2N/2.
Lorsque l’on approxime la généalogie d’une population réelle par un coalescent de
Kingman avec taille 2N = 2Ne, on considère un modèle haploïde de Wright-Fisher
qui se comporte de façon réaliste pour un aspect particulier de la population en
question, ici, le TMRCA de deux individus. Il est important de noter que pour d’autres
quantités, par exemple la variance du TMRCA ou le TMRCA d’un échantillon de taille
n, le modèle peut avoir un comportement assez éloigné de la réalité.
Typiquement, une fois que l’on a estimé Ne et µ (le taux de mutation par site par
génération), on pose θ = 2Neµ (cf. (3.1) ) et on utilise la formule de Ewens avec ce
θ comme hypothèse nulle pour tester e.g. la présence de sélection.
Pour conclure, il est également intéressant de noter que, ainsi que le montrent les
deux exemples que nous avons choisis ci-dessus, plus la variance du succès reproduc-
tif est forte et plus on aura un rapport Ne/N petit (voir à ce propos [55] et plus
récemment [93]).
3.3 Au-delà du coalescent de Kingman
J’ai déjà mentionné que lorsque les hypothèse du Lemme de Möhle n’étaient pas
remplies, la limite d’échelle des généalogies dans un modèle de Cannings pouvait être
autre chose qu’un coalescent de Kingman. Möhle et Sagitov [111] on montré qu’on
pouvait en fait obtenir tous les Ξ-coalescents (une généralisation des Λ-coalescents
qui autorisent les collisions multiples simultanées).
Il y a en particulier toute une classe de modèles de Cannings qui sont des modèles
naturels pour des populations dont la taille reste constante en raison de ressources
limitées et qui ne permettent d’obtenir que des Beta-coalescent ou le coalescent de
Kingman comme généalogies possibles. Plus précisément, soit α > 1 fixé et Y ≥ 1
une variable aléatoire telle que P(Y > k) ∼ ckα pour une certaine constante c. La
variable Y a une moyenne finie, mais son moment d’ordre 2 n’est fini que si α ≥ 2.
On suppose que le passage d’une génération à la suivante se fait en deux étapes. Dans
un premier temps les individus se reproduisent librement et donnent naissance à un
nombre iid d’enfants de distribution Y. Dans un deuxième temps on se rappelle que
l’on veut garder la population de taille constante égale à N (par exemple parce que la
population vit dans un environnement aux ressources limitées) et l’on échantillonne
uniformément sans remise N enfants parmi tous ceux produits pour constituer la
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nouvelle génération. Schweinsberg [126] a montré que la limite d’échelle pour les
généalogies était alors le Beta (2− α, α)-coalescent.
Théorème 28 Schweinsberg [126] Soit (R(N)n , n ∈ N) le processus de la partition
ancestrale pour le modèle ci-dessus de paramètre α ∈ (1, 2). On a (R(N)[cN t], t ≥ 0) →
(Πt,≥ 0) où Π est un Beta (2−α, α)-coalescent (où l’on rappelle que cN = E[d1(d1−
1)]/(N−1) est la probabilité que deux individus aient le même parent à la génération
précédente).
Ce résultat montre que les Beta-coalescents sont une limite d’échelle naturelle pour
les généalogies de populations dans lesquelles certains individus peuvent produire un
très grand nombre d’enfants, i.e. pour lesquelles on observe une très grande variance
du succès reproductif.
Au delà de ce résultat mathématique, l’idée que des coalescents à collisions mul-
tiples sont plus adaptés pour décrire certaines populations émerge également depuis
quelques années dans différents champs de la biologie et de la génétique des popu-
lations. Le point commun de ces différentes situations est qu’à chaque fois la taille
de population efficace est inférieure de plusieurs ordres de grandeur à la taille réelle.
Ainsi que je l’ai mentionné plus haut, ceci est souvent considéré être un indice d’une
très forte variance du succès reproductif, et comme on vient de le voir, dans ce cas
le coalescent de Kingman n’est plus nécessairement la bonne approximation des gé-
néalogies.
1) Espèces marines : Récemment différents groupes de chercheurs ont étudié le
polymorphisme génétique rencontré dans certaines espèces marines dont le compor-
tement reproductif conduit à une très forte variance du succès reproductif. Parmi
ceux-ci on peut citer l’étude de Árnason [7] qui étudie l’ADN mitochondrial de po-
pulations de morues de l’atlantique ou encore l’article de Li et Hedgecock [106] où
l’étude d’une population de larves d’huître du pacifique conduit les auteurs (dans le
titre) à conclure que l’hétérogénéité génétique dans un échantillon de larves d’huîtres
du pacifique [...] est un indice d’une grande variance du succès reproductif. Pour citer
l’abstract de cet article :
Les différences dans la composition génétique d’échantillons de larves produites au
cours d’une seule saison de reproduction par une population semi-isolée d’huîtres
creuses du Pacifique (Crassostrea gigas) dans la baie Dabob, dans l’État de Washing-
ton, confirment de façon spécifique un aspect de l’hypothèse suivant laquelle cette
espèce et d’autres animaux marins montrent de grandes variances dans leur succès
de reproduction. Sur 666 échantillons les auteurs observent 68 haplotypes (couleurs)
distincts dont 49 (72%) ne sont portés que par un seul individu. Ce chiffre est très
loin de ce qui serait attendu pour le coalescent de Kingman où, pour n = 666, l’ordre
de grandeur de la proportion de singletons est ∼ θ/(θ log n) ∼ 1/ logn ∼ 15%. Eldon
et Wakeley [75] analysent également l’échantillon décrit dans [106] et proposent une
famille de Λ-coalescents à un paramètre (qui ne sont pas les Beta coalescents) qui
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peut donc être estimé par une simple statistique (summary statistic) : la proportion
d’allèles singletons (cf. la discussion ci-dessus). Ils concluent que For many species,
the coalescent with multiple mergers might be a better null model than Kingman’s
coalescent. Finalement, Birkner et Blath [51] proposent une méthode qui permet de
calculer la vraisemblance complète d’un jeu de données pour un Λ-coalescent général
qui permet d’estimer le taux de mutation et la paramètre du modèle de population
et les auteurs appliquent leur méthode au cas particulier des Beta coalescent.
2) Populations de virus intra-hôtes et balayages sélectifs répétés : Une po-
pulation de virus peut être étudiée à deux échelles. Soit l’on considère la population
totale du virus, soit l’on s’intéresse à la population des virus qui vivent à l’intérieur
d’un individu hôte particulier. C’est ce dernier point de vue auquel Achaz et ses
collaborateurs se sont ainsi intéressés récemment dans le cas du virus HIV [1]. Ces
populations, (dans la phase "stable" de l’infection) comptent de l’ordre de 1010 virus.
Un phénomène particulier à ces population et qui est du aux traitements est l’appa-
rition de mutants résistants aux médicaments qui envahissent la population (on parle
de balayage sélectif). On dispose de plusieurs études dont le but est l’estimation de la
taille de population effective dans un hôte, et toutes concluent à une taille de l’ordre
de 103 à 104 soit un facteur de 106 par rapport à la taille réelle. Les auteurs proposent
deux explication à ce rapport : soit une structuration de la population, soit l’action
de la pression sélective et l’apparition de balayage sélectifs comme dans le modèle de
Gillespie [84] dit de "pseudohitchhiking". Les auteurs notent que The most obvious
deviation from the null model, with regard to HIV-1 intra-host evolution, concerns
the neutrality of the observed variation. Clearly HIV-1 is under tremendous selective
pressure during an infection. Un balayage sélectif est un événement où un mutant
porteur d’une mutation avantageuse apparaît (e.g. résistance à un médicament) et
envahit la population. Du fait de la possibilité de recombinaisons, des allèles situés sur
des loci proches du site de la mutation peuvent survivre s’ils sont pris en "auto-stop"
par le mutant. Dans le modèle de pseudohitchhiking, le rapport Ne/N devient une
fonction de la fréquence et de la sévérité des balayages sélectifs. Or c’est justement
ce cas précis, une population dont l’évolution est marquée par des balayages sélectifs
répété avec recombinaison, que considèrent Durrett et Schweinsberg [71, 72]. Il est
montré dans ces articles que la généalogie limite quand N →∞ est un Λ-coalescent,
mais que les Ξ-coalescents (coalescents à collisions multiples simultanées) fournissent
une meilleur approximation quand N est fini.
3.4 Formules asymptotiques pour le spectre
allélique et le spectre de mutations
On considère une population dont la généalogie est donnée par un Λ-coalescent qui
descend de l’infini et telle que les mutations arrivent sur l’arbre généalogique selon un
processus de points de Poisson de taux θ par unité de longueur. On s’attend donc à
44 Chapitre 3. Formules d’échantillonage
ce que le nombre de mutations Sn soit asymptotiquement proportionnel à la longueur
totale de l’arbre.
Nos résultats étant asymptotiques en la taille de l’échantillon, il est important de
souligner que l’on peut construire simultanément pour tous les n les variables aléa-
toires Mk,n, Fk,n, Sn, An, etc ... Ainsi que l’illustre la figure 1.2.2, il s’agit simplement
de l’idée classique qu’un Λ-coalescent Π restreint aux entiers {1, . . . , n} est un n-
coalescent Markovien Π(n). Plus précisément, on appelle Tn l’arbre de coalescence
associé à Π(n). Par définition, pour chaque n, Tn est un sous-arbre de Tn+1 et la li-
mite projective que l’on obtient à la limite quand n→∞ pour Tn est l’arbre continu
T associé au coalescent Π. Si l’on décore à présent T avec des marques Poissoniennes
d’intensité θ, les variables Sn, An etc... sont bien définies pour tous les n simulta-
nément et l’on peut utiliser les propriétés de monotonies simples (e.g., Sn ≤ Sn+1)
implicites dans cette construction.
On dira que la mesure Λ est à variations (fortement) régulières d’indice α en zéro si
Λ(dx) = f(x)dx où f(x) ∼ Ax1−α quand x→ 0 pour un certain A > 0 et 1 < α < 2.
On rappelle que l’on associe à Λ les fonctions ψ et v définies par
ψ(q) :=
∫
[0,1]
(e−qx − 1 + qx)ν(dx),
où ν(dx) = x−2Λ(dx), et ∫ ∞
vψ(t)
1
ψ(q)
dq = t,
avec la convention que vψ ≡ ∞ si
∫∞
a
1/ψ(q) dq = ∞ (pour un certain, et dans ce
cas) pour tout a > 0.
Notre premier résultat donne l’asymptotique du nombres de sites de ségrégation
et du nombre de familles dans la partition allélique.
Théorème 29 [20] Soit Xn = An ou Sn. Pour chaque x > 0 fixé
Xn/
(∫ n
x
q
ψ(q)
dq
)
→ θ, en probabilité. (3.2)
Si de plus Λ est à variations (fortement) régulières d’indice α en zéro, alors les
convergences ci-dessus est presque sûre, et donc pour une certaine constante B ≡
B(A, α)
Sn
n2−α
−→ θB, presque sûrement,
An
n2−α
−→ θB, presque sûrement.
Le résultat qui concerne Sn est une application relativement aisée des résultats
asymptotiques sur la longueur totale de l’arbre du Théorème 7, l’étude du nombre de
blocs de la partition allélique An demande plus de travail. On a en effet An ≤ Sn pour
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tout n par construction (car chaque allèle non-ancestrale correspond à une unique
mutation mais une mutation peut ne pas être "visible" dans la partition allélique
finale). Le problème est donc de montrer que la différence Sn − An est négligeable
(en probabilité ou presque sûrement) devant Sn.
Le caractère presque sûre des convergences de Sn et An (nous avions déjà obtenu
la convergence en probabilité dans [22]) nous permet d’utiliser des résultats de [86]
concernant les partitions échangeables. Le résultat principal de [86] peut en effet
s’énoncer ainsi : soit π une partition échangeable telle que presque sûrement Kn ∼
cnβ où β ∈ (0, 1) et Kn est le nombre de blocs de π restreint à {1, . . . , n}, alors
les fréquences asymptotiques des blocs de π sont déterministes et données par une
formule qui ne dépend que de c et de β (voir aussi [127]). Ceci nous permet d’obtenir
le comportement des spectres comme un corollaire.
Théorème 30 [20] Supposons que Λ est à variation fortement régulières d’indice α
en zéro. On rappelle la constante B ≡ B(α,A) du théorème 29 et on définit C =
B · (2− α)/Γ(α− 1). Soit Xk,n =
{
Fk,n
Mk,n
Pour tout k ≥ 1, quand n→∞,
Xk,n
nα−2
→ θCΓ(k + α− 2)
k!
, p.s. (3.3)
En outre, (
Fj,n − E(Fj,n)
n2−αθB
, j = 1, 2, . . .
)
converge en distribution vers un tableau Gaussien de moyenne zéro et de matrice de
covariance
σr,s = −(2− α)Γ(r + s+ α− 2)
r!s!
22−r−s−α , r 6= s
σr,r = −(2− α)Γ(2r + α− 2)
r!r!
22(1−r)−α +
(2− α)Γ(r + α− 2)
r!
.
Ce dernier résultat prolonge un Théorème que nous avions obtenu dans [22] où les
asymptotiques pour les spectres alléliques et de mutation était obtenu en probabilité
uniquement dans le cas du Beta-coalescent, et sans théorème central limite. Ce dernier
élément est évidemment crucial du point de vue des applications, puisqu’il ouvre la
voie à la mise en place de tests statistiques portants sur l’ensemble du spectre de
fréquences.
Je conclurai cette section en présentant un résultat qui est l’un des ingrédients
principaux des preuves et qui concerne l’âge d’une mutation typique.
Définissons An1 = {Tn est marqué par au moins une mutation}. Comme la longueur
Ln de Tn diverge, on a que P(An1 ) → 1, quand n → ∞. En effet, typiquement Tn
porte un nombre de marques proportionnel à Ln.
46 Chapitre 3. Formules d’échantillonage
Sur l’événement An1 , on note Mn l’âge d’une mutation choisie au hasard uniformé-
ment parmi les mutations de Tn. On adopte la conventionMn ≡ τn1 sur le complément
de An1 , où τ
n
1 est l’âge du plus récent ancêtre commun de {1, . . . , n}.
Définissons
f(n) =


n1−α, si 1 < α < 3/2 ,
n−1/2 logn, si α = 3/2 ,
nα−2, si 3/2 < α < 2 .
(3.4)
Proposition 31 Supposons que Λ est à variation fortement régulières d’indice α en
zéro. Alors, pour c ≡ c(α) tel que tn ∼ cn1−α on a
Mn
n1−α
⇒ c (U−(α−1)/(2−α) − 1), où U d=Unif[0,1]. (3.5)
En outre, il existe c1 ≡ c1(α) ∈ (0,∞), tel que pour f donné par (3.4)
lim
n→∞
E(Mn)
f(n)
= c1. (3.6)
Remarque 32 On peut deviner qu’il y a une transition à α = 3/2 au regard de
(3.5), le membre de droite étant une variable intégrable si et seulement si α < 3/2.
Il est intéressant de noter que, f(n) en tant que fonction de α décroît sur (1, 3/2) et
croît sur (3/2, 2), mais il parait difficile d’expliquer cela heuristiquement.
Chapitre 4
Mouvement Brownien avec absorption :
généalogie et survie
Ce chapitre est dédié à des résultats plus récents qui sont contenus dans [23] (soumis)
et [24] (à soumettre). Je commencerai par une brève présentation de conjectures et de
résultats formulés par un groupe de physiciens autour de Bernard Derrida et qui ont
motivés notre travail avant d’énoncer les principaux résultats auxquels nous avons
abouti.
4.1 Les conjectures de Brunet-Derrida
4.1.1 Les marches aléatoires branchantes avec sélection
L’objet principal des travaux de Brunet, Derrida, Mueler et Munier [43, 44, 46] est
l’analyse d’un modèle de population en évolution sous sélection et les liens de ce mo-
dèle avec l’équation de Fischer-Kolmogrov Petrovski Piskunov bruitée. Le modèle est
le suivant. On considère une population de taille fixée N avec reproduction asexuée.
Chaque individu i est caractérisé par un nombre réel xi qui mesure son avantage
sélectif (sa fitness) et la population est entièrement caractérisée par la donnée de ces
N positions sur R. A chaque génération, l’ensemble de la population est renouvelée
selon le mécanisme en deux étapes suivant :
Reproduction-mutation : chaque individu produit k enfants et l’enfant j de
l’individu i se trouve en position xi + ǫi,j où les ǫi,j sont des variables i.i.d. de
distribution commune ρ.
Sélection : On ne garde que les N individus les plus à droites parmi les kN
enfants créés. Typiquement on pense à k = 2 et ρ est la distribution uniforme
sur [0, 1]. La population est donc décrite par un système de marches aléatoires
branchantes avec sélection.
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Si les N individus qui forment la nouvelle génération étaient choisis uniformément
et non pas selon leur position, on aurait affaire à un modèle de Wright-Fisher. On
sait alors qu’il faut de l’ordre de N générations pour trouver l’ancêtre commun de
deux individus et que sur cette échelle de temps la généalogie renormalisée converge
vers le coalescent de Kingman.
L’action de la sélection change qualitativement le comportement du modèle. Dans
ce cas (quand on sélectionne les N individus les plus à droite pour former la nouvelle
génération) les auteurs conjecturent (en s’appuyant sur de puissantes simulations
numériques) que la bonne échelle de temps est en (logN)3 et que sur cette échelle
de temps l’arbre généalogique converge vers le coalescent de Bolthausen-Sznitman.
Plus précisément, si Tp désigne l’âge du plus récent ancêtre commun de p individus
pris au hasard dans la population, les auteurs montrent que les statistiques 〈Tp〉/〈T2〉
où 〈·〉 est la notation physicienne pour l’espérance convergent vers les valeurs que l’on
observe pour le coalescent de Bolthausen-Sznitman. La donnée de la suite complète
〈Tp〉/〈T2〉 caractérise à un facteur multiplicatif près la loi d’un Λ-coalescent.
Outre cette conjecture qui concerne la généalogie du système, Brunet, Derrida,
Mueller et Munier proposent une prédiction extraordinairement précise de la vitesse
du système. Plus précisément, l’ensemble de la population de particules se déplace
avec une vitesse balistique notée vN et l’on a vN → v∞ < ∞ quand N → ∞ et (cf.
équation (76) dans [46])
v∞ − vn = c
2(logN)2
− c3 log logN
(logN)3
+ . . . (4.1)
où c est une constante explicite en fonction de la loi de reproduction déplacement
(cf. les résultats de Berard et Gouéré ci-dessou). Cette correction est également pré-
cisément celle qui est prédite par Brunet et Derrida pour la vitesse des solutions de
l’équation FKPP bruitée (le paramêtre N contrôle alors l’intensité du bruit). Plus
généralement, Brunet et Derrida montrent informellement que les marches aléatoires
branchantes avec sélection sont un exemple de modèle stochastique dont le comporte-
ment est décrit par l’équation FKPP bruitée (cf. [40]) (comme par exemple certains
modèles de polymères dirigés à température nulle en environnement aléatoire). Je
donne quelques détails supplémentaires sur ce point plus bas.
4.1.2 Universalité
Ces résultats sont robustes à la définition précise du modèle. La forme des correc-
tions à la vitesse et la convergence des généalogies vers le coalescent de Bolthausen-
Sznitman relèvent donc d’une certaine universalité. Voici quelques uns des change-
ments que l’on peut faire subir au modèle tout en restant dans la même classe d’uni-
versalité (i.e. mêmes corrections à la vitesse et, sur une échelle de temps (logN)3,
convergence de la généalogie vers le coalescent de Bolthausen-Sznitman).
- au lieu de prendre les N individus les plus à droite on les tire uniformément
parmi les 3N/2 les plus à droite (cf. [43]).
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- Le nombre d’enfants peut être aléatoire (avec certaines hypothèses sur la loi
de reproduction) et les variables de déplacement peuvent ne pas être indépen-
dantes, i.e. pour chaque individu on tire de façon i.i.d. un processus de points
qui donne les déplacements de ses descendants. Ce processus de points doit
vérifier quelques hypothèses que nous ne détaillons pas ici.
- On peut se placer dans le cadre d’un modèle à temps continu. Par exemple
on peut considérer le cas d’un mouvement Brownien branchant dans lequel les
particules se déplacent indépendamment les unes des autres sur la ligne réelle
selon un mouvement Brownien standard, branchent à taux 1 en deux nouvelles
particules et le nombre total de particules en vie est maintenu constant égal à
N en effaçant la particule la plus à gauche à chaque événement de branchement.
- Certains modèles de polymères dirrigés se rapprochent beaucoup des marches
branchantes décrites ci-dessus. Brunet Derrida et Simon [49] ont montré que
le coalescent de Bolthausen-Sznitman apparaissait également naturellement
comme la généalogie de ces modèles. Je donne quelques détails supplémentaires
sur ce point plus loin.
4.1.3 Les résultats rigoureux
Récemment plusieurs auteurs se sont intéressés à ces conjecture et certaines d’entre
elles ont été partiellement résolues.
- Bérard et Gouéré [11] considèrent le cas d’une marche aléatoire branchante
en temps discret où chaque particules produit 2 enfants dont les déplacements
relatifs à leur parents sont i.i.d. de loi ρ avec Λ(t) := log
∫
etxρ(dx.) On suppose
que
σ := sup{t ≥ 0Λ(−t) < +∞} > 0 ; ζ := sup{t ≥ 0Λ(t) < +∞} > 0
et que ∃t∗ ∈]0, ζ [ tel que t∗Λ′(t∗)−Λ(t∗) = log 2. Sous ces hypothèses les auteurs
montrent que le déplacement de l’ensemble de la population est balistique de
vitesse vn(ρ) et que vN(ρ)→ v∞(ρ) = Λ′(t∗) et en outre
v∞(ρ)− vN(ρ) ∼ χ(ρ)(logN)−2
où χ(ρ) := π
2
2
t∗Λ′′(t∗). Ce résultat doit pouvoir s’étendre au cas d’un nombre
d’enfants aléatoire et à des modèles à temps continu sans trop de difficultés.
Notons que l’un des ingrédients essentiels de la preuve de se résultat repose sur
la probabilité de survie de la marche aléatoire tuée sous une barrière linéaire
due à Gantert, Hu et Shi [83]. Bérard et Gouéré donnent également une preuve
alternative plus simple de ce résultat dans [12]. Ces techniques ne permettent
pas pour l’instant d’obtenir le second ordre de la correction de la vitesse (le
terme en log logN/(logN)3).
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- Durrett et Remenik [70] (voir aussi Durrett et Mayberry [69]) considèrent un
système de marches aléatoires branchantes en temps continu, ou chaque parti-
cule donne naissance à taux 1 à un enfant situé à une distance tirée indépen-
damment de tout le reste selon une loi de déplacement ρ. La population est
maintenu constante à N en tuant la particule la plus à gauche à chaque événe-
ment de naissance. Les auteurs montrent que la suite des processus de la mesure
empirique de la population converge vers un processus déterministe à valeur
dans les probabilités sur R qui est solution d’une équation intégro-différentielle
à frontière libre. En outre, pour chaque N le système est balistique de vitesse aN
et vu de la particule la plus à gauche, la population converge en variation totale
vers un état d’équilibre. Enfin, aN → a où a est la vitesse de la particule la plus
à droite dans la marche aléatoire branchante sans sélection correspondante.
4.1.4 Polymères dirigés
Dans [39, 42] puis [49], il est conjecturé que le coalescent de Bolthausen Sznitman est
également la généalogie de certains modèles de polymères dirigés. L’état du système
est de nouveau une population de N points sur la ligne réelle qui évoluent par géné-
rations discrètes (on note xi(n) la position de l’individu i à la génération n). Pour
chaque i on tire uniformément avec remise deux individus ji et j′i dans la génération
n et on pose
xi(n+ 1) = max{xji + αi; xj′i + α′i}
où les αi, α′i sont des variables iid, et plus précisément Brunet et Derrida prennent
des variables de Bernoulli de paramètre p. Dans [39], les auteurs montrent à l’aide
de simulations numériques que la correction de la vitesse est encore en k/(logN)2.
Dans [42], un modèle un peu différent est exploré où
xi(n + 1) = max
j=1,...,N
{xj(n) + Si,j(n)}
où les Si,j(n) sont iid de loi ρ. Après avoir montré comment ce modèle est relié
à l’équation FKPP bruitée (et est donc dans la même classe d’universalité que les
marches aléatoires branchantes avec sélection) un cas particulier est étudié en détail
(on prend la distribution de Gumbel pour ρ). Malheureusement ce cas est spécial en
ce sens que la vitesse du nuage de particules diverge avec N et ne permet pas de
retrouver la correction en (logN)−2.
Finallement, dans [49] le modèle suivant de polymère dirigé en champs moyen et
en environement aléatoire est proposé. Chaque génération consiste en N sites qui
sont chacun connectés à M site choisis uniformément dans la génération précédente,
2 ≤ M ≤ N . Chaque lien (AB) entre deux sitesA et B porte une énergie e(A,B). Un
polymère dirigé est simplement un chemin dans la structure de graphe ainsi défini qui
avance (sans saut) dans les générations. L’énergie E d’un polymère est la somme des
énergies des arrêtes qu’il traverse. Le modèle est spécifié par la donnée de M et la loi
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des e(AB). On prendra toujours des variables e(A,B) iid, des simulations numériques
sont faites dans [49] pour le cas de variables uniformes sur [0, 1].
On fixe à présent un site racine dans la génération 0 et pour chaque site A d’une
génération n > 0 on définit EA comme l’énergie minimale du polymère sur tous les
chemins dirigés possible qui relient la racine à A. Clairement, les chemins d’énergie
minimum pour un ensemble de k ≤ N sites qui appartiennent à la même génération
forment un arbre à k feuilles (au moins quand n est assez grand).
Les simulations effectuées dans [49] suggèrent que, comme pour les marches bran-
chantes avec sélection, cet arbre, sur une échelle de temps d’ordre (logN)3, converge
vers l’arbre de Bolthausen Sznitman.
Les auteurs proposent également la conjecture fascinante suivante. Les modèles de
polymères dirigés présentent une transition de phase autour d’une température cri-
tique. Les auteurs s’attendent donc à ce que sous cette température critique l’arbre de
Bolthausen Sznitman continue à décrire la structure des polymères, tandis qu’au des-
sus, la situation correspondrait aux marches aléatoires coalescentes et au coalescent
de Kingman.
4.1.5 Le lien avec l’équation FKPP bruitée
Ce paragraphe est une tentative de résumer (avec un très faible degré de précision)
certains des liens qui relient l’étude de ces marches branchantes avec sélection à
l’équation de FKPP bruitée.
En 1937, Fisher [82] d’une part et Kolmogorov, Petrovski et Piskunov [101] d’autre
part ont introduit l’équation aux dérivées partielles suivante qui décrit la propagation
d’un front dans un milieu instable (dans le cas de Fisher il s’agissait de décrire la
propagation d’un gêne mutant dans une population)
∂tu = ∂
2
xxu+ u(1− u)
(je ne donne pas la version la plus générale de cette équation, en particulier on peut
avoir un terme de non-linéarité différent de u(1− u)). Cette équation a des solutions
de type "onde voyageuse", et si la condition initiale décroît assez rapidement, la
vitesse minimum (notée v∞) est sélectionnée.
L’équation de FKPP bruitée est
∂u
∂t
=
∂2u
∂x2
+ u− u2 +
√
u(1− u)
N
W (x, t), (4.2)
où W (x, t) est un bruit blanc espace-temps. Cette équation est en dualité fonction-
nelle avec le modèle de mouvement brownien branchant (à taux 1) et coalescent (les
coalescences se produisant le long du temps local d’intersection avec taux 1/N (voir
[133, 128]). Pour cette équation stochastique, avec de bonnes conditions initiales, on
a des solutions (aléatoires) telles que
r(t) = sup{x ∈ R : u(t, x) > 0} <∞
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et vu de r(t) le processus a une unique loi stationnaire non-dégénérée. En d’autre
termes, un front se forme et on s’attend à ce qu’il ait une vitesse vN = limt→∞ r(t)/t.
Ces résultats ont été prouvés dans [114].
Il est remarquable que la conjecture de Brunet et Derrida concernant les corrections
(4.1) pour l’équation (4.2) ait été récemment (partiellement) prouvée par Mueller,
mytnik et Quastel [115]. Leur résultat principal est que la vitesse vN de (4.2) est
donnée par
2− π2(logN)−2
avec une erreur d’ordre log logN/(logN)3.
Quel est le lien avec les systèmes de particules du type marches aléatoires bran-
chantes avec sélection ? Je résume de façon très schématique à présent la discussion
que l’on peut trouver dans [46]. On peut décrire l’état (X1(n), . . . , XN(n)) du système
au temps n par un front, c’est à dire une fonction
hn(x) =
1
N
#{i = 1, . . . , N t.q. Xi(N) ≥ x}.
Clairement, hn(−∞) = 1 et hn(∞) = 0. Soit Nh∗n+1(x) le nombre d’enfants produits
par la génération n à droite de x avant l’étape de sélection. On a alors
hn+1(x) = min[1, h
∗
n+1(x)].
On peut calculer aisément la moyenne µ(hn, x) et la variance σ(hn, x) de h∗n+1(x)
conditionnellement aux positions à la génération n en terme de la distribution de
déplacement ρ. En particulier σ(hn, x) est d’ordre 1/
√
N. On a alors
hn+1(x) = min[1, 2
∫
dyρ(y)hg(x− y) + ηn(x)
√
σ(hn, x)]
où ηn(x, 1) est un bruit centré de variance 1 et le premier terme correspond au
branchement binaire et au déplacement par ρ. Brunet et Derrida expliquent que
cette équation est “similaire” à l’équation FKPP (4.2). La convolution par 2ρ joue le
même rôle que l’opérateur de diffusion et étale le front, le fait de prendre le min avec
1 est un mécanisme de saturation comme le terme −u2, et l’amplitude du terme de
bruit est la même comme je viens de l’expliquer.
L’objet de ces modèles microscopiques est de comprendre le second ordre de correc-
tion de v∞−vN dans (4.1). En effet, le premier terme en (logN)−2 peut s’obtenir par
des méthodes purement déterministes. Brunet et Derrida introduisent une équation
déterministe avec cutoff
∂tu = ∂
2
xxu+ u(1− u)a(u)
où a(u) = 0 dés que u ≤ 1/N et vaut 1 sinon. Ils montrent alors que la correction
entre cette nouvelle équation et v∞ est précisément ce terme c/(2(logN)2) vu plus
haut.
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En revanche, le terme suivant en log logN/(logN)3 est lui dû aux fluctuations
aléatoires de la position du front. Dans le langage du système de particules, cette
correction (positive) à la vitesse correspond à des événements rares au cours desquels
une particule arrive à s’avancer très loin devant ses poursuivants et peut alors "ou-
blier" la sélection. Cette particule génère de nombreux descendant et fait avancer
le front plus loin qu’il ne serait allé sinon, créant ainsi une fluctuation. Comme on
le verra, cette explication heuristique qui est présentée dans [44] et qui est bien dé-
taillée dans les notes de cours [45] est très proche de notre analyse de la généalogie
du mouvement Brownien branchant avec sélection.
4.2 Résultats principaux
4.2.1 Mouvement Brownien branchant avec absorption
L’une des difficultés qui se pose lorsque l’on veut analyser rigoureusement le modèle
à taille de population constante est que l’on perd l’indépendance entre les particules.
Pour retrouver cette propriété on peut s’intéresser à un modèle voisin dans lequel la
taille de la population n’est plus fixée (mais dans lequel la vitesse de sélection est
imposée de façon exogène).
Dans ce modèle, on retrouve les deux ingrédients vus plus haut : mutation-reproduction
et sélection.
Reproduction-sélection : les individus se déplacent et se reproduisent selon
le mécanisme d’un mouvement Brownien branchant. Plus précisément, chaque
particule évolue indépendamment des autres en se déplaçant selon un mou-
vement Brownien standard et branche à taux 1 en donnant naissance à deux
nouvelles particules identiques situées au lieu du branchement.
Sélection : toutes les particules dont la position au temps t est inférieure ou
égale à µt où µ ∈ R sont immédiatement tuées et sortent du système.
Par un simple changement de repère, ce modèle de "mur qui avance" et de Brownien
branchant sans dérive est équivalent au modèle dans lequel le mur est fixe en 0
(les particules sont immédiatement tuées en 0) et les particules Browniennes ont
une dérive −µ (i.e. sont poussées vers 0). C’est ce modèle précisément qui va nous
intéresser et que nous désignons sous le nom de mouvement Brownien branchant avec
absorption en 0 (on note parfois kBBM(µ) pour killed Brownian motion with drift
(−µ)). (voir les figures 4.2 et 4.3 qui sont reproduites de la thèse de Damien Simon
avec son aimable autorisation).
Ce modèle, dont l’étude remonte au moins à Kesten [95] a fait l’objet de travaux
récents de Derrida et Simon [57, 130] dans lesquels une conjecture (étayée par une
analyse perturbative de l’équation aux dérivées partielle de FKPP qui peut sans
doute être rendue rigoureuse) concernant la probabilité de survie est formulée.
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Figure 4.1: Mouvement Brownien branchant (ou marche branchante) sans sélection
Figure 4.2: Mouvement Brownien branchant (ou marche branchante) avec sélection
par absorption
Figure 4.3: Mouvement Brownien branchant (ou marche branchante) avec sélection
endogène (taille de population fixée à 6).
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4.2.2 Survie
Dans la suite on notera Px et Ex pour désigner la loi (et l’espérance sous cette loi) du
kBBM qui a pour état initial une particule unique en position x > 0. On ne précise
pas µ qui est en général fixé. Dans [95], Kesten montre un premier résultat simple
sur la survie du processus, qui dans notre cadre peut s’énoncer ainsi :
Théorème 33 (Kesten, [95]) Si µ ≥ √2 le processus s’éteint presque sûrement en
temps fini (cas critique et sous-critique).
Si µ <
√
2 le processus survit avec probabilité positive et dans ce cas le nombre
de particules en vie croît exponentiellement (cas sur-critique). Dans ce cas on note
Qµ(x) la probabilité sous Px que le processus survive.
Plus récemment, quelques résultats supplémentaires ont été obtenus :
• Harris, Harris, et Kyprianou [91] montrent (cf. Théorème 13) que, pour µ < √2,
la fonction x 7→ Qµ(x) satisfait l’équation de Kolmogorov
1
2
Q′′µ(x)− µQ′µ(x) = Qµ(x)(1−Qµ(x))
avec conditions aux bords limx→0Qµ(x) = 0 et limx→∞Qµ(x) = 1. Ils montrent
également (cf. Théorème 1) que pour chaque µ <
√
2 fixé il y a une constante
K telle que
lim
x→∞
e(
√
µ2+2−µ)x(1−Qµ(x)) = K.
• Dans le cas sous-critique (µ > √2) Harris et Harris [90] utilisent des techniques
de martingales et de décomposition en épine dorsale pour calculer les asymp-
totiques de Px(ζ > t) quand t devient grand (et où ζ est l’instant d’extinction
du processus).
• Dans [130] Simon et Derrida obtiennent des estimées pour la probabilité de
survie Qµ(x). Ils conjecturent qu’il existe K tel que quand L− x≫ 1,
Qµ(x) = KLe
√
2(x−L)
(
sin
(
πx
L
)
+O
(
1
L2
))
+O(e2
√
2(x−L))
(équation (B.16)) et qu’il existe une autre constante c telle que quand x > L
ou L− x est O(1),
Qµ(x) = 1− θ(x− L+ c) +O
(
1
L2
)
,
où θ résout l’équation différentielle (4.3) ci-dessous (équation (B.17)). Ces es-
timées sont obtenues à l’aide de méthodes entièrement analytiques qui ne sont
cependant pas encore un argument tout à fait rigoureux.
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1
L1 L2 L3
x
Qµ(x)
ǫ1 ǫ2 ǫ3
Figure 4.4: L’allure de la probabilité de survie x 7→ Qµ(x) pour µ−
√
2− ǫ1,2,3 avec
ǫ1 > ǫ2 > ǫ3. Un front se forme et s’éloigne de 0 (position L).
On pose ǫ =
√
2 − µ > 0, et on définit L par la relation 1 − µ2/2 − π2/2L2 = 0,
c’est-à-dire L = π/
√
2− µ2 = π/√ǫ. Le théorème suivant que nous obtenons dans
[24] valide les prédictions de Derrida et Simon.
Théorème 34 (B.,Berestycki,Schweinsberg [24]) Soit α ∈ R fixé. Alors il existe
une fonction θ : R → R telle que
lim
ǫ→0
Qµ(L+ α) = θ(α),
où θ : R → (0, 1) satisfait
1
2
θ′′ −
√
2θ′ = θ(1− θ). (4.3)
Il existe une constante C telle que si L− x≫ 1, alors
Qµ(x) ∼ CLe−µ(L−x) sin
(
πx
L
)
,
où ∼ désigne l’équivalence asymptotique quand ǫ→ 0.
La preuve de ce résultat (dont je donne les grandes lignes plus loin) utilise les
résultats que nous avons obtenus dans [23] et que je présente maintenant.
4.2.3 Généalogie et CSBP de Neveu
La présentation de ces résultats est légèrement modifiée par rapport à [24] ou un
paramètrage différent est utilisé. Dans toute cette partie, pour chaque ǫ donné on
travail sous la loi Px où l’on fixe x = L. On se fixe n ≥ 1 et l’on définit le processus de
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la partition ancestrale (Πǫs, 0 ≤ s ≤ t) à valeur dans Pn (les partitions de {1, . . . , n})
en tirant uniformément n individus dans la populations au temps tǫ−3/2 et en posant
que i et j sont dans le même bloc de Πǫs si et seulement si les individus i et j ont le
même ancêtre au temps (t− s)ǫ−3/2.
Théorème 35 (B.,Berestycki,Schweinsberg [23])
(Πǫs, 0 ≤ s ≤ t) fdd→
ǫց0
(Π23/2π3s, 0 ≤ s ≤ t)
où Π est le coalescent de Bolthausen-Sznitman restreint à {1, . . . , n}.
En outre, si l’on appelle M ǫt le nombre de particules en vie au temps t on a
Théorème 36 (B.,Berestycki,Schweinsberg [23])(
1
ǫ3/2eπ
√
2/ǫ
M ǫtǫ−3/2 , t ≥ 0
)
fdd→
ǫց0
(Zt, t ≥ 0)
où Z est un CSBP de mécanisme de branchement ψ(u) = au+ 2π2u logu, pour une
certaine constante a ∈ R, issu d’une population initiale Z0 aléatoire de loi connue.
Le Gall et Bertoin avaient déjà observé dans [27] que la généalogie du CSBP de
Neveu (de mécanisme de branchement ψ(u) = u log u) était donné par le coalescent
de Bolthausen-Sznitman. Ainsi, si l’on peut montrer que la population évolue selon
une version du CSBP de Neveu il n’est pas surprenant que sa généalogie soit donnée
par le coalescent de Bolthausen-Sznitman.
La renormalisation que l’on utilise dans le résultat ci-dessus montre que si l’on
veut avoir de l’ordre de N particules en vie il faut prendre ǫ3/2eπ
√
2/ǫ ≍ N soit ǫ ∼
2π2/(logN+3 log logN)2. On peut ainsi décider de paramètrer entièrement le modèle
par N en prenant µN =
√
2− 2π2
(logN+3 log logN)2
et L = (logN + 3 log logN)/
√
2.
L’un des résultats clés dans [23] consiste à montrer que l’on peut mesurer la taille de
la population en attribuant des poids aux individus tout en conservant la convergence
du Théorème 36 vers le CSBP de Neveu (avec une renormalisation différente). Plus
précisément, si l’on définit
ZN(t) :=
MN (t)∑
i=1
eµXi(t) sin(πXi(t)/L)1{Xi(t)≤L}, t ≥ 0,
on a alors le résultat suivant
Théorème 37 (B.,Berestycki,Schweinsberg [23]) Sous Px on a(
ZN(t)
N(logN)2
, t ≥ 0
)
fdd→
ǫց0
(Zt, t ≥ 0)
où Z est un CSBP de mécanisme de branchement ψ(u) = au + 2π2u log u pour une
certaine constante a ∈ R issu d’une population initiale Z0 aléatoire de loi connue.
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Dans [23] nous ne travaillons pas sous Px, nous formulons le Théorème ci-dessus
pour une suite de configuration initialesX1(0), . . . , XMN (0)(0) telles que ZN(0)/N(logN)
2
converge en distribution vers une certaine variable W non-dégénérée et tels que
YN(0) = o(N(logN)
3) avec
YN(t) :=
MN (t)∑
i=1
eµXi(t), t ≥ 0.
Dans ce cas W est bien sûr la loi de la population initiale Z0. Pour prouver les
Théorèmes 36 et 37 tels que je les énonce ici, il faut donc montrer que si l’on démarre
avec une particule en L, alors en un temps très court (négligeable devant (logN)3) le
système se trouve dans une configuration X1, . . . , XN (où N est aléatoire) telle que
pour ces position ZN/N(logN)2 converge en distribution et YN = o(N(logN)3). La
loi limite de ZN/N(logN)2 donne la loi initiale de Z0 qui est mentionnée dans les
résultats ci-dessus.
4.2.4 Quelques idées de la preuve des Théorèmes 35, 36 et 37
Notre approche dans [23] consiste à traiter séparément les particules qui atteignent
une distance d’ordre L du mur en 0. Ces particules sont assez loin pour ne plus
"sentir" le mur et ainsi peuvent rapidement produire une grande descendance, ce qui
conduit à un saut positif de la taille de la population et à des coalescences multiples
de lignées ancestrales lorsque l’on remonte le temps.
Cette approche est à comparer à la description phénoménologique du modèle à
population constante que donnent Derrida et ses coauteurs (dans [43, 44] ou dans les
notes du mini-cours que Eric Brunet a donné à Marseille en 2007 [45]). Ils montrent
comment la correction de deuxième ordre à la vitesse (le terme en log logN/(logN)3)
est due à des événements rares durant lesquels une particule se retrouve en avance
du front et produit une grande descendance avant d’être rattrapée, créant ainsi une
fluctuation dans la position du front.
Pour commencer, on peut considérer un mouvement Brownien branchant dans
lequel les particules sont tuées lorsqu’elles atteignent 0 ou L. Si la configuration
initiale consiste en une seule particule en position x, alors, pour t assez grand, la
densité de particules attendue autour du point y est approximativement pt(x, y) dy,
où
pt(x, y) =
2
L
e(1−µ
2/2−π2/2L2)t · eµx sin
(
πx
L
)
· e−µy sin
(
πy
L
)
. (4.4)
On peut tirer plusieurs informations sur le comportement du mouvement Brownien
branchant dans une bande de cette formule. Le paramètre t n’apparaît que dans le
premier facteur exponentiel. La taille de la population devrait donc rester stable dés
que 1 − µ2/2 − π2/2L2 = 0 (ce qui correspond en effet à notre choix). Une seconde
observation est que la densité est proportionnelle à eµx sin(πx/L), c’est-à-dire, en
sommant sur toutes les particules au temps t, à ZN(t). On voit donc que ZN (t)
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est un bon prédicteur du nombre de particules que l’on trouvera dans un ensemble
à un certain temps futur. Ainsi, ZN(t) est la bonne façon de mesurer la "taille"
de la population. Enfin, la densité est également proportionnelle à e−µy sin(πy/L).
En conséquence, dés que t est assez grand (d’ordre (logN)2) le système a "oublié"
sa configuration initiale et les particules sont dans une configuration stable dont la
densité de particules à y est proportionnelle à e−µy sin(πy/L).
L’étape suivante consiste à observer qu’une particule qui atteint L conduit à un
"saut" dans la taille de la population. En effet, si l’on démarre avec N particules tirée
selon cette densité d’équilibre entre 0 et L, alors ZN(0) vaut approximativement
N
∫ L
0
eµy sin
(
πy
L
)
· CLe−µy sin
(
πy
L
)
dy,
qui est d’ordre NL2. D’autre part, si on part avec une particule en L, ses descendants
n’iront typiquement pas plus loin qu’une constante à droite de L. Pour estimer la
contribution typique d’une particule en L au temps t on utilise (4.4) avec L à la place
de x et L + α au lieu de L, avec α > 0 une constante. La valeur de ZN(t) doit être
du même ordre que
∫ L
0
eµy sin
(
πy
L
)
· 2
L+ α
eµL sin
(
πL
L+ α
)
e−µy sin
(
πy
L+ α
)
dy,
qui est d’ordre L−1eµL. En utilisant l’expression de L en fonction de N on obtient
des ordres de grandeur identiques. Une particule à L produit donc une augmentation
substantielle de la taille de la population.
Pour traiter les particules qui n’atteignent pas L, nous commençons par étudier
un mouvement Brownien branchant tué en 0 et en LA
LA =
1√
2
(
logN + 3 log logN − A), (4.5)
À l’aide de (4.4), nous obtenons des estimées pour les premiers et deuxièmes moments
de différentes quantités ce qui nous permet ensuite de calculer le premier et deuxième
moment de ZN(t) conditionnellement à l’état du processus θ(logN)3 unités de temps
avant. La borne du second moment est suffisante pour établir une loi des grand
nombres quand A est grand qui permet de contrôler la distance entre ZN(t) et sa
moyenne. La troncation à LA est nécessaire car sinon les moments seraient dominés
par des événements rares où une particule arrive très loin à droite et produit une
grande descendance qui survit.
L’étape suivante consiste à compter le nombre de particules qui atteignent LA. On
peut montrer que si l’on part de N particules dans leur configuration stable, alors il
faut attendre environs (logN)3 unités de temps pour voir une particule qui atteint
LA. On peut se convaincre qu’il s’agit de la bonne échelle de temps avec l’argument
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heuristique suivant. Si β > 0 est une constante, alors le nombre de particules entre
L− β et L au temps t est d’ordre
N
∫ L
L−β
CLe−µy sin
(
πy
L
)
dy,
c’est-à-dire d’ordre 1/(logN)3. Chacune de ces particules a une probabilité positive
d’atteindre L entre t et t + 1 mais on peut montrer que les particules qui sont à
une distance de L plus grande qu’une constante ne touche L avant t+1 qu’avec une
faible probabilité. On a donc O(1/(logN)3) particules qui atteignent L par unité de
temps.
Lorsqu’une particule atteint LA, elle pourrait avoir branché juste avant de toucher
LA permettant ainsi à un grand nombre de particules d’atteindre elles aussi LA.
On doit donc contrôler le second moment de ce nombre. Á cette fin on montre que
conditionnellement à ce qu’au moins une particule atteigne LA, l’espérance du nombre
de particules qui atteignent LA dans un intervalle de temps de durée θ(logN)3, est
bornée par une constante.
La clé pour analyser la contribution des particules qui atteignent LA se trouve
dans un résultat de Neveu [116]. Si une particule démarre à LA et y est une grande
constante, alors le nombre de descendants qui atteignent LA − y est y−1e
√
2yW , où
W est une variable aléatoire. À l’aide de théorèmes Taubériens nous démontrons
que pour x grand l’on a P (W > x) ∼ B/x. C’est ce résultat qui conceptuellement
explique pourquoi la généalogie est décrite par un coalescent de Bolthausen-Sznitman.
La contribution d’une particule en LA sera approximativement proportionnelle aux
nombre de ses descendants qui atteignent LA − y pour y assez grand. La probabilité
qu’une particule en LA produise un saut de taille au moins x est ainsi proportionnelle
à 1/x ce qui entraîne que la mesure de Lévy du CSBP limite aura une densité
proportionnelle à x−2 comme dans le cas du CSBP de Neveu, conduisant ainsi au
résultat de dualité avec le coalescent de Bolthausen-Sznitman. Techniquement, la
preuve du Théorème 35 se fait en utilisant les flots de ponts introduits par Bertoin
et Le Gall dans [29].
4.2.5 Un bref aperçut de la preuve du Théorème 34
L’essentiel du travail pour montrer le Théorème 34 consiste à montrer que pour α
fixé, la quantité Qµ(L + α) converge vers une limite appelée θ(α) quand ǫ → 0.
Le Théorème 34 montre que si l’on démarre avec une particule en L, le processus
MN (t) du nombre de particules, une fois renormalisé, converge vers une CSBP de
Neveu (Zt, t ≥ 0) issu d’une population initiale de taille W où W est la variable
limite de Neveu que l’on vient de voir. Les trajectoires du CSBP de Neveu issu d’une
population initiale x sont de deux types : soient elles croissent sur-exponentiellement,
soit elles convergent vers 0 (mais n’atteignent pas 0 en temps fini). Si le mécanisme
de branchement est ψ(u) = au + bu log u La probabilité de ce second événement
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est e−bx. Tout le travail consiste donc à montrer que la probabilité d’extinction du
processus (MN(t), t ≥ 0) converge bien vers E(e−bW ) la probabilité que le processus
limite (Zt, t ≥ 0) converge vers 0. Si on démarre avec une particule en L + α à
présent, les mêmes arguments montrent que la probabilité d’extinction converge vers
E(e−be
√
2αW ) et l’on sait déjà que cette fonction de α résout l’équation KPP (4.3).
La seconde partie du théorème qui concerne le comportement de Qµ(x) pour x fixé
se fait selon les grandes lignes suivantes. Partant d’une particule à x on compte le
nombre R de particules qui touchent L− α si on tue les particules à cet instant. On
peut monter que
Ex[R] =
e
√
2α
π
√
2α
eµx sin
(
πx
L− α
)
1
N(logN)2
(1 + CN,α)
où pour chaque α > 0, CN,α → 0 quand N → ∞. Une borne sur le second moment
de R permet alors de conclure que
Qµ(x) =
e
√
2α
π
√
2α
· eµx sin
(
πx
L
)
· 1
N(logN)2
·Qµ(L− α)(1 + CN,α + o(α−1)),
où o(α−1) est un terme qui tends vers 0 quand α→∞ et est uniforme en N . Il suffit
maintenant d’appliquer la première partie du théorème pour conclure.
Chapitre 5
Trois aspects des processus de
branchements.
Ce chapitre est consacré à une brève description de trois articles dont le premier
([26], en révision) est relié au chapitre précédent puisqu’il traite du lien entre l’équa-
tion FKPP et certain processus de branchement (les fragmentations homogènes).
Le second porte sur un résultat de grande déviation pour un processus de branche-
ment en environnement aléatoire ([18], paru). Enfin le troisième donne un résultat
de décomposition en épine dorsale pour les superprocessus ([25], en révision).
5.1 Analogue de l’équation FKPP pour les
fragmentations
Les processus de fragmentations homogènes ont été introduits et étudiés par Bertoin
(voir sa monographie [34] à ce sujet). Ce sont des processus qui décrivent comment
un objet de masse fini se disloque avec le temps. On dit qu’une fragmentation est
homogène quand chaque nouveau fragment se met à se disloquer à son tour, indé-
pendamment du reste, avec la même loi que le processus initial (à la taille initiale
près), ce que l’on peut voir comme une forme de la propriété de branchement. Ce
type de description peut s’appliquer dans de nombreux contextes et à des échelles
variées. Les modèles stochastiques de fragmentations (homogènes ou auto-similaires)
ont fait l’objet de nombreux travaux ses dernières années (dont mes travaux de thèse
[13, 14, 15]).
Dans un travail en commun avec Simon Harris et Andreas Kyprianou [26] (en
révision) nous avons exploré et exploité le lien entre fragmentations homogènes
et marches branchantes pour formuler et étudier la notion d’équations de Fisher-
Kolmogorov-Petrovskii-Piscounov (FKPP) de fragmentation et leur solutions.
Pour expliquer ce lien entre marches branchantes et fragmentations on peut com-
mencer par se placer dans le cadre simplifié des fragmentations conservatives de
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ln 3 + ln 2ln 3
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− ln size
Figure 5.1: Le fragment initial (0, 1) se divise en trois (0, 1/3), (1/3, 2/3), (2/3, 1)
au temps t1, puis à t2, (2/3, 1) se divise en deux moitiés et finalement
au temps t3, (0, 1/3) fait de même.
mesure de dislocation finie. Soit ν(·) une mesure finie sur ∇1 = {s1 ≥ s2 ≥ · · · ≥
0,
∑
i si = 1} de masse totale ν(∇1) = γ. La fragmentation homogène de mesure
de dislocation ν est un processus de Markov (X(t), t ≥ 0), à valeur dans ∇1 (où
X(t) = (X1(t), X2(t), · · · )). Sa dynamique peut être décrite de la façon suivante.
L’état initial est toujours X(0) = (1, 0, · · · ), ce fragment initial de masse 1 attend
ensuite un temps exponentiel T1 de paramètre γ après lequel il se fragmente selon la
distribution X(T1) ∼ γ−1ν(·). Chacun de ces nouveaux fragments démarre un nou-
veau processus de fragmentation de même loi que le processus de départ. C’est-à-dire
que chaque fragment Xi(T1) attend un temps exponentiel-(γ) après lequel il se divise
en (Xi(T1)s1, Xi(T1)s2, · · · ) où s = (s1, s2, · · · ) ∼ γ−1ν(·) et ainsi de suite. Lorsqu’un
fragment se divise, il faut renuméroter tous les fragments puisque les ordres relatifs
ont changé.
On peut voir ce processus comme une marche branchante en temps continu en
posant Z(t) = (− logX1(t),− logX2(t), · · · ). Il est immédiat que le processus Z(t)
évolue selon la dynamique suivante : si Z(t) = (z1, z2, · · · ), alors chaque particule zi
attend un temps exponentiel de paramètre γ puis branche en une descendance dont
les distances par rapport à zi sont données par (− log s1,− log s2, · · · ) où comme
ci-dessus s ∈ ∇1 a pour loi γ−1ν(·). La figure 5.1 montre un exemple où ν(·) =
δ{1/3,1/3,1/3,0,··· } + δ{1/2,1/2,,0,··· }.
L’histoire ne s’arrête cependant pas là, et l’on peut définir des fragmentations
dont la mesure de dislocation ν est de masse infinie (mais sigma-finie). Dans ce
cas les fragmentations arrivent continûment dans le sens où l’on ne peut pas définir
de "premier" événement de fragmentation, et le long d’une branche de "l’arbre de
fragmentation" les événements de dislocations sont en fait denses dans tout intervalle
de temps. La construction de ces processus n’est pas triviale et est principalement
due à Bertoin ([28, 34], voir aussi [13]).
Comme pour les coalescence il est pratique de travailler sur l’espace P des par-
titions plutôt que sur ∇1 (l’objet de [13] était justement de montrer que l’on peut
passer de l’un à l’autre). On définit donc les fragmentations homogènes comme des
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processus de Markov à valeur dans P que l’on note Π = (Π(t), t ≥ 0).
Définition 38 Soit Π = (Π(t), t ≥ 0) un processus de Markov à valeur dans P à
trajectoires presque sûrement càdlàg 1 On dit que Π est une fragmentation homogène
si son semi-groupe vérifie la propriété de fragmentation : pour tout t, t′ ≥ 0 la loi
conditionnelle de Π(t+ t′) sachant Π(t) = π est la collection de blocs que l’on obtient
en fragmentant chaque bloc πi, i = 1, · · · de π par une copie indépendant de Π(i)(t′).
On impose en outre que Π(0) est la partition triviales constituée d’un seul bloc
contenant tout N (cf. [34] pour plus de détails).
Rappelons qu’une partition π = (π1, π2, · · · ) ∈ P admet des fréquences asympto-
tiques si pour chaque i la limite
|πi| = lim
n→∞
#πi ∩ [n]
n
existe. La notation |π| = (|πi|, i ∈ N) désigne le réarrangement en ordre décroissant
des fréquences des blocs. Il est connu que si Π est une fragmentation homogène alors
presque sûrement, pour tout t ≥ 0,Π(t) admet des fréquences asymptotiques. Le
processus (|Π(t)|, t ≥ 0)est ce que l’on appelle une fragmentation de masse. On peut
définir directement ces processus (i.e. des processus de Markov vivant dans ∇1 ayant
la propriété de fragmentation) mais toutes les fragmentations de masses peuvent être
obtenues comme fréquences d’un fragmentation à valeur dans P (c’était l’un des
principaux résultats que j’avais obtenu dans [13]).
Au vu du caractère "processus à accroissement indépendants et stationnaires" de
la définition, il n’est pas surprenant que les fragmentations homogènes admettent une
description à la Lévy-Kintchin. En effet, leur loi est complètement caractérisée par
une mesure ν sur ∇(−)1 := {s1 ≥ s2 ≥ . . . ≥ 0,
∑
i si ≤ 1} (la mesure de dislocation)
telle que ∫
∇(−)1
(1− s1)ν(ds) <∞ (5.1)
et un paramètre c ≥ 0 (le taux d’érosion). On interprète ν(ds) comme le "taux"
auquel un fragment donné se divise en sous-fragments dont les tailles relatives sont
données par s = (s1, s2, . . .). Dans [26] on suppose toujours que c = 0 (pas d’érosion)
et supp(ν) ⊂ ∇1 (fragmentation conservative).
Une partie de l’information concernant ν est capturée par la fonctionnelle
Φ(q) :=
∫
∇1
(
1−
∞∑
i=1
sq+1i
)
ν(ds), q > p, (5.2)
où
p := inf
{
p ∈ R :
∫
∇1
∞∑
i=2
sp+1i ν(ds) <∞
}
≤ 0.
1la métrique sur P est donné par d(pi, pi′) = 2−n(π,π′) où n(pi, pi′) est le plus grand entier tel que
pi|[n] = pi
′
|[n].
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On peut sans perte de généralité supposer p < 0. Il est bien connu que p 7→ Φ(p) est
l’exposant de Laplace d’un subordinateur naturellement associé à la fragmentation
(le log de la taille du fragment typique).
La fonction Φ est donc strictement croissante, concave, analytique et telle que
Φ(0) = 0. L’équation
(p+ 1)Φ′(p) = Φ(p)
sur p > p a une une unique solution dans (0,∞) que l’on note p (cf. [30]). En outre
(p+ 1)Φ′(p)− Φ(p) > 0 où p ∈ (p, p). La fonction
cp :=
Φ(p)
p + 1
(5.3)
atteint donc son unique maximum sur (p,∞) à p et ce maximum vaut Φ′(p).
Soit donc une fragmentation homogène Π de mesure de dislocation ν. L’équation
− cψ′(x) +
∫
∇1
{
∏
i
ψ(x− log si)− ψ(x)}ν(ds) = 0, x ∈ R (5.4)
est l’équation d’onde voyageuse de fragmentation de vitesse c ∈ R. Cette équation
(5.4) est l’analogue pour le contexte des fragmentations de la forme "onde voyageuse"
de l’équation de FKPP classique. Notre résultat principal concerne l’existence, l’uni-
cité et la représentation des solutions de cette équation.
Introduisons une classe de fonctions dans laquelle nous allons prouver l’unicité.
Définition 39 L’ensemble des fonctions ψ ∈ C1(R) qui sont monotones croissantes
et telles que ψ(−∞) = 0 et ψ(∞) = 1 est appelé T1. Pour chaque p ∈ (p, p] on
définit T2(p) ⊂ T1 comme étant l’ensemble des fonctions ψp ∈ T1 telles que Lp(x) :=
e(p+1)x(1− ψp(x)) est monotone croissante.
Le résultat principal est le suivant :
Théorème 40 (B., Harris, Kyprianou [26]) Soit p ∈ (p, p] fixé et supposons que
ψp : R 7→ (0, 1] appartient à T2(p). Alors
M(t, p, x) :=
∏
i
ψp(x− log |Πi(t)| − cpt), t ≥ 0 (5.5)
est une F-martingale si et seulement si ψp résout (5.4) avec c = cp. En outre, à une
translation près, il n’existe qu’une seule telle fonction ψp ∈ T2(p) qui est donné par
ψp(x) = E(exp{−e−(p+1)x∆p}) (5.6)
où ∆p > 0 p.s. est F∞-mesurable (il s’agit de la limite de la martingale additive ou
de la martingale dérivée associée au paramètre p).
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Pour présenter brièvement et de manière informelle le schéma de la preuve de ce
résultat il est pratique d’introduire l’opérateur intégro-différentiel
Apψ(x) = −cpψ′(x) +
∫
∇1
{
∏
i
ψ(x− log si)− ψ(x)}ν(ds).
Le second terme dans cet expression est un opérateur de saut dirigé par la mesure ν
et est donc très proche du générateur de la fragmentation elle-même.
On dit que ψp ∈ T2(p) est une fonction martingale multiplicative si avec ce choix
de ψ (5.5) est une martingale. L’équivalence entre d’une part la propriété analytique
Apψp ≡ 0 et d’autre part le fait que ψp est une fonction martingale multiplicative est
une conséquence de la représentation classique de Feynman-Kac et de la représenta-
tion en semi-martingale de M(t, p, x).
L’unicité de la solution dans T2(p) est plus délicate. On commence par étudier
l’asymptotique des fonctions martingales multiplicatives. Pour cette discussion on se
place dans le cas p ∈ (p, p).
Soit ψp ∈ T2(p) un fonction qui fait de (5.5) une martingale. Comme M est une
martingale uniformément intégrable (puisque bornée dans [0, 1]) ψp(x) =M(0, p, x) =
E(M(∞, p, x)). On cherche donc à étudier la limite M(∞, p, x). En passant au log
on voit que
− logM(∞, p, x) = − lim
t↑∞
∑
i
logψp(x− log |Πi(t)| − cpt).
On a défini Lp(x) = e(p+1)x(1− ψp(x)), ainsi, si l’on remplace − log x par son déve-
loppement (1 − x) (en supposant un argument asymptotiquement proche de 1) et
que l’on multiplie par e(p+1)x on voit que
− e(p+1)x logM(∞, p, x) ≈
∑
i
|Πi(t)|p+1eΦ(p)tLp(x− log |Πi(t)| − cpt) (5.7)
quand t ↑ ∞. Or W (t, p, x) =∑i |Πi(t)|p+1eΦ(p)t est ce que l’on appelle la martingale
additive qui converge vers W (∞, p). D’autre part, pour chaque i ∈ N fixé on sait
que − log(|Πi(t)|)− cpt est le subordinateur de Bertoin associé au fragment marqué
moins une dérive, et il s’agit donc d’un processus de Lévy sans saut positif. On a
donc une loi des grands nombres
− log(|Πi(t)|)− cpt ∼ αpt
quand t ↑ ∞ pour une certaine constante αp > 0. Intuitivement, si l’on peut rempla-
cer Lp(x − log |Πi(t)| − cpt) par L(x + αpt) dans (5.7), on peut factoriser les termes
Lp pour obtenir
−e(p+1)x logM(∞, p, x)
W (∞, p) ≈ Lp(x+ αpt)
quand t ↑ ∞. Comme les deux limites de martingales M(∞, p, x) et W (∞, p) sont
non-triviales on voit que limz→∞ Lp(z) = kp pour une certaine constante kp ∈ (0,∞).
68 Chapitre 5. Trois aspects des processus de branchements.
Une conséquence directe de ceci est que quel que soit la fonction martingale ψp
dont on est parti, la limite L1,M(∞, p, x) est toujours égale (modulo une constante
additive en x) à exp{−e−(p+1)xW (∞, p)} ce qui montre l’unicité.
L’une des difficultés techniques avec ce programme vient du fait que l’on a besoin
d’un contrôle uniforme sur les termes Lp(x− log |Πi(t)| − cpt) afin de factoriser l’ap-
proximation commune Lp(x+αpt). Une solution pourrait être de contrôler la position
de la particule la plus à gauche (c’est par exemple la voie choisie dans [89]). Il semble
cependant qu’une autre approche soit préférable dans ce contexte. L’idée consiste à
définir les martingales le long de ce que l’on appelle des lignes d’arrêts. Cette tech-
nique est aujourd’hui classique dans le contexte des marches branchantes (voir par
exemple Biggins et Kyprianou [37, 38]), et du mouvement Brownien branchant (voir
par exemple Neveu [116] et Kyprianou [102]).
L’uniforme intégrabilité des martingales M(t, p, x), et W (t, p, x) permet de les voir
comme la projection de leurs limites sur Ft, l’information contenue dans l’arbre
de fragmentation "coupé" au temps t. Mais on peut aussi projeter ces limites sur
d’autres filtrations que l’on génère ne coupant l’arbre différemment, selon des familles
croissantes de "lignes d’arrêt".
Une instance d’une telle famille est étudiée par Bertoin et Martinez [32] qui gèlent
les fragments dés que leur taille devient inférieur à un certain seuil e−z, z ≥ 0. Au
bout d’un temps fini, tous les fragments sont de taille inférieure à ce seuil et le
processus est complètement arrêté. On a ainsi "coupé" l’arbre de fragmentation.
La collection des fragments (Πi(ℓz) : i ∈ N) que l’on obtient par cette procédure
génère une autre filtration {Gℓz : z ≥ 0}. En projetant les limites M(∞, p, x) et
W (∞, p, x) sur cette filtration, on définit deux nouvelles martingales uniformément
intégrables qui ont toujours la même limite. Ces martingales ressemblent àM(t, p, x)
et W (t, p), respectivement, mais le rôle de (Πi(t) : i ∈ N) est maintenant joué par
(Πi(ℓ
z) : i ∈ N). Considérons par exemple le cas p = 0, et donc cp = 0, on peut
reprendre l’argument heuristique donné au paragraphe précédent pour cette famille
de lignes d’arrêt et mettre à profit le contrôle uniforme que l’on a sur les tailles
des fragments de (Πi(ℓz) : i ∈ N). Une modification pour le cas p 6= 0 de ce type
d’argument joue un rôle essentiel dans notre preuve.
5.2 Grandes déviations pour les processus de
branchement en environnement aléatoire
Les processus de branchement en environnement aléatoire sont une généralisation
des processus de Galton Watson où, à chaque génération, la loi de reproduction est
tirée au hasard. Avec Vincent Bansaye, nous avons donné plusieurs résultats dans
[18] de type grandes déviations. Plus précisément, un processus de branchement en
environnement aléatoire (BPRE pour faire court) (Zn, n ∈ N) de loi d’environnement
µ ∈M1(P) est un processus de Markov à temps discret qui évolue selon la dynamique
suivante : au temps n on tire p selon µ indépendamment du passé et chaque individu
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i = 1, . . . , Zn se reproduit indépendamment des autres selon p. On note Pz0 la loi de
ce processus issu de z0 individus initiaux.
On comprend aisément que le comportement de Zn est lié à celui du processus
Mn = Π
n
1m(pi) et que leurs comportement typiques se correspondent :
Zn ≈Mn, (n ∈ N).
Il n’est donc pas surprenant que l’on ait la dichotomie suivante :un BPRE est sur-
critique (resp. critique, resp. souscritique) si l’espérance de log(m(p)) (où m(p) est
la moyenne de p) par rapport à la loi des environnements µ
E(log(m(p))),
est positive (resp. zéro, resp. négative). Dans le cas surcritique, le BPRE survit
avec une probabilité positive, dans le cas critique ou souscritique il s’éteint presque
sûrement.
En outre, dans le cas surcritique, en supposant E(
∑
k∈N k
sp(k)/m(p)) < ∞ pour
un certain s > 1, il existe une variable aléatoireW non triviale telle que
M−1n Zn
n→∞−→ W, P(W > 0) = P(∀n, Zn > 0).
ce qui assure que conditionnellement à la non-extinction de (Zn)n∈N
log(Zn)/n→ E(log(m(p))) p.s.
Les événements de grandes déviations que nous avons considérés sont de la forme
Ac(n) =
{ {0 < 1
n
logZn ≤ c} pour c < E(log(m(p))
{ 1
n
logZn ≥ c} pour c > E(log(m(p))
On souhaite connaître le taux de décroissance de la probabilité de Ac(n), i.e. on veut
un résultat du type
−1
n
log(P(Ac(n)))→ χ(c), with χ(c) <∞.
Notre résultat principal concerne le cas fortement surcritique
P(p(0) = 0) = 1
(en particulier les environnements sont presque sûrement surcritiques).
On pose
L¯ := E(log(m(p))).
Pour chaque c ≤ L¯, on pose
χ(c) := inf
t∈[0,1]
{−t log(E(p(1))) + (1− t)ψ(c/(1− t))}.
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il est aisé de voir que cet infimum est atteint en un point unique tc par des argu-
ments de convexité. Ainsi
χ(c) = −tc log(E(p(1))) + (1− tc)ψ(c/(1− tc)), tc ∈ [0, 1− c/L¯].
On définit la fonction fc : [0, 1] 7→ R+ pour chaque c < L¯ par (cf. figure 1) :
fc(t) :=
{
0, if t ≤ tc
c
1−tc (t− tc), if t ≥ tc.
tc0 1
c
L¯
Figure 5.2: La fonction t 7→ fc(t) pour c ≤ L¯.
Nous aurons également besoin de l’hypothèse de moment suivante H.{ ∃A > 0 t.q. µ(m(p) > A) = 0,
∃B > 0 t.q. µ(∑k∈N k2p(k) > B) = 0
}
(H)
Le Théorème suivant donne la fonctionnelle de taux pour le coût de grande dé-
viation de Zn ≤ exp(cn) et la trajectoire asymptotique de Zn conditionnellement à
Zn ≤ exp(cn).
Théorème 41 (B., Bansaye, [18]) En supposant P(p(0) = 0) = 1 et H on a
(a) Si µ(p(1) > 0) > 0, alors pour tout c < L¯,
− log(P(Zn ≤ ecn))/n n→∞−→ χ(c),
et en outre, conditionnellement à Zn ≤ ecn,
sup
t∈[0,1]
{∣∣ log(Z[tn])/n− fc(t)∣∣} n→∞−→ 0, in P.
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(b) Si µ(p(1) > 0) = 0, alors pour tout c < L¯,
− log(P(Zn < ecn))/n n→∞−→ ψ(c),
et en outre pour chaque inf{supp log(m(p))} < c < L¯, conditionnellement à
Zn ≤ ecn,
sup
t∈[0,1]
{∣∣ log(Z[tn])/n− ct∣∣} n→∞−→ 0, in P.
On peut formuler quelques remarques concernant ce résultat
- Si µ(p(1) > 0) > 0, alors tc -le point où la trajectoire "décolle"- peut être soit
zéro, soit 1− c/L¯, ou encore appartenir à (0, 1− c/L¯).
- Lorsque m := m(p) est déterministe comme dans le cas d’un processus de
Galton Watson
- si µ(p(1) > 0) > 0 (cas Böttcher), alors tc = 1 − c/ log(m) et χ(c) =
tc log(E(p(1))).
- If µ(p(1) > 0) = 0 (cas Schröder), alors χ(c) = −∞.
- Ce résultat a une interprétation heuristique simple. On observe que
P(Zk = 1, k = 1, . . . , tn) = E(p(1))
tn = exp(log(E(p(1)))tn)
et que
lim
n→∞
1
n
logP(S(1−t)n/n ≤ c) = (1− t)ψ(c/(1− t)).
Ceci suggère que
P(Zk = 1, k = 1, . . . , tn ;Sn−Stn ≤ cn) ≍ exp(n[t log(E(p(1)))+(1−t)ψ(c/(1−t))])
et dans ce cas χ(c) est simplement le coût d’un tel événement avec le choix
‘optimal” de t. Il n’est pas dur de voir que {Zk = 1, k = 1, . . . , tn ;Sn−Stn ≤ cn}
est asymptotiquement inclus dans {Zn ≤ cn} et que donc χ(c) est une borne
supérieure pour la fonction de taux de Zn. Si l’on ajoute qu’une fois que Zn ≫ 1
est assez grand il ne peut plus dévier de la marche aléatoire Sn associée à la suite
des environnements, on voit que χ est un très bon candidat pour la fonction
de taux.
- Pour dévier sous c, le processus (log(Z[nt])/n)t∈[0,1] commence donc par rester
borné jusqu’à un temps optimal tc puis rejoint c en ligne droite en suivant une
suite d’environnements adéquats.
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5.3 Le squelette des superprocessus
De nombreux auteurs se sont intéressés à des résultats de décomposition pour les su-
perprocessus ou les processus de branchement. Le cas des superprocessus sur-critiques
de mécanisme de branchement quadratique a ainsi été étudié par Evans et O’Connell,
puis par Engländer et Pinsky. La décomposition qu’ils ont introduite permet d’écrire
la distribution du superprocessus à un temps t ≥ 0 fixé comme la somme de deux
processus indépendants. Le premier est une copie du processus originel conditionné à
s’éteindre, le second peut être vu comme la somme de copies du processus de départ
conditionnées à s’éteindre qui auraient immigré continûment le long de la trajectoire
d’un processus de branchement dyadique auxiliaire dont l’état initial est un nombre
Poissonien de particules. Ce processus auxiliaire de branchement est ce que l’on peut
appeler le squelette du processsus (backbone en anglais)2. Dans [77] et [76] la décom-
position s’obtient à travers l’équation d’évolution du semi-groupe sans construction
trajectorielle.
Plus récemment, Duquesne et Winkel [74] ont obtenu une version d’une telle dé-
composition, sans mouvement spatial, dans un cadre bien plus général. Dans leur
cas le branchement quadratique est remplacé par un mécanisme de branchement ψ
général qui est l’exposant de Laplace d’un processus de Lévy sans saut négatif et
tel que 0 < −ψ′(0+) < ∞ et ∫∞ 1/ψ(ξ)dξ < ∞. En outre, cette décomposition est
trajectorielle et se décrit à travers la croissance des arbres généalogiques inclus dans
le CSBP sous-jacent. Dans leur cas, le squelette est un processus de Galton-Watson
à temps continu et le caractère général du mécanisme de branchement induit trois
ingrédients différents pour décrire l’immigration. On retrouve la copie conditionnée
à s’éteindre et l’immigration continue le long du squelette, qui est décrite par un
processus ponctuel de Poisson le long du squelette dont l’intensité est une mesure
d’excursion qui assigne une masse initiale nulle et un temps de vie fini aux processus
immigrés. Le premier nouvel ingrédient est un second processus ponctuel de Poisson
le long du squelette dont les atomes sont des réels positifs. Chacun de ces atomes cor-
respond à l’immigration d’un processus de branchement de masse initiale cet atome
et dont la loi est celle du processus initial conditionné à s’éteindre. Finalement, aux
instants de branchements du squelette, des copies indépendantes du processus ori-
ginel conditionné à s’éteindre sont greffées sur le processus avec une masse initiale
aléatoire qui dépend du nombre d’enfants au point de branchement considéré.
Indépendamment de ce travail, Bertoin et al. [35] ont obtenu des résultats très
similaires. Ils identifient le squelette sus-mentionné comme l’arbre des individus pro-
lifiques, c’est à dire les individus dont la descendance devient infinie.
En collaboration avec A. Kyprianou et A. Murillo-Salas, [25] nous avons développé
la décomposition de Duquesne et Winkel [66] dans plusieurs directions. Nous autori-
sons la possibilité
∫∞
1/ψ(ξ)dξ = ∞ ce qui inclut le cas des superprocessus dont la
masse peut, avec probabilité positive, tendre vers 0 sans jamais s’annuler. Ceci per-
2Par opposition à l’épine dorsale (spine) ou à la particule immortelle qui apparaît dans une autre
décomposition, cf. Roelly-Coppoletta and Rouault (1989) Evans (1993)
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met également de traiter le cas de mécanismes de branchement qui correspondent à
des processus de Lévy spectralement positifs à variation bornée (cas exclu dans [66]).
Finalement notre décomposition est écrite dans le cadre de superprocessus avec dé-
placement spatial. Les preuves que nous donnons sont également fondamentalement
différentes de celles de [66] et reposent sur des techniques de manipulation de semi-
groupe dans l’esprit de [77] et sur l’utilisation des N-mesures de Dynkin et Kuznetsov
[74].
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