Abstract. We develop Nevanlinna's theory for a class of holomorphic maps when the source is a disc. Such maps appear in the theory of foliations by Riemann Surfaces.
Introduction
In 1929, Nevanlinna [15] established the Second Main Theorem for meromorphic functions on the complex plane C. Later, S. S. Chern [5] extended the result to holomorphic mappings from the complex plane into compact Riemann surfaces. In 1933, H. Cartan [4] developed the theory for holomorphic mappings from the complex plane to P n (C) and studied the intersection with hyperplanes in general position. At the same time, it was observed (first by Nevanlinna) that the results also hold for meromorphic functions from the unit disc △(1) to P 1 (C),under the condition that Tsuji [26] gives an exposition of this theory. In this paper, we introduce a new class of maps from the disc of radius R with 0 < R ≤ ∞, for which we obtain a Second Main Theorem. Let △(R) denote the disc of radius R with the convention that △(∞) = C. Let M be a Hermitian manifold and ω be a positive (1, 1) form of finite mass on M . Recall that, for a non-constant holomorphic map f : △(R) → M , the characteristic (or height) function of f with respect to ω is defined, for 0 < r < R, as 
E = ∪ c<∞ E c and E 0 = ∩ c>0 E c .
1
Observe that the set E c contains the maps from the unit disc to M which satisfy, for r close to 1, T f,ω (r) log The value distribution of these maps is related to the complexity of the dynamics. It is conjectured that, for generic foliations, the leaves are dense. So their distribution is far from trivial. The extension of Cartan's theorem which we obtained can be applied. In the next section, we will list some examples. The space E 0 is the space of maps of fast growth. Definition 1.1. Let M be a complex manifold and ω be a positive (1, 1) form of finite volume on M . Let 0 < R ≤ ∞ and f : △(R) → M be a holomorphic map. We define the growth index of f with respect to ω as In this paper, whenever c f,ω is involved, we always assume that the set c > 0 | R 0 exp(cT f,ω (r))dr = ∞ is non-empty. If f is of bounded characteristic (hence R < ∞), then c f,ω = ∞. In the case where R = ∞, noticing that R 0 exp(ǫT f,ω (r))dr = ∞ for any arbitrary small ǫ if f is not constant, c f,ω = 0 and f is in E 0 . Thus our results also include the classical results for mappings on the whole complex plane f : C → M .
When M is compact the spaces E and E 0 are independent of the form ω, so they are intrinsic objects. Indeed we can characterize the Kobayashi hyperbolicity by using E 0 (see Theorem 2.1 below) as follows: Let M be a compact complex manifold. M is hyperbolic if and only if the class E 0 (△(1)) is an empty set.
The Second Main Theorems will be derived for maps f : △(R) → M with c f,ω < ∞. In particular, we derive the defect for f in M in terms of c f,ω .
In the case where M is hyperbolic, for example M is a Riemann surface of genus ≥ 2, there is no non-constant holomorphic map f : C → M . However, there are many non-constant holomorphic maps f : △(1) → M which are in E. Our result (see Theorem 1.5) shows that if c f,ω P < ∞, then q j=1 δ f,ω P (a j ) ≤ c f,ω P − 1 for any distinct points a 1 , . . . , a q ∈ M , where ω P is the Poincaré form on M and δ f,ω P (a) is the defect properly measured. This is a new phenomenon. We also get a similar result for a compact Riemann surface with finitely many points removed.
The theory here can be regarded as a new illustration of Bloch's principle: Nihil est in infinito quod non prius fuerit in finito. This is explained as: every proposition with a statement on the actual infinity can be always considered a consequence of a proposition in finite terms.
We introduce some notations. For a complex variable z, let ∂u = ∂u ∂z dz,∂u = ∂u ∂z dz. We state our results. For notations, see Section 2.
Theorem 1.2 (The Second Main Theorem)
. Let M be a compact Riemann surface. Let ω be a positive (1,1) form on M . Let f : △(R) → M be a holomorphic map such that c f,ω < +∞, where 0 < R ≤ ∞. Let a 1 , . . . , a q be distinct points on M . Then, for every ǫ > 0, the inequality q j=1 m f,ω (r, a j ) + T f,Ric(ω) (r) + N f,ram (r) ≤ (1 + ǫ)(c f,ω + ǫ)T f,ω (r) + O(log T f,ω (r)) + ǫ log r holds for all r ∈ (0, R) outside a set E with E exp((c f,ω + ǫ)T f,ω (r))dr < ∞, where N f,ram (r) is the counting function for the ramification divisor of f .
Remarks. (a)
We note that in the case where R = ∞ we have c f,ω = 0, so we recover the usual Second Main Theorem for f : C → M (due to Chern) with a better error term ǫ log r. Since the error term is ǫ log r rather than O(log r) in the Second Main Theorem, we don't need anymore to assume that f is transcendental.
(b) The above theorem also works if we replace the compact Riemann surface M by an open Riemann surface U in a compact Riemann surface M such that M \U is a set of finite number of points. However, to get positive results, we need to consider a metric defined only in U . See the remark after Theorem 1.3.
(c) Note that we can also let c f,ω depends on r, i.e., we can consider the c(r) > 0 with
We then get similar results.
In the case where M = P 1 (C), since
we get that Ric(ω F S ) = −2ω F S .
Hence Theorem 1.2 gives Theorem 1.3. Let f : △(R) → P 1 (C) be a holomorphic map such that c f < +∞, where c f := c f,ω F S and 0 < R ≤ ∞. Let a 1 , . . . , a q be distinct points on P 1 (C). Then
In particular, f cannot omit more than
Remark. Let U be an open subset of P 1 (C) such that P 1 (C)\U is an infinite set. Let φ denote the universal covering map φ : △(1) → U . From the fact that the image of φ omits infinitely many points in P 1 (C), Theorem 1.3 tells us that c f = ∞. If P 1 (C)\U is finite, then Theorem 1.3 implies that c f ≥ (q − 2) where q = #(P 1 (C)\U ).
In the elliptic case, the canonical metric is flat , i.e. there exists a positive (1,1) form ω whose curvature is 0, so Ric(ω) = 0. As a consequence of Theorem 1.2, we get Theorem 1.4. Let M be a compact Riemann surface of genus 1 and ω be the positive (1,1) form with Ric(ω) = 0. Let f : △(R) → M be a holomorphic map with c f,ω < ∞, where 0 < R ≤ ∞. Then
In particular, f cannot omit more than [c f,ω ] points in M if c f,ω is finite.
In the case where the compact Riemann surface is of genus ≥ 2, there is a positive (1,1) form ω whose curvature −1 so Ric(ω) = −ω. We get the following result using a variation of the proof of Theorem 1.2. Theorem 1.5. Let U be either a compact Riemann surface or a Riemann surface in a compact Riemann surface M such that M \U consists of a finite number of points. Let ω be a positive (1,1) form of finite volume on U whose Gauss curvature is bounded from above by −λ with λ > 0, i.e. Ric(ω) ≥ λω. Let f : △(R) → U be a holomorphic map with c f,ω < ∞, where 0 < R ≤ ∞. Then c f,ω ≥ λ. Furthermore, let a 1 , . . . , a q be distinct points on U , then, for every ǫ > 0, the inequality
holds for all r ∈ (0, R) outside a set E with E exp((c f,ω + ǫ)T f,ω (r))dr < ∞. In particular, we have
Note that in the above case, i.e. U is hyperbolic, there is no non-constant holomorphic map f : C → U . However, there are many non-constant maps from the unit-disk into U , for example, the universal covering map φ : △(1) → U . If we take the Poincaré metric form ω P (i.e., whose Gauss curvature is −1), then it is easy to compute that c φ,ω P = 1 since φ * ω P is the Poincaré metric on △(1). On the other hand, from Theorem 1.5 above, we know that for any non-constant holomorphic map f : △(1) → U we have c f,ω P ≥ 1. So the universal covering map φ : △(1) → U is the (non-constant) map whose growth index achieves the lower bound 1.
Part of the above theorem can be extended to higher dimension. Theorem 5.7.2 in [28] , corresponds to the case c f = 0, R = ∞. Theorem 1.6. Let ω be a positive (1, 1)-form on a complex manifold V whose holomorphic sectional curvatures are bounded from above by −λ with λ > 0, i.e. for any holomorphic map g : U → V (U ⊂ C is an open subset), Ric(g * ω) ≥ λg * ω. Let f : △(R) → V be a holomorphic map with c f,ω < ∞, where 0 < R ≤ ∞. Then, for every ǫ > 0, the inequality
holds for all r ∈ (0, R) outside a set E with E exp((c f,ω + ǫ)T f,ω (r))dr < ∞. In particular, we have c f,ω ≥ λ.
From Theorem 1.6, if M is a Hermitian manifold and ω P is a positive (1,1) form on M whose holomorphic sectional curvature is bounded from above by −1 on M , then c ω P cri,M ≥ 1. We now turn to the Second Main Theorem for holomorphic curves in P n (C). We prove the following theorem which generalizes (by taking R = ∞) the result of Nochka. Theorem 1.7. Let f : △(R) → P n (C) be a holomorphic map with c f < ∞, where c f = c f,ω F S and 0 < R ≤ ∞. Assume that the image of f is contained in some k-dimensional subspace of P n (C) but not in any subspace of dimension lower than k. Let H j , 1 ≤ j ≤ q, be hyperplanes in P n (C) in general position. Assume that f (△(R)) ⊂ H j for 1 ≤ j ≤ q. Then, for any ǫ > 0, the inequality,
holds for all r ∈ (0, R) outside a set E with E exp((c f + ǫ)T f (r))dr < ∞.
Here N f,ram (r) is the counting function for the ramification divisor of f .
When k = n, this gives an extension of H. Cartan's result.
Let f : △(R) → P n (C) be a linearly non-degenerate holomorphic curve (i.e. its image is not contained in any proper subspace of P n (C)) with c f < ∞, where c f = c f,ω F S and 0 < R ≤ ∞. Then, for any ǫ > 0, the inequality
+O(log T f (r)) + n(n + 1) 2 ǫ log r holds for all r ∈ (0, R) outside a set E with E exp((c f + ǫ)T f (r))dr < ∞.
Here W denotes the Wronskian of f .
As a consequence of Theorem 1.7, we get Corollary 1.9. Let H 1 , . . . , H q be hyperplanes in P n (C) in general position. Let f : △(R) → P n (C) be a non-constant holomorphic curve with c f < ∞, where c f = c f,ω F S and 0 < R ≤ ∞. Assume that f (△(R)) ⊂ H j for 1 ≤ j ≤ q. Then, for any ǫ > 0, the inequality
It turns out that our treatment of the error term in Nevanlinna's theory permits to extend many of the classical results, using the known strategy. Since the new results seem of interest, we repeat the literature in places. We give in particular a version of Bloch's theorem for maps with values in a complex torus which belong to the space E 0 (△(1)). We also prove a defect relation for the intersection of the image of a map in E 0 (△(1)) with an ample divisor in an abelian variety extending results by Siu-Yeung [22] .
Some examples and applications
In this section, we provide some examples of holomorphic maps on the unit disc which are in the class we study. Example 1. Let N be a compact Riemann surface of genus ≥ 2. Then N has a smooth metric form ω P whose Gauss curvature is −1. We take φ : △(1) → N as the uniformizing map. Then
Hence c φ,ω P = 1, and thus φ ∈ E 1 . Note that not only we know that φ is onto but also we get, from Theorem 1.5, that δ φ,ω P (a) = 0 for every a ∈ N .
Example 2. Let M be a compact Kobayashi hyperbolic manifold and let ω be metric form. Then, by Brody's theorem (see [13] or [20] ), there is a constant C > 0 such that for any holomorphic map f :
. Consequently, we have T f,ω (r) ≤ C log 1 1−r . So the space E 0 is empty. However, c f,ω is not necessarily finite since it requires an estimate on the lower bound on T f,ω (r). The following two examples give the lower bound on T f,ω (r) in terms of log
Example 3. Let (X, L) be a compact, 1-dimensional lamination in a compact Hermitian manifold (M, ω) (see [8] , [9] and the references therein). Assume that (X, L) is Brody hyperbolic, which means that there is no nonconstant image of C directed by the lamination L. So for every leave L, we have the universal covering map f : △(1) → L. It is known (see [9] ) that there are two positive constants C, C ′ (which do not depend on the leave) such that
Example 4. Let (M, ω) be a compact Hermitian manifold and F be a Brody hyperbolic foliation with a finite number of singularities which are linearizable. According to a result of Dinh-Nguyen-Sibony (See [8] ), for any extremal positive ∂∂-closed current T directed by the foliation which gives full mass to hyperbolic leaves, there are two positive constants C, C ′ (which do not depend on the leaves) such that
In the case where F is a foliation in P 2 (C), our Theorem 1.7 implies that, for any line Λ ⊂ P 2 , except for countably many lines, there are cluster points of the sequence of the measures 1 T φ (r) φ(a)∈Λ,|a|<r δ a log + r |a| which are probability measures on the unit circle.
We end this section with the following theorem which characterizes the Kobayashi hyperbolicity of M . Proof. We first prove (a) ⇒ (b). Indeed, since M is Kobayashi hyperbolic, there is a constant C > 0 such that for any holomorphic map f :
We take c 0 = 1 2C , then it is easy to see that
The fact that (b) implies (c) is obvious. So we only need to prove that (c) implies (a). It suffices to prove that if M is not Kobayashi hyperbolic then E 0 (△ (1)) is not empty. We first construct a holomorphic map g : △(1) → C, such that for most a ′ s,
Indeed such a holomorphic map g 1 : △(1) → P 1 (C) exists (see [26] ). Let E denote the preimage of the point at infinity in P 1 (C). We can assume that the point 0 is not in E. Let h : △(1) → △(1) \ E denote the universal covering map from with h(0) = 0. Then the map g = g 1 (h) satisfies our condition.
Since M is not Kobayashi hyperbolic there is a non-constant holomorphic map f :
Then a similar growth is valid for T F (r). Indeed we have:
Similarly for any positive measure µ we have
It suffices to apply this to the form ω considered as a measure on F (△(1)). It follows that if N (r, a) grows fast for most a ′ s, the same is true for T (F, r). Hence F ∈ E 0 (△(1)) and thus E 0 (△ (1)) is not empty.
Holomorphic mappings into compact Riemann surfaces
Lemma 3.1 (Calculus Lemma). Let 0 < R ≤ ∞ and let γ(r) be a nonnegative function defined on (0, R) with R 0 γ(r)dr = ∞. Let h be a nondecreasing function of class C 1 defined on (0, R). Assume that lim r→R h(r) = ∞ and h(r 0 ) ≥ c > 0. Then, for every 0 < δ < 1, the inequality
holds for all r ∈ (0, R) outside a set E with E γ(r)dr < ∞.
which proves the lemma.
Lemma 3.2. Let 0 < R ≤ ∞ and let γ(r) be a function defined on (0, R) with
holds outside a set E ⊂ (0, R) with E γ(r)dr < ∞.
Proof. We apply the Calculus lemma twice, first to the function rh ′ (r) and then to the function h(r).
The typical use of the calculus lemma is as follows. Let Γ be a nonnegative function on △(R) with 0 < R ≤ ∞. Define
Using the polar coordinates, √ −1
Thus, from Lemma 3.2, we have
holds for all r ∈ (0, R) outside a set E with E γ(r)dr < ∞. Throughout the paper, we will use the inequality (6) with a proper chosen γ(r).
Theorem 3.3 (Green-Jensen formula, see [19] ). Let g be a function on △(r) such that dd c [g] is of order zero and g(0) is finite. Then
Let M be a compact Riemann surface and let ω be a positive (1,1) form of class C 1 on M such that M ω = 1. Consider the equation, in the sense of currents,
where δ a is the Dirac measure at a. (a) Let ω be a positive smooth (1,1) form of volume 1 on M . Let a ∈ M . Then equation (7) admits a positive solution u a , smooth in M \{a}, with a log singularity at the point a.
(b) If M \U is non-empty and ω is proportional to the Poincaré form of M so that it is of volume 1, then equation (7) admits a positive solution u a , smooth in U \{a}, with a log singularity at the point a.
Proof. (a) Since the cohomology class of the right hand side is zero, equation (7) always has a solution. The regularity in the complement of a and the behavior at a imply that u a is smooth in M \{a}, with a log singularity at the point a. By adding a constant if necessary, it gives the positivity of u a . This proves the case (a).
The proof of case (b) is similar. Note that the Poincaré metric at the points in M \U behaves like cdz ∧dz/(|z| 2 (log |z|) 2 ), which has finite volume. Using that the Poincaré metric of the pointed disc has curvature −1 we can by comparison establish that the solution u a goes to +∞ when approaching the points at the boundary. This gives the positivity of u a .
Let a ∈ U and u a be the solution of the equation (7). We define the proximity function
where n(r, a) is the number of the elements of f −1 (a) inside |z| < r, counting multiplicities (for simplicity we assume 0 is not in f −1 (a)).
By applying the integral operator r 0 dt t |ζ|≤t · to the equation (7) and using the Green-Jensen's formula, we get
The defect for f with c f,ω < ∞, is given by,
where C is chosen such that M Ψ = 1. Write
Then, by the Poincaré-Lelong formula,
Applying the integral operator r 0 dt t |ζ|≤t · to the above identity and using the Green-Jensen's formula, we get
Using the Green-Jensen formula, the concavity of log and the First Main Theorem, we get
Using the concavity of log and (6) by taking γ(r) := exp((c f,ω + ǫ)T f,ω (r)) and δ = 2ǫ, we have,
It remains to estimate
We follow the approach by Ahlfors-Chern. The change of variable formula gives,
So, using the First Main Theorem,
This finishes the proof of Theorem 1.2.
A similar idea can be carried out to prove Theorem 1.5, we have just to use Theorem 3.4 (b).
where D f,ram is the ramification divisor of f . The curvature assumption implies that
On the other hand, using the concavity of log and (6) by taking γ(r) := exp((c f,ω + ǫ)T f,ω (r)) and δ = 2ǫ, it follows
This finishes the proof.
4. Holomorphic mappings into P n (C).
In this section, we prove Theorem 1.7. We follow Ahlfors' method with some simplifications (see [6] , [25] , [20] or [24] ). However we treat differently the error term. The key is to use (6) by letting γ(r) := exp((c f + ǫ)T f (r)) for a given ǫ, where T f (r) := T f,ω F S (r). In the following we use the notation "≤ " to denote the inequality holds for all r ∈ (0, R) except for a set E with E exp((c f + ǫ)T f (r))dr < ∞. We always assume that the holomorphic map f : △(R) → P n (C) is linearly non-degenerate (except in the last section E) with c f < ∞ .
A. Associated curves and the Plücker's formula. Let f : △(R) → C n+1 − {0} be a reduced representation of f . Consider the holomorphic map F k defined by
where
(k+1)!(n−k)! − 1 and P is the natural projection, is called the k-th associated map. Let ω k = dd c log Z 2 be the Fubini-Study form on
be the pull-back via the k-th associated curve. Observe that since F k has no indeterminacy points, Ω k = F * k ω k is smooth and h k is non-negative. We recall the following lemma (see [11] , [25] , [20] or [24] ).
Lemma 4.1.
We now turn to the Plücker Formula. By Lemma 4.1 and the Poincaré-Lelong formula, we get
where [h k = 0] is the zero divisor of h k . We recall a few facts on the geometric meaning of this divisor (see [11] , [25] ). We consider the point z 0 with F k (z 0 ) = 0. Without loss of generality, we assume that z 0 = 0 and f (z 0 ) = [1 : 0 : · · · : 0] and that the reduced representation f of f in a neighborhood of 0 has the form
Then it is easy to get that
. On the other hand, if we write in a neighborhood of 0, h k (z) = z 2µ k b(z) with b(0) > 0, then, it is easy to get µ k = m k+1 − 2m k + m k−1 (see [11] ).
Define the kth characteristic function
Denote by
is the number of zeros of the h k in |z| < t, counting multiplicities. Note that N d k (r, s) does not depend on the choice of the reduced representation. Define
Then, by applying the integral operator r 0 dt t |ζ|≤t · to (11) and using the Green-Jensen's formula, we get the following lemma.
Lemma 4.2 (Plücker Formula).
For any integers k with 0 ≤ k ≤ n,
where T F −1 (r) ≡ 0 and T F 0 (r) = T f (r).
The Plücker formula implies the following lemma which gives the estimates of T F k (r) in terms of T f (r). We use our estimate of the error term. 
Applying the Calculus Lemma (see (6)) with γ(r) = exp((c f + δ)T f (r)), we get
This implies
From Lemma 4.2, we claim that, for 0 ≤ q ≤ p,
In fact, the claim is true for p = q. Assume that the claim is true for q, q + 1, . . . , p. If p = n, the proof is done. If p < n, we proceed, by using Lemma 4.2,
On the other hand, from Lemma 4.2 again, we have
This proves our claim. Now take q = 0 and p = k and notice that T F −1 (r) ≡ 0, then
This, together with (13) gives, for 0 ≤ k ≤ n,
Therefore,
where r is close enough to R, we have
be a hyperplane in P n (C) with unit normal vector a = (a 0 , · · · , a n ). In the rest of this section, we regard a as a vector in (C n+1 ) * which is defined by a(x) = a 0 x 0 + · · · + a n x n for each x = (x 0 , · · · , x n ) ∈ C n+1 , where (C n+1 ) * is the dual space of C n+1 . Let x ∈ P( k+1 C n+1 ), the projective distance is defined by (14) x; H = ξ⌊a ξ a where ξ ∈ k+1 C n+1 with P(ξ) = x. Define
We have the following weak form of the First Main Theorem for F k .
Theorem 4.4 (Weak First Main Theorem)
.
Proof. Let f k : △(R) → k+1 C n+1 be a reduced representation of F k , and we consider the holomorphic map
which is given by F k ⌊a := P(G) where G = f k ⌊a. Note that G is a representation of the holomorphic map F k ⌊a, but is not reduced. We denote by ν G the divisor of G on △(R), and N G (r, 0) the counting function associated to ν G (which is independent of the choices of the reduced representation of
Applying the integral operator r 0 dt t |ζ|≤t to the above identity and using the Green-Jensen's formula, we get
On the other hand, from the definition (notice that f k is a reduced representation of F k ),
Hence, from the definition of m F k (r, H),
We shall need the following product to sum estimate. It is an extension of the estimate of the geometric mean by the arithmetic mean. Let H 1 , . . . , H q (or a 1 , . . . , a q ) be hyperplanes in P n (C) in general position. Let k ∈ Z[0, n − 1] with n − k ≤ q. Then there exists a constant c k > 0 such that for every 0 < λ < 1 and
The function φ k (H) is defined out of the stationary points, however the analysis near those points shows that φ k (H) can be extended smoothly at those points [25] . The key of this Ahlfors' approach is the following so-called Ahlfors' estimate. We include a proof here.
Theorem 4.6 (Ahlfors' estimate ( [20] or [24] ). Let H be a hyperplane in P n (C). Then for any 0 < λ < 1, we have
To prove Ahlfors' estimate, the following lemma plays a crucial role (see [25] , [20] or [24] ). The proof of the lemma is based on a standard but lengthy computation. For the details of the proof, see Lemma A3.5.10 in [20] .
Lemma 4.7 (Lemma A3.5.10 in [20] ). Let H be a hyperplane P n (C) and λ be a constant with 0 < λ < 1. Then, for 0 ≤ k ≤ n, the following inequality holds on △(R) − {z | φ k (H)(z) = 0}
We now prove Theorem 4.6 (Ahlfors' Estimate).
Proof. By Lemma 4.7,
By the Green-Jensen's formula,
This, together with (17) implies that
D. A general theorem. We prove the following general version of H. Cartan's theorem.
Theorem 4.8 (A General Form of the SMT)
. f : △(R) → P n (C) be a linearly non-degenerate holomorphic curve (i.e. its image is not contained in any proper subspace of P n (C)) with c f < ∞, where c f = c f,ω F S and 0 < R ≤ ∞. Let H 1 , ..., H q (or linear forms a 1 , . . . , a q ) be arbitrary hyperplanes in P n (C). Then, for any ǫ > 0, the inequality
where the max is taken over all subsets K of {1, . . . , q} such that the linear forms a j , j ∈ K, are linearly independent.
Proof. Without loss of generality, we may assume q ≥ n + 1 and that #K = n+1. Let T be the set of all the injective maps µ : {0, 1, . . . , n} → {1, . . . , q} such that a µ(0) , . . . , a µ(n) are linearly independent. Take (18) λ := Λ(r) = min
For any µ ∈ T , by Lemma 4.5 with λ = Λ(r) and notice that φ k (H) = F k , H , it gives, for 0 ≤ k ≤ n − 1,
) is a constant for any 0 ≤ j ≤ n and F 0 = f , the above inequality implies that
for some constant c > 0. Therefore
where h k is defined in (10) . By Lemma 4.2, noticing that N W (r, 0) = N dn (r), we have
Also, by Theorem 4.4 (the weak First Main Theorem) and (18),
We now estimate G(r). Let
Then, from Lemma 4.6, (18) and Lemma 4.3, we get
Then, by (6) with γ(r) = e (c f +ǫ)T f (r) , for every hyperplane H,
This, together with the concavity of log and (20), gives
Combining this with (19) proves Theorem 4.8.
E. The proof of Theorem 1.7. We first consider the case when k = n, i.e. f is linearly non-degenerate. We need the following lemma.
Lemma 4.9 (see Lemma A3.1.6 in [20] ). Let H 1 , . . . , H q be hyperplanes in P n (C) in general position. Denote by T the set of all injective maps µ : {0, 1, . . . , n} → {1, . . . , q}. Then
Theorem 4.8, together with the above Lemma, proves Theorem 1.7 is this case.
We now deal with the case when f is degenerate. By the assumption, we can assume that f (△(R)) ⊂ P k (C) with 0 ≤ k < n and f becomes linearly non-degenerate. We also assume that q ≥ 2n − k + 1. Denote bŷ H j = H j ∩P k (C). ThenĤ j are hyperplanes in P k (C) located in n-subgeneral position. Here hyperplanes H 1 , . . . , H q (or a 1 , . . . , a q ) in P k (C) are said to be in n-subgeneral position if, for every 1 ≤ i 0 < · · · < i n ≤ q, the linear span of a i 0 , . . . , a in is C k+1 * . We recall the following result due to Nochka. 
, where L(B) is the linear space generated by {a j |j ∈ B},
(v) Given real numbers E 1 , . . . , E q with E j ≥ 1 for 1 ≤ j ≤ q, and given any Y ⊂ {1, . . . , q} with 0 < #Y ≤ n + 1, there exists a subset M of Y with #M = dim L(Y ) such that {a j } j∈M is a basis for L(Y ) where L(Y ) is the linear space generated by {a j |j ∈ Y }, and
We now continue our proof. Since H 1 , . . . , H q (or a 1 , . . . , a q ) are hyperplanes in n-subgeneral position, for each z ∈ △(R), there are (see the proof of Lemma B3.4.4 in [20] for detail) indices i(z, 0), . . . , i(z, n) ∈ {1, . . . , q} such that
where ω(j) is the Nochka weight corresponding toĤ j and C > 0 is a constant. Applying Lemma 4.10 with
there is a subset M of Y = {i(z, 0), . . . , i(z, n)} with #M = k + 1 such that {Ĥ i(z,j) |i(z, j) ∈ M } is linearly independent, and
Thus, together with (21),
where Γ is the set of all maps γ : {0, . . . , k} → {1, . . . , q} such that H γ(0) , . . . ,Ĥ γ(k) are linearly independent. Hence, by applying the integration, we get, together with Theorem 4.8,
By Lemma 4.10, and recalling that m f (r,
where the inequality holds for all r ∈ (0, R) outside a set E with E exp((c f + ǫ)T f (r))dr < ∞. This proves Theorem 1.7.
The Logarithmic Derivative Lemma and the fundamental vanishing theorem
We begin with the following Logarithmic Derivative Lemma for meromorphic functions.
Theorem 5.1 (Logarithmic Derivative Lemma). Let 0 < R ≤ ∞ and let γ(r) be a function defined on (0, R) with R 0 γ(r)dr = ∞. Let f (z) be a meromorphic function on △(R). Then, for δ > 0, the inequality
Proof. For w ∈ C, we define the (1, 1) form on C with singularities at w = 0, ∞:
The form Φ is of integral 1. By the change of variable formula,
Thus, defining µ(r) :
where the last inequality holds as a consequence of the First Main Theorem.
Using the observation (6) (or Lemma 3.2) we get
outside a set E ⊂ (0, 1) with E γ(r)dr < ∞. By making use of this, the Calculus lemma and the concavity of the logarithm function, we carry out the following classical computations, except for the error term:
holds outside a set E ⊂ (0, R) with E γ(r)dr < ∞. This proves the theorem.
We actually need to estimate the higher order derivatives.
Theorem 5.2. Let 0 < R ≤ ∞ and let γ(r) be a function defined on (0, R) with R 0 γ(r)dr = ∞. Let f (z) be a meromorphic function on △(R). Then for k ≥ 1 and δ > 0 (small enough), the inequality
+O(log T f (r) + log log γ(r) + log log r)
Proof. Note that
holds outside a set E ⊂ (0, R) with E γ(r)dr < ∞. On the other hand,
holds outside a set E ⊂ (0, R) with E γ(r)dr < ∞. The theorem is proved by induction.
We now extend the above theorem to jet differentials. Jet bundles are generalizations of tangent bundles. Kobayashi attributes the introduction of the concept of jets and jet bundles to Ehresmann. We refer to [10] , Kobayashi's book [12] and Demailly's survey paper [7] . See also [19] . Let X be a complex manifold with dim X = n. Let x ∈ X and consider the germs of holomorphic mappings φ : △(1) → X with φ(0) = x. Two germs φ,φ osculate to order k (denote it as φ ∼ kφ ) if φ (i) (0) =φ (i) (0), for 0 ≤ i ≤ k. Let j k (φ) denote the equivalence class of φ and set
for some holomorphic map φ from an open neighborhood U of 0 in C to M such that φ(0) = x. Of course this isomorphism depends on the choice of local coordinates z 1 , . . . , z n . Let
is a complex manifold of dimension n + nk. For a holomorphic map f : △(R) → X, at each point z ∈ △, the map f has a jet in J k (X) f (z) , denoted by j k f (z). The notation j k (f ) : △(R) → J k (X) will be used to denote the natural lifting of f to k-jet. The 1-jet bundle J 1 (X) is simply the tangent bundle of M. For k > 1, J k (X) is no longer a vector bundle, just a holomorphic fiber bundle, i.e. J k (X) is a complex analytic space with a natural projection p :
When X is an analytic set, we can consider the space J k (RegX). Let G k denote the group of k−jets of biholomorphisms of (C, 0). One can consider the space J k (RegX)/G k following [7] , one can construct a compactification X k of this space. There is a natural projection π k : X k → X , the fiber at a non-singular point is a rational manifold. See [7] , for more details.
Let x ∈ X and let z 1 , . . . , z n be a local coordinate of X centered at x. We consider the symbols
and we say that the weight of the symbol d p z i is equal to p, for any i = 1, . . . , n. A (Green-Griffiths) jet differential of order k and degree m at x is a homogeneous polynomial of degree m in (d p z i ) p=1,...,k,i=1...,n . We denote E GG k,m (X) the set of (Green-Griffiths) jet differentials of weight m and order k. The Logarithmic Derivative Lemma is extended to the jet differentials with possible log-pole along D as follows.
Theorem 5.3 (Logarithmic derivative lemma for jet differentials). Let X be a complex projective manifold and let D be a divisor on X such that the pair (X, D) is log-smooth. Let A be an ample divisor on X and ω A be its curvature form. Let P be a logarithmic k-jet differential along D on X. Let f : △(R) → X be a holomorphic map such that f (△(R)) ⊂ D. Let ξ(z) := P(J k (f ))(z) which is a meromorphic function on △(R). Assume that c f,ω A < ∞. Then, for ǫ > 0, the inequality
holds outside a set E ⊂ (0, R) with E e (c f,ω A +ǫ)T f,A (r) dr < ∞, where C > 0 is a constant.
Proof. We follow the argument in [23] (see also [20] Theorem A7.5.4). Since X is projective, we can embed X into a projective space P N with homogeneous coordinates [w 0 : · · · :
Then for any point P 0 ∈ P N there exist 0 ≤ j 1 , . . . , j N ≤ N, 1 ≤ ν 1 , . . . , ν N ≤ N (N + 1), such that one can choose local branches log u j 1 ,ν 1 , . . . , log u j N ,ν N to form a local coordinate system of P N at P 0 . As a consequence there exists a positive constant C such that
where the second summation is over the indices {α j,ν , β j,ν } 1≤ν≤N (N +1) ,
where C ′ > 0 is a constant, and H is the set {u j,ν }. By applying Theorem 5.2 with γ(r) := exp((c f,ω A + ǫ)T f,A (r)), the inequality
holds outside a set E ⊂ (0, R) with E e (c f,ω A +ǫ)T f,A (r) dr < ∞. Since h is a rational function, log T h•f (r) ≤ O(log T f,A (r)) and we arrive at the estimate
for some constant C > 0, where the inequality holds outside a set E ⊂ (0, R) with E e (c f,ω A +ǫ)T f,A (r) dr < ∞.
As a corollary of the above Theorem, we get the following result.
Corollary 5.4 (Fundamental Vanishing Theorem). Let X be a complex projective manifold. Let f : △(R) → X be a holomorphic map. Assume that f ∈ E 0 , i.e R 0 exp(ǫT f,A (r))dr = ∞ for any ǫ > 0 for some (hence for any) ample divisor A. Let P be a holomorphic (or log-pole) k-jet differential on X which vanishes on an ample divisor A of X (and the image of f is disjoint from the log-pole of P), i.e.
Remark. We observe that if R = ∞, then f is necessarily in E 0 if f is nonconstant. So the above result extends the Fundamental Vanishing Theorem for maps defined in the complex plane C. See Green-Griffiths [10] , Siu-Yeung [23] and Demailly's survey paper [7] .
Proof. Assume that f * P ≡ 0, we will derive a contradiction. Choose a positive integer l such that lA is very ample. The canonical map φ lA associated to lA embeds X into the projective space P N (C) with homogeneous coordinates [w 0 : · · · : w N ]. By Cartan's Second Main Theorem, we conclude that for any 1 > ǫ > 0, there exists a hyperplane
Let s A denote the canonical section of of the line bundle associated to A (i.e. [s A = 0] = A). By replacing P by
a i w i ) we can assume without loss of generality that ℓ = 1 and A = φ * lA H so we have
Write f * P(z) = ξ(dz) ⊗m . Since P vanishes on A, by (22) , the Jensen formula and Theorem 5.3 (noticing that c f,ω A = 0 under our assumption),
holds outside a set E ⊂ (0, R) with E e ǫT f,A (r) dr < ∞, which gives a contradiction by taking ǫ small enough.
6. Bloch's theorem and the Second Main Theorem for mappings into Abelian varieties
The following is a fundamental theorem in value distribution theory (see Bloch [2] , Siu [21] , Noguchi-Ochiai [16] , and [19] , [20] ).
Theorem 6.1 (Bloch) . Let A be an Abelian variety and let f : C → A be a holomorphic map. Then the Zariski closure of f (C) is a translate of a sub-abelian variety.
We extend the above result to mappings on the disc. We follow the strategy from Siu [21] as carried out in [19] where C is replaced by a parabolic Riemann Surface. We recall the following result due to Ueno [27] . (2) There exists a dominant (reduction) map R : X → W whose general fiber is isomorphic to T 1 .
We now prove the following result. Theorem 6.3. Let T be a complex torus and let f : △(R) → T be a nonconstant holomorphic map in the space E 0 (i.e R 0 exp(ǫT f (r))dr = ∞ for any ǫ > 0). Let X be the Zariski closure of f (△(R)). Then either X is the translate of a sub-torus of T , or there is a variety of general type W and map R : X → W such that R • f does not belong to the space E 0 .
where π : C m → T is the projection map. (2) We observe that if R = ∞, then f and R • f are necessarily in E 0 . So the above result extends the classical Bloch's Theorem.
To prove Theorem 6.3, let n be the complex dimension of T . Let J k (T ) = T × C kn , and J c k (T ) = T × P nk−1 . Let X k be the Zariski closure of j k (f )(△(R)) in J c k (T ). Let τ k : X k → P nk−1 be the projection on the second factor. The proof relies on the following two Propositions whose idea goes back to Bloch [2] (see also [7] and [19] ). Proposition 6.4. Assume that the Zariski closure of f is X. We assume that for each k ≥ 1 the fibers of τ k are positive dimensional. Then the dimension of the subgroup A X of T defined by A X := {a ∈ T | a + X = X} is strictly positive.
In the following statement we discuss the other possibility.
Proposition 6.5. Let k be a positive integer such that the map τ k : X k → P nk−1 has finite generic fibers. Then there exists a jet differential P of order k with values in the dual of an ample line bundle, and whose restriction to X k is non-identically zero.
Proof. The hyperplane line bundle O P nk−1 (1) is ample, and since the generic fibers of τ k are of dimension zero, the restriction to X k of the line bundle
which means that there exists a jet differential P of order k with values in the dual of an ample line bundle A, and whose restriction to X k is nonidentically zero. The proposition is proved.
Proof of Theorem 6.3. Let X be the Zariski closure of f . Thanks to Ueno's result (Theorem 6.2), we can consider the reduction map R : X → W . We claim that, if X is not a translate of a sub-torus, then R•f is not in the space E 0 . If W is a point, this means that X is the translate of a sub-torus. If this is not the case, then we can assume that X is of general type and R • f is in E 0 . If the hypothesis in Proposition 6.5 is verified, then X k is algebraic and Corollary 5.4 gives a contradiction. So the hypothesis of Proposition 6.5 will never be verified for any k ≥ 1. Hence the hypothesis of the Proposition 6.4 are verified, and so X will be invariant by a positive dimensional sub-torus of T . Since X is assumed to be a manifold of general type, its automorphism group is finite, so this cannot happen. This finishes the proof.
B. The Second Main Theorem for Holomorphic Curves Into Abelian Varieties.
We prove the following result which generalizes the result of Siu-Yeung [23] (see also [18] , [17] ). When R = ∞ then f ∈ E 0 . So the above theorem recovers the result of Siu-Yeung [23] . Note that in the case R = ∞, K. Yamanoi [29] showed that one can indeed take k 0 = 1. The proof here follows from the argument in the book by Noguchi and Winkerlmann (see Theorem 6.3.1 in [17] ).
Proof. For k ≥ 1, let X k (f ) be the Zariski closure of the image of the k-jet lifting j k (f ) of f . Let I k denote the restriction to X k (f ) of the jet projection p k : J k (A) = A × C nk → C nk , where n = dim A. Let x ∈ D and σ = 0 be a local defining equation of D near x. For a given holomorphic map φ : (△(1), 0) → (A, x), we denote its k-jet by j k (φ) and write
We set J k,x (D) = {j k (φ) ∈ J k (A) | d j σ(φ) = 0, 1 ≤ j ≤ k}, and J k (D) = ∪ x∈D J k,x (D). To continue the proof, we need the following key lemma.
Key Lemma. There is k 0 ∈ N such that for k ≥ k 0
Proof. It suffices to show that there is k ∈ N such that I k (j k (f )(0)) ∈ I k (J k (D)). Suppose that I k (j k (f )(0)) ∈ I k (J k (D)) for all integers k ≥ 0. Then we have that
k (I k (j k (f )(0))) = ∅ for all k ≥ 0. Define
k (I k (j k (f )(0)))) = ∅, where p 1,k is the projective J k (A) → A. Note that V k is Zariski closed (because p 1,k : J k (A) → A has a section id A × {I k (j k (f )(0))} : A → J k (A), and V k is the pull-back of suppJ k (D) by this section), and note that V k+1 ⊂ V k . Thus we have the sequence of Zariski closed set · · · ⊂ V 3 ⊂ V 2 ⊂ V 1 ⊂ D that eventually stabilizes at the variety V . Since we are assuming that V k = ∅, V is not empty. Let a ∈ V , and translate f by a − f (0), i.ẽ f (z) = f (z) + a − f (0). Then by the construction off , we havef (0) = a and j k (f )(0) ∈ J k (D). Considering the Taylor series, we getf (△(R)) ⊂ D, and hence a contradiction since we are assuming that f is non-degenerate. Thus the lemma is proved.
Write Y k := I k (X k (f )). Note that I k is proper, therefore Y k := I k (X k (f )) is an irreducible algebraic subset of C nk . By the key lemma, there is k = k 0 for which there is a polynomial P on C nk satisfying
Let {U λ } be an affine covering of A such that D ∩ U λ = {σ λ = 0} for a regular function σ λ on U λ . The defining functions of J k (D)| U λ are given by
On each U λ one obtains the following equation:
Here a λj are polynomials in jet coordinates with coefficients of rational holomorphic functions on U λ restricted on J k (A)| U λ .
Using a Hermitian metric on the line bundle [D] associated to D, we have positive functions ρ λ ∈ C ∞ (U λ ) such that
Substituting j k (f )(z), f (z) ∈ U λ in the above equation, we have ρ λ (f (z))a λ0 (f (z)) + · · · + ρ λ (f (z))a λk (f (z))
Let {τ λ } be a partition of unity subordinated to the covering {U λ }. Then
Since a λj are polynomials in jet coordinates with coefficients of holomorphic functions on U λ , Theorem 5.3 with ǫ properly chosen yields that holds for r ∈ (0, R) except a set E with E exp(ǫT f,D (r))dr < ∞, where C > 0 is a constant. Since σ λ is a rational function on A, d j σ λ /σ λ is a logarithmic jet differential carrying logarithmic poles on zeros and poles of
