Abstract-Ship damage rates analysis is a important in shipbuilding. Poisson regression is a regression model for analyzing the dependent variable of count data. Ship damage rates forecast model based on Poisson regression is proposed. Using SPSS Clementine data mining tool, the ship data is analysis by Poisson regression. Some interpretations are made based on the parameter estimates.
INTRODUCTION
Ship damage stability is a long-lasting puzzle in shipbuilding field, which involves many complex technical issues as rolling, flooding and capsizing of damaged ship in random waves [1] [2] [3] [4] [5] .There are many phenomena where the dependent variable is the count type (which can take on nonnegative inter values: {0,1,2,…}), such as the number of restatement of financial statements during a period, or the number of patents received by a firm per year. The underlying variable in each case, the outcome variable, is discrete. Note that these numbers are actual counts, which are different form the ordinal numbers. Sometimes count data can also refer to rare, or infrequent, occurrences such as failing n tests. Just as the Bernoulli distribution was chosen to model the yes/no decision, the probability model distribution that is specifically suited for count data is the Poisson probability distribution. A generalized linear model can be used to fit a Poisson regression for the analysis of count data [6] [7] [8] [9] [10] . For example, a dataset presented and analyzed elsewhere concerns damage to cargo ships caused by waves. The incident counts can be modeled as occurring at a Poisson rate given the values of the predictors, and the resulting model can help you determine which ship types are most prone to damage.
II. THE POISSON DISTRIBUTION AND POISSON

REGRESSION
In statistics, Poisson regression is a form of regression analysis used to model count data and contingency tables [1] 
  are some of the variables that might affect the mean value. Then, the probability that y equals the value h, conditional on i X , is: 
only appear in the first two terms of each term in the summation. Therefore, given that we are only interested in finding the best value for 
This equation has no closed-form solution. However, The negative log-likelhood, H  , is a convex function, and so standard convex optimization or gradient descent techniques can be applied to find the optimal value of
III. USING POISSON REGRESSION TO ANALYZE SHIP DAMAGE RATES
The SHIP data shown in Table 1 represent damage caused by waves to the forward section of certain cargo-carrying vessels. The purpose of the investigation was to set standards for future hull construction. In order to do so, the investigators needed to know the risk of damage associated with five ship types (TYPE), year of construction (YEAR), and period of operation (PERIOD). These three variables are the classification variables. MONTHS is the aggregate number of months in service and is an explanatory variable. Y is the response variable and represents the number of damage incidents.
In order to do so, the investigators needed to know the risk of damage associated with The data provides information on the number and exposure for ship damage incidents, where the exposure was expressed in terms of aggregate number of month service. The risk of ship damage incidents was associated with three rating factors: ship type, year of construction and period of operation. The fitting procedure only involves thirty-four data points because six of the rating classes have zero exposures.
Clementine is the SPSS enterprise-strength data mining workbench [11] . Clementine helps organizations to improve customer and citizen relationships through an in-depth understanding of data. Organizations use the insight gained from Clementine to retain profitable customers, identify cross-selling opportunities, attract new customers, detect fraud, reduce risk, and improve government service delivery.
Clementine's visual interface invites users to apply their specific business expertise, which leads to more powerful predictive models and shortens timeto-solution. Clementine offers many modeling techniques, such as prediction, classification, segmentation, and association detection algorithms. Once models are created, Clementine Solution Publisher enables their delivery enterprise-wide to decision makers or to a database. The poisson regression modeling is shown on Figure  1 . The results of parameter estimates are shown in Table 3 . The parameter estimates table summarizes the effect of each predictor. While interpretation of the coefficients in this model is difficult because of the nature of the link function, the signs of the coefficients for covariates and relative values of the coefficients for factor levels can give important insights into the effects of the predictors in the model.
For covariates, positive (negative) coefficients indicate positive (inverse) relationships between predictors and outcome. An increasing value of a covariate with a positive coefficient corresponds to an increasing rate of damage incidents. For factors, a factor level with a greater coefficient indicates greater incidence of damage. The sign of a coefficient for a factor level is dependent upon that factor level's effect relative to the reference category.
we can make the following interpretations based on the parameter estimates:
( 
IV. CONCLUSIONS
In actuarial literature, researchers suggested various statistical procedures to estimate the parameters in claim count or frequency model. In particular, the Poisson regression model, which is also known as the Generalized Linear Model (GLM) with Poisson error structure, has been widely used in the recent years. This paper suggests the Poisson regression models as alternatives for handling ship data. Modeling the raw cell counts can be misleading in this situation because the Aggregate months of service varies by ship type. Variables like this that measure the amount of "exposure" to risk are handled within the generalized linear model as offset variables. Moreover, a Poisson regression assumes that the log of the dependent variable is linear in the predictors. Thus, to use generalized linear models to fit a Poisson regression to the accident rates.
