ABSTRACT Average particle size is a critical quality variable for optimal operation of the cobalt oxalate synthesis process. However, the measurement for this variable is often achieved from offline laboratory assaying procedure with low sampling rate and low reliability. Therefore, a data-driven soft sensor model based on adaptive Gaussian mixture regression (AGMR) is presented in this paper. Firstly, a GMR based soft sensor model is developed for predicting the average particle size. Secondly, the prediction uncertainty obtained from the GMR model is used to assess the performance of the current soft sensor model. Thirdly, a dual updating algorithm based on the model performance assessment is constructed to track the timevarying behavior of the synthesis process. In the updating method, bias updating and moving window model updating methods are performed in turns based on the results of model performance assessment. The dual updating mechanism can avoid blind updating. Finally, a numerical example and a real industrial cobalt oxalate synthesis process application are used to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Reliable and accurate measurement of average particle size plays a crucial role for successful implementation of advanced control methods in cobalt oxalate synthesis process [1] . On the one hand, the cobalt oxalate powder average particle size is traditionally measured by scanning electron microcopy (SEM) or laser particle size analyzer in a laboratory for real industrial synthesis process. It often requires significant efforts, high-cost and time-consuming to label the average particle size. For example, the interval of sampling and analysis for average particle size is 24 h in one cobalt hydrometallurgy pilot-plant. On the other hand, the average particle size can be measurement by focused beam reflectance measurement (FBRM) online. However, it is too costly and requires
The associate editor coordinating the review of this article and approving it for publication was Shih-Wei Lin. frequent and expensive maintenance. Therefore, such measurement limitations may lead to the loss of product, energy and economy [2] , [3] . Recently, a quantity of data has been acquired in the industry synthesis process thanks to the wide use of distributed control system (DCS). Hence the soft sensor technology emerges as an alternative and has been widely used to solve these problems. The central idea of soft sensor is to build a mathematical model that can provide a prediction of the hard-to-measure quality variables using the easy-tomeasure process variables [4] , [5] .
In comparison with the first principle model, the datadriven soft sensors gained growing popularity in the process industry [6] - [8] . By far, plenty of data-driven soft sensor models have been developed for linear processes and nonlinear processes, such as partial least squares (PLS) [9] - [11] , artificial neural network (ANN) [12] , kernel partial least squares (KPLS) [13] , [14] , and support vector regression VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ (SVR) [15] . For these soft sensors, there are some limitations: 1) such methods are generally based on the assumption of a constant operation mode throughout the process. And the process data follow a unimodal Gaussian distribution. However, this assumption is difficult to satisfy in practice. The process may operate in different operating regions and exhibit nonGaussian behaviors; 2) the traditional individual soft sensor model is no longer well suited for estimating the quality variables due to the increasing scale of process industry.
To handle the aforementioned problems, the Gaussian mixture regression (GMR) was introduced into the soft sensor model development [16] . In GMR method, the joint probability density function (JPDF) of input and output variables is constructed using Gaussian mixture model (GMM) firstly. And then the conditional probability distribution of output variables on input variables can be obtained from JPDF directly. The efficiency of GMR based soft sensor is validated through a numerical example and two benchmark processes. This is because that the GMR is an extension of GMM and it tries to construct the relationship between the output and input using probabilistic models. For GMR model, it is assumed that the relationship between input and output variables to be linear in each local mode. Nevertheless, GMR can represent nonlinear relationships through the mixture of Gaussian distributions with K components.
However, the scarcity of labeled samples imposes difficulty on high accuracy soft sensors development. In order to deal with the problem, a semisupervised Dirichlet process mixture of Gaussians soft sensor has been proposed in [17] . In the method, a novel fully Bayesian model structure and a variational inference-based learning algorithm were constructed for semisupervised tasks that are suitable for quality variable prediction. Furthermore, in order to improve both the predictive accuracy and computational efficiency, the parallel computing-based semisupervised Dirichlet process mixture models (P-S2DPMM) and stochastic gradient descent-based S2DPMM (SGD-S2DPMM) are proposed in [18] . Two case studies are carried out to demonstrate the effectiveness of the proposed methods.
Besides the multimode characteristics of process, it cannot be neglected that the process exhibits the time-varying property. With the changes of process characteristics, such as process drift, the aging of process equipment, catalyst deactivation, and so on, the prediction performance of soft sensor gradually deteriorates. For example, in cobalt oxalate synthesis process, the operator would clean the crystallizer at the end of the current batch. However, it is too difficult to clean, which causes cobalt oxalate powder residue in the crystallizer surfaces. Hence it can affect the initial conditions of the coming batch, which will result in gradual changes among batches. In order to update model under time-varying conditions, the recursive, moving-window (MW) and justin-time learning (JITL) methods were developed [19] - [25] . For the first two methods, the model parameters are updated when the newly process data is available. These methods can only deal with gradual changes in process conditions. JITL method is an alternative solution to deal with abrupt changes in process behaviors. Moreover, all the three updating strategies are combined with the traditional soft sensors, although a recursive GMM and a moving window GMM method were proposed in [26] , [27] respectively. However, the two approaches were applied to process modeling and monitoring for dynamic multimode processes. To our best knowledge, the adaptive GMR based soft sensor has not yet been developed, especially for cobalt oxalate synthesis process applications.
Furthermore, due to the soft sensor model are repeatedly updated whenever newly data are acquired in all the three updating strategies, hence these approaches are generally blindly updated and may lead to a heavy load for computational machine [28] . In order to reduce the high model updating frequency, Xu et al. proposed a dual updating strategy based on model performance assessment for PLS models in [29] . In this method, a cumulative sum chart of absolute prediction error of soft sensor model is used as a model performance indicator for assessing the performance, and then based on the result of model assessment the MW strategy is used to update the PLS model. Zhang et al. proposed a dual updating strategy based on a new model performance assessment method for LSSVR model in [3] . In the approach, GMM was used to construct the joint probability density function of input and model error. Then the conditional probability density function of model error on input variables can be computed and was used as an index to assess the LSSVR model performance. Upon the model performance assessment results, the bias updating and MW updating strategies were activated in turns to correct the model prediction.
Motivated by the above analysis, a soft sensor model development method based on adaptive GMR is proposed for estimating the average particle size in cobalt oxalate synthesis process. Firstly, a GMR based soft sensor model based on the process variables and quality variable is developed for the synthesis process with multimode data property; secondly, the prediction uncertainty obtained from the GMR model is used as performance indicator for evaluating the performance of current soft sensor. Then the assessment results can provide guidelines on whether the model should be updated or not; thirdly, upon the assessment of model prediction quality, a model update mechanism involving bias correction and MW updating strategy is presented to handle the synthesis process time-varying behavior. In the update methods, the bias correction and MW updating algorithm are carried out alternatively. Finally, according to the simulation results of a real industrial cobalt oxalate synthesis process, the effectiveness of the proposed method is demonstrated.
The remaining sections of this work are organized as follows: In Section II, some preliminaries including GMM and GMR are briefly revisited. Then the AGMR based soft sensor is introduced in Section III. In Section IV, a numerical simulation example and the application to cobalt oxalate synthesis process is presented to demonstrate the performance of the proposed approach. Finally, the conclusions are drawn in Section V.
II. PRELIMINARIES
In this section, the GMM model formulation and parameter learning are first briefly introduced; then the standard GMR is reviewed.
A. GAUSSIAN MIXTURE MODEL (GMM)
Suppose that a data sample x ∈ R D with D-dimensional variables is collected from single-peak multivariate Gaussian distribution. The probability density function for x can be described by
where γ = {µ, } denotes parameters for Gaussian distribution that µ and are the mean vector and the covariance matrix respectively. If x comes from an arbitrary distribution which can be estimated by a mixture of Gaussian distributions, the probability density function can be formulated as
where K denotes the number of Gaussian components, α k represents probabilistic weight of x generated from the k th Gaussian component G k , satisfying α k ≥ 0 and To obtain the parameters in GMM, the expectationmaximization (EM) algorithm is often adopted. For EM algorithm, the expectation step (E-step) and the maximization step (M-step) are repeated in an iterative procedure. The details of the implementation of these two steps are given in [30] .
B. GAUSSIAN MIXTURE REGRESSION (GMR)
In GMR based soft sensor, the input x ∈ R D and output y ∈ R are merged into a new data sample z = [x, y] ∈ R D+1 , which is supposed to follow a mixture of Gaussian distribution with K components. Based on (2), we can obtain
After parameter identification using EM algorithm, µ k and k for the component G k can be partitioned into
Then using linear Gaussian operations, the conditional probability of y on x is defined by
Therefore, the overall conditional probability of y on x which is also a GMM can be given as
where
Finally, given the assumption that the Gaussian components are independent with each other in GMM, the predictionŷ and its corresponding prediction uncertaintyσ can be obtained aŝ
More details can be found in [16] , [31] .
III. ADAPTIVE GMR BASED ON MODEL PERFORMANCE ASSESSMENT
To reduce the model updating frequency of conventional adaptive methods, an adaptive GMR based on model performance assessment is presented in this section. Firstly, by taking advantage of the GMR model, the prediction uncertainty informationσ is utilized to assess the GMR's performance. Based on the model performance monitoring results, a Mahalanobis-distance-based similarity index is further defined to classify the degradation of GMR model. Secondly, based on the classification results, the dual updating algorithm which combines bias updating and moving windows adaption will be discussed in detail in the following sections.
A. GMR MODEL PERFORMANCE ASSESSMENT METHOD
Let a training dataset with N samples be Z = {x n , y n } N n=1 , where x ∈ R D and y ∈ R represent the input and output respectively. The initial GMR model can be established upon the training dataset. For any test data sample x test , the quality variable predictionŷ test and prediction uncertaintyσ test for x test are given by (11) and (12) . When the prediction uncertainty is obtained, the confidence limit σ lim is also needed for monitoring the model prediction reliability. Ifσ test exceeds the confidence limit, i.e.σ test > σ lim , a significant VOLUME 7, 2019 degradation of the model is detected. For simplicity, the prediction uncertainty σ train = {σ 1 , . . . ,σ N } for all training data samples can also be obtained using (12) . Then we rearrange the prediction uncertainty in an ascending order. Given 1 − a confidence level, σ lim can be determined as
, where [·] denotes a rounding operation. For example, there are 100 data samples in training dataset Z , i.e. N = 100, upon which the initial GMR model was constructed. Then for any data sample x n (n = 1, 2, . . . , 100), the prediction uncertaintyσ n was calculated based on (12) . Therefore, the prediction uncertainty set σ train = {σ 1 , . . . ,σ 100 } was formed. Then σ train was rearranged in an ascending order thereby the σ * train = {σ * 1 , . . . ,σ * 100 } satisfyingσ * 1 <σ * 2 < . . . <σ * 100 was obtained. Given 95% confidence level, σ lim can be determined as σ lim =σ * 95 . To avoid the temporary effect of disturbance, the model performance is accessed and updated in a batch-wise form. In batch-wise form, the model performance is evaluated and the soft sensor model is updated after a specific time period data samples is available. The specific time period is denoted as the buffer block whose main task is to store enough data samples. Let the length of the buffer block be L. At the current sample t in online operation, we assume that the l th buffer block is full. It means that the online operation data with L samples are stored in the l th buffer block written as
Based on B l , the model performance monitoring and updating method are carried out. Simultaneously, the newly acquired sample {x L+1 , y L+1 } is stored in the next buffer block, i.e. the (l + 1) th buffer block. When the (l + 1) th buffer block of data samples are fully collected, the performance detection and updating strategy is executed again. The schematic diagram of model performance monitoring and updating method is illustrated in Fig.1 .
For any data sample x j from the buffer block B l , the prediction uncertainty informationσ j can be calculated based on GMR model. On the one hand, ifσ j ≤ σ lim (j = 1, . . . , L) for all the L samples, the model is considered to be normal. This means that the model can give reliable prediction at current time. For obtaining the more accurate prediction, a bias updating strategy is used to correct the quality prediction. On the other hand, ifσ j > σ lim (j = 1, . . . , L) for all the samples, the model performance degradation is detected. Thus model updating strategy should be triggered to improve the model prediction performance.
B. CLASSIFICATION OF PROCESS VARIATION AND SELECTION OF UPDATE STRATEGY
To increase the lifespan of GMR soft sensor,σ can be used to decide when to perform an update of the model. However, once the model's performance degradation is detected, some difficulties for model updating are still involved in practical applications. For example, the factors that result in the process variations should be analyzed carefully. Because depending on the detailed analysis of fundamental causes, we can select the suitable updating strategy. That is, the characteristic of the newly collected data samples should be identified to determine which updating strategy it belongs to. As shown in [32] , the process variation characteristics are classified into two categories, i.e. irreversible variation and reversible variation. A specific example of a linear soft sensor model established between an input variable x and an output variable y is shown in Fig. 2 . Fig. 2(a) represents the reversible variation which is caused by production load changes and valve opening alteration. Fig. 2(b) represents the irreversible variation because of the change in fuel property and abrasion of plant equipment and so on.
It can be observed from Fig. 2(a) that the operation variable x shift from working regime I to another working regime II for reversible variation. That is, a new operation condition II is achieved. Thus poor accuracy is obtained if the model constructed on the old operation data is still used to estimate the quality variable. In order to improve the model prediction performance, the new samples collected in the new process condition II should be combined with condition I to update the initial model. Compared with the former reversible variation, the operation variable x is still in working regime I while the quality variable y shift from condition I to another condition III. Therefore, the old samples contained a little information for the new process behavior and should be replaced by the newly collected data. Upon the preceding analysis, two updating procedures, namely, (Strategy1) combining new samples with old ones and (Strategy 2) replacing old samples with new ones are used to update the model. The two main steps for the two strategies are the addition of new samples and the elimination of the old samples.
In order to make a distinction between the two process variations, a Mahalanobis-distance-based similarity (MD) is used as an index in this paper [33] . For a testing sample x test ∈ R D , the local MD between x test and the center µ x k of the k th Gaussian component
where µ x k is the input part of µ k described in (4). With the help of posterior probabilities obtained with (10), the posterior probability β k (G k |x test ) on the testing sample x test to each Gaussian component G k can be calculated. Hence the global MD for GMR can be presented as
Since GMD approximately obeys a F-distribution, thus under a given confidence level 1 − a, the upper control limit for GMD denoted as GMD lim can be obtained as follows
where N and D denote the samples and variables' number of historical data respectively, F D,N −D;a is an F-distribution with D and N − D degrees of freedom under given significant level a. If GMD > GMD lim , the process variation is considered to be reversible variation, otherwise the process variation is considered to be irreversible variation. As discussed in Section III.A, to avoid the temporary effect of disturbance, the classification of process variation is also carried out in a batch wise form. Given the l th buffer block B l = {[x new1 , . . . , x newL ], [y new1 , . . . , y newL ]}, the global Mahalanobis distance GMD j (j = 1, . . . , L) for any data sample x newj from the buffer block B l can be obtained. If all the GMD j value exceed the upper control limit GMD lim , i.e. GMD j > GMD lim , j = 1, .., L , the process variation is considered to be reversible variation. Otherwise, the process variation is considered to be irreversible variation. Based on the analysis above, the rule for selecting the updating strategy can be given as: on the one hand, if process variation is assumed to be reversible, the Strategy 1 should be performed; on the other hand, if process variation is assumed to be irreversible, the Strategy 2 should be performed.
In summary, the proposed adaptive GMR soft sensor includes the two following steps: (1) detecting and classifying the model degradation; (2) updating the model. For the former step, the online model performance monitoring, process variation identification and of update strategy selection have been discussed in the section III.A and section III.B respectively. In the following sections we will give three updating strategies including bias updating, addition of the new samples and elimination of the old samples.
C. BIAS UPDATING
When the soft sensor model is judged as normal, i.e. it can provide accurate estimation, a bias updating strategy is used VOLUME 7, 2019 to correct the quality prediction to enhance the prediction accuracy. This is because an industrial process typically contains noise and uncertainty which degrade the soft sensor model estimation accuracy, thus the bias of model can be updated through adding an offset smoother bias as described in the followinĝ y cor (m) =ŷ pre (m) + e bias (m) (16) whereŷ pre (m) andŷ cor (m) denote the model prediction and corresponding correct value for the m th iteration respectively, and e bias (m) is the weighted bias written as
where η is the weighting factor satisfying 0 < η < 1, e bias0 (m) is the current bias with the initial value e bias0 (0) = 0, and y mea (m) is the measured quality values by offline laboratory analysis.
D. ADDITION OF THE NEW SAMPLES
When the soft sensor model performance degradation is detected and the process is also judged as reversible variation, the Strategy 1, namely, addition of the new sample is used to update the model. As discussed in section III.B, for reversible variation, the process condition is changed with the new operation space of input variables. With the ongoing of process, the process condition changes from one condition to another. Therefore the newly acquired data sample should be added into the training dataset to expand the operation space. Considering the current training samples Z = {x n , y n } N n=1 and the current buffer block B l = {[x new1 , . . . , x newL ], [y new1 , . . . , y newL ]}, suppose that the new sample to be added is z new1 = [x new1 , y new1 ]. And GMR parameters are updated from ϒ (N ) to ϒ (N +1) . They were obtained by Zivkovic and van der Heijden as [34] 
where ω
is the posterior probability of sample z N +1 in the
denote the previous model parameters the current model parameters after updating with z new1 respectively.
At this point, only the first sample z new1 is added into the training dataset. By repeating the above three equations iteratively, all the samples in the l th buffer block data samples can be added one by one and GMR model parameters can be recursively updated.
E. ELIMINATION OF THE OLD SAMPLES
When the soft sensor model performance degradation is detected and the process is identified as an irreversible variation, the corresponding old samples should be displaced by the newly collected samples. That is, the newly acquired samples should be added into the training dataset while the old samples should be eliminated from the training dataset. The addition of new samples has been described in section III.D, hence the elimination of old samples is given in this section. The main issue for eliminating the old samples is how to find out the most suitable samples for replacing by the new samples. In our paper, if the irreversible variation is detected, we only update the corresponding Gaussian component with the maximum value of posterior probability of the new sample from the k th Gaussian component G k . Furthermore, it is important to select the samples from the corresponding Gaussian component. Fortunately, with the help of posterior probabilities obtained with (10) , the training samples with the largest value of β k (G k |x n ) are chosen to be discarded from the training dataset. The elimination of the old samples is also discarded one by one.
For training data matrix Z , the posterior probability of the sample x n to each Gaussian component G k can be calculated by (10) . For the current buffer block B l , the corresponding posterior probability β k (G k |x j ) for sample x j can be also obtained. The Gaussian model with maximum of β k (G k |x j ) is selected to be updated. Furthermore, the sample x s to be removed from the training dataset can be determined as follows:
With the elimination of sample z s = [x s , y s ] from Z , the mean and covariance matrix for Gaussian component G k can be denoted in terms of
F. DUAL UPDATING STRATEGY BASED ON MODEL PERFORMANCE ASSESSMENT METHOD
In the previous sections, the model performance method, classification of model degradation, bias updating, addition of new samples and elimination of old samples were described. The implement procedure for adaptive GMR based on model performance assessment method is shown in Fig.3 . It can be seen from the Fig.3 that the proposed approach consists of an offline training stage and an online modeling stage. The offline modeling steps are summarized below: (1) Collect the process input and output data matrices X ∈ R N ×D and y ∈ R N ×1 respectively and then construct the data matrix Z = [X, y] ∈ R N ×(D+1) by merging the input and output data matrices for model training. VOLUME 7, 2019 Where N and D are the number of samples and input variables, respectively. The online modeling steps are summarized below:
(1) For a new online sample x new,j , acquire its quality variable y new,j and store the sample into a buffer block which is considered as the current buffer block. Determine the buffer block size L . (2) Check whether the current buffer block is full. If the buffer block is full, calculate the prediction uncertaintyσ L = {σ 1 , . . . ,σ L } by (12) for each sample. And simultaneously, the next new buffer block is constructed to store the next newly acquired samples; else return to the Step 1. (3) Monitoring the model performance and check whether the model performance degradation is detected. If all the prediction uncertainties are lower than the confidence limit, update the GMR model using bias updating with (16) and return to Step 1 simultaneously, else classify the process variation. (4) Check whether the process is reversible, which is described in detail in section III.B. If the reversible process variation is identified, the updating strategy 1 is executed. The new samples in the buffer block are added into the training dataset one by one. And the GMR parameters are updated by repeating the equations (19)- (21); else the updating strategy 2 is executed. The sample to be removed from the training dataset can be determined by equation (22) . Then update the mean and covariance matrix for its corresponding Gaussian component using equations (23) and (24). (5) Predict the quality variable using the updated model and return to Step 2 to check the next buffer block.
IV. CASE STUDIES
In this section, the proposed approach is applied to a numerical and a pilot plant example to verify its effectiveness. For the numerical study, the proposed method is investigated by the typical nonlinear sinc function. Then the method is applied to estimate the particle size in a cobalt oxalate synthesis pilot plant. To compare the prediction accuracy of different methods, the root mean square error (RMSE) and the maximum absolute error (MAE) are defined as
MAE = max abs y n −ŷ n (26) where N denotes the number of test samples, y n andŷ n denote the measured value and the predicted value by the soft sensor model respectively.
A. NUMERICAL EXAMPLE
In this part, the sinc function is used to verify the effectiveness of the proposed method. The description for the sinc function is defined as
A total of 250 data samples are generated for training. The input data x are generated from a univariate GMM of three components and the output y is obtained for the function sinc(x). The configurations of the model are shown in Table 1 . Furthermore, random noises with zero mean and variance σ = 0.01 are added to each x and y independently. The multimode characteristics of simulation data are visualized in Fig. 4 . Furthermore, a testing dataset which constitutes 600 samples is generated based on the following method to represent the different operation conditions:
(1) The first 300 data samples are generated from 3 modes as testing dataset that represent former historical operation conditions; (2) The second 200 data samples that represent slow but continuous drift operation conditions are generated. For this dataset, input x is uniformly varied within the range [3] , [8] . And this part of data points denote the new operation conditions; (3) The last 100 data samples are generated are generated from modes 1 based on the new relationship sinc(0.5x) = sin 0.5x/x that denote the varied process characteristics. The characteristics of testing dataset are visualized in Fig. 5 . In this example, GMR soft sensor model, moving window GMR soft sensor model (MW-GMR), bias updating GMR soft sensor model (BU-GMR) and the proposed adaptive GMR soft sensor model (AGMR) are built to predict the output y for comparison. In these models the number of Gaussian components is set as 3.
For GMR model, the training dataset are used to train the model. The parameters of the model are kept constant for the testing dataset. Predictions of y are illustrated in Fig.6 , where the prediction are compared with the real values. The absolute prediction errors varying with the number of collected samples are also given in Fig. 6 . It can be seen that the prediction value can track the real values well for the first 300 samples; however, they deviate from the true value for the For MW-GMR model, the moving window strategy is used to update the model. The size of moving window is 250. When the new data sample comes and is stored in the buffer block. If the data samples stored in buffer block reach 2, they will be incorporated into the window and the oldest sample is discarded. The validation results are shown in Fig. 7 . It can be seen that the predicted curve tracks the measured curve perfectly, except for the 46 samples from the 501th to the 546th samples. The most likely reason for the estimated error is the long-term measurement of the output variable. Meanwhile, the MW-GMR model is updated by the new operation conditions data, which make the operation space for training set is narrow. Thus the MW-GMR soft sensor model is lack of generalization and cannot track the process characteristic well. Furthermore, because of discarding samples in moving window method directly, it can lead to the information loss for mode 1. Hence when the process behavior returns to the previous conditions as the process proceed, the prediction accuracy was decreased.
For BU-GMR model, the weighting factor η is set as 0.9. The predicted curve is illustrated in Fig.8 . It can be observed from the figure that the predicted curve tracks the real value curve more accuracy than the MW-GMR. Especially for the samples 501-546th samples, the BU-GMR model minimizes the gap between the values predicted by MW-GMR and the measured values. Though the predictive performance of BU-GMR was improved, the prediction bias was still remained among the samples 350-500. This is because that the bias updating strategy cannot track the process drift. 
TABLE 2. RMSE values by the GMR, MW-GMR, BU-GMR, and AGMR models.
For the proposed AGMR model, the buffer length is set as 2 and the weighting factor η is set as 0.9.The prediction result on the testing samples are shown in Fig.9 . It can be seen that high prediction accuracy is obtained on the testing samples. The results illustrate that the update strategy is significantly meaningful and effective for enhancing the GMR model performance. Moreover, scatter plot comparison among the four methods are presented in Fig.10 and the RMSE values are also given in Table 2 . It can be observed that the prediction obtained by GMR and MW-GMR are distributed more scattered which means that the estimation error is larger. While the BU-GMR and AGMR have more balanced and tight scatters around the green diagonal line. It means that the two methods have higher prediction. However, the AGMR approach is superior to the BU-GMR. For more in-depth quantitative analyses, we can observe from Table 2 that the prediction performance and tracking trend of the proposed AGMR model are the best among the four GMR based models. This is because AGMR can make full use of the two updating strategies, i.e. combining new samples with old ones or replacing old samples with new ones and bias updating strategy.
Furthermore, the detailed update process is shown in Fig. 11 , where the Flag denotes the update strategy. Flag=0 represents no update is executed, Flag=1 represents that new data are merged into old ones; and Flag=2 represents new data samples are added to old training dataset and the old samples are discarded. In this example, the number of update strategy (1) is 7 while the number of update strategy (2) is 12. Therefore, the update number for AGMR model is 19 while it is 300 for the MW-GMR. Hence the update number of the proposed AGMR is decreased a lot, which show that excessive frequent updates are not necessary. 
B. APPLICATION TO A COBALT OXALATE SYNTHESIS PILOT PLANG
In this section, the proposed AGMR soft sensor model is applied to estimate the average particle size of a cobalt oxalate synthesis pilot plant. Cobalt oxalate synthesis process (COSP) is the core unit operation of cobalt hydrometallurgy. A simplified flowchart of COSP is shown in Fig.12 . The process consists of an ammonium oxalate synthesis (AOS) and a cobalt oxalate reactive crystallization process (CORC). For CORC process, the fed-batch mode is employed by taking its advantage compared with the batch mode. The main objective of CORC process is to synthesize the cobalt oxalate through the reaction of cobalt chloride and ammonium oxalate which is described as [1] , [35] 
In the process, the important product quality index, i.e. average particle size, is measured by laboratory analysis. And the interval of sampling and analysis is 24 h (i.e., one time per day). Hence it would not satisfy the need of online close-loop advanced control. However, the process variables (i.e., temperature of the reaction, feed rate of ammonium oxalate, agitation speed) can be measured online easily. Also the initial conditions (i.e., concentrations of cobalt chloride and ammonium oxalate) are constants in each batch and can be collected at the start of the batch. These operation conditions strongly affect the product quality of COSP. Besides, the initial temperatures of cobalt chloride and ammonium oxalate could affect the average particle size. Selection of the appropriate secondary variables for the soft sensor model is important for high estimation performance. Generally, there are three categories for variable selection: wrapper methods, filter methods, and embedded methods. However, we also should consider physical knowledge of a process. Thereby in our study, an input set of the variables for the model was selected considering a priori knowledge about the process. Nevertheless, after carefully examining the operation logs of the initial temperatures of cobalt chloride and ammonium oxalate, we found that they almost remained unchanged for different batches thus they were deleted from the input set of the variables. Therefore, five secondary variables (i.e., reactor temperature, flow-rate of ammonium oxalate, agitation speed, the initial concentrations of cobalt chloride and ammonium oxalate) are selected as input vector for the soft sensor model.
A total of 420 batches historical operation data are acquired from the DCS database with a sampling time of 5 seconds. And the corresponding average particle sizes are obtained from the laboratory analysis. Moreover, the data samples are further divided into training set (120 batches) and testing set (300 batches).
By employing the GMR soft sensor model, the number of Gaussian component K should be predetermined. Bayesian inference criterion (BIC) is used to optimize the number of Gaussian component K [36] . The search range for component number K is set as K max = 10 and K min = 1. The trend plot of BIC value varying with K is given in Fig.13 . It can be seen that the optimal K is estimated as 2 by the BIC. Again, the four soft sensor models, i.e., GMR soft sensor model, MW-GMR, BU-GMR and the proposed AGMR are built to predict the average particle size for comparison. In these models the number of Gaussian components is set as 2. The size of moving window for MW-GMR and AGMR is set as 120 and the weighting factor η of BU-GMR and AGMR is set as 0.6.
The detailed prediction results of these four methods are shown in figures 14-17 respectively. As illustrated in the four figures, the best prediction result of testing dataset is obtained by the proposed AGMR soft sensor model.
It can be observed from Fig.17 that the curve predicted by AGMR almost coincides with the measured curve. This is because the three updating strategies, i.e. bias updating, updating strategy (1) and updating strategy (2), can complement each other's advantage through model performance assessment. Therefore, merging the three updating strategies inevitably result in large improvement is predictive performance. Meanwhile, it can be seen from Fig. 14 and Fig.15 that the predictive performance is improved significantly by MW-GMR compared to GMR model. For the absolute error curve, all points are below 0.4. Moreover, the prediction accuracy of BU-GMR is slightly higher than the MW-GMR in this case, which is shown in Fig.16 . And all absolute errors of testing points of in Fig.16 are less than 0.22.
Again, scatter plot comparison among the four approaches are presented in Fig.18 and the RMSE values are also given in Table 3 . It can be seen that the point pairs of measured and predicted by AGMR also lie more tightly along the diagonal line, which means that the model has good prediction results. Also Table 3 shows that the AGMR model generated RMSE and MAE values of 0.7993 and 0.1503 respectively, which are the minimum value among the four methods. Finally, the detailed update sequences are shown in Fig. 19 . We can observed that updating strategy (1) (denoted by Flag=1), i.e. merging the new acquired data sample into training set, is carried out 5 times. And the updating strategy (2) (denoted by Flag=2), i.e. replacing the old sample with the new obtained sample, is executed 16 times. Therefore, the update number for AGMR model is 21 while it is 300 for the MW-GMR.
V. CONCLUSION
In this paper, an adaptive Gaussian mixture regression model based soft sensor has been established for average particle size prediction in a cobalt oxalate synthesis pilot plant. In order to solve the blending updating problem, the prediction uncertainty of GMR is used to assess the model performance. The updating strategies are executed when and only when the model performance degradation is detected. Furthermore, based on the analysis of intrinsic reasons that result in process variations, a global Mahalanobis-distancebased similarity index is developed to classify the process variations. Accordingly, three types updating strategies (i.e., adding new data into strategy, replacing old data sample with new acquired sample and bias updating) are executed based on the global Mahalanobis-distance-based similarity index. Through a numerical simulation example and application to a cobalt oxalate synthesis pilot plant, we showed that the proposed AGMR can effectively give the quality predictions.
In the proposed method, GMR model has been utilized for quality prediction with a linear model in each local mode. If the process exhibits strongly nonlinear characteristics, nonlinear model should be developed for each mode. And the moving window adaptation is used to update the soft sensor in AGMR, which can efficiently handle gradual changes of the process. However, it cannot function well when abrupt changes occur. In such situation, just-in-time learning methods can be used to address the problem. Hence in the future work, we plan to combine the moving window and just-intime learning adaption methods to update the GMR model, thereby addressing both types of time-varying behavior. The newly obtained data samples are inevitably contaminated by the noise. If we add the contaminated data into the training set, the soft sensor will give poor prediction results. Therefore, the robust maintenance strategy should be studied to reduce the impact of outliers for the AGMR approach in the future. How to determine the Gaussian component number is a practical but fundamental issue that should be addressed carefully in the future works. The industry application and simulation experiment are only used to evaluate the performance of the proposed method. Nevertheless, the theoretical analysis of the proposed method is not given in this paper. Therefore, it is an important research interest in our future work. He is currently a Professor with Northeastern University. His main research interests include modeling and fault diagnosis of complex industrial systems. VOLUME 7, 2019 
