Abstract-as microblog grows more popular, services like Sina Weibo have become information providers on a web scale. Tibetan microblog is one of the most popular Tibetan network media. Researches on Tibetan microblog are now increasing. However, because of the special features of microblog text and the features of Tibetan language, traditional hot topic method of microblog cannot satisfy the need. This paper proposes a method that is a hot topic identification based on LDA and K-means++ algorithm for Tibetan microblog. Firstly, we use LDA to model microblog corpus to determine the best number of themes by the perplexity, and achieve parameters estimation with Gibbs sampling algorithm, then we can get the probability distribution of the theme and the word and the probability distribution of the theme and the document. Secondly, this paper use K-means++to cluster Tibetan microblog which have same or similar theme. Thirdly, we calculate and identify hot topics and hot words. Experimental results show that, compared with SVM method and LSA+K-means++ method, the accuracy of this method of LDA+K-means++ is higher.
Introduction
With the rapid development of the Internet and the Communication industry, the microblog has become a cross-time product. As the microblog has greatly promoted the dissemination and sharing of information, its huge commercial value gradually appear, and has highlighted the commercial advantages in crisis public relations, media hype and Internet promotion, etc. Mining the Hot Topic in Tibetan microblog can improve government's public opinion monitoring and helps the intellectualized analyzing of Tibetan language.
There are lots of different places between microblog text and official text. First, the biggest feature of the microblog text is short, different microblog system has limits for words of microblog text is not all the same. Using Sina Weibo for example, it limited a number of words in microblog text more than 140 characters, the feature for microblog text processing caused a problem of extremely sparse data. Second, the grammar of the microblog text is usually informal, and the language is colloquial. For improving the communication rate, it is very common to have a short and spelling mistakes in the micro blog text, and often with some newly popular network language and expressions.
Related work
As the topic identification technology and microblog are originated in abroad, so, for the domestic, foreign research in these areas is more deeply. J. Weng et al. proposed a Twitter Rank, which is based on the celebrity effect of microblog, in the influential Twitter blogger to find the hot topic of micro blog [1] . Seo YW using Single-pass algorithm for the detection of new hot topics, but different sequence of data processing can have a great impact on the algorithm [2] . Reference [3] proposed a hot topic detection method based on time sequence and social relation in Twitter, it is believed that if a topic can be detected clearly in a certain period, but the microblog which is related to the topic is seldom seen before, so we can think that the topic is the new hot topic in a certain period. Reference [4] considers changing situation of the word frequency of feature words in time window and different time window, then using the improved Single-Pass to carry on the topic clustering and constructing the topic by the correlation model. Reference [5] using the implicit topic model to solve the problem of short text similarity, and then using the improved two layer clustering algorithm to detect the news topic in microblog. Chengyi Zhang et al. considered the structural information (such as forwarding relationship, concerns, comments, etc.) in the microblog information after using latent Dirichlet distribution model to model microblog text to construct MB-LDA model, so it can realize the mining of the microblog theme [6] .
The above researches has made great achievements in hot topic identification, but these method cannot be applied in Tibetan microblogs. On the one hand, the above methods cannot work well in open-topic texts. On the other hand, compared with Chinese microblogs, Tibetan microblogs are different in structures, of higher quoted frequency and with more concentrated topics. For example, the main difference on syntax between the two languages is that the main pattern in Chinese is "subject-predicate-object", while in Tibetan it is "subject-object-predicate". So Tibetan microblogs should be processed separately to achieve a good result. This thesis proposes a hot topic identification method based on LDA and K-means++ algorithm for Tibetan microblog.
Lda model
LDA model is composed of a plurality of theme, and each theme consists of a series of a mixture of words. LDA is a generative probability model of three level Bayesian. The model is shown in Fig.1 . and are prior Dirichlet distributions of LDA model, separately representing the text-topic probability distribution and the topic-word probability distribution in the entire document set, N is the number of words, M is the total number of documents in the document collection, T is the number of theme. A Tibetan microblog text as a document, the microblog corpus is document collection D. Assume that the document collection D consists of M documents, namely ,any document in collection document D contains N words, namely . Therefore, the calculation formula of the probability distribution of each word in a microblog text is as follows:
Which, 1 z is latent variable, and represents that the word i w was taken from the theme, 
A hot topic identification based on lda and k-means++ algorithm for Tibetan microblog
This paper will be mining the microblog hot topic based on LDA topic modeling methods and s using Gibbs sampling algorithm to estimate the parameter of model, then indirectly calculating the relationship of the probability distribution between the content of microblog text and theme, also calculating the relationship of the probability distribution of them and vocabulary. On the basis of this, the K-means++ clustering algorithm is used to cluster the same or similar topics. So we can find the hot topic of Tibetan microblog and corresponding microblog text. Specific identification process is shown in Fig. 2 . A. Preprocessing First, wipe off the texts that cannot be used in microblogs, like links and advertisements, for such contents waste the system resources and lower the operating efficiency; second, save the useful non-texts in microblogs, including text of forwarding information and comment text, so as to reduce the influence of the sparse problem of the microblog short text; third, segment and label the Tibetan microblog. The thesis will achieve word segmentation and labeling with the Hidden Markov Model and B-Gram model-based Tibetan segmentation software which is subject to Kunyu Qi, a professor in Northwest University for Nationalities. Based on the existing Stop list("ད", "ང", "ཁ", "ཡ" etc.) join the English characters, numbers, numbers, punctuation marks, at the same time, remove meaningless words and symbols in the microblog, such as "＠", "Forwarding" etc. B. LDA Theme Modeling As the number of themes affects the fitting performance of the LDA model for the document set, so it needs to determine the optimal number of themes. This paper uses commonly criteria evaluation of perplexity to determine the optimal number of themes. Perplexity measure the prediction ability which the LDA model processes microblog text by generalization ability of the model. Normally, the smaller the degree of perplexity, the more powerful of the generalization ability of the model, and the better generalization of the model. The calculation formula is as follow:
Which, M is the number of documents, i N represents the length of the document i d , and ( ) i p d is the probability that the LDA theme model produces document i d . There are many methods to solve the parameters of LDA model, this paper uses the Gibbs sampling algorithm in MCMC to carry out the reasoning, and indirectly calculate the probability distribution of document-theme and theme-words, that is θ and φ, formula are as follows: n is word frequency of theme j which is assigned by words collection w , j n is the number of all the vocabulary belong to theme j and results of modeling are as follows:
1) , a K V  matrix, K is the number of themes, V represents the number of different words in the text collection,  represents the probability which each theme generates each word.
2) , a M K  matrix, M is the total number of text in data set, K is the number of themes,  represents the probability of each text generates theme;
3) Z, each line represents a text of the original data set, but different from the original data is every word in the text is marked in a particular theme.
C. K-means++theme clustering In this paper, the same or similar theme of the microblog information for text clustering to find out the related topic of the Tibetan microblog. After modeled by the LDA to get the document-theme matrix M * K, that is . The basic idea of K-means++ algorithm is as follows:
1) From the data set of document-theme, a random point is randomly selected as a "seed point"; 2) We calculate the distance D (x) which is the nearest to "seed point" for each point, and hold them in an array, then add these distances to get Sum (D (x));
3) Take a random value again, and use the way of weight to calculate the next "seed point". The idea of this algorithm is: take a random value (Random) which belong to Sum(D(x)), and according to Random -= D(x), until it is less than 0, at this point is the next "seed point"; 4) Repeat 2 and 3 until the K clustering center is selected; 5) Using this k initial clustering center to run the standard algorithm of k-means. D. Calculate hot topics Theme modeling for Tibetan microblog used by LDA model, so we can obtain the probability distribution of each microblog in these themes, and find out the probability distribution of each word in each theme.
Assuming that in the text collection Finally, the mutual information values of each word in the category of the topic i T are calculated according to the formula (6) , and sort the values of mutual information in descending order, so take the first N word from the sorting result as the hot words of the topic.
Experiment and analysis
A. Experimental data In this paper, the experimental data is collected from Sina Weibo by web crawler technology. From March 2015 to September 2015, through Sina API we collected the Tibetan microblog and related comment text of Tibetan microblog are total 30649. We selected the 18607 microblog which is text length longer than 60 characters as the experimental corpus from original corpus.
B. The experimental results First, we use the previous method which can find out optimal number of theme to determine the number of theme. According to It is shown in Fig.3 , when T=40, the LDA model is the lowest, so the performance of the model is the best.
Next, using LDA model for topic modeling on the preprocessed Tibetan microblog corpus, respectively get the probability distributions of words in 40 themes and obtain the probability distributions of theme belong to each Tibetan microblog. Finally, according to the calculate method introduced in front of this paper, and so mining the hot topics, hot words and Tibetan microblog of hot topics.
In order to facilitate the experimental comparison, this paper compares the method with the traditional VSM and LSA+K-means++. The accuracy of the experiment is shown in Table 1 . This paper adopts the artificial method from the pre-processed corpus to select a corresponding number of microblogging hot topic, and with the method of manual annotation and word frequency statistics, select each topic corresponding rows of the accuracy of contrast in the top 10 of the hot words. Table I . Accuracy comparison of hot topic detection method.
Conclusion
This paper research the method of hot topic identification and hot words identification from massive Tibetan microblog. The Tibetan corpus preprocessing microblogging topic model, building LDA, Gibbs sampling algorithm is introduced to model parameter reasoning. Then, according to the above estimated parameter, get the probability distribution of document-theme and theme-word from Tibetan microblog corpus. Using K-means++ clustering algorithm to gather in different news topics for the Tibetan microblog text quickly and accurately. At the same time, combined with the influence of microblog, calculate and identify hot topics. Finally, using mutual information to identify hot topics and hot words. Experimental results show that the proposed method has better recognition effect.
As the randomness in the microblogging network language and colloquial features, the Tibetan word segmentation is not accurate enough, the theme analysis have some different effects; on the other hand, because of the length of microblog text, it is very difficult to describe a news event, so how to select a few microblog will be a complete description of the news events, is also the research direction of future work.
