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ABSTRACT
Automatic sentence segmentation of speech is important for enrich-
ing speech recognition output and aiding downstream language pro-
cessing. This paper focuses on automatic sentence segmentation of
speech in two different languages – English and Czech. For this task,
we compare and combine three statistical models – HMM, maxi-
mum entropy, and a boosting-based model BoosTexter. All these ap-
proaches rely on both textual and prosodic information. We evaluate
these methods on a corpus of multiparty meetings in English, and on
a corpus of broadcast conversations in Czech, using both manual and
speech recognition transcripts. The experiments show that superior
results are achieved when all the three models are combined via pos-
terior probability interpolation. We observe differences in terms of
model performance between English and Czech, as well as the fea-
ture usage difference in prosodic models between the two languages.
Overall, the analysis is important for porting sentence segmentation
approaches from one language to another.
Index Terms— spoken language understanding, sentence
boundary detection, prosody, machine learning
1. INTRODUCTION
Automatic sentence segmentation of speech is important to make
speech recognition (ASR) output more readable and easier for down-
stream language processing modules. Various techniques have been
studied for automatic sentence boundary detection in speech, in-
cluding hidden Markov models (HMMs), maximum entropy, neural
networks, and Gaussian mixture models, utilizing both textual and
prosodic information [1, 2, 3, 4].
In this paper, we focus on the evaluation of different approaches
for sentence segmentation in two different languages: English and
Czech. Czech is different from English in many aspects that make
it generally more difficult for this task. Czech belongs to the family
of Slavic languages, which are highly inflectional and derivational,
and thus have an extremely large number of distinct word forms. In
addition, colloquial Czech has a different morphology than standard
Czech – prefixes and endings are often changed in the former. As
a result, the number of word forms is even higher in conversational
Czech, where standard and colloquial forms are usually mixed. An-
other problem is relatively free word order in Czech. Furthermore,
there are also differences in prosody, for example, less emphatic pre-
boundary lengthening and less steep pitch movements in Czech than
in English. The first published work about sentence segmentation
of spoken Czech [5] described an HMM-based system evaluated on
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broadcast news speech. Later, Kolorencˇ proposed a system based
on rules automatically induced by genetic algorithms [6]. The latest
work on sentence segmentation of Czech focused on studying genre
effects on this task [7].
Unlike previous work, the goal of this study is a cross-lingual
comparison of English and Czech in the task of sentence segmenta-
tion of conversational speech, as well as evaluation of different sta-
tistical models, namely, HMM, maximum entropy, and boosting. All
of these methods rely on both textual and prosodic information. We
not only examine performance of individual models, but also con-
sider their combination via posterior probability interpolation. For
the evaluation, we use a corpus of English multiparty meetings and
a corpus of Czech broadcast conversations. We conduct experiments
using both human transcripts and speech recognition output. Our
analysis shows cross-lingual differences in both model performance,
and textual and prosodic feature usage.
2. METHOD
For a given word sequence, our task is to determine the location of
sentence-like unit (SU) boundaries using textual information (recog-
nized words) and acoustic information (prosody). This is represented
as a classification or tagging problem, and we use statistical models
to incorporate different information sources.
2.1. Knowledge sources
Because of the space limit, we briefly describe the textual and
prosodic features used in this work in the following two subsections.
In general, the information sources we use for Czech and English
are similar. See [7] for a more detailed description of the features,
along with an analysis of their contribution to sentence segmentation
of Czech, and [8] for more information about English.
2.1.1. Textual features
To alleviate the problem of data sparsity, we not only use information
about word identities but also employ automatically induced classes
(AIC) and part-of-speech (POS) tags. AICs were induced using a
well-known clustering algorithm minimizing perplexity of the in-
duced class n-gram model based on the word bigram counts. The
SU boundary token was excluded from merging, however, its statis-
tics still affected the clustering.
The POS tags for the English corpus were obtained using the
TnT tagger trained on conversational data. Unlike English, Czech
POS tags are positional. Each tag is represented as a string of 15
subtags that approximately fit the categories of the formal Czech
morphology. The total number of possible tags is high – over 1,500.
The tags for our data were generated by a state-of-the-art Czech tag-
ger [9]. Based on our previous experiments, we chose not to use the
POS tags directly, but rather in a combination with frequent words.
This can be viewed as a form of back off – we back off from words
to tags for rare words but keep word identities for frequent words.
2.1.2. Prosodic features
Our prosodic features are designed to reflect breaks in pause, tem-
poral, intonational, or energy contours. The features are extracted
from speech signal using word-level and phone-level time align-
ment information from an automatic speech recognizer. The features
are associated with interword boundaries. In order to capture local
prosodic dynamics, we also use features associated with the previ-
ous and the following word boundaries. In addition, we added infor-
mation capturing phenomena such as speaker changes. Finally, we
performed feature selection to identify a small set of useful prosodic
features for both corpora.
2.2. Models
We examine three statistical approaches to sentence segmentation –
HMM, maximum entropy (MaxEnt), and a model based on adap-
tive boosting called BoosTexter. All three approaches rely on both
textual and prosodic information, but combine the two knowledge
sources in different fashions. The HMM approach uses an indepen-
dent language model and prosody model that are combined at the
score level during testing. In MaxEnt, the learning algorithm com-
bines textual features with thresholded prosodic posteriors, obtained
from an independent prosodic classifier. The BoosTexter approach
builds one integral model that combines the two information sources
at the feature level. It would be interesting to compare these models
because of their different views on the knowledge source combina-
tion. In addition, these different models are likely to be complemen-
tary, and thus their combination may yield better performance than
individual models.
2.2.1. HMM
The HMM model [1] describes the joint distribution of word se-
quence W , prosodic features P , and SU boundaries S, P (W, P, S).
The model assumes that prosodic features depend only on the events
(SU boundary or not), and not on the words. The transition probabil-
ity is based on an n-gram language model (LM), which is trained by
explicitly including the SU boundary as a token in the vocabulary.
We used trigram LMs with modified Kneser-Ney smoothing. The
observation likelihood comes from the prosodic model, for which we
used decision tree classifiers. To overcome the problem of data skew
(SU boundaries are much less frequent than non-boundaries) and to
decrease classifier variance, we employ a combination of ensemble
sampling with bagging [10]. During testing, we perform forward-
backward decoding to find the boundaries (hidden states) given the
word sequence and corresponding prosodic features (observations).
2.2.2. Maximum entropy
Unlike the generative HMM, Maximum Entropy (MaxEnt) is a dis-
criminative model trained to directly discriminate among the target
classes. Textual features for our MaxEnt model included n-grams of
words, AIC, and POS tags. We used up to trigrams spanning across
or neighboring with the inter-word boundary in question. To cap-
ture word repetitions, we also employed a binary feature indicating
whether the word before the boundary is identical to the following
word. Similar to HMM, prosodic information is used via the de-
cision tree prosody model; however, unlike in HMM, the prosodic
probabilities in the MaxEnt model were not used directly since this
model usually does not perform well dealing with many real-valued
features. Therefore we encoded the posteriors via thresholding to
yield binary features. Because the presence of each feature in a
MaxEnt model raises or lowers the final probability by a constant
factor, it is reasonable to encode the posteriors in a cumulative fash-
ion. This setup is more robust than using interval-based bins since
small changes in prosodic scores may still result in matched features.
We experimented with various gaps between adjacent thresholds and
found 0.1 to be a convenient value. Thus, we obtained the following
binary features: p > 0.1, p > 0.2, . . . , p > 0.9. To avoid overfitting
in MaxEnt, we used smoothing with Gaussian priors. Since MaxEnt
does not have a separate LM, and assumes that all features are avail-
able during training, it does not allow to directly use additional data
from text corpora that do not have any prosodic features associated
with words. To overcome this problem, we used the additional LM
in an HMM framework (without prosodic model) to estimate poste-
rior SU probabilities for each boundary, and these posteriors were
subsequently used as an extra feature during training and testing.
Similar to the prosodic posterior probabilities, we thresholded the
additional LM probabilities and used them as binary features. For
all our experiments with MaxEnt, we employed the MegaM toolkit.1
2.2.3. BoosTexter
The third approach, BoosTexter, is based on boosting, which com-
bines many weak learning algorithms to produce an accurate clas-
sifier. Each weak classifier is built based on the outputs of previ-
ous classifiers, focusing on the samples that were formerly classi-
fied incorrectly. The BoosTexter algorithm [11] was originally de-
signed for the task of text categorization, and combines weak classi-
fiers having a basic form of one-level decision trees (stumps) using
confidence-rated predictions. In BoosTexter, we used the same tex-
tual features as in the MaxEnt model. The prosodic features were
used directly in BoosTexter, unlike in HMM or MaxEnt that use the
output from the decision tree prosody model. Each weak classifier
checks for the presence or absence of an n-gram, or for a value of a
continuous or categorical feature. The number of training iterations
is optimized using a development set. BoosTexter allows a natural
combination of textual and real-valued prosodic features at the fea-
ture level. Similar to MaxEnt, we also could not use additional text
data directly, but used LM posteriors from the HMM model (in this
case non-discretized). In our experiments, the ICSI implementation
of the boosting algorithm was employed.2
3. EXPERIMENTS
3.1. Data and experimental setup
We evaluate our methods using two corpora – the ICSI meeting
corpus [12] (English, EN) and the Czech (CZ) broadcast conver-
sation corpus [13]. Both corpora are publicly available from LDC.
All experiments were evaluated using both human-generated refer-
ence transcripts (REF) and automatic speech recognition (ASR) tran-
scripts. The English corpus contains multichannel conversational
speech recorded by headworn microphones. The data were split
into a training set (51 meetings, 539k words), a development set (11
meetings, 110k words), and a test set (11 meetings, 102k words).
1http://hal3.name/megam
2http://code.google.com/p/icsiboost/
For this corpus, SU boundaries are defined as dialog act boundaries
annotated based on a set of strict segmentation rules. Recognition
results were obtained using the state-of-the-art SRI speech recogni-
tion system with word error rate of about 38.2%. For Czech, the
data included 159.1k words for training, 24.1k words for develop-
ment, and 24.6k words for testing. The corpus is annotated based on
LDC’s Metadata Extraction (MDE) standard [13]. The MDE anno-
tation included labeling of SU boundaries, which were used in this
work. The ASR output was obtained from the UWB LVCSR system
tailored for real-time recognition of highly inflective languages [14].
The overall word error rate was 29.3%. For LM training, we also
used an additional text corpus of Czech broadcast transcripts (107M
words).
We must note here that there is not a perfect match in speaking
styles between the English and the Czech corpus – although both
contain multiparty conversational speech, meetings are more inter-
active and less formal than broadcast conversations. However, the
Czech corpus we use is the only publicly available conversational
speech database, and there is no available English broadcast conver-
sation corpus annotated for SU boundaries.
We measure SU segmentation performance using F -measure,
which is the harmonic mean of Precision (P ) and Recall (R):
F =
2PR
P + R
(1)
To generate the “reference” SU boundaries for the ASR words in
both corpora, the reference setup was aligned to the recognition out-
put with the constraint that two aligned words should occur within a
fixed time threshold.
3.2. Results and discussion
The comparison of the three modeling techniques is visualized for all
the evaluation test sets (EN REF, EN ASR, CZ REF, and CZ ASR) in
Fig. 1 and 2, according to information sources used (textual vs. both
textual and prosodic). The bars in both figures display F -measures
for sentence boundary detection (thus higher is better). Fig. 1 shows
results for models based only on textual information. HMM was
the most successful approach for the EN corpus, but the difference
among the three approaches is small. In contrast, BoosTexter was
the best performing method for the CZ corpus, and the superiority
of BoosTexter over the others (especially HMM) was greater than
the differences in EN. This difference in model performance may be
explained by lexical differences between English and Czech. Since
Czech uses a much larger number of word forms than English, and
it does not have a fixed word order, the LM performance depends
highly on low order n-gram features which are more efficiently mod-
eled in the discriminative models, MaxEnt and BoosTexter. On the
other hand, higher order n-gram probabilities important for English
are better modeled in the HMM approach which uses a more power-
ful smoothing technique. Regarding usefulness of individual textual
knowledge sources, there are significant contrasts between English
and Czech. First, while AIC information significantly improved re-
sults on English (relative error reduction 3.0%), it did not provide
any gain for Czech. POS information was useful for both languages,
but it was significantly more beneficial for Czech (relative error re-
duction 3.7%) than for English (1.3%).
The results of the models relying on both information sources
are visualized in Fig. 2. For all the four test sets, the best results were
achieved by the HMM model, however, the gaps between HMM and
other models were statistically significant only for the English cor-
pus (p < .05 using Sign test). There is some difference comparing
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Fig. 1. Sentence boundary detection scores for individual models
when only textual information is used.
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Fig. 2. Sentence boundary detection scores for individual models
when both textual and prosodic information is used.
the patterns shown in Fig 1 and 2. The winning method (HMM) for
EN is the same for both conditions, whereas for CZ the best per-
forming model in Fig. 2 is different from that in Fig 1 (only using
textual information). It suggests that prosodic information is better
modeled in the HMM approach. Also note that although the EN cor-
pus is more spontaneous and thus may seem to be more difficult,
we achieved higher F -scores for this than for the CZ corpus. This
is possibly because of more difficult language modeling for Czech,
which overbalances more difficult speaking style in the EN corpus.
This hypothesis is also supported by the fact that the relative differ-
ences between EN and CZ are higher when we do not use prosodic
information.
Table 1 summarizes the results for the three models using both
textual and prosodic information. The table also presents results of
a model that combines HMM, MaxEnt, and BoosTexter via poste-
rior probability interpolation. The interpolation weights for the three
models were estimated from development data using the EM algo-
rithm. The results indicate that the combination improves SU seg-
mentation accuracy in all the test conditions. The Sign test showed
that the improvements over the best single models are significant at
p < .05 for EN ASR, CZ REF, and CZ ASR. For EN REF, the
difference is not significant.
We also analyzed differences between EN and CZ in terms of
prosodic feature usage in decision trees. The usage metric reflects
the number of times a feature is queried in a decision tree, weighted
by the number of samples it affects at each node. The total feature
usage within a tree sums to 1. The numbers are based on averaging
over multiple trees generated in bagging. The feature usage distribu-
tions are displayed in Fig. 3. For both corpora, the most used groups
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Fig. 3. Usage of different prosodic feature groups for English and
Czech
are duration and pause, however, their proportions differ. Pause fea-
tures have relatively higher usage in EN than CZ, and duration is
used more in CZ than EN. This indicates that duration information
is a relatively better cue in broadcast conversation, while in more
spontaneous meetings, pause features are more reliable. Another
difference between the two distributions is in the proportion of pitch
and energy features – EN prefers pitch features, while energy fea-
tures are used more in CZ. The low usage of energy in meetings
may partly be explained by a higher variance in channel and inter-
utterance loudness which affect extraction of the energy-based fea-
tures (despite some feature post-processing we used).
4. SUMMARY AND CONCLUSIONS
In this paper, we have evaluated automatic sentence segmentation of
conversational speech in two languages – English and Czech. We ex-
amined three different modeling approaches relying on both textual
and prosodic cues: HMM, MaxEnt, and BoosTexter, and evaluated
them using both reference and automatic transcripts. The results
indicate that the HMM model showed most consistently good re-
sults. It produced best results in the majority of our tests. The only
exceptions were the tests on Czech when using only textual infor-
mation, where HMM was the worst approach. This indicates that
the discriminative models, BoosTexter and MaxEnt, are more robust
to lexical irregularities frequent in conversational Czech. Overall,
the best results for all our test sets were achieved by a model that
combines HMM, MaxEnt, and BoosTexter via posterior probability
interpolation.
The results also indicate that Czech, as a rich morphology lan-
guage, is more difficult than English for this task. Although the
English meeting corpus is more spontaneous, contains more noise,
and has a higher word recognition error rate, we achieved higher F -
scores for this than for the Czech broadcast conversation corpus. The
relative differences in F -scores between Czech and English were
higher when we did not use prosodic information. Between English
and Czech, our comparison has also shown some differences in fea-
ture usage in the prosodic models. Overall, this cross-lingual analy-
sis is important to port sentence boundary detection approaches from
one language to another.
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