Abstract-This study is mainly focused on iterative solutions to shifted linear systems arising from a Quantum Chromodynamics (QCD) problem. For solving such systems efficiently, we explore a new shifted QMRCGstab (SQMRCGstab) method, which is derived by extending the quasi-minimum residual to the shifted BiCGstab. The shifted QMRCGstab method takes advantage of the shifted invariant property, so that it could handle multiple shifts simultaneously using only as many matrix-vector multiplications as the solution of a single system required. Moreover, the SQMRCGstab achieves a smoothing of the residual compared to the shifted BiCGstab, and the SQMRCGstab is more competitive than the MS-QMRIDR(s) and the shifted BiCGstab on the QCD problem. Numerical examples show the efficiency of the method when one applies it to the real problems.
I. INTRODUCTION
Quantum Chromodynamics (QCD) is generally accepted to be the fundamental physical theory of strong interactions among the quarks as constituents of matter. To explore some physical observables in QCD, it is important to discretize the Dirac operator. It could respect the chiral symmetry which such observables depend on. To study QCD at nonzero baryon density the more powerful overlap Dirac operator was extended to include a quark chemical potential recently [1] . The most important and challenging part in the overlap operator is to compute the sign function of a complex matrix, which is Hermitian at zero baryon density, but is non-Hermitian at non-zero chemical potential.
To compute the sign function of the large non-Hermitian spare matries efficiently, Jacques C.R. Blocha, etc. [2] , [3] used Multi-shift methods to approximate the sign function by a rational function, which is focus on solutions of the s linear systems
where I is the identity matrix, A ∈ C n×n is a large nonsingular matrix, the shift σ i ∈ C, 1 ≤ i ≤ s, and b ∈ C n .
For simplicity of discussion, we assume σ 1 = 0. Let σ = {−σ i |2 ≤ i ≤ s} and x σ = {x i |2 ≤ i ≤ s}, then Eq. (1) can be written as the following format
where I is the identity matrix and σ ∈ C is a shift. The first equation is referred as the seed system while the second one is termed as the shifted system. Sequences of such shifted linear systems arise not only in QCD [2] , [3] , but also in various fields, e.g., in trust-region and regularization techniques for nonlinear least squares and other optimization problems in control theory [4] , as well as in the application of implicit methods for the numerical solution of partial differential equations (PDEs) [6] . However, the QCD application is the main motivation for the present study. For solving (1), Kryloc subspace techniques are most faithfully. Since they rely on a shift-invariance property that for any shift σ, m-th Krylov subspace generated by A and b is invariant under the shift, i.e.,
as long as the starting vectors are collinear. It means that equations (2) can be solved simultaneously by constructing only one sequence of Krylov subspace.
Methods [12] , [5] , [17] , [10] that are based on the nonsymmetric Lanczos process have been straightforwardly derived to solving.
The shifted BiCGstab [9] , [10] , which among the shifted algorithms, is a particularly efficient method for quark propagator calculation. However, its convergence curve is not smoothed (see Section 5) . In order to eliminate that erratic convergence, we derive a alternative approach (SQMRCGstab) which is applied the quasi-minimun residual to the shifted BiCGstab and illustrate its smoothed convergence by means of numerical experiments in this paper. The proposed algorithm also makes use of the shifted invariance to simultaneously solve several shifted linear systems at the expense of only one matrixvector multiplication per iteration. Moreover, we also compare the SQMRCGstab method with the Multishift QMRIDR(s) [17] method. The numerical result shows that the SQMRCGstab is more competitive than the MS-QMRIDR(s) and the shifted BiCGstab on the QCD problem.
In rest of this paper is organized as follows. In Section 2 we briefly review collinear residuals principle. The shifted BiCGstab algorithm is shortly summarized in Section 3 . Our algorithm details are described in Section 4. Section 5 presents numerical examples, which stem form real problems such as QCD, to illustrate our results. Krylov subspace methods for the shifted system exploit the following result, from which we learn what is a collinear residual idea. For a proof we refer to [10] .
II. COLLINEAR RESIDUALS
Theorem 2.1:
be an approximation to the solution of Ax = b defined via the following Petrov-Galerkin condition for the residual
For solving the shifted system (2), we take the collinear residual approach as follows,
The (3) is equivalent to p [10] , [14] .
III. THE SHIFTED BICGSTAB ALGORITHM
In this section, we briefly recall the derivation of the shifted BiCGstab method, which is similar to the one described in [9] or [10] .
From the BiCG algorithm [13] , the following recurrence relation holds, [9] .
Ignoring the scalar coefficients at first, the MR polynomial ψ m (t) is defined by the simple recurrence ψ m+1 (t) = (1 − χ m t)ψ m (t) in the BiCGstab method. Then the polynomial is given directly as a product of its linear factor ψ m+1 (t) = m i=1 (1 − χ i t) . To calculate the shifted MR polynomial, we assume a linear factor
. The shifted polynomial is therefore given by
Thus using the polynomials (8) and (9), we can generate the parameters as follows χ . In order to eliminate these additional matrix-vector products, the following identify is used in the shifted BiCGstab [9] , [10] 
The shifted BiCGstab is a particularly efficient method for quark propagator calculation. However, its convergence curve is not smoothed (see Section 5) . In older to eliminate that erratic convergence, we derive a method which is applied the quasi-minimun residual to the shifted BiCGstab in next section.
IV. THE SQMRCGSTAB ALGORITHM
The algorithm proposed in this section is inspired by the QMRCGstab method [11] , which was combined the features of BiCGstab and quasi-minimization principle. Note that if applying the quasi-minimization principle to the shifted BiCGSTAB method, one may obtain SQMRCGstab method. Equally, the collinear residual approach is extended to the QMRCGstab method for solving shifted linear systems.
Assuming that the vectors r . . .
It can easily be checked that spanY is lower bidiagonal, this is done by means of Givens rotations, and only the rotation of the previous step is needed, for detail, see [13] .
Finally, the SQMRCGstab algorithm is summarized as follows (see Algorithm 3), in which the Givens rotations used in the QR decomposition are given explicitly: In this section, some numerical experiments will be described. The goal of these experiments is to examine the effectiveness of the SQMRCGstab method.
All the numerical experiments were performed in MAT-LAB 7.1. The machine we have used is a PC-Pentium(R)4, CPU 2.50 GHz, 2.00 GB of RAM. In all of our runs we used a zero initial guess. All the convergence of the numerical experiments were illustrated in figures. The horizontal axis of figures is the number of matrix-vector multiplies, the vertical axis is relative norm of residual r m / r 0 .
Example 5.1 Let us consider circuit simulation matrices from Rajat and Raj, which were taken form the University of Florida Sparse Matrix Collection [16] . The matrix is a 1879 × 1879 real unsymmetric, and we consider two values for the shift parameter, σ = 0.1, 1. The right-hand side is a unit vector. In Figure 1 , it is observed that the SQMRCGstab method works better than the shifted BiCGstab method, and the convergence plot for the SQMRCGstab method appears well smoothed. The SQMRCGstab method converges faster even though the condition of the matrix A + σI is more larger (see the left column figures).
Example 5.2
The second numerical experiments stem form a QCD problem. In this part, we compare the SQMRCGstab with the shifted BiCGstab and the Multi-shift QMRIDR(s) [17] method. The matrix and the corresponding critical parameter k c are available from the set QCD of the web repository Matrix Market [16] . We take matrices conf5.4-00l4x4-1400.mtx and conf5.4-00l4x4-1800.mtx, which are 3072 × 3072 complex and non-Hermitian. The corresponding critical values are 0.20328, 0.20265 respectively.
Two different sets of parameters are chosen for numerical experiments. The first set is k 1 = 0.2, k 2 = 0.196, the second one is k 1 = 0.2, k 2 = 0.176. In both cases, the seed system is taken to be the system with value k 1 .
Convergence curves of the SQMRCGstab, the shifted BiCGstab and the MS-QMRIDR(s) are displayed in Figure  4 , 5. Apparently, the SQMRCGstab and the BiCGstab are more competitive than the MS-QMRIDR(s) on the QCD problem. Moreover, the SQMRCGstab achieves a smoothing of the residual compared to the shifted BiCGstab.
VI. CONCLUSION
We derived the SQMRCGstab method. Our motivation for this method is to inherit any potential improvements on performance BiCGstab, while at the same time provide a smoother convergence behavior. The SQMRCGstab method has many desirable properties, such as transpose-free, short recurrences. Most important of all, it can exhibiting the same advantage (shifted invariance). Numerical experiments on many real problems confirm the theoretical results and show that our approach is more efficient than the shift BiCGstab method and the MS-QMRIDR(s) method.
