This paper investigates the relationship between innovation and the export behavior of firms using data from a representative panel of Spanish firms over 1991-2002. It presents a simple theoretical model of the firm decision to export and innovate that guides the econometric analysis. Consistent with the predictions of the theoretical model, the econometric results suggest a positive effect of firm innovation on the probability of participation in export markets. The results further reveal the heterogeneous effects of different types of innovations on the firm export participation. In particular, product upgrading appears to have a larger effect on the firm export participation than the introduction of cost-saving innovations. These findings are robust to alternative regression techniques to control for firm unobserved heterogeneity, to dynamic specifications and to the use of instrumental variables regressions to control for the potential endogeneity between innovation and exporting.
Introduction
The recent trade literature has unveiled a large heterogeneity among firms that trade. Most of this literature has focused on the link between productivity and exporting and confirmed the empirical regularity that more productive firms self-select into export markets (e.g. Aw and Hwang 1995, Bernard and Jensen 1999, and for a recent literature review see Bernard et al. 2007 ). However, there is far less evidence on the role of innovation, one potential driver of productivity differences among firms (e.g. Griliches 1998) on the firm export behavior. A comprehensive study of the relationship between innovation and trade at the firm-level may improve our understanding of the drivers of firms' exporting decisions and the characteristics of firms that trade.
This paper aims at filling this gap by investigating the relationship between innovation and the export behavior of firms. It presents a simple theoretical model of the decision to export and innovate by heterogeneous firms which is based on the work by Bustos (2005 Bustos ( , 2007 to guide the empirical analysis assessing the effect of innovation on firm export market participation. In the model firms are heterogeneous in terms of productivity and have the choice to invest in innovation to upgrade their technology. The model predicts that innovating firms are more likely to participate in exporting than non-innovating firms. Although innovating and noninnovating firms face similar fixed costs to access export markets, the innovating firms generate higher expected profits from exporting, which makes them more likely to export. I test this proposition for a panel of Spanish manufacturing firms over the period [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . There are several advantages of the unique dataset I use in the analysis. It contains not only the information on R&D investments as more commonly available in the literature (see Aw et al. 2007 and 2009 ), but also the data on the output from the innovation process. In particular, the dataset contains time-varying information on product and process innovations of firms that allows a more precise investigation of different channels through which the innovation efforts are linked to the returns to exporting.
My empirical analysis confirms the theoretical predictions summarized above. The results suggest a positive effect of firm innovation on the probability of participation in export markets. Consistent with the theoretical predictions, firms that introduce cost-saving innovations are more likely to export than those firms that don't innovate. This result is in line with the theoretical intuition that innovating firms are more likely to export because they can charge lower prices and thus obtain higher returns from foreign sales than non-innovating firms. Also firms that innovate by upgrading their products or introducing completely new ones are more likely to export. This results supports the discussions in the previous literature indicating that product upgrading is an important component of firms' exporting decisions (Bernard and Jensen 2004 and Iacovone and Javorcik 2008) .
The empirical results further disclose the heterogeneous effects of different types of innovations on the firm export participation. The effects of product upgrading appear to weight more on the firm export participation than those of introducing cost-reducing innovations. In particular, the results indicate that current introduction of product innovations leads to greater probability of future exporting in the range of 2 to 16 percent depending on the econometric specification, while the effect of process innovation is by half smaller ranging between 1 to 8 percent, 1 depending on the econometric specification. These results suggest that product upgrading gives a greater advantage to Spanish firms in export markets than the improvements in their production techniques. An interpretation of this result is that product upgrading allows firms to differentiate their products from rival firms, which may give a better advantage over competitors in export markets than cost-advantages gained though process innovation. These empirical findings are robust to alternative regression techniques to control for firm unobserved heterogeneity, an in particular to instrumental variables regressions to control for the potential endogeneity between innovation and exporting. The results are also robust to dynamic specifications where the firm current exporting decision depends on its exporting history.
My study relates to the literature on trade and firm heterogeneity by investigating the role of firm innovation efforts on their export market participation. Clerides, Lach and Tybout (1998) and Bernard and Jensen (1999) were among the first to document the superior performance of exporters relative to purely domestic firms. Following their research, an extensive literature has reached the consensus that exporter premia can be explained by self-selection of best performers into export markets, rather than by learning by exporting. 1 These empirical findings have been incorporated into theoretical models of trade that consider firm heterogeneity to explain differences in patterns of export participation as an interaction between firm productivity and fixed costs to export (Melitz 2003 
, Bernard Eaton Jensen and Kortum 2003, Yeaple 2005).
The importance of innovation for productivity and exporting of firms has been only recently brought into focus. A few empirical studies using micro-level data have documented a positive correlation between investment in R&D and exporting (Bustos 2005 In particular, in a recent paper Aw et al. (2009) develop a structural model of the firm decision to invest in R&D and participate in the export market and estimate the model using plant level data for Taiwan. They find that the self-selection of high productivity plants is the main driver of the decision to export and to undertake R&D. Their study suggests further that both R&D and exporting have a positive effect on the plant's future productivity. However, they find little effect of investments in R&D on the export decision once they control for the initial productivity differences.
In particular, my paper contributes to the above literature by investigating the effect of firm innovation activities on its export market participation. To characterize the linkages between the export and innovation decisions of firms, I derive a theoretical trade model of heterogeneous firms that builds on the work of Bustos' (2005 Bustos' ( , 2007 and extend her framework by deriving the conditions under which innovating and non-innovating firms will engage in trade. The empirical analysis investigates in depth the firm innovation output in terms of process upgrading and introduction of new product by relating them to the export participation decision. By contrast to other studies (e.g. Aw et al. 2007 and 2009) , my data allows me to empirically investigate the effect of actual innovation rather than R&D investments on the exporting decisions of firms.
As such, this analysis assesses the heterogeneous effects of different types of innovation on the export decisions of firms.
This paper also provides fresh econometric evidence on the exporter premia for Spain. The superior characteristics of exporters versus non-exporters were previously documented by Fariñas and Martín-Marcos (2007) for some firms' performance characteristics including size, labor composition and labor productivity. The paper contributes in this respect to the understanding of the Spanish economy by documenting systematic and significant differences between exporters and non-exporters in terms of innovation efforts and outcomes. It shows that after controlling for size, temporal and industry differences, exporters appear to spend more in innovation (20%) than non-exporters, and introduce more product innovations (13%) and process innovations (7%).
The remainder of the paper is organized as follows. Section 2 presents the theoretical framework providing economic intuition for the relationship between firm innovation and exporting activities. Section 3 presents the preliminary evidence and provides an overview of Spanish firms' innovation and exporting activities during 1991-2002. Section 4 describes the empirical strategy to estimate the effect of innovation on firm export market participation. Section 5 presents the econometric results and discusses the sensitivity checks. Section 6 concludes.
Theoretical Framework
This section presents a simple theoretical model of the decision to export and innovate by heterogenous firms to give intuition in support of the empirical analysis of the effect of innovation on firms' exporting decisions. The model builds on the work of Bustos (2005 Bustos ( , 2007 who extends the Melitz (2003) model of heterogenous firms to include the possibility that firms make investments in innovation to reduce their marginal costs of production and upgrade their technology. I extend Bustos (2005 Bustos ( , 2007 model by directly comparing the exporting decisions of an innovating firm versus a non-innovating one, to make it empirically tractable. In this setting firms are heterogenous in productivity, so that more productive firms have an advantage over less productive firms, for example inherent to their managerial ability. Firms have the choice to invest in innovation, which implies incurring a fixed cost that brings a lower marginal cost of production. Only the most productive firms will find it profitable to incur the fixed cost of innovation because the increase in revenues implied by a reduction in marginal costs will be higher the higher is the initial level of productivity.
The main outcome of the model is that firms that innovate will also be more likely to export. The reason is that innovators find exporting more profitable than non-innovators: as innovators have lower marginal costs of production, they can charge a lower price which will increase total sales more than proportionally because demand is assumed to be elastic.
Setup of the Model

Demand
The demand side of the economy is modelled following the standard set-up used in recent trade literature (Melitz 2003, Bernard Eaton Jensen and Kortum 2003) . Demand is characterized by a representative consumer with CES preferences over a continuum of varieties i of a good q.
where 0 < ρ < 1 and i ∈ (0, N)
In line with that literature it is assumed that consumers maximize their utility subject to the budget constrain:
,where E is aggregate expenditure. Total demand for variety i can be then written as:
where σ = 1/(1 − ρ) > 1 is the constant elasticity of substitution across varieties and P = "
is the price index, as in Bustos (2005 Bustos ( , 2007 ).
Supply
The supply side of the economy is characterized by a monopolistically competitive industry, where each firm produces a single variety i of good q and there is free entry into the industry. Firms are heterogenous in an underlying productivity parameter as in Melitz (2003) , denoted by ϕ i , with more productive firms having a lower marginal cost of production and producing more output per unit of input. Firms can invest in innovation to decrease the marginal costs of production and improve their production process or stay as they are. Following closely Bustos (2005 Bustos ( , 2007 , firms that choose to innovate {I = 1} need to incur a fixed cost f I=1 , which is higher than the fixed cost of firms that choose not to innovate {I = 0} need to incur (f I=1 > f I=0 ) to keep the current level of technology, but innovation leads to lower marginal costs of production c I=1 < c I=0 .
Firms make a price and innovation choice that maximizes their profits. With CES preferences the profit maximizing price ( p I ) is a constant markup over marginal cost (c I ), expressed more formally as:
Following Bustos (2005 Bustos ( , 2007 ) the quantity sold (q I ) the revenues (r I ) and the profits (π I ) are defined by the following equations:
Innovation decision
For the purpose of my research question I slightly modify the Bustos (2005 Bustos ( , 2007 set-up to compare the exporting decision of firms that innovate versus those that do not. Firms will choose to innovate {I = 1} as long as the profits from innovating (π I=1 ) will exceed the non-innovating profits (π I=0 ), which can be formally expressed as:
Taking into account the analysis of firms' profits and cost functions the above expression shows that firms will innovate when the benefits from innovation, the left hand-side of the equation, are larger than the costs from innovation, the right hand side of the equation. Note that the benefits from innovation are an increasing function of firm productivity, so more productive firms will invest in innovation because the increase in revenues from a reduction in marginal costs will be higher the higher is productivity ϕ i .
Export decision
In addition to serving the domestic market firms also have the choice to export. International trade is costly and in order to export firms need to bear two types of trade costs: a fixed cost to export f x and a variable unit cost that takes form of an iceberg transport cost, so that for a unit of good to arrive, τ > 1 need to be shipped. The fixed export cost can be interpreted as distribution and servicing costs in the foreign market. The export profits are:
where E * is foreign spending in good q, P * is the price index in the foreign country, and f x is the fixed cost to export.
Proposition: Innovators are more likely to export than non-innovators. This proposition follows from comparing the increase in total profits from exporting for an innovator to the increase in total profits from exporting for a non-innovator. A firm will export if the profit from the domestic market and exporting are jointly larger than the profit from serving only the domestic market:
Then an innovator will choose to export if
while a non-innovator will choose to export if
Comparing Eqs. (10) and (11), the variable profits from exporting are larger for an innovator than for a non-innovator because the innovator's marginal costs are lower (c I=1 < c I=0 ), while the fixed cost to export (f x ) is the same for both types of firms. The intuition for this result is that innovators have a lower marginal cost of production than non-innovators, so they can charge a lower price which will increase their total sales more than proportionally because demand is assumed to be elastic (σ > 1). Note that this result will always hold since the productivity of a firm that chooses to innovate is strictly higher than the productivity of a non-innovating firm, because the innovating firm can profitably cover the higher fixed costs to innovate (f I=1 > f I=0 ). 2 To finalize the model I characterize the productivity thresholds that define firms' exporting and innovation decisions. As shown by Bustos (2005) , there are two possible productivity configurations depending on the size of the fixed innovation cost compared to the size of the fixed export cost. If the fixed costs to innovate are sufficiently higher than the fixed costs to export [(f I=1 − f I=0 ) > f x ], then the minimum productivity level needed to innovate without incurring negative profits is higher than the minimum productivity level needed to export profitably, i.e. ϕ x < ϕ I=1 . In this case innovators will export, and there will exist some middle productivity firms that do not innovate but manage to cover the fixed costs to export. The other possible configuration is that ϕ x > ϕ I=1 that occurs when the fixed costs to export are sufficiently higher than the fixed costs to innovate
In this case only innovators will export, while non-innovators will only serve the domestic market. 3 If
, then firms can be classified into three groups according to their productivity level: high productivity firms which innovate and export (ϕ i > ϕ I=1 ); medium productivity firms which do not innovate but export (ϕ x < ϕ i < ϕ I=1 ); and low productivity firms which don't innovate and serve only the domestic market (ϕ i < ϕ x ).
In the next section, I present the firm-level data that will be used to test the prediction of the model that firms that innovate are more likely to export. The section describes the statistical evidence and provides an overview of Spanish firms' innovation activity and exporting behavior for the panel of 1991-2002. It also provides preliminary empirical evidence on the positive correlation between innovation and exporting, which motivates further the econometric analysis.
Innovation and Exporting of Spanish Firms
Data
This study uses annual firm-level survey data for the period 1990-2002 compiled from the Encuesta Sobre Estrategias Empresariales (ESEE). The ESEE survey is sponsored by the Spanish Ministry of Industry and includes the balance-sheet data and information on firm strategies for a random sample of Spanish manufacturing firms. The dataset is representative as it on average covers 20% of total employment and 31% of total output over the manufacturing sectors compared to industry aggregates for Spain by EU KLEMS (2007) . After the cleaning process described in more detail in Appendix B, the unbalanced panel of firms includes on average 1,890 firms with a total number of 21,949 observations over the period [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . 4 This dataset is unique in providing information on the inputs and outputs of firms' innovative activities. In particular, I observe each firm's participation in R&D activities, R&D expenditures, and introduction of product and process innovation in each year. Moreover, the dataset includes yearly information on each firm's export sales. Given the richness of the ESEE data, I can estimate directly the effect of different types of innovative activity on the exporting behavior of firms, without solely relying upon the input measures of the innovation process. Before turning to the econometric analysis in Section 4, I first statistically describe the data and document the link between innovative activity and exporting of Spanish firms.
Participation of Firms in Innovation and Exporting
I first provide a snapshot into the panel dimension of the dataset. Table 1 Viñals 1992 ) and its export participation of 64% in the last year of the sample is comparable to other European economies that are similar to Spain in terms of size and per capita income. For example, export participation in Italy was at that time 58%, France 67% and Germany 59% (Bruegel 2007) .
Among all firms, only about one third (37%) of them innovate. The R&D intensity is also very low as observed in the last column of Table 1 , which reports the average R&D intensity measured as the ratio of R&D expenditures to sales by year. In particular, the average R&D intensity was only 0.59% during 1991-2002. This descriptive micro-evidence is hardly surprising, as it is largely in line with the aggregate figures on the low R&D intensity of the Spanish economy. For instance, business R&D statistics published yearly by the OECD show that Spanish business R&D spending relative to value-added was only 0.70% compared to the average values of 1.65% for the EU25 and 2.13% for the total of OECD countries during 1998-2002 (OECD 2004: Table  26 ).
I take a closer look at the sectoral composition in Table 2 . The ESEE dataset covers all manufacturing sectors and Table 2 presents the fraction of exporting and innovating firms over all firms in each sector over the sample period. Sectors are classified according to their R&D intensity based on the firm-level data and compared to the OECD classification based on the industry aggregate data. 5 4 The data is cleaned with respect to unlikely values and large spikes in the main variables used in the empirical analysis. The first year of the sample is lost because there is not available for capital necessary to construct productivity. Due to this cleaning less than 2% of the observations are lost, so the sample remains highly representative. 5 The high-tech label refers to sectors with R&D intensity above or equal to the average R&D intensity across all sectors in a given year. This classification is based on the firm-level data and as can be seen from Table 2 Table 2 documents that exporting is quite common within most sectors. The lowest export participation is in the publishing and printing industry, and still the participation is rather high with more than one third of firms exporting in a given year (37%). By contrast the participation in innovation is less frequent for each and every sector. As expected the participation rates are high in high-technology sectors compared to low-tech ones where innovation is particularly important to face competitive pressures and retain market shares. For instance, in the chemical industry around 70% of firms innovate in a given year. But the participation in innovation is rather low for low-tech sectors where only one fourth of all firms (24%) innovate each year. To investigate further the relationship between participation in each of these activities across sectors, I plot in Figure 1 the correlation between the share of exporters and innovators, expressed as functions of all firms in 1991-2002. Figure 1 clearly indicates a positive correlation between the firms' participation in both activities across all manufacturing sectors. This relationship is particularly strong for all high-tech sectors, which appear in the top-right corner of Figure 1 
Differences between Exporters and Non-Exporters in Innovation
In this sub-section, I compare exporters to non-exporters with respect to their innovation and other characteristics, for which the summary statistics are presented in Table 3 . 6 This exercise is important to confirm whether there is a positive correlation between innovation and exporting at the firm-level as suggested by the theoretical model developed in Section 2.
[Insert Table 3] I first compare exporters to non-exporters in terms of average innovation in Table 4 over the sample period 1991-2002. Exporters are remarkably more innovative than non-exporters. Within the exporters, the share of innovating firms (53%) is four times larger than the share of innovating firms within non-exporters (13%). Exporters also have higher inputs into innovation process (0.83%), as they spend four times more on R&D than non-exporters (0.25%). Henceforth, a larger share of exporters introduce product (36%) and process (43%) innovations relative to non-exporters (13% for product and 23% for process innovation). Comparing the initial, middle and final sample year, the gap in innovation activity between exporters and non-exporters is substantial and very stable across time and measures of innovation -the percentage of innovating firms, R&D intensity and the share of firms that conduct product or process innovations -as illustrated by the figures across three different time horizons further reported in Table 4 .
[Insert Table 4] corresponds closely with the OECD classification.
Next, I conduct a more formal test to asses the differences in innovation between exporters and non-exporters. For that purpose, I borrow the empirical approach used by Bernard and Jensen (1999) to estimate the exporter premia of US firms in terms of productivity and estimate the exporter premia in terms of innovation from the following panel fixed-effect regression:
where Z it denotes the vector of characteristics of firm i at year t, including sequentially the firm's measures of innovation, size, productivity, input costs and capital intensity. The variable Y it is a dummy variable equal to 1, if a firm i exports and zero otherwise, emp it is the number of employees working in firm i at year t, and Y ear t and Ind j are year and industry dummies. The exporter premium is captured by the coefficient b that measures the percentage difference between exporters and non-exporters with respect to innovation activity or other firm characteristics captured by Z it . Table 5 presents the estimation results from equation (12). The results support the previous statistics from Table 4 , that is, exporters are on average more innovative than non-exporters. Exporters are 15% more likely to innovate than non-exporters, spend 19% more in innovation, 13% and 7% more of exporters introduce product and process innovations than non-exporters during 1991-2002.
[Insert Table 5 ] Exporters appear to be significantly different from non-exporters with respect to other firm characteristics as well, as extensively documented by the recent trade literature. Table 5 further shows that Spanish exporters are on average twice larger, more productive (7%), pay higher wages (11%) and are more capital intensive (40%) than non-exporters. 7 These figures are in line with the estimates of exporter premia previously reported by Fariñas and Martín-Marcos (2007) for Spain. And are also in line with the findings of Bernard and Jensen (1995, 1999) for the US, Bernard and Wagner (2001) for Germany, and De Loecker (2007) for Slovenia among others. 8 
Evidence on Productivity Ordering
The variable of main interest in the strand of literature comparing the characteristics of exporting vs. non exporting firms has thus far been the productivity of firms, which is viewed as a summary measure of firm performance. The theoretical model outlined in Section 2 gives insights into the productivity orderings we can expect from the data according to firms' status with of exporting and/or innovation. First, in line with the main insight from Melitz's (2003) model we expect 7 For robustness purposes I also estimate an alternative specification of equation (12) where I subtitute the dependent binary variable Yit in (12) by a continuous variable measuring the share of exports over total sales of a firm i at year t. Given the last column of Table 5 , the results on the superior performance of exporters hold also with such alternative specification of the exporter premium. 8 There are numerous studies that document the superior performance of exporters over non-exporting firms in terms of various firm characteristics like size, productivity, capital intensity etc..for a wide set of countries. For a review including the complete list of countries see Wagner (2007) . For cross-country comparative evidence see Wagner et al. (2008) .
firms that export to be more productive than those that don't as exporters are able to cover the fixed costs to export compared to less productive firms. Second, the model further suggests that innovators will be generally more productive than non innovators if there are some fixed costs to innovate. And finally the model also predicts that firms can be classified into three groups according to their productivity level and participation in innovation and exporting: high productivity firms innovate and export, medium productivity firms do not innovate but export, and low productivity firms don't innovate and serve only the domestic market. This productivity ordering holds if we assume that the fixed costs to innovate are higher than the fixed costs to export, which seems to be quite plausible since more than two thirds of firms export compared to only one third of them that innovate, as reported in Table 1 .
To investigate whether these predicted productivity orderings are confirmed by the data, I compute firm-level productivity and compare different groups of firms classified according to their innovation and export status with respect to their productivity. As a measure of firm-level productivity I use firm-level total factor productivity (TFP) computed using the methodology developed by Olley and Pakes (1996) . The advantage of this method is that it controls for the endogeneity in input choice and survivorship or selection bias. Among other authors, Griliches and Mairesse (1995) argue that OLS may be inappropriate to estimate productivity because it treats labor and other production inputs as exogenous variables. 9 They argue that inputs should be treated as endogenous because firms make input choices based on their productivity, which is know to the firm but not to the econometrician. Not taking into account the endogeneity of input choice leads to a simultaneity problem yielding inconsistent estimates. Similarly not taking into account the entry and exit of firms when computing firm-level productivity may lead to sample selection, where only the most productive firms survive, yielding biased estimated of the production function coefficients (Ackerberg et al. 2008 ). The advantage of the Olley and Pakes (1996) method is that it solves the endogeneity problem by using the firm investment decision to proxy for unobserved productivity shocks affecting the firm and controls for firm survival introducing a survival rule into the estimation method. In Appendix A, I explain the details of the Olley and Pakes procedure and show that as suggested by the productivity literature the labor coefficient of the production function is typically overestimated with OLS, while the capital coefficient is underestimated. 10 Figure 2 plots the distribution of average total factor productivity for different groups of firms across all sectors in 2002. The first panel (A) plots the distribution of productivity for the group of firms that report to do R&D ("innovators") versus the group of firms that report not to do any R&D ("non-innovators"). The figure shows that the productivity distribution of innovators is to the right of non-innovators indicating that on average firms than spend in R&D are more productive than those that don't. This is in line with the theoretical model and further supports the idea that R&D is an important ingredient of productivity differences across firms as suggested by the productivity literature leaded by Griliches (1998).
[Insert Figure 2 The second panel (B) of Figure 2 compares the distribution of productivity for exporting and non-exporting firms. As expected from the theoretical model the productivity distribution of exporters lies to the right of that of purely domestic firms, suggesting that indeed more productive firms export. Here it is interesting to note that the productivity distribution of exporters is quite fat indicating that the group of exporters is a rather heterogenous bunch. Finally, recall that the theoretical model suggests a third productivity ordering with productivity being the highest for firms that do both innovate and export, intermediate for firms that export but do not innovate, and the lowest for firms that do neither of the activities. The third panel (C) of Figure 2 supports this intuition, the productivity distribution of the exporter-innovators lies clearly to the right of the other groups of firms suggesting that exporter-innovators are the most productive category of firms. At the same time the productivity distribution of non-innovating domestic firms lies to the left, indicating that the least productive firms of the population are firms that do not innovate and sell all their goods domestically. In between both groups, lie the productivity distributions of the remaining two categories of firms: domestic innovators and non-innovating exporters. The theoretical model suggests that if the costs to innovate are higher than the costs to export, we would expect domestic innovators to have higher productivity than non-innovating exporters. The figure, however, shows that the productivity distribution of both groups tend to overlap, which suggests that on average firms in these groups appear to be similar in terms of productivity.
In conclusion, the descriptive statistics presented above are in line with the predictions of the theoretical model and clearly show a positive correlation between firms' innovative activities and exporting behavior. Based on the descriptive statistics and the exporter premia regressions, exporters appear to be significantly more innovative than non-exporters. Also the model finds support in the data with respect to the various productivity orderings across the different groups of firms. In what follows, I investigate more formally the positive relationship between innovation and exporting, using regression analysis to investigate the effect of innovation on the probability of exporting controlling for other potential determinants of exporting including differences in productivity across firms. In addition, I also assess the heterogenous effects of different types of innovation on firms' export decisions.
Empirical Analysis
In this section I define the empirical approach to test the main prediction of the theoretical model that firms that innovate are more likely to export. Following the description of the theoretical model given in Section 2, a firm will decide to export (Y it = 1) if profits made by exporting exceed the profits from serving only the domestic market ( π * it > 0). The model further suggests that firms that innovate will have higher profits from serving the foreign market than firms that don't innovate, so innovators will be more likely to export. To verify this theoretical implication, I estimate a reduced linear version of the export participation choice described by equation (9) following a similar approach as Roberts and Tybout (1997) and Bernard and Jensen (2004) . The condition for a firm to export can be specified formally as the following binary choice model of export market participation, where the export profits of firm i at time t π * it are a latent variable that can be expressed as a function of the firm's and market characteristics:
where Y it denotes the firm's i export status at time t, taking the value 1 when the firm exports and 0 otherwise. The variable of main interest is firm innovation activity denoted by I it . The coefficient β measures the effect of innovation on the firm export status (Y it ). Following the intuition provided by Eqs. (10) and (11) in the theoretical model, innovating firms are expected to produce at lower marginal costs, and consequently to have higher expected profits. This would be reflected in a positive and significant β coefficient indicating that firms that innovate are more likely to export. The vector Z it denotes other firm characteristics influencing export profits and thus the firm decision to export, such as for example firm size. The variable η t is a time specific-component that takes into account business cycles and macroeconomic effects that could affect the export decision in the model. The variable ρ j is a sector-specific component that measures differences across sectors in terms of technological capabilities or export market opportunities. The remaining error term ε it is made of two components: u i is a firm-specific effect which captures time-invariant unobserved firm heterogeneity (such as managerial ability) that may affect the export decision; and ω it is an unobserved shock. This last term can be rationalized as demand or profit shocks in the export market that are not observed by the econometrician but may affect the firm decision to export in a given year.
Baseline Econometric Model
The baseline econometric model follows directly from equation (13) . It is defined as a random effects probit model with variables expressed in logarithms and specified as:
where ω ∼ N (0, 1) and u ∼ N (0, σ u )
where the subscript i indexes firms and the subscript t time. Y it is a binary variable equal to 1 if the firm exports in t and 0 otherwise. I it−1 is a variable measuring firm innovation activities. As will be explained in the following subsection, I alternate different measures of firm innovation activities that capture both the inputs from firm innovation activities, such as R&D expenditures, and more direct measures of innovation outputs, such as process and product innovations.
The rest of the explanatory variables included in the vector Z it−1 control for a set of firm characteristics, which have been shown in the statistical comparisons of exporters and nonexporters in Section 3 to likely determine the export behavior. Size it−1 represents the size of the firm i at time t−1 measured in terms of the total number of employees. Age it−1 measures firm's i experience in terms of the number of years since the establishment of the firm. Productivity it−1 refers to total factor productivity and Foreign it−1 is a binary variable taking values 1 if the firm has foreign capital participation, and 0 otherwise. ρ j are 2-digit industry fixed-effects for each of the 20 manufacturing sectors described in Table 2 in the Appendix and control for differences across sectors in terms of product markets, technology, demand characteristics and other common sectoral effects. The estimated results can thus be interpreted as within sector effects. Finally, η t denotes year fixed effects that control for the macro effects described in the empirical model (13) , such as aggregate exchange rate effects in the data as well as any other macroeconomic shifts. All time varying regressors are lagged one period to avoid potential simultaneity problems. 11 I proceed in several steps to ensure the robustness of the results by taking into account the econometric issues raised by the recent literature (Roberts and Tybout 1997, Bernard and Warner 2002, Bernard and Jensen 2004). The main econometric issue refers to unobserved firm heterogeneity. As a baseline regression model I use a random-effect probit, which has been shown by the recent literature to be the best approach to model such binary choice model with unobserved firm heterogeneity (Roberts and Tybout 1997). The advantage of the randomeffect probit is that it explicitly controls for firm-unobserved heterogeneity by allowing the error term to be composed by a time-invariant unobserved firm specific effect u i and by a random unobserved shock that varies both across firms and time ω it . However, it has been suggested that the use of the random-effect probit may come at a cost if the firm-specific effects u i are correlated with the regressors (Bernard and Jensen 2004) . To show that the baseline results are robust to alternative estimation techniques in the empirical results presented below I will also present results from the following alternative methods proposed by the recent literature. First, from probit and linear probability models with robust standard errors clustered at the firmlevel. Clustering is an alternative approach to deal with firm unobserved heterogeneity because it controls for the fact that observations for the same firm are related over time . And second, I will also present results from a linear probability model with fixedeffects. The advantage of the fixed-effect linear probability model is that it does not require the firm effects u i to be uncorrelated with the regressors. However, it suffers from some known shortcomings, such as non-normal distributed error terms or nonsensical predictions that can create the predicted values to come outside the zero and one range (Green 2008). 12 
Identification of Innovation Measures
The choice of innovation measures is motivated by the previous literature described in the introduction and the richness of the dataset. The advantage of my dataset is that it includes not only information on the firm-level innovation inputs but also on direct outputs from the innovation process. Regarding the inputs, the survey annually asks firms whether or not they conducted R&D activities in a given year. 13 I label this variable R&D dummy, which takes 11 The results are robust to alternative specifications where the explanatory variables are lagged two periods. These results are available from the author upon request. 12 Some of the known shortcomings of the linear probability model are: non-normal errors, non-constant error variance, non-linearity and non-sensical predictions that can create predicted values that are not bounded between zero and one. For further insights into the advantages of the probit model versus the linear probability model see Green (2008) . 13 The definition of research and development (R&D) used by the ESEE survey is the standard international definition as given by the Frascatti Manual. I verified that all the firms that answered yes to the question whether they conducted R&D activities in a given year also reported some positive R&D expenditures. the value 1 whenever the firm replied yes to the question and 0 whenever it replied no. In addition the dataset includes information on the total R&D expenditures of firms, which allows to compute a more conventional measure of innovation inputs represented by R&D intensity, which is measured as the ratio of total R&D spending over total sales of each firm in a given year.
The dataset is unique in the sense that it also includes information on introduction of process and product innovation that I can use to measure innovation outputs. In particular, it includes information on whether or not the firm introduced process innovations in a given year represented by significant improvements in the production process. 14 
An additional advantage of having information on innovation outputs is that I can empirically investigate the differential effect of process and product innovation on the firm export decision. On the one hand, following the economic intuition from the theoretical framework in Section 2, the firms decrease their marginal costs of production by introducing process innovations. This allows them to charge lower price and to expect higher profits from the export market, which in turn increases their probability of exporting.
On the other hand, product innovation is expected to positively affect the probability of exporting, if firms upgrade their products to meet the foreign demand preferences and market conditions. Bernard and Jensen (1999, 2004) suggest that product upgrading may increase the probability of exporting, because the product attributes determine the firm decision on export participation. In his recent paper, Verhoogen (2008) develops a theoretical model where goods are differentiated in quality and consumers differ in income and thus in willingness to pay for product quality across countries. In his model, the firms located in a low income country produce higher quality goods for export than for the domestic market. Finally, Iacovone and Javorcik (2008) use plant-product level data for Mexican plants and find evidence of firm product qualityupgrading preceding an expansion into foreign markets.
Empirical Results
This section describes the results and provides the sensitivity analysis to validate the accuracy and consistency of the estimated results. I first discuss the baseline results obtained through the estimation of Eq. (14) using a random-effects probit and show that they are robust to alternative econometric specifications. In the sensitivity analysis, I focus on the main issues discussed in the previous literature (e.g. Grossman and Helpman 1991, Bernard and Jensen 2004, Das Roberts and Tybout 2007) to provide the results that are robust with respect to potential endogeneity between firm's exporting and innovation and to a dynamic setting where current export status may depend on past exporting. Table 6 presents the baseline results obtained through estimation of Eq. (14) using a randomeffects probit. 15 The columns in Table 6 refer individually to different input and output measures of innovation. The results confirm the hypothesis that innovative firms are more likely to export. The coefficients on innovation are positive and strongly significant at the 1 percent level for all specifications, regardless of the proxy used to measure innovative activity.
Baseline Regression Results on Innovation and Exporting
[Insert Table 6] The variables of main interest are the measures of innovative activities of firms. On the one hand, I estimate the role of inputs into innovation process. The coefficient on the R&D dummy variable is positive and highly significant at the 1 percent level, given in columns (1). This result suggests that the firms with R&D activities are more likely to export. In particular, the result in column (2) shows that the probability to export increases with the R&D intensity of an average firm.
On the other hand, I capture the role of different outputs from innovation process. The coefficient on the process innovation dummy is positive and highly significant at the 1 percent level, given column (3). A firm that has introduced process innovations during the last year is on average more likely to export in the current year than a non-innovating firm. The point estimate implies that introducing cost-reducing process innovations on average increases the export probability by 3 percentage points, given column (3) of Table 6 . This result confirms the hypothesis of the theoretical model that the firms, which introduce cost-reducing innovations are more likely to export.
Similarly, the statistically significant coefficient on the product innovation dummy suggests a positive effect of introducing product innovation on the probability of exporting in the next period, as given by column (4) of Table 6 . The corresponding point estimate implies that introducing product innovations today would increase the probability of exporting tomorrow by about 4 percentage points. This result suggests that the firms producing upgraded products are more likely to serve foreign markets as they produce goods, which appear to be adapted to foreign market characteristics or demand preferences. This result is in line with the findings of Bernard and Jensen (2004) for the US suggesting that product attributes affect the firm decision to enter foreign markets.
With regard to the other firm-level determinants, the results are consistent with those found in the previous literature for countries other than Spain. 16 The first result, is that size, as measured by the log of total employment, always has a positive significant effect on the probability of exporting. This result indicates the importance of scale-effects on exporting as suggested by the trade literature on scale-economy based exporting. 17 Second, the positive 15 The samples used to estimate the different regression specifications differ for about 1% of all observations, but to avoid sample truncation I prefer to use as many observations as possible. Results are virtually the same in economic and statistical significance when I use a constant sample. 16 For a review of the literature investigating differences between exporting and non-exporting firms refer to . 17 This literature suggests that acess to larger markets increases the efficiency of firms as they can exploit scale economies. There are several papers that investigate the scale effects of opening-up to trade among others, for example, Trefler (2004) analyzes the effects of the Canada-US Free Trade Agreement on the efficiency of Canadian firms. and significant estimates on the age variable indicate that older firms are more likely to export. Studies of industrial evolution suggest that efficient producers are more likely to survive and grow, so age may be picking-up the efficiency differences across producers. 18 Third, the positive and significant effect of the foreign-ownership dummy suggests that foreign-owned firms are more likely to export than other firms. This result is in line with the literature on multinational firms suggesting that subsidiaries of foreign firms will find it easier to penetrate foreign markets because they can take advantage of the intra-industry distribution channels and contacts (Markusen, 2002) . Finally, the positive and highly significant coefficient on TFP suggests that more productive firms are also more likely to export, which is consistent with the theoretical model in Section 2 and depicted by Figure 2 . This result suggests more productive firms self-select into foreign markets, which is in line with the empirical findings of Bernard and Jensen (1999, 2004) for the US and other authors for a wide set of developed and developing countries discussed in the introduction. Table 7 checks the robustness of the baseline results with respect to alternative econometric methods to control for firm unobserved heterogeneity when estimating equation (14) . The table, which focuses on the estimates of our main variable of interest innovation, confirms the baseline result that innovating firms are more likely to export. The effect of innovation on the probability of exporting is positive and highly significant at the 1% across the four different innovation measures when clustering the error term at the firm-level and using as alternative strategy a probit model, in the first row of Table 7 , or a linear probability model, in the second row of Table 7 . The results from the fixed-effect linear probability model reported in the third row of Table 7 confirm a positive and significant effect of the R&D dummy and the process innovation dummy on the probability of exporting, given columns (1) and (3). However, the estimates of R&D intensity and product innovation in columns (2) and (4) do not significantly affect the probability to export when using the fixed-effect linear probability model.
[Insert Table 7] In sum, the results presented above clearly show in line with the theoretical model that innovating firms are more likely to export. In particular the results imply heterogeneous effects of different types of innovation on the firm export participation. The effects of product upgrading appear to weight more on the export decision than those of introducing a process innovation. Firms that introduce a product innovation are between 16% and 4% more likely to export next period than firms that don't innovate, while firms that improve their production process are between 7% and 3& more likely to export than those that don't innovate. The stronger effect of product innovation on exporting may be due to the fact that product upgrading is often a necessary step to serve foreign markets. Rather frequently firms need to adjust their products to foreign market standards and regulations, which are particularly important for the European market that receives about 60% of Spanish exports. Or improve the quality of their products to differentiate themselves from foreign competitors and meet consumer preferences, as shown by Iacovone and Javorcik (2008) . On the other hand, improvements in the production process give cost-advantage to firms, but are likely to be spread over longer time horizons and to be manifested in various ways such as price cuts, higher markups or increased survival probability in the export markets.
Sensitivity Analysis
Endogeneity
The literature has indicated that because exporting firms are interacting with foreign agents, they may be exposed to knowledge inputs not available to incumbent firms serving the domestic market, which could lead to endogeneity between exporting and innovation (Grossman and Helpman 1991) . If this mechanism would be at work here, the baseline results presented in subsection 5.2.1 could be biased estimates of the effect of innovation on exporting, because the innovation variable is likely to be correlated with the error term ε it of equation (14) . Although this mechanism of learning by exporting has been emphasized in the trade literature, there is almost no empirical support for the learning by exporting hypothesis and the scarce evidence is limited to developing countries where the knowledge differences between exporters and foreign agents are larger. 19 The above concern is addressed by estimating Eq. (14) by using the two-stage least squares estimator instrumenting for innovation. As an instrument for the firm innovation status I use a variable measuring whether or not the firm is a recipient of public support for R&D. The richness of the dataset used in this paper allows the use of this firm-specific information. In particular the dataset contains information on whether or not a firm is a recipient of public support for R&D from public institutions such as the Spanish central government, the regional governments or other institutions like the European Union or non-profit private foundations. With this information at hand, I construct a variable measuring whether or not the firm is a recipient of public support for R&D. Public policies promoting R&D are aimed at increasing firm innovation activities and are unrelated to firms' exporting, so they provide a good instrument to measure the exogenous effect of innovation on exporting. Indeed the instrument is significantly correlated with firm-level innovative status (0.51), as given in Table 8 that reports the correlation matrix between the instrument, the potential endogenous variable innovation, and the export status. It is also a sufficiently strong instrument from a statistical point of view, as it provides a good fit in the first stage regression of the two-stage least squares and comfortably passes the F-test of joint significance with 745, as reported at the bottom of the first panel of Table 9 .
[Insert Table 8 -10] To address the validity of the instrument, I take a closer look at the composition of firms that have received R&D subsidies. Blanes and Busom (2004) analyze how R&D support is allocated between firms and projects in Spain and their research shows that eligibility rules are not restrictive nor biased towards specific groups of firms. Table 9 further investigates whether exporting firms are more likely to receive R&D subsidies than non-exporting firms in Spain. It gives the results from fixed-effects regressions of the R&D subsidy variable on the export status and controls for firm's size, year and industry effects. The results show that exporters are not significantly more likely to receive R&D support than non-exporters, which is reflected by a non-significant coefficient on the export status variable reported in the first row of Table  9 . This suggests that the instrument is unrelated to the firm export status and therefore a valid instrument for the firm innovation status. Table 10 reports the two stage instrumental variable regression results of equation (14). 20 The results from the IV regression also confirm the hypothesis that innovating firms are more likely to export. Table 10 shows that the coefficient on the instrumented innovation variable is positive, significant and of similar size as the baseline result reported in Table 6 . In conclusion, the firm-level evidence of positive relationship between innovation and exporting is robust with respect to potential endogeneity between exporting and innovation.
A Dynamic Model
Recent studies find evidence of the existence of sunk exporting costs for the US (Bernard and Jensen 2004 ) and for Colombia (Das Roberts and Tybout 2007) . 21 In particular, Campa (1998) finds that exporting market entry costs are important for Spanish manufacturing firms. In the regressions so far, sunk entry costs have not been explicitly modelled and left out as unobserved firm characteristics contained in the error term of Eq. (14) . To verify whether this affects the baseline results, I augment equation (14) by including the lagged export status of the firm Y it−1 that equals 1 if firm i exports in the previous year and 0 otherwise . 22 This measure of experience has been typically interpreted as capturing the importance of sunk costs on export market participation (Roberts and Tybout 1997) . The underlying intuition is that if past export status positively affects the probability to export, then the presence of entry costs induces persistence in export participation. The econometric model is thus specified as:
where ω ∼ N (0, 1) and u ∼ N (0, σ u ) Table 11 presents the estimates for different specifications of equation (15) . The baseline results of Table 6 are confirmed as I find a positive effect of all innovation measures on the probability to export. The point estimates in the range of 1 to 8 percent are close to those from 20 The regressions are estimated by two-stage least squares (2SLS) with the error terms clustered at the firm-level. Instrumental variables regressions within the probit framework require very strong assumptions. In particular IV estimation generates consistent estimates only if the error terms in both the first and the second stage are equally normally distributed and both equations are correctly specified (Carrasco, 1998) . For these reasons I chose to follow the linear approach that requires less stringent conditions. 21 Regarding the firm entry costs, the previous neoclassical literature considers profit maximizing behavior of firms to model the role of sunk entry costs for the firm exporting decisions (Dixit 1989 , Baldwin 1988 22 By including only one lag of the export status variable, I assume that firms completly loose their sunk startup costs if they are absent from market 1 year. This is in line with previous empirical evidence suggesting that sunk start-up costs depreciate very quickly and that firms that most recently exported 2 years ago have to pay nearly as much to re-renter foreign markets as first time exporters (Roberts and Tybout,1997; Das, Roberts and Tybout, 2007) . the baseline results, and consistently indicate that the higher probability to export is associated with the firms, which innovate compared to non-innovating firms. Likewise in the baseline results in Table 6 , the controls for firm size, age, productivity and foreign ownership have a positive effect on the probability to export.
[Insert Tables 11 and 12] The point estimates of the lagged dependent variable measuring the size of the sunk costs are large (0.80), as given in the bottom of Table 11 . These coefficients suggest that current exporters are 80% more likely to export next year than non-exporters. However, as discussed by Roberts and Tybout (1997) , these random-effect probit regression estimates should be considered as upper bounds on the importance of sunk costs for the exporting decision of Spanish firms, because this specification may not fully control for the firm history relevant to the identification of the exporting sunk costs. 23 Table 12 shows that the positive effect of innovation on exporting is also generally robust to alternative regression techniques used to estimate the dynamic equation (15) . The results from the probit model and the linear probability model in rows (1) and (2) of Table 12 confirm the positive and significant effect of all innovation measures on the export decision. The results from the fixed-effect linear probability model in row (3) of Table 12 , however, differ from those using the preferred random-effect probit. Of the innovation variables, only the process innovation dummy in column (3) has a positive and significant effect on the firm export decision.
With respect to the new estimates on the magnitude of sunk costs, they are smaller than the random-effect probit ones for the linear probability model with fixed-effects, around 0.34, and about the same magnitude as before, around 0.80, for the probit model and linear probability model with clustered error terms. The fixed-effects linear probability estimates of 0.34 are very similar to those found by Bernard and Wagner (2001) for German manufacturing firms using similar methodology. Bernard and Jensen (2004) discuss potential problems with these estimators that may lead to downward biased estimates of sunk costs by the fixed-effects linear probability model, and to upward biased estimates by the random effect probit model. The results on the magnitude of entry costs should be interpreted with caution, since we find large discrepancy of the entry costs in the range of 0.34 to 0.80. This suggests that current exporting increases the future exporting by 34 to 80 percent, depending on the method used in the analysis of Spanish firms.
Conclusion
Previous research on the heterogeneity of firms that trade has focused on the causal relationship between productivity and exporting. This paper is one of the few to consider the role of innovation, a recognized driver of productivity differences among firms, on the firm export behavior. For this purpose, it develops a simple theoretical model characterizing the export and innovation decisions of heterogeneous firms to guide the empirical analysis of the effect of innovation on the firm export decision. Exploiting unique firm-level data on firms' investments in R&D and the introduction of process and product innovations for a representative panel of Spanish manufacturing firms over 1991-2002, it shows that consistent with the predictions of the theoretical model, firms that innovate are more likely to export controlling for other determinants of exporting, industry and year effects.
The results further interestingly reveal the heterogenous effects of different types of innovations on the firm export participation. The return of innovation in terms of higher future probability of exporting is larger for firms that upgrade their products compared to firms that introduce cost-saving innovations. In particular, product-innovators are between 2 and 16% more likely to export next period than non-innovators depending on the econometric specifications, while process-innovators are only between 1 and 8% more likely to export next period than non-innovators. These results support the discussions in the previous literature indicating that product-upgrading is an important component of firms' strategy to penetrate foreign markets as firms seek to adapt their products to foreign market conditions and demand (Bernard and Jensen 2004 and Iacovone and Javorcik 2008). These results also indicate that product upgrading gives Spanish firms a greater advantage towards their rivals in the export markets. The product upgrading gives higher value added to consumer purchases of products that meet better their tastes, even by less-costly improvements of packaging or general appeal of products making them more attractive to consumers. By contrast, the process upgrading typically involves restructuring of the firm's production process that is more capital intense than cosmetic product-upgrading. The benefits of process upgrading are likely to be spread over longer time horizon and could be manifested in various ways, e.g. by price cuts, higher markups or increased survival probability in the export markets. Since the intra EU market has been the main destination of Spanish exporters, it is also possible that Spanish firms had to undergone process upgrading simply to meet the rapidly evolving production standards of the EU, without granting Spanish firms the competitive edge in the intra-EU market. However, to provide a quantitative assessment of the above issues I would need sufficient information about the regulation and demand conditions of Spanish firms' destination markets. Unfortunately I do not have such data, but believe the quantitative comparison of both channels is a very promising avenue of future research.
20
Appendix A: Estimation of Total Factor Productivity This Appendix describes the methodology I employ to estimate firm-level productivity. As a measure of productivity, I use firm-level total factor productivity estimated as the difference between actual and predicted output from a Cobb-Douglas production function. A key issue that emerges in the estimation of production functions is the possible simultaneity between input choice and productivity. Since productivity and input choices are likely to be correlated, to estimate the firm-level production function using OLS introduces a simultaneity problem yielding inconsistent estimates 24 .
To obtain a consistent estimate of total factor productivity I use the semi-parametric estimator developed by Olley and Pakes (1996) . This method solves the simultaneity problem by using the firm-level investment decision to proxy for unobserved productivity shocks. An additional advantage of this approach is that it also controls for the endogenous firm exit from the sample by incorporating a decision rule into a dynamic model of firm behavior.
Following Olley and Pakes (1996) , I assume that production takes the form of a Cobb-Douglas production function, where all variables are expressed in logarithms:
where the output of firm i at time t, y it , is a function of labor, l it , capital, k it , and materials, m it . The firm-specific error term, e it , has two components, a white noise component, η it , and a time varying productivity shock, ϕ it , which is known to the firm but not to the econometrician. This productivity shock, ϕ it ,is a state variable that can impact the firm's choice of variable inputs (i.e. labor, l it , and materials, m it ) leading to simultaneity problems. Moreover, capital is a state variable, only affected by current and past values of ϕ it . Investment can be calculated as function of capital as:
Thus firm investment decisions can be shown to depend on capital and productivity: I it = i t (k it , ϕ it ).Inverting the investment decision we obtain an expression of unobserved productivity as a function of the observables capital and investment that can used to proxy for ϕ it in Eq.(A1 ) 25 :
where g t = i −1 t (.). Substituting Eq. (A2) into Eq. (A1) gives the following expression:
The estimation of Eq. (A3) proceeds in two steps. In the first step of the Olley and Pakes algorithm, the coefficients on labor and materials are consistently estimated from an OLS regression of the form:
where
, which is approximated by a fourth order polynomial in i it and k it .
Next, we still need to recover the coefficient on the capital variable. For that it is necessary to use the information on firm dynamics. Productivity is assumed to follow a a first order Markov process, i.e. ϕ it+1 = E(ϕ it+1 |ϕ it ) + ξ it+1 , where ξ it+1 represents the news component, which is assumed to be uncorrelated with the variable inputs, labor and materials. Firms will continue to operate provided that they survive, i.e. their productivity is above a lower bound: ϕ it ≥ ϕ * it . The survival indicator χ it+1 = 1 if ϕ it ≥ ϕ * it indicates whether firm i survives, χ it+1 = 1, or does not χ it+1 = 0.
The second step of the estimation procedure considers the expectation of y it+1 − β l l it+1 − β m m it+1 , conditional on the survival of the firm:
and can be derived as follows:
according to the law of motion of the productivity shocks. P it is the probability of survival of firm i in the next period, i.e. P it = Pr ¡ χ it+1 = 1 ¢ . A consistent estimate of the capital coefficient is obtained by substituting the estimated coefficients on labor and materials from the first stage and the estimated probability of survival in Eq. (A5). As in the first stage of the procedure the function h(P it, φ − β k k it ) is approximated by a forth order polynomial expansion in P it and φ − β k k it . Estimating the above Eq. (A5) by applying non-linear least squares we obtain a consistent estimate of the capital coefficient.
[Insert Table A1] I estimate Eq. (A1) by OLS and the Olley and Pakes methodology in order to compare the results. Since the proportion of input factors may differ across different sectors, I estimate the production function for each sector separately. The estimated coefficients for each input -labor, capital and materials -are reported in Table A1 . As discussed above, the labor and material coefficients are typically overestimated with OLS, which is exactly what I find for most sectors, as reported in Table A1 . The capital coefficient tends to be typically underestimated with OLS, which is what I find for most sectors.
Finally, using the estimates of the input coefficients obtained with the Olley and Pakes methodology, I compute the log of TFP of firm i at time t as:
Appendix B: Data Appendix
This Appendix describes the firm-level data used more in detail. It gives details on the sample composition, the data cleaning process, and the definition of the variables used in the analysis.
Sample Composition:
The data are taken from the Estadística de Estrategias Empresariales (ESEE) survey. The ESEE survey is conducted since 1990 by the Fundación SEPI and sponsored by the Spanish Ministry of Industry. The unit of observation is the firm and the survey covers firms with 10 or more employees operating in the manufacturing sector. The sample is an unbalanced dataset representative of the Spanish manufacturing sector. The first year of the survey firms with less than (or equal to) 200 employees were sampled randomly by industry and size strata retaining 5%. While firms with more than 200 employees were all of them asked to participate, with a positive response rate of approximately 60%. To preserve the representativeness of the dataset, samples of newly created firms (selected following the same initial sampling procedure) were added to the initial sample every subsequent year. The exit of firms is also recorded in the data. I verified that no re-entry occurs after a firms exits the sample. Firms for which it was not possible to know with certainty when they exit the sample (e.g. if they classified as exit in a given year but in previous years did not answer to the questionnaire or declined to answer the questionnaire) are omitted from the sample.
The dataset covers 20 manufacturing sectors. The industry classification used is the Spanish industry classification CNAE-93, which is equivalent to the European industry classification NACE rev. 1 up to 4-digits. The NACE rev.1 is similar to the ISIC industry classification in the USA. A description of the industry breakdown is given in Table 2 .
Data Cleaning:
The data is cleaned following similar criteria as employed by other authors using the same data (e.g. Jaumandreu and Mairesse 2005). It is cleaned from unlikely values, large spikes and missing values according to the following criteria.
1. Dropped observations with negative real value added (305).
Dropped observations with unrealistically large spikes:
(a) Employment growth of more than 200%, when there was no merger in the previous or next year (38) . (b) Sales growth of more than 500% when there was no merger in the previous or next year (27) . (c) Output growth of more than 500% when there was no merger in the pervious or next year (18).
3. Dropped firms that exhibit irregular exit patterns. That is firms for which one cannot be certain that they did not exit the sample before it was recorded in the data such as firms that i) do not answer or ii) do not collaborate in the year previous to exit the sample (5).
4. Dropped observations with export intensity (ratio of exports to sales) larger than 1 (2).
As a result of the cleaning process described above, less than 2% of observations are lost, so the sample remains highly representative of the population of Spanish manufacturing firms.
Definition of variables:
All variables are measured annually at the firm-level and are taken from the ESEE survey, unless otherwise stated. All monetary variables are in real terms and have been deflated using the appropriate deflators used below.
• Age: age in a given year, computed as t minus the year of birth (as declared in the questionnaire) plus 1, since firms report the information at the end of the natural year.
• Export dummy: equal to 1 if the firms reports positive export sales and 0 otherwise.
• Export intensity: export sales over total sales.
• Export sales: export sales as reported by the firm. Real exports are calculated deflating nominal values using the firm-specific output deflator described below.
• Foreign ownership dummy: equal to 1 if the firm has a foreign participation share of equal to at least 20% of total capital, and 0 otherwise.
• Industry dummies: 20 industry dummies. Each dummy takes the value 1 if the firm main activity is in that industry, and zero otherwise. See Table A2 for the industry breakdown.
• R&D dummy: a dummy equal to 1 when the firm reports to conduct R&D activities and 0 when it reports not to do R&D.
• R&D expenditure: total research and development (R&D) expenditure by the firm, including both internal and external expenditures. Firms are provided by the ESEE survey with a definition of which type of expenditures can be reported as R&D expenditure based on the Frascatti manual.
• R&D intensity: R&D expenditure over total sales in percentage.
• Product innovation dummy: a dummy equal to 1 when the firm reports to introduce a product innovation, and 0 otherwise. Product innovations are completely new products, or with such modifications that they are different from those produced earlier.
For instance, such that it incorporates new materials, new intermediate products, new design, or new functions of the product.
• Process innovation dummy: a dummy equal to 1 when the firm reports to introduce a process innovation, and 0 otherwise. For instace, changes in the process such as the introduction of new machinery, new methods of organizing the work, or both.
• Public support for innovation dummy: a dummy equal to 1 when the firm reports to have received support for innovation from any public institution, which may include the Spanish central government, the regional governments of the European Union, and 0 otherwise.
• Wage: average wage calculated as labor costs over the total number of employees.
• Total factor productivity (TFP): estimated using the Olley and Pakes (1996), as described in Appendix A, employing the following variables:
-Output: measured by the sales minus production costs. Real output is constructed by deflating the nominal value using the firm-specific output deflator described below.
-Materials: measured by the cost of material inputs. Real material input is constructed deflating the nominal value using the firm-specific material input deflator described below.
-Capital : total capital assets. Real capital is constructed by deflating the nominal value using the capital deflator described below.
-Investment: investment is constructed using the perpetual inventory method and the capital variable. Real investment is constructed by deflating the nominal value using the investment deflator described below.
-Labor : number of workers multiplied by the number of hours per worker (normal hours of work plus overtime minus idle working hours).
Deflators:
• Output deflator : individual price indices for each firm are constructed using the information on output price changes in the firm's main market drawn from the ESEE.
• Material input deflator : individual price indices for each firm are constructed using information on the price changes and the costs of material inputs drawn from the ESEE; which include raw materials, energy and purchases of external services. The index is then constructed using the formula:
• where C serv stands for the cost of external services purchased by the firm, P serv is the price index of external services, C raw+ener is the cost of raw materials and energy, C mat represents the total cost of materials, and P raw+ener is the price index of raw materials and energy. Since the available data does not allow to distinguish between the relative weight of raw materials and energy, I took the geometric mean of both prices giving fixed weights to each component:
05 following the procedure commonly used by the ESEE (2002).
• Capital deflator : average annual equipment goods component of the index of industry prices published by the Instituto Nacional de Estadística.
• Iinvestment deflator : average annual equipment goods component of the index of industry prices published by the Instituto Nacional de Estadística.
• • Consumer price index (CPI): average annual general consumer price index published by the Instituto Nacional de Estadística. (14) using a random effect probit method. The coefficients are marginal effects and represent the change in probability due to a one-standard deviation increase in the indepdent variable at the means of the other variables (or the change from 0-1 in the case of a dummy variable). All regressions include a constant. Robust standard errors are reported in parentheses. ***, **, * indicate significance at the 1%, 5% and 10% level.
Note: the estimates are the results from estimating equation (14) using alternative regression methods. The coefficients of the probit model are marginal effects and represent the change in probability due to a one-standard deviation increase in the indepdent variable at the means of the other variables (or the change from 0-1 in the case of a dummy variable). All regressions include a constant. Robust standard errors are reported in parentheses. ***, **, * indicate significance at the 1%, 5% and 10% level. Note: This table examines the validity of the instrument for innovation status, by looking at whether exporters are more likely to receive public support for innovation than non-exporters. Robust standard errors are reported in parentheses. ***, **, * indicate significance at the 1%, 5% and 10% level. Note: The estimates are the results from estimating equation (14) using two stage least squares instrumental variables to control for potential endogeneity between exporting and innovation. Robust standard errors are clustered at the firm-level. ***, **, * indicate significance at the 1%, 5% and 10% level. (15) using a random effect probit method. The coefficients are marginal effects and represent the change in probability due to a one-standard deviation increase in the indepdent variable at the means of the other variables (or the change from 0-1 in the case of a dummy variable). All regressions include a constant. Robust standard errors are reported in parentheses. ***, **, * indicate significance at the 1%, 5% and 10% level.
First stage results
Second stage results
Note: the estimates are the results from estimating equation (15) using alternative regression methods. The coefficients of the probit model are marginal effects and represent the change in probability due to a one-standard deviation increase in the indepdent variable at the means of the other variables (or the change from 0-1 in the case of a dummy variable). All regressions include a constant. Robust standard errors are reported in parentheses. ***, **, * indicate significance at the 1%, 5% and 10% level. Exporters are firms that on average report positive export sales over the period, while non-exporters are firms that report zero export sales. The numbers define each sector, as described in Table 2 . A cross denotes a high-tech sector and a circle denotes a low-tech sector, as described in Table 2 .
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