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For convenience, a ring with units satisfying a group identity will be called a GI-
ring. We show that GI-rings have the following properties which are also properites
of PI-rings. (1) Any GI-ring is Dedekind ﬁnite (von Neumann ﬁnite). (2) Nilpotent
elements of a semiprimitive GI-ring have bounded index. (3) The Kurosh problem
has a positive answer for GI-algebras, namely, any algebraic GI-algebra is locally
ﬁnite. We also study Hartley’s problem for algebraic GI-algebras. © 2000 Academic
Press
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1. INTRODUCTION
A group U is said to satisfy a group identity if there exists a non-
trivial word wx1 x2     xn = 1 in the free group generated by x1 x2
    xn    such that wu1     un = 1 for any u1     un ∈ U . A ring
R is said to satisfy a polynomial identity if there exists a nonzero el-
ement f X1    Xn in the free ring X1    Xn    generated by
X1    Xn    over integers such that f r1     rn = 0 for any r1     rn
in R and one of the highest degree monomials of f has coefﬁcient 1. Rings
satisfying a polynomial identity are called PI-rings. For convenience, we
shall call rings with units satisfying a group identity GI-rings. The theory
of PI-rings has been well established for a long time; on the contrary, the
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study of GI-rings appeared not as much in the literature. Recently, a series
of papers [GJV94, GSV97, Pas97, BRT97, Liu99, LP99, Liu] studied differ-
ent classes of GI-rings which include group algebras, restricted enveloping
algebras, locally ﬁnite algebras, and twisted group algebras. The goal of
these papers is to show that with some little extra assumptions, these rings
are actually PI-rings. On the other hand, the class of PI-rings and the class
of GI-rings are quite different. Intuitively, if the group of units is too small
in a ring, the group identity condition cannot limit the structure of the
whole ring. In the present paper, we discuss some properties shared by
both PI-rings and GI-rings.
First, it is well known that PI-rings are Dedekind ﬁnite (von Neumann
ﬁnite); namely, if a b are two elements in the ring and ab = 1, then ba = 1.
We show that this is also a property of GI-rings in Section 2.
Theorem 1.1. Let R be a GI-ring. If a b ∈ R such that ab = 1, then
ba = 1.
Second, it is well known that nilpotent elements of a semiprimitive PI-
ring have bounded index. In Section 3, we prove that the same thing holds
for semiprimitive GI-rings.
Theorem 1.2. Let R be a semiprimitive GI-ring. Then nilpotent elements
of R have bounded index.
Moreover, the same conclusion also holds for semiprime PI-rings. In this
case, we have a corresponding theorem for semiprime GI-rings provided
the ring is an algebra over an inﬁnite ﬁeld. We also discuss some natural
questions arising from these results in Section 4.
Third, it is well known that the Kurosh problem has a positive answer
for PI-algebras; namely, any algebraic PI-algebra is locally ﬁnite. We will
show that the Kurosh problem has an afﬁrmative solution for GI-algebras
in Section 5.
Theorem 1.3. Let R be an algebraic GI-algebra. Then R is locally ﬁnite.
This extends earlier work of Lanski [Lan71b] which showed that any
algebraic algebra with solvable units is locally ﬁnite if the characteristic of
the ground ﬁeld is not 2 or 3. The key to Theorem 1.3 is the study of
Hartley’s problem for algebraic algebras. This extends earlier work of Liu
[Liu] for locally ﬁnite algebras.
The author thanks Professor D. Passman for his helpful comments and
suggestions. The author is indebted to Professors G. M. Bergman and C.
Lanski for the discussion about Lemma 4.1. The author also thanks Pro-
fessors Pjek-Hwee Lee, K. I. Beidar, Tsiu-Kwen Lee, Wen-Fong Ke, and
Tsai-Lien Wong for various discussions.
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2. DEDEKIND FINITENESS
We say that a ring R is Dedekind ﬁnite if for any a b ∈ R, ab = 1 implies
that ba = 1. If R is a PI-ring, it is well known that R is Dedekind ﬁnite. In
this section, we want to show that any GI-ring is Dedekind ﬁnite. The key
is the following observation by Jacobson:
Lemma 2.1. If a ring R is not Dedekind ﬁnite, then R contains an inﬁnite
system of matrix units eij  i j > 0	, namely, eijekl = δjkeil where δjk are the
Kronecker deltas.
Proof. See [Lam91, p. 328].
We include a proof of Dedekind ﬁniteness of PI-rings for comparison.
Theorem 2.2. If R is PI, then R is Dedekind ﬁnite.
Proof. Suppose not; then R contains an inﬁnite system of matrix units
eij  i j > 0	 by Lemma 2.1. If R satisﬁes a PI of degree n, we may assume
that R satisﬁes a multilinear PI
f x1 x2     xn =
∑
σ∈Symn
aσxσ1xσ2    xσn
where a1 = 1. Then it is easy to see that f e12 e23     enn+1 = e1n+1 is
not zero. So R must be Dedekind ﬁnite.
The proof of the following theorem is motivated by the proof of a theo-
rem of Iwasawa [Rob96, p. 164].
Theorem 2.3. If R is a GI-ring, then R is Dedekind ﬁnite.
Proof. Suppose not, then R contains an inﬁnite system of matrix units
eij  i j > 0	 by Lemma 2.1. Following the procedure given in the proof
[Liu99, Lemma 3.1; GSV97], we may assume that the group of units UR
satisﬁes a group identity in 3 variables of the form
wx1 x2 x3 = zη11 zη22 · · · zηdd 
where zi ∈ x1 x2 x3	, zi = zi+1 and ηi ∈ ±1	. Let Sj = i  zi = xj
1 ≤ i ≤ d	 and deﬁne
uj =
∏
i∈Sj
1+ ei i+1
for j = 1 2 3. Note that since e2i i+1 = 0 and eijekl = 0 for j = k, uj are
units and u±1j = 1 ±
∑
i∈Sj ei i+1. We have wu1 u2 u3 = 1. Writing this
out, we get
∑
1≤i<j≤d+1 cijeij = 0 where cij are integers. Note that eij	 is
a set of matrix units, so cij = 0. But on the other hand, the term e1d+1 =
e12e23 · · · ed d+1 has coefﬁcient ±1. We get a contradiction. Therefore, R is
Dedekind ﬁnite.
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Note that in the above proof, we do not need the whole system of matrix
units. Actually, the upper half system of matrix units is enough. We single
this fact out as the following lemma since it may have independent interest.
Lemma 2.4. Let R be a ring with units satisfying w = 1. If there exists n
elements r1 r2     rn in R such that rirj = 0 if i + 1 = j and r1r2 · · · rn = 0,
then n ≤ d for some integer d determined by w.
Proof. Deﬁne eij = riri+1 · · · rj−1 for 1 ≤ i < j ≤ n + 1. Each eij is not
zero since r1r2 · · · rn is not zero. We get an upper half system of matrix
units eij  1 ≤ i < j ≤ n+ 1	. It is not hard to see that these matrix units
are linearly independent over integers. Following the above proof, we may
assume that w is a group identity in three variables. Suppose n > d where d
is as in the above proof. Then u1 u2 u3 are well deﬁned and the argument
in the above proof gives us a contradiction. So we get n ≤ d.
3. SEMIPRIMITIVE AND SEMIPRIME RINGS
In this section, we study semiprimitive and semiprime rings with units
satisfying a group identity. We ﬁrst prove Theorem 3.1 below. Then The-
orem 1.2 is an obvious corollary. Moreover, if we assume that the ring is
an algebra over an inﬁnite ﬁeld, we can extend Theorem 1.2 to semiprime
algebras (Theorem 3.4). We remark that the proof of Theorem 3.1 is mo-
tivated from the proof of Theorem 2.3.
Theorem 3.1. Let R be a ring with units satisfying a group identity w = 1.
If a ∈ R such that an = 0 and an−1 is not in the Jacobson radical JR of R,
then n ≤ d for some integer d determined by w.
Proof. Since an−1 is not in JR, there exists a right primitive ideal P of
R such that an−1 /∈ P . Then R¯ = R/P is a primitive ring with a faithful irre-
ducible R¯-module V and V a¯n−1 = 0. So there exists some v0 ∈ V such that
v0a¯
n−1 = 0. Let D = EndVR. Then D is a division ring and V becomes
a left D-vector space. Deﬁne vi = v0a¯i for i = 1 2     n− 1. It is easy to
see that v0 v1     vn−1 is a D-linearly independent subset of V . Since R¯
is primitive, we can apply the density theorem to get some b¯ ∈ R¯ such that
vib¯ = 0 for i = 0 1     n − 2 and vn−1b¯ = v0 where b is any inverse im-
age of b¯. Deﬁne ri = an−ibai for i = 1 2     n − 1. We have rirj = 0 if
i ≥ j. We do not know whether rirj = 0 if j ≥ i + 2, so Lemma 2.4 can-
not be applied here. However, the situation is not far from it. Note that
vir¯j = δi+1 jvj and vir¯j r¯k = δi+1 jδj+1kvk. Now, as in the proof of Theo-
rem 2.3, we may assume that the group of units satisﬁes a group identity in
three variables of the form
wx1 x2 x3 = zη11 zη22 · · · zηdd 
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where zi ∈ x1 x2 x3	, zi = zi+1 and ηi ∈ ±1	. Suppose by way of con-
tradiction that n > d. Let Sj = i  zi = xj 1 ≤ i ≤ d	 and we can deﬁne
uj =
∏
i∈Sj
1+ ri
for j = 1 2 3. Since ri2 = 0, uj are units and wu1 u2 u3 = 1, this im-
plies v0wu¯1 u¯2 u¯3 = v0. Expanding this out, each term is a product of r¯i
applying to v0. So we get an expression
∑d
i=1 civi = 0 where ci are suitable
integers. Since vi = v0a¯i and a¯n = 0, it is easy to conclude that c¯i = 0 in
R¯ for all i = 1     d. On the other hand, note that vd = v0r¯1r¯2 · · · r¯d has
coefﬁcient ±1. We get a contradiction. Therefore, n ≤ d and the proof is
complete.
We recall a lemma in [Liu].
Lemma 3.2. Let R be a semiprime algebra over a ﬁeld K. If the group
of units UR satisﬁes a group identity, then R has no nonzero nil one-sided
ideals.
We need a lemma about units of polynomial rings.
Lemma 3.3. Let R be an algebra over an inﬁnite ﬁeld K, and let RX
be the polynomial ring. If UR satisﬁes w = 1, then URX also satisﬁes
w = 1.
Proof. We may assume that w is in two variables. Suppose that URX
does not satisfy w = 1. There exist two units aX bX in URX
such that waX bX − 1 = 0. Note that cX = aX−1 and dX =
bX−1 are both in RX. For each k ∈ K, we have ck dk ∈ R and
akck = 1,bkdk = 1. Therefore, ak and bk are units in R. UR
satisfying w = 1 implies that wak bk − 1 = 0 for any k ∈ K. Since K
is inﬁnite, a standard Vandermonde argument shows that waX bX −
1 is the zero polynomial. This gives us a contradiction.
Now we can quickly get
Theorem 3.4. Let R be a semiprime algebra over an inﬁnite ﬁeld K. If
UR satisﬁes a group identity, then nilpotent elements of R have bounded
index.
Proof. By Lemma 3.2, R has no nonzero nil ideals. By a theorem of
Amitsur [Lam91, p. 75], RX is semiprimitive. By Lemma 3.3, URX
also satisﬁes a group identity. Hence nilpotent elements of RX have
bounded index by Theorem 3.1. Therefore, nilpotent elements of R have
bounded index.
properties of gi rings 231
The paragraph after Lemma 3 in [GSV98] pointed out that under the
same assumption of Theorem 3.4 above, the set of nilpotent elements satis-
ﬁes a polynomial identity. Here we improve their result by saying that those
nilpotent elements actually have bounded index.
4. SOME EXAMPLES
Having derived theorems in the previous section, some natural questions
arose:
(1) Are semiprimitive PI-algebras GI?
(2) Are semiprimitive GI-algebras PI?
(3) In Theorem 3.4, if we further assume that the algebra R is locally
ﬁnite, it is easy to see from [Liu] that R is a subdirect product of ﬁelds.
This implies that R has no nonzero nilpotent elements. Does the same
conclusion hold for arbitrary semiprime algebras?
Answers to all three questions turned out to be negative. We remark
that negative answers to the ﬁrst two questions tell us that the bounded
nilpotency of nilpotent elements is a nontrivial property shared by both
semiprimitive GI and semiprimitive PI-algebras.
It is easy to answer the ﬁrst question. For example, the algebra M2
of 2 by 2 matrices over rational numbers is obviously semiprimitive PI, but
it is not GI by [GJV94, Proposition 1].
To answer the second and third questions, consider the following exam-
ple. Let R = Kx y x2 = 0 be the algebra generated by two variables
x y with the single deﬁning relation x2 = 0. It is not hard to show that
R is prime since if ayb = 0 for some a b ∈ R, then a = 0 or b = 0. By
the following Lemma 4.1, we get that the group of units UR is abelian
but it is obvious that R has nonzero nilpotent elements x and xrx for any
r ∈ R which makes xrx not zero. This settles the third question in negative.
As to the second question, take the above R over an inﬁnite ﬁeld K. Let
S = RT , the polynomial ring over R. Then S is semiprimitive GI by Amit-
sur’s theorem [Lam91, p. 75] and Lemma 3.3. It is easy to see that R is not
PI since the elements xyi for i = 1 2 3    are free so that R contains an
isomorphic copy of the free ring in countably many generators. Therefore,
S is not PI.
We remark that Lanski [Lan71a, p. 191] has discussed an example similar
to R in an even more complicated form. The statement of the following
lemma was also mentioned there without a detailed proof. For the sake of
completeness, we include a quick proof which is based on ideas suggested
by Professor G. M. Bergman.
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Lemma 4.1. Let R = Kx y x2 = 0 Then the unit group
UR = {k+ a k ∈ Kk = 0 a ∈ xR ∩ Rx}
Therefore, UR is abelian.
Proof. It is obvious that k+ a with a ∈ xR ∩ Rx has the inverse k−1 −
k−2a, so UR includes all elements of this form.
For the other inclusion, we work in the free algebra F = Kx y and
let ¯ denote the natural homomorphism from F to R. Let S be the set
of words in x y and let e be the empty word in S. So any element c in
F has the form
∑
css (ﬁnite sum) with cs ∈ K and s ∈ S and we deﬁne
Suppc = s ∈ S  cs = 0	. We order S in the usual dictionary order with
y > x > e. More precisely, if u v are two different elements of S, then we
set u > v if at the ﬁrst place from left where they disagree, the entry of u is
larger than the entry of v. In this way, S is linearly ordered. Furthermore,
if u > v and w ∈ S, then wu > wv.
To show that elements in UR have the desired form, let a¯b¯ = 1 = b¯a¯
for a b ∈ F and we want to show that all nonconstant monomials in a¯ b¯
start with x and end in x. Obviously, we can assume that monomials in
a b do not involve x2. Let A = Suppa and B = Suppb. Suppose that
B has an element starting with y. Let c = uv be the largest product in AB
with u ∈ A and v ∈ B. We want to show that v starts with y and c = uv
is a uniquely represented product; namely, if c = uv = u′v′, then u = u′
and v = v′. If there exists w ∈ B with w > v, then uw > uv contradicts the
maximality of c. Hence v is the largest element in B. This implies v starts
with y since B has an element starting with y. Now, let c = uv = u′v′ with
u u′ ∈ A and v v′ ∈ B. We just showed that v and v′ are largest in B, so
v = v′. If u and u′ are different words, then uv and u′v are different words.
Therefore, u = u′ and c is a uniquely represented product. This means that
c ∈ Suppab and c cannot involve x2 since v starts with y. We get a¯b¯ = 1.
Thus, if a¯b¯ = 1, B has no element starting with y. Therefore, all nonempty
words in B start with x and by symmetry, all nonempty words in A end
in x. Using b¯a¯ = 1, we get all nonempty words in A start with x and all
nonempty words in B end in x. This shows that elements in UR have the
desired form.
Finally, for any two elements k + a, k′ + a′ in UR where k k′ ∈ K
and a a′ ∈ xR ∩ Rx, we have k + ak′ + a′ = kk′ + ka′ + k′a = k′ +
a′k+ a. Therefore, UR is abelian.
5. ALGEBRAIC ALGEBRAS
[Liu] discussed Hartley’s problem for locally ﬁnite algebras; namely, “Is
a locally ﬁnite GI-algebra PI?” The complete answer remains open but in
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many cases, the answer has been shown to be positive. In this ﬁnal section,
we try to extend those works to algebraic algebras. A by-product of this
study is an afﬁrmative answer to Kurosh problem for GI-algebras, namely,
an algebraic GI-algebra is locally ﬁnite. Note that if Hartley’s problem for
algebraic algebras has an afﬁrmative answer, then it is immediate that the
Kurosh problem has a positive answer for GI-algebras since the Kurosh
problem was settled in afﬁrmative for PI-algebras. We still cannot answer
Hartley’s problem for algebraic algebras in full but the results we get are
enough to solve the Kurosh problem for GI-algebras.
An important fact in our proof is the following Lemma 5.1 which shows
that we can lift units in algebraic algebras. In general, homomorphic im-
ages of a GI-algebra may not be GI. For example, let R = Kx y be
the free algebra generated by x and y over a ﬁeld K of characteristic 0.
Then UR = K\0	 is abelian. However, the unit group of the homomor-
phic image R/x2 y2 contains a nonabelian free subgroup of rank 2 (see
[Sal99]), so it cannot satisfy any group identity.
We remark that the proof of the following lemma is modiﬁed from the
proof of [Lan71b, Theorem 12].
Lemma 5.1. Let R be an algebraic algebra over a ﬁeld K, and let I be an
ideal of R. Then UR maps onto UR/I through the canonical homomor-
phism. Therefore, if UR satisﬁes a group identity w = 1, then UR/I also
satisﬁes w = 1.
Proof. Let ¯ R → R/I be the canonical homomorphism and a¯ ∈
UR/I where a ∈ R maps to a¯. We want to ﬁnd an element u ∈ UR such
that u¯ = a¯. Since R is algebraic, there exists an integer n and an element
b of R such that an = an+1b and b is a polynomial of a with coefﬁcients
in K. It is not hard to see that an = anbnan since ab = ba. Let e = anbn.
We have e2 = e, ea = ae, an = ean = ane. So a¯n = a¯ne¯ and e¯ = 1 since
a¯ ∈ UR/I. Deﬁne u = a + e − 1. Obviously, u¯ = a¯. Suppose ut = 0 for
some t ∈ R. 0 = eut = eat implies that et = e2t = anbnet = an−1bneat = 0.
So at − t = 0 and t = at = a2t = · · · = ant = anet = 0. This shows that u
is not a left zero divisor. So u is a unit since R is algebraic.
We would like to thank Professor Beidar for the following remark.
Remark 5.2. In the above proof, we can let u = ae + 1 − e. Then it is
easy to see that u¯ = a¯ and an−1bne+ 1− e is the inverse of u.
Let us record a result of Jacobson [Lam91, p. 219].
Lemma 5.3. Let D be an algebraic division algebra over a ﬁnite ﬁeld. Then
D is commutative.
Now, let us consider algebraic division algebras whose units satisfy a
group identity.
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Lemma 5.4. Let D be an algebraic division algebra over a ﬁeld K. If UD
satisﬁes a group identity, then D is commutative.
Proof. If K is inﬁnite, then D is commutative by Amitsur’s theo-
rem [Ami66, Theorem 19]. If K is ﬁnite, D is commutative by Lemma 5.3.
Using the facts that homomorphic images of algebraic algebras are alge-
braic, the Jacobson radical of an algebraic algebra is nil, and above Lem-
mas 5.1, 5.4, the following Theorems 5.5, 5.6, 5.7 can be proved in the same
way as in [Liu]. Therefore, we omit proofs here.
Theorem 5.5. Let R be an algebraic algebra over a ﬁeld K. If R is prim-
itive and UR satisﬁes w = 1, then R ∼= MnF as K-algebras for some
integer n determined by w and some ﬁeld F containing K. Furthermore, if K
is inﬁnite, then R ∼= F .
Theorem 5.6. Let R be an algebraic GI-algebra over a ﬁeld K. If R is
semiprime, then R satisﬁes a polynomial identity. Furthermore, if K is inﬁnite,
then R is a subdirect product of ﬁelds and hence commutative.
Let NR be the nilpotent radical of R, namely, the sum of all nilpotent
ideals of R.
Theorem 5.7. Let R be a GI-algebra over a ﬁeld K.
(1) If R is algebraic over K and K is inﬁnite, then R satisﬁes a polyno-
mial identity.
(2) If R is algebraic over K and NR is nilpotent, then R satisﬁes a
polynomial identity.
(3) If NR is not nilpotent, then R satisﬁes a nondegenerate multilinear
generalized polynomial identity.
Finally, let us discuss the Kurosh problem for GI-algebras.
Theorem 5.8. Let R be an algebraic GI-algebra. Then R is locally ﬁnite.
Proof. Let LR be the locally nilpotent radical of R. Then R/LR is
semiprime and algebraic. By Lemma 5.1, R/LR is GI. By Theorem 5.6,
R/LR is algebraic PI and hence locally ﬁnite since the Kurosh problem
has a positive answer for PI-algebras. Note that LR is locally ﬁnite since
it is locally nilpotent. Therefore, R is locally ﬁnite.
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