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LIMIT SETS AND INTERNAL TRANSITIVITY IN FREE
GROUP ACTIONS
KYLE BINDER AND JONATHAN MEDDAUGH
Abstract. It has been recently shown that, under appropriate hypotheses,
the ω-limit sets of a dynamical system are characterized by internal chain
transitivity. In this paper, we examine generalizations of these ideas in the
context of the action of a finitely generated free group or monoid. We give
general definitions for several types of limit sets and analogous notions of
internal transitivity. We then demonstrate that these limit sets are completely
characterized by internal transitivity properties in shifts of finite type and
general dynamical systems exhibiting a form of the shadowing property.
1. Introduction
The study of group and semi-group actions on compact metric spaces is a nat-
ural generalization of the study of traditional discrete dynamical systems. Unsur-
prisingly, as the groups of interest increase in complexity, basic results from the
standard theory of topological dynamical systems (i.e Z and N actions) become
difficult to generalize or fail entirely. What is particularly surprising, however, is
just how quickly things begin to fall apart. Even in the case of the action of the
group Zd for d ≥ 2, simple questions regarding entropy are difficult to answer even
in the simplified context of shift spaces [14, 15].
However, there are aspects of these actions that have been studied with some
success. Of particular interest to this paper are generalizations of the known rela-
tionship between ω-limit sets and internal chain transitivity, especially under the
additional hypothesis of shadowing. In particular, it has long been known that
ω-limit sets are internally chain transitive [13], and that in certain categories of
dynamical systems, the converse is also true including shifts of finite type, topo-
logically hyperbolic maps, certain Julia sets of quadratic polynomials and Axiom
A diffeomorphisms [4, 5, 7, 6, 10]. More recently, Meddaugh and Raines demon-
strated that under the assumption that the system has the shadowing property, the
collection of internally chain transitive sets is precisely the closure of the collec-
tion of ω-limit sets in the Hausdorff topology [16]. Thus, in situations in which
it is known, a priori, that the collection of ω-limit sets is closed in this topology
(interval maps are an important example of such a situation [9]), the shadowing
property is sufficient to establish that internal chain transitivity coincides precisely
with the property of being an ω-limit set. This connection is further explored in
[12], in which variations of the shadowing property are explored to more precisely
characterize the necessary conditions under which this equivalence occurs.
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There have been a number of attempts to extend these sorts of results to the
broader context of group actions. In particular, several authors have considered
the structure of limit sets for Zd actions, specifically for subshifts of ΣZ
d
where Σ
is a finite alphabet. Among the first generalizations along theses lines is the work
of Oprocha [18, 19] in which notions of shadowing and limit sets for these sorts of
actions are explored. The connection between limit sets and internal transitivity
was explored by Meddaugh and Raines [17]. An important aspect of this body of
work is that for multi-dimensional shift spaces, there is no unique natural analog
for forward iteration, so many types of limit sets arise, and correspondingly, many
notions of internal transitivity. One other common aspect of these results is that
the problem of completability arises quite frequently. This is not surprising, as it is
related to tiling problems, in which this issue is well-known problem [8].
It is at this point that we propose that Zd actions are not necessarily the most
natural successors to Z actions in terms of complexity. In this paper, we examine
the action of finitely generated free groups and monoids on compact metric spaces.
We examine notions of limit sets and establish that there are internal transitivity
properties that characterize them in the context of shifts of finite type. We then
introduce a generalization of the notion of shadowing to these actions and establish
that a subshift has shadowing precisely when it is a shift of finite type. This
parallels the known result for Z actions as demonstrated by Walters [20]. We then
go on to demonstrate that under the assumption of shadowing, we witness analogs
to the results of Meddaugh and Raines [16], and, under an appropriate analog of
asymptotic shadowing, we recover generalizations of the characterization of limit
sets in terms of internal transitivity as developed by Good and Meddaugh [12].
2. Preliminaries
Let G be a group or monoid and X a compact metric space. A continuous left
G-action on X is a function f : G×X → X that satisfies the following conditions:
for each g ∈ G, the function fg defined by fg(x) = f(g, x) is continuous, for the
identity e ∈ G, fe is the identity on X , and for g, h ∈ G, fgh = fh ◦ fg.
For n ∈ N, let F denote the free group on the n generators {s0, . . . sn−1} and S =
{s0, . . . sn−1, s
−1
0 , . . . s
−1
n−1} be the set of all generators and their inverses. The set of
reduced words of F is the set W = {e} ∪ {w0w1 · · ·wk ∈ S
ω : wi 6= w
−1
i+1 for i < k}
with e denoting the empty word. Each element of F has a unique representative
in W and the group operation of F is realized in W by concatenation followed by
cancellation.
We define the length of an element u ∈ F to be the number of letters in its
reduced representation. We denote this by |u|. The identity of F is associated with
the empty word e and has length 0. Finally, we will say for two elements of F with
reduced representations u = u0 . . . un and v = v0 . . . vn+k , that u is a prefix of v
if ui = vi for 0 ≤ i ≤ n. Additionally, we will take the identity e to be a prefix of
every element of F .
It will also be necessary to consider the infinite words of F . In particular, we
define the setW∞ = {〈wi〉i∈ω : wi 6= w
−1
i+1 for i ∈ ω}. Let u,w be two words (either
finite or infinite) with length at least n. We say u|n = w|n if ui = wi for 0 ≤ i < n.
For n ∈ N, let H denote the free monoid on the n generators P = {s0, . . . sn−1}.
In this case, H coincides with the set of words of {e} ∪ {w0w1 · · ·wk ∈ P
ω} with e
denoting the empty word as every element of H has a unique representation, and
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Figure 1. A representation of an element of {0, 1}F2 with the
middle 3-block filled in.
the binary operation is simply concatenation. The collection of infinite words of
H is the set H∞ = {〈wi〉i∈ω : wi ∈ P}. The length of elements, prefixes, and
restrictions w|n are defined the same as in the free group case.
For the sake of generality, we take G be either a free group or monoid with W
the set of words, W∞ the set of infinite words, and S the set of generators (with
inverses in the group case).
For a finite alphabet A, the full shift of A over G (denoted AG) is the set
of all functions x : G → A. There is a natural G-action σ on AG defined as
follows. For every s ∈ S there is an associated shift map σs : A
G → AG defined by
σs(x)(u) = x(su). For v = v0 . . . vn ∈ G, we define σv(x) = σvn ◦ · · · ◦ σv0(x). Thus
σv(x)(u) = x(vu).
For fixed G, define Σn = {u ∈ G : |u| < n}. We can place a metric on AG
defined by d(x, y) = inf ({2−n : x|Σn = y|Σn} ∪ {1}). It is easy to see that under
the topology induced by this metric, AG is compact and the action σ is continuous.
In particular, if d(x, y) = 2−n then d(σi(x), σi(y)) ≤ 2
−n+1. Furthermore, for
u ∈ G, if d(x, y) = 2−n then d(σu(x), σu(y)) ≤ min
{
2−m+|u|, 1
}
.
An n-block is a function Bn : Σ
n → A. An element x ∈ AG is said to contain Bn
if there exists a u ∈ G such that σu(x)|Σn = Bn. Let F be a collection of m-blocks
where m is allowed to range over the integers. We can create a subspace of AG
defined as XF =
{
x ∈ AG : x does not contain any B ∈ F
}
. XF is compact and
invariant under the shift maps. In this case, F is called a set of forbidden blocks.
Any invariant and compact subspace of AG can be expressed as XF for some set
F . This is called a shift space. In the case that F is finite, the shift space is a
shift of finite type (SFT). If M is the maximal integer such that some B ∈ F is
an M-block, Y is called an M-step shift of finite type. In this case, we can assume
without loss of generality that every element of F is an M-block.
In a metric space X , the distance between a point x ∈ X and closed subset
A ⊆ X we define as d(x,A) = infa∈A d(x, a). This gives rise to the Hausdorff
distance between two closed subsets A,B ⊆ X defined as
dH(A,B) = max{sup
a∈A
d(a,B), sup
b∈B
d(b, A)}.
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3. ω-limit Sets for Group Actions
In the context of continuous group or monoid actions on a compact metric space
X , there is no clear best analogue to the notion of an ω-limit set. Principal to
this ambiguity is that there is more than one ‘future’ to consider. This problem is
especially apparent in the action of groups, but is still present even if we restrict our
attention to monoids. In [17] and [18], the authors explore some of these notions
in the context of Zd actions. Perhaps the most general notion of limit sets in this
context are the semigroup limit sets as defined by Barros and Souza [2].
Definition 3.1. Let S be a semigroup acting continuously on X and let F be a
family of subsets of S. For x ∈ X , we define
ω(x,F) =
⋂
A∈F
{fs(x) : s ∈ A}
It is immediate that ω(x,F) is a compact subset of X . If F is taken to be a
filter base (for any A,B ∈ F , there exists C ∈ F with C ⊆ A ∩B), then ω(x,F) is
nonempty, and under appropriate assumptions, it is also invariant [1].
For the purposes of the following sections, we consider only the action of free
groups and free monoids with finitely many generators. In particular, let G be the
free group or monoid on n generators, with S the set of generators (and inverses
in the case G is a free group) and let G act continuously on the compact metric
space X by the assignment u ∈ G 7→ fu : X → X . We also take W to be the set of
reduced words in G, and W∞ the set of infinite reduced words.
In this setting, there are a number of specific limit set types that warrant par-
ticular attention.
The first of these is acquired by taking F to be the family of subsets of words
with minimum lengths.
Definition 3.2. For x ∈ X , ω(x) =
⋂
n∈ω {fu(x) : |u| > n}.
The equivalent metric formulation is given in the following lemma.
Lemma 3.3. ω(x) =
{
y ∈ X : ∀n ∈ N ∃ |un| > n s.t. d(fun(x), y) <
1
n
}
.
Proof. Let y ∈ ω(x). For n ∈ N there exists a sequence {ui}i∈N ⊆ G with ui > n
such that {fui(x)} converges to y, as y ∈ {fu(x) : |u| > n}. Thus we can choose
|un| > n with d(fun(x), y) <
1
n
.
Now let y ∈
{
y ∈ X : ∀n ∈ N ∃ |un| > n s.t. d(fun(x), y) <
1
n
}
. For n ∈ N
choose |un| > n with d(fun(x), y) <
1
n
. Thus, form ≥ n, fum(x) ∈ {fu(x) : |u| > n},
and {fui(x)}
∞
i=m converges to y. Therefore y ∈ {fu(x) : |u| > n}. 
Lemma 3.4. ω(x) is invariant.
Proof. Let y ∈ ω(x) and i ∈ S. By the uniform continuity of fi, there exists δn > 0
such that d(fi(x), fi(y)) <
1
n
if d(x, y) < δn. As y ∈ ω(x), there is a sequence {uj}
increasing in length such that d(y, fuj (x)) < δj. Hence, d(fi(y), fuji(x)) <
1
j
for all
j so y ∈ ω(x). 
This notion of limit set captures all possible ‘futures’ of x under the action of
G, completely discarding any notion of direction. In contrast, the following type of
limit sense has a very strong sense of directionality, capturing only those behaviors
of the orbit of x realized along a particular trajectory.
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Definition 3.5. For x ∈ X and w ∈W∞, ωw(x) =
⋂
n∈N {fw0...wk(x) : k > n}.
Here, we take the family F to be the collection of finite prefixes of the infinite
word w. As expected, ωw(x) is compact and non-empty. And, while it is not
necessarily invariant, it does still have a limited level of invariance.
Theorem 3.6. In the case of a free group action, for y ∈ ωw(x) there exists
i 6= j ∈ S such that fi(y), fj(y) ∈ ωw(x).
Proof. Let y ∈ ωw(x) be given. By the uniform continuity of the maps fi, for every
n ∈ N there is kn such that if d(x, z) <
1
kn
, then d(fi(x), fi(z)) <
1
n
for all i ∈ S. For
n ∈ N choosemn > n+1 such that d(fw0...wmn (x), y) <
1
km
. Choose i ∈ S such that
i = wmn+1 for infinitely many n. We can then choose j so j = w
−1
mn
for infinitely
many n with wmn+1 = i. Thus i 6= j. By passing to a subsequence if necessary,
we can assume wmn = i
−1 and wmn+1 = j. Notice then that d(fw0...wln (x), y) <
1
kn
. Thus d(fj(fw0...wmn (x)), fj(y)) = d(fw0...wmn−1(x), fj(y)) <
1
n
. Similarly,
d(fw0...wmn+1(x), fi(y)) <
1
n
. As mn − 1 > n, fi(y), fj(y) ∈ ωw(x). 
Because there are not inverses in a free monoid, we obtain a slightly weaker
result in this context.
Corollary 3.7. In the case of a free monoid action, for y ∈ ωw(x) there exists
i ∈ S such that fi(y) ∈ ωw(x) and there exists z ∈ ωw(x) and j ∈ S with y = fj(z).
A similar limit set with a less rigid, but still quite strong, notion of directionality
is the following. Here, the family F is the collection of subsets of words that share
prefixes of specified lengths with w.
Definition 3.8. For x ∈ X and w ∈W∞, ωFw(x) =
⋂
n∈N {fu(x) : u|n = w|n}
Again this is compact and non-empty and has an equivalent analytic definition.
Lemma 3.9. ωFw(x) =
{
y ∈ X : ∀ m ∃u ∈ G s.t. d(fu(x), y)) <
1
m
and u|m = w|m
}
.
A principal benefit of this looser notion of directionality is that we recover in-
variance.
Theorem 3.10. ωFw(x) is invariant.
Proof. For m ∈ N choose km > m such that for i ∈ S, if d(y, z) <
1
km
then
d(fi(y), fi(z)) <
1
m
. Now find u ∈ G such that d(fu(x), y) <
1
km
. Thus d(fui(x), fi(y)) <
1
m
. As km > m, ui|m = w|m. Therefore fi(y) ∈ ωFw(x). 
Among these limit set types, we have the following relationships.
Theorem 3.11. For all w ∈ W∞ and all x ∈ X, we have
ωw(x) ⊆ ωFw(x) ⊆ ω(x).
Proof. The first inclusion follows from the observation that {fw0...wk(x) : k > n} ⊆{
fu(x) : u|n = w|n
}
. The second inclusion similarly follows from the observation
that
{
fu(x) : u|n = w|n
}
⊆ {fu(x) : |u| > n}. 
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4. Analogues of internal chain transitivity
As explored in a number of papers [5, 4, 11, 3, 12], there is a strong connection
between limit sets and notions of transitivity. It is therefore not surprising that
there are connections between analogous notions in the dynamics of group actions
on compact metric spaces. In particular, we begin by seeking analogues of chain
transitivity that will characterize the classes of limit sets described in Section 3. For
notation, let Ww denote the collection of all ωw-limit sets and WFw the collection
of all ωFw -limit sets in X .
Definition 4.1. Given ǫ > 0 and an element u = u1 . . . un ∈ W , an ǫ-chain indexed
by u is a sequence {x1, . . . , xn+1} of X such that d(fui(xi)), xi+1) < ǫ.
Definition 4.2. A closed subset Y of X is internally chain transitive (Y ∈ ICT )
if for every x, y ∈ Y and ǫ > 0 there is a u ∈ W and ǫ-chain indexed by u with
x1 = x and xn+1 = y.
Theorem 4.3. ICT is closed.
Proof. Let Y ∈ ICT , x, y ∈ Y and ǫ > 0. By the uniform continuity of fi there
is a ǫ3 > δ > 0 such that d(a, b) < δ implies d(fi(a), fi(b)) <
ǫ
3 . Choose B ∈ ICT
with dH(A,B) < δ and x
′, y′ ∈ B with d(x, x′) < δ and d(y, y′) < δ. There is
a δ-chain indexed by u from x′ to y′ in B. Say this chain is {x1, . . . , xn+1}. For
2 ≤ i ≤ n choose zi ∈ Y with d(zi, xi) < δ and let z1 = x, zn+1 = y. It follows that
{z1, . . . , zn+1} is an ǫ-chain from x to y as d(fui(zi), zi+1) ≤ d(fui(zi), fui(xi)) +
d(fui(xi), xi+1) + d(xi+1, zi+1) < ǫ. Therefore Y ∈ ICT . 
We have the following results correlating limit sets with internal chain transitiv-
ity.
Lemma 4.4. For every ǫ > 0, w = w1w2 · · · ∈ W∞, and x ∈ X there exists Nǫ ∈ N
such that for n > Nǫ d(fw1...wn(x), ωw(x)) < ǫ.
Proof. Suppose to the contrary. Then we have an increasing sequence of integers
{mn} with d(fw1...wmn (x), ωw(x)) > ǫ. By passing to a subsequence if necessary,{
fw1...wmn (x)
}
converges to a point y ∈ ωw(x). However, d(y, ωw(x)) ≥ ǫ, a con-
tradiction. 
Theorem 4.5. Ww ⊆ ICT .
Proof. Let ωw(x) ∈ Ww, y, z ∈ ωw(x), and ǫ > 0. By the uniform continuity
of fi, there is a
ǫ
3 > δ > 0 such that if d(p, q) < δ then d(fu(p), fu(q)) <
ǫ
3 for
u ∈ S. Let Nδ be given by the previous lemma. Find n > m > Nδ such that
d(fw1...wm(x), y) < δ and d(fw1...wn(x), z) < δ.
Let k = n − m and fix t1 . . . tk = wm+1 . . . wn. Set x0 = y, xk = z. For
1 < i < k choose xi so d(xi, σw1...wn+i−1(x)) < δ. We claim that d(fti(xi), xi+1) < ǫ.
d(xi, fw1...wn+i−1(x)) < δ so d(fti(xi), fw1...wn+i(x)) <
ǫ
3 . Thus d(fti(xi), xi+1) <
d(fti(xi), fw1...wn+i(x)) + d(xi+1, fw1...wn+i(x)) < ǫ. Therefore ωw(x) is internally
chain transitive. 
Lemma 4.6. Given x ∈ X and w ∈ W , for every ǫ > 0 there exists Nǫ ∈ N such
that for all u ∈ G with u|n = w|n for n > Nǫ, d(fu(x), ωFw (x)) < ǫ.
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Proof. Suppose not. Then for every n > N there is a un ∈ G with un|n = w|n such
that d(fun(x), ωFw (x)) > ǫ. By passing to a subsequence if necessary, these fun(x)
converge to a point y ∈ ωFw (x). However, d(y, ωFw(x)) > ǫ, a contradiction. 
With this lemma, we get the following theorem using the same technique as in
the analogous theorem for ωw(x).
Theorem 4.7. For an F -action on X, WFw ⊆ ICT .
It should be noted that when G is a group, internal chain transitivity is a rather
weak condition. In particular, since there is no inherent ‘direction’ for chains, any
finite segment of an orbit is an internally chain transitive set. In particular, we
fail to see the expected equivalence of being a limit set and being internally chain
transitive. Even in the context of full shifts, internal chain transitivity alone is not
enough to characterize ωw(x).
Example 4.8. Let X be the full-shift on the alphabet {0, 1, 2} over F2. Let
Y ⊂ X = {x0, x1, . . . } where x0 is 1 for elements of the form a
mbn (n > 0)
and 0 elsewhere, x1 = σb−1(x0). x2 is the same as x0 except 1 is 2. For i > 2,
x2+i = σai(x2). It is not hard to see that this is ICT. Getting to and from x0
and x1 is just a shift as is x2 to x2+i. To get from x1 to x2 we just need to get i
sufficiently large so that d(σa(x1), x2+i) < ǫ and then shift to get to x2.
However, Y cannot be expressed as ωw(x) for any w, x. Note that for ǫ < 2
−2
any ǫ-chain ending at x0 must be indexed by a word ending in b and any ǫ-chain
beginning at x0 and going to xi (i > 0) must begin with b
−1. However, we claim
this can never be the case for an element in ωw(x).
Let x ∈ X , 2−2 > ǫ > 0, w = w1w2 · · · ∈W∞ be given, and choose Nǫ ∈ N such
that for m > Nǫ, d(σw1...wm(x), ωw(x)) < ǫ. Let
ǫ
3 > δ > 0 so that if d(x, y) < δ
d(σi(x), σi(y)) <
ǫ
3 . Find k > Nǫ so that d(σw1...wk(x), x1) < δ, m > k with
d(σw1...wm(x), x0) < δ and l > m with d(σw1...wl(x), x1) < δ. As in the proof
that ωw(x) is ICT, we can get an ǫ-chain between x1 and x0 indexed by the word
wm+1 . . . sk and a ǫ-chain between x0 and x1 indexed by wk+1 . . . wl. As wk, wk+1
are in a reduced word, wk 6= w
−1
k+1. This then shows that our example cannot be
expressed as an ωw-limit set.
With this example, we see that a stronger form of chain transitivity is necessary
to characterize ωw-limit sets for free group actions.
Definition 4.9. Let Y be a closed subset of X . Y is consistently internally chain
transitive (Y ∈ CICT ) if for every x ∈ Y there are i(x), t(x) ∈ S with i(x) 6= t(x)−1
such that for every ǫ > 0 and x, y ∈ Y there is an ǫ-chain between x and y indexed
by a word starting with i(x) and ending with t(y).
It is immediate from this definition that CICT ⊆ ICT . Also, in the context of
free monoids, CICT is equal to ICT as there are no inverses.
In the case of ICT , it was relatively easy to show the set is closed. However, the
analogous result for CICT has an added subtlety. Not only must there be δ-chains,
but also each point x has an associated initial and terminal index i(x) and t(x). For
Y ∈ CICT and x ∈ Y , it is intuitive to define i(x), j(x) to match those of points in
CICT sets that converge to x. However, defining i(x), j(x) for all x in this manner
may not imply i(x), t(y) interact in the necessary way for any pair x, y. In order
to properly choose i(x), t(x), we must appeal to properties of X being a compact
metric space, namely that X is separable.
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Theorem 4.10. CICT is closed.
Proof. Let A ∈ CICT and choose a countable, dense subset of A, Λ = {x1, x2, . . . }.
Choose a sequence {Bi}i∈N ⊆ CICT so that dH(A,Bn) <
1
n
. For each xn and k ∈ N
choose xkn ∈ Bk with d(xn, x
k
n) <
1
k
. For x1 we can choose i(x1), j(x1) such that
i(x1) = i(x
k
1) and j(x1) = j(x
k
1) for infinitely many k. By passing to a subsequence
{km(1)} of N, we can assume i(x1) = i(x
km(1)
1 ) and j(x1) = j(x
km(1)
1 ) for all
km(1) in the sequence. By induction, we can choose i(xn), t(xn) and a subsequence
{km(n)} of {km(n− 1)} so that i(xn) = i(x
km(n)
n ) and j(xn) = j(x
km(n)
n ). For
x ∈ A\Λ, choose a sequence {xnk} ⊆ Λ that converges to x. Choose i(x), j(x) so
that i(x) = i(xnk) and j(x) = j(xnk) for infinitely many k.
Let x, y ∈ A and ǫ > 0 be given. By the uniform continuity of the maps fi
there is a ǫ3 > δ > 0 such that d(p, q) < δ implies d(fi(p), fi(q)) <
ǫ
3 . Choose
xn, xl ∈ Λ with d(x, xn), d(y, xl) <
δ
2 , and i(xn) = i(x), j(xk) = j(y). Without loss
of generality, assume l > n. Choose km(l) >
2
δ
. By our choice, i(xn) = i(x
km(l)
n ),
j(xl) = j(x
km(l)
l ), d(x, x
km(l)
n ), d(y, x
km(l)
l ) < δ, and there is a δ-chain in Bkm(l)
from x
km(l)
n to x
km(l)
l indexed by a word beginning with i(x
km(l)
n ) and ending with
j(x
km(l)
l ). Replacing the first x
km(l)
n with x and the last x
km(l)
l with y, and every
other element of the chain with an element of A within δ gives an ǫ-chain from x to y
indexed by a word beginning with i(x) and ending with t(y). Thus A ∈ CICT . 
Lemma 4.11. Ww ⊆ CICT .
Proof. Fix w ∈ W∞ and x ∈ X . Choose
1
3n > δn > 0 so that for d(y, z) < δ,
d(fi(y), fi(z)) <
1
3n and an increasing sequence of integers {Nn} so that if m > Nn
d(fw1...wm(x), ωw(x)) < δn.
For y ∈ ωw(x), choose an increasing sequence of integers {kn(y)} with
d(fw1...wkn(y)(x), y) < δn. By passing to a subsequence if necessary, we can assume
wki(y) = wki+1(y) and w1+ki(y) = w1+ki+1(y) for i ∈ N. Set t(y) = wki(y) and
i(y) = w1+ki(y). Note that i(y) 6= t(y)
−1 as both are consecutive letters in a
reduced word.
For given y, z ∈ ωw(x) and ǫ > 0, find
1
n
< ǫ. Choose Nn < kl(y) < km(z). Just
as in the proof that ωw(x) is ICT we can find a ǫ-chain in ωw(x) between y and z
indexed by w1+kl(y) . . . wkm(z). 
In shifts of finite type X , for a given Y ∈ CICT , we can explicitly construct a
word w ∈ W∞ and x ∈ X with Y = ωw(x). The following lemma helps to verify
our construction.
Lemma 4.12. Let X be a shift space and fix a function O : G → X. Suppose
u ∈ G and m ∈ N with the property that for v ∈ Σm−1 and i ∈ S, we have
d(σi(O(uv)),O(uvi)) < 2
−m.
Then O(u)(v) = O(uv)(e).
Proof. Fix v = v0 . . . vn ∈ Σ
m−1. As d(σv0 (O(u)),O(uv0)) < 2
−m, the uniform
continuity of the shift maps gives d(σv0v1(O(u)), σv1 (O(uv0))) < 2
−m+1. Since
d(σv1(O(uv0)),O(uv0v1)) < 2
−m we have d(σv0v1(O(u)),O(uv0v1)) < 2
−m+1. By
induction we see d(σv0...vi(O(u)),O(uv0 . . . vi)) < 2
−m+i.
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Therefore d(σv0...vn(O(u)),O(uv0 . . . vn)) < 2
−m+n ≤ 2−1. This implies that
σv(O(u))(e) = O(uv)(e). The left-hand side of this equation is equal to O(u)(v),
so our lemma holds. 
Theorem 4.13. If X is a shift of finite type and Y ∈ CICT , then Y = ωw(x) for
some x ∈ X and w ∈W∞.
Proof. Let X be M -step. For k ≥ M + 1, let
{
xki
}nk
i=0
⊆ Y be sequence that 2−k
covers Y . As Y ∈ CICT , there is a 2−k-chain from xki to x
k
i+1 indexed by ui where
ui begins with i(x
k
i ) and ends with t(x
k
i+1). By concatenating these chains, we can
get a 2−k-chain
{
yk0 , . . . , y
k
nk
}
from xk0 to x
k
nk
indexed by wk = v
k
1 . . . v
k
mk
such that
vk1 = i(x
k
0), v
k
mk
= t(xknk), and for every i there is an n such that x
k
i = y
k
n. We also
have a 2−k−1-chain
{
zk0 , . . . , z
k
lk
}
from xknk to x
k+1
0 indexed by w
′
k = v
′
1 . . . v
′
lk
with
v′1 = i(x
k
nk
) and v′lk = i(x
k+1
0 ).
Concatenating w = wM+1w
′
M+1wM+2w
′
M+2 . . . and{
yM+10 , . . . , y
M+1
nM+1
, zM+11 , . . . , z
M+1
lM+1
, yM+21 , . . . , y
M+2
nM+2
, . . .
}
, yields a sequence
{z0, z1, . . . } ⊆ Y and w = t1t2 · · · ∈ W∞ such that for all i ∈ N d(σti+1(zi), zi+1) <
2−M−1 and for n > M +1 there is kn such that for m > kn, d(σtm+1(zm), zm+1) <
2−n.
In order to keep track of these points and their interrelations, we define a function
O : G → Y . Set O(t1 . . . tm) = zm and O(e) = z0. For notation, let t0 = e. For
all other v ∈ G let nv be the largest integer such that t0 . . . tnv is a prefix of
v = t0 . . . tnvv
′. Then let O(v) = σv′(znv ).
By our construction, O has the properties that:
(1) For u ∈ G, v ∈ ΣM , and i ∈ S, d(σi(O(uv)),O(uvi)) < 2
−M−1.
(2) For every n ∈ N there is kn ∈ N such that for |u| > kn, v ∈ Σ
n, and i ∈ R,
d(σi(O(uv)),O(uvi)) < 2
−n−1.
Define x : G→ A by x(u) = O(u)(e). We claim that x ∈ X and that ωw(x) = A.
By property (1) and Lemma 4.12, every M -block in x is the central M -block for
some O(v). As every O(v) ∈ X , this implies x ∈ X . Property (2) implies that
d(σ(x),O(v)) < 2−n for |v| > kn.
Let y ∈ Y and n > N. Find k, i,m such that d(y, xki ) < 2
−n−1, O(u1 . . . um) =
xki , with m > kn+1. Therefore d(y, σu1...um(x)) < 2
−n, so y ∈ ωw(x).
Now suppose y ∈ ωw(x). For n ∈ N find m > kn+1 so that d(y, σu1...um(x)) <
2−n−1 and d(σu1...um(x),O(u1 . . . um)) < 2
−n−1. Therefore d(y,O(u1 . . . um)) <
2−n. As O(u1 . . . um) ∈ Y by construction and Y is closed, y ∈ Y .
Therefore Y = ωw(x). 
Corollary 4.14. Let X be a shift of finite type over G . Then Ww = CICT . If G
is a free monoid, then Ww = ICT .
Definition 4.15. Given a metric space X and δ > 0, a δ-G-pseudo orbit is a
function O : G→ X such that for u ∈ G and i ∈ S we have d(fi(O(u)),O(ui)) < δ.
Definition 4.16. Let Y be a closed subset of X . Y is internally block transitive
(Y ∈ IBT ) if for every δ > 0 x1, . . . , xn ∈ Y there is a δ-G-pseudo orbit O of Y
containing each xi.
The notion of internally block transitive is related to that of mesh transitivity
explored in [17]. The choice of the word block in this terminology might seem
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spurious, but it is worth noting that the conditions on the pseudo-orbit are finite in
nature and in the context of a free group or monoid, a δ-G-pseudo orbit can be easily
generated by a extending a block function B : Σn → Y with d(B(ui), σi(B(u)) < δ
for u ∈ G and i ∈ S.
Theorem 4.17. For any X, IBT is closed.
Proof. Suppose that Y ∈ IBT and ǫ > 0. By uniform continuity, choose ǫ3 > δ > 0
so the d(p, q) < δ implies d(fi(p), fi(q)) <
ǫ
3 . Choose x1, . . . , xn ∈ Y and B ∈ IBT
with dH(Y,B) < δ. Find yi ∈ B with d(xi, yi) < δ and let O be a δ-G-pseudo orbit
of B containing y1, . . . , yn. We create a pseudo orbit O
′ in A by replacing every yi
in O with xi and replacing any other y ∈ B with x ∈ A so that d(x, y) < δ. By the
choice of δ, it is easy to see that O′ is an ǫ-G-pseudo orbit containing x0, . . . , xn.
Therefore A ∈ IBT and IBT is closed. 
Theorem 4.18. If Y ∈ IBT , Y is invariant.
Proof. Let y ∈ Y and consider fi(y). For n ∈ N there is a
1
n
-G-pseudo orbit On
containing y. Say On(un) = y for all n. Then d(fi(On(un)),On(uni)) <
1
n
. Hence
d(fi(y),On(uni)) <
1
n
. As On(uni) ∈ Y and Y is closed, fi(y) ∈ Y . 
With this definition, it is not guaranteed that we can concatenate these δ-G-
pseudo orbits together in a meaningful way. The following definitions will allow us
sufficient conditions for which we have meaningful concatenation. The first is most
applicable to free group actions, the second to free monoid actions.
Definition 4.19. If Y ∈ IBT , an element y ∈ Y is i,j final if for every δ >
0, x1, . . . , xn ∈ Y there is a δ-G-pseudo orbit O of Y and indexes uk such that
O(uk) = xk and uk 6= um for k 6= m and indexes ui, uj with O(ui) = O(uj) = y,
ui, uj end in i 6= j respectively and ui, uj are not prefixes of each other or any uk.
Definition 4.20. Let Y be a closed subset of X . Y ∈ IBT ∗ if and only if Y ∈ IBT
and there exists y ∈ Y that is i, j-final.
Definition 4.21. If Y ∈ IBT , an element y ∈ Y is final if for every δ > 0,
x1, . . . , xn ∈ Y there is a δ-G-pseudo orbit O of Y and indexes uk and uy such that
O(uk) = xk, O(e) = O(uy) = y with uy not a prefix of any uk.
Definition 4.22. Let Y be a closed subset of X . Y ∈ IBT ◦ if and only if Y ∈ IBT
and there exists y ∈ Y that is final.
Theorem 4.23. IBT ∗ is closed.
Proof. Let Y ∈ IBT ∗ and let {Bn}n∈N ⊆ IBT
∗ converge to Y . In each Bn there
a point xn that is in, jn final. Choose i, j so that i = in, j = jn infinitely often.
By passing to a subsequence if necessary, we can assume i = in, j = jn for all n.
Choose x ∈ X so {xn}n∈N converges to x. By a similar technique to Theorem 4.17,
it is not hard to see Y ∈ IBT ∗ with x being i, j final. 
Theorem 4.24. IBT ◦ is closed.
Proof. This follows from the technique used in Theorem 4.17. 
Lemma 4.25. Let w ∈ W∞, x ∈ X be given. For a free group action, ωFw(x) ∈
IBT ∗ with y ∈ ωw(x) i,j-final for some i, j.
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Proof. Let x1, . . . , xn ∈ ωFw(x), y ∈ ωFw(x), and δ > 0 be given. By the uni-
form continuity of the maps fi, find
δ
3 > η > 0 such that if d(x, y) < η then
d(fi(x), fi(y)) <
δ
3 for i ∈ S. As y ∈ ωw(x) and ωw(x) is CICT, let i = i(y)
−1 and
j = t(y), so i 6= j.
Now we can find w1 . . . wkiwki+1 ∈ F with i = w
−1
ki+1
, d(y, fw1...wki (x)) < η and
ki > Nη given in Lemma 4.6. For x1 we can find w1 . . . wk1vx1 ∈ F with k1 > ki+1
such that d(x1, fw1...wk1vx1 (x)) < η and vx1 does not begin with wk1+1. By induc-
tion we can find km+1 > km, vxm+1 ∈ F such that d(xm+1, fw1...wkm+1vxm+1 (x)) < η
and vxm+1 does not begin with wkm+1+1. Then we can get kj > kn with wkj = j
and d(y, fw1...wkj (x).
Now define O : F → ωFw(x) by O(wki+2 . . . wkmvxm) = xm, O(w
−1
ki+1
) =
O(wki+2 . . . wkj ) = y. For u = w
−1
ki+1
v, define O(u) = fv(y) and for all other u that
has not yet been defined, we can choose z ∈ ωw(x) with d(z, fw1...wki+1u(x)) < η
and let O(u) = z. By construction O is an δ-pseudo orbit.
For the indexes, let ui = w
−1
ki+1
, uj = wki+2 . . . wkj , and um = wki+2 . . . wkmvxm .
By construction O(um) = xm and uk 6= um for k 6= m, O(ui) = O(uj) = y, ui, uj
end in i, j respectively and ui, uj are not prefixes of each other or any um. 
Lemma 4.26. Let w ∈W∞, x ∈ X be given. For a free monoid action, ωFw(x) ∈
IBT ◦ with y ∈ ωw(x) final.
Proof. Let x1, . . . , xn ∈ ωFw(x), y ∈ ωFw(x), and δ > 0 be given. By the uni-
form continuity of the maps fi, find
δ
3 > η > 0 such that if d(x, y) < η then
d(fi(x), fi(y)) <
δ
3 for i ∈ S.
Now we can find w1 . . . wk such that d(y, fw1...wk(x)) < η. Find k1 > k > Nη
from Lemma 4.6 and u1 = u1 . . . um with u1 6= wk1+1 and d(x1, fw1...wk1u1(x)) < η.
Inductively find ki > ki−1 and u
k = u1 . . . um with u1 6= wki+1 and d(xi, fw1...wkiuk(x)) <
η. Finally, find ky > kn and u
y = u1 . . . um with u1 6= wkn+1 and d(y, fw1...wkyuy , y) <
η. Define O : H → ωw(x) by O(e) = O(u
y) = y, O(uk) = xk and for all other u
choose z ∈ ωw(x) so that d(fw1...wku(x), z) < η. This satisfies the requirements for
IBT ◦. 
Theorem 4.27. Suppose X ∈ AF is SFT with largest forbidden block size M,
and let Y ⊆ X be IBT, invariant, and compact with some y ∈ Y i,j-final. Then
Y = ωFw(x¯) for some w ∈ W and x¯ ∈ X.
Proof. For n > M , choose
{
xn1 , . . . , x
n
kn
}
⊆ Y a 2−n cover of Y . By assumption,
we can find a 2−n-pseudo orbit On with indexes u
n
i , u
n
j ∈ Σ
kn ending in i and j
respectively such that On(u
n
i ) = On(u
n
j ) = y and indexes u
n
m such that On(u
n
m) =
xnm and u
n
i , u
n
j are not prefixes of u
n
m for all m.
We will inductively construct a function O : F → Y and a word w ∈W∞.
First we constructw. Define w1 = u
M+1
j and for n > 1, wn = wn−1(u
M+n
i )
−1uM+nj .
By induction we will prove wn ends with j and begins with wn−1. Note u
M+1
j ends
with j so w1 ends with j. Suppose for our inductive step that wn−1 ends with j.
As uni ends with i and is not a prefix of u
n
j and u
n
j ends with j we have (u
n
i )
−1unj
beginning with i−1 and ending with j. Therefore wn ends with j. Finally, because
i 6= j, wn begins with wn−1. Define w = limn→∞ wn.
For ease in constructing O, define O′n to be On restricted to elements of Σ
kn
which do not have uni , u
n
j as a proper prefix. Let Dn be the domain of O
′
n. For u ∈
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DM+1 define O(u) = O
′
M+1(u). Then for u ∈ DM+n define O(wn−1(u
M+n
i )
−1u) =
O′M+n(u). We will show that this step is well-defined. Suppose for some n < m
there is v, v′ inDn,Dm respectively such that wn−1(u
M+n
i )
−1v = wm−1(u
M+m
i )
−1v′.
Write wm−1 = wn−1(u
M+n
i )
−1uM+nj · · · (u
M+m−1
i )
−1uM+m−1j .
Thus (uM+ni )
−1v = (uM+ni )
−1uM+nj · · · (u
M+m−1
i )
−1uM+m−1j (u
M+m
i )
−1v′.
Therefore v = uM+nj · · · (u
M+m−1
i )
−1uM+m−1j (u
M+m
i )
−1v′. As v does not contain
uM+nj as a proper prefix, v = u
M+n
j , m = n + 1 and v
′ = uM+n+1i . In this
case, O(wn−1(u
M+n
i )
−1uM+nj ) = O
′
M+n(v) = y and O(wn(u
M+n+1
i )
−1uM+n+1i ) =
O′M+n+1(u
M+n+1
i ) = y. Thus O, so far as it has been defined is well-defined.
To complete the construction of O, for u ∈ F with O(u) not already defined, let
u′ be the largest prefix of u with O(u′) already defined. Such u′ always exists as
O(e) is already defined. Then define O(u) = σu′−1u(O(u
′)). Thus we have defined
O : F → Y .
From the construction, By our construction, O has the properties that:
(1) For u ∈ F , v ∈ ΣM , and i ∈ S, d(σi(O(uv)),O(uvi)) < 2
−M−1.
(2) For every n ∈ N there is kn ∈ N such that for |u| > kn, v ∈ Σ
n, and i ∈ S,
d(σi(O(uv)),O(uvi)) < 2
−n−1.
Just as in Theorem 4.13, by defining x¯ by x¯(v) = O(v)(e) these properties imply
that x¯ ∈ X and d(σ(x¯),O(v)) < 2−n for |v| > kn.
Finally, we show that Y = ωFw(x¯). First ωFw(x¯) ⊆ Y as every N-block in x¯
is an N-block of an element of A. Now let z ∈ Y and n ∈ N. We must find a
u ∈ F with u|n = w|n and d(σu(x¯), z) <
1
n
. Note |wn| ≥ n. Find x
M+n+1
m such
that d(xM+nm , z) < 2
−(M+n+1). Let u = wn(u
M+n
i )
−1uM+n+1m . Thus u|n = w|n and
d(σu(x¯), x
M+n+1
m ) < 2
−(M+n+1). Therefore d(σu(x¯), z) < 2
−(M+n+1) < 1
n
. Thus
Y = ωFw(x¯). 
Note that this construction depended only upon the properties of A ∈ IBT ∗.
As long as one replaces the shift maps σ with just a more general function f , the
construction works in all other IBT ∗ sets with F -actions.
Corollary 4.28. Let X be a shift of finite type over a free group G. Then WFw =
IBT ∗.
Using a slightly different, yet more straightforward, construction, we obtain the
same result for monoid actions.
Theorem 4.29. Suppose X ∈ AH is SFT with largest forbidden block size M,
and let Y ⊆ X be IBT, invariant, and compact with some y ∈ Y final. Then
Y = ωFw(x¯) for some w ∈ W∞ and x¯ ∈ X.
Proof. For n > M , choose
{
xn1 , . . . , x
n
kn
}
⊆ Y a 2−n cover of Y . By assumption, we
can find a 2−n-pseudo orbit On with indexes u
n
y , u
n
m such that O(e) = O(u
n
y ) = y,
On(u
n
m) = x
n
m and u
n
y is not a prefix of u
n
m for all m.
Define w = uM+1y u
M+2
y . . . . For notation, define u
0
y = e. For u ∈ H , find
the maximal m such that u = u0y . . . u
m
y u
′ and define O(u) = Om+1(u
′). Letting
x¯(v) = O(v)(e), the same reasoning as above gives ωFw(x¯) = Y . 
Corollary 4.30. Let X be a shift of finite type over a free monoid H. Then
WFw = IBT
◦.
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5. Shadowing in Group Actions
In the previous section, we developed some connections between limit sets and
internal transitivity properties in the context of shifts of finite type over finitely
generated free groups. It is not surprising, given the results concerning these rela-
tionships in Z- and N-actions [16, 3, 4, 12] that we are able to find analogous results
outside of shift spaces. In order to demonstrate these properties, we first need to
have an appropriate notion of shadowing for group actions.
Definition 5.1. For ǫ > 0 a function O : G → X is ǫ-shadowed by x ∈ X if
d(fu(x),O(u)) < ǫ for all u ∈ G.
Definition 5.2. A G-action on a compact metric space X has the G-shadowing
property if for every ǫ > 0 there exists δ > 0 such that every δ-G-pseudo orbit is
ǫ-shadowed by a point in X .
Lemma 5.3. If X is not an SFT, then for every n ∈ N there is m > n such that
there is a forbidden m-block of X such that every sub-block is not forbidden.
Proof. We will prove the contrapositive. Write X = XF for some set of forbidden
blocks F . Letm be the largest integer such that there is an m-blockB ∈ F such that
every sub-block of B is not in F . Let F ′ = {B ∈ F : B is a k-block for k ≤ m}.
Note that F ′ is finite as there only finitely many k-blocks for k ≤ m. We claim
that XF = XF ′ . As F
′ ⊆ F , XF ′ ⊇ XF . Now suppose x /∈ XF . Thus x contains
a forbidden k-block B in F . If k ≤ m, B ∈ F ′ so x /∈ XF ′ . If k > m then B
contains a forbidden l-block for l < k. By induction, B contains a forbidden l-block
for l ≤ m. In either case, x contains a block forbidden in F ′ so x /∈ XF ′ . As
X = XF = XF ′, X is SFT. 
Lemma 5.4. Suppose O is a 2−m-pseudo orbit. Then for u ∈ F and v ∈ Σm−1,
O(u)(v) = O(uv)(e).
Proof. This result follows from the same argument as Lemma 4.12. 
Theorem 5.5. A shift space X is an SFT if and only if X has the shadowing
property.
Proof. Suppose X is an M-step SFT and let ǫ > 0 be given. Choose k > M so
2−k < ǫ. We claim every 2−k−1-pseudo orbit can be ǫ-shadowed. Let O be such a
pseudo orbit. Construct x ∈ AF by x(u) = O(u)(e). Let u ∈ F and v ∈ Σk. By
definition, σu(x)(v) = x(uv) = O(uv)(1). By the previous lemma, the right-hand
term equals O(u)(v). Thus σu(x)|Σk = O(u)|Σk so d(σu(x),O(u)) < 2
−k. This
implies x ǫ-shadows O.Furthermore, x ∈ X as every M-block in x is an M-block in
an element of X , thus x contains no forbidden blocks.
Now suppose X is not an SFT. Let ǫ = 2−1 and suppose X has the shadowing
property. Thus there is a δ > 0 such that every δ-pseudo orbit can be ǫ-shadowed.
Choose m with 2−m < δ. By a previous lemma, there is a k > m + 2 such that
X has a forbidden k-block B with all sub-blocks of B not forbidden. For i ∈ S
let Bi be the (k-1)-block of B centered at i. As these are not forbidden, there
exists an xi ∈ X such that xi|Σk−1 = Bi. Let B1 = B|Σk−1 and x1 ∈ X such
that x1|Σk−1 = B1. For u ∈ F , define O(iu) = σu(xi) and O(e) = x1. For i ∈ S,
d(σi−1 (xi), x1) < 2
−k+2 as Bi and B0 overlap on a (k-2)-block. For i, j ∈ S and
u ∈ F with iuj 6= 1, O(iuj) = σuj(xi) = σj(σu(xi)) = σj(O(iu)). Therefore
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O is a δ-pseudo orbit. Suppose that x ∈ X ǫ-shadows O. Then for u ∈ F ,
d(σu(x),O(u)) < ǫ. Particularly, this implies x(u) = O(u)(e). We claim that x
contains B. Clearly, x(e) = B(e). For i ∈ S and u ∈ Σk−1, x(iu) = σiu(x)(e) =
O(iu)(e) = σu(xi)(e) = xi(u) = O(i)(u) = Bi(u) = B(iu). Therefore our claim is
correct, hence O cannot be ǫ-shadowed, contradicting the assumption of X having
the shadowing property. 
Theorem 5.6. For an G-action on X with G-shadowing, then CICT = Ww.
Proof. Let Y ∈ CICT . For n ∈ N, find δn such that any δn-pseudo orbit can
1
n
shadowed. Define O as follows. Fix k0 >
1
δn
. For k > k0 let
{
xki
}nk
i=0
⊆ Y
be sequence that 1
k
covers Y . As Y is CICT, there is a 1
k
-chain from xki to x
k
i+1
indexed by ui where ui begins with i(x
k
i ) and ends with t(x
k
i+1). By concatenating
these chains, we can get a 1
k
-chain
{
yk0 , . . . , y
k
nk
}
from xk0 to x
k
nk
indexed by wk =
vk1 . . . v
k
mk
such that vk1 = i(x
k
0), v
k
mk
= t(xknk), and for every i there is an n such
that xki = y
k
n. We also have a
1
k+1 -chain
{
zk0 , . . . , z
k
lk
}
from xknk to x
k+1
0 indexed by
w′k = v
′
1 . . . v
′
lk
with v′1 = i(x
k
nk
) and v′lk = i(x
k+1
0 ).
Concatenating w = wk0w
′
k0
wk0+1w
′
k0+1
. . . and{
yk00 , . . . , y
k0
nk0
, zk01 , . . . , z
k0
lk0
, yk0+11 , . . . , y
k0+1
nk0+1
, . . .
}
, yields a sequence
{z0, z1, . . . } ⊆ Y and w = t1t2 · · · ∈W∞ such that for all i ∈ N d(fti+1(zi), zi+1) <
δn and for n >
1
δn
there is kn such that for m > kn, d(ftm+1(zm), zm+1) <
1
n
.
To construct the pseudo orbit, set O(t1 . . . tm) = zm and O(e) = z0. For nota-
tion, let t0 = 1. For all other v ∈ F let nv be the largest integer such that t0 . . . tnv
is a prefix of v = t0 . . . tnvv
′. Then let O(v) = fv′(zm).
Let x be a point that shadows this pseudo-orbit. We want to show that dH(ωw(x), Y ) <
1
n
. For any element of y ∈ ωw(x), d(y, Y ) <
1
n
by the nature of the construction.
If a ∈ Y , then there is a prefix vm of wn with d(a, (O)(vm)) <
1
m
. By defini-
tion, {fvm(x)} converges to a point z ∈ ωw(x). Thus d(a, z) <
1
n
. Therefore
dH(ωw(xn), Y ) <
1
n
. As n was arbitrary, Y ∈ Ww and CICT ⊆ Ww. We have
already shown that Ww ⊆ CICT and CICT is closed; thus Ww ⊆ CICT . 
With a similar construction, we obtain an analogous result for IBT sets.
Theorem 5.7. For an F -action on X with F -shadowing, IBT ∗ = WFw .
Proof. Let Y ∈ IBT ∗. For k ∈ N, find δk such that any δk-pseudo orbit can
1
k
shadowed. Define O as follows. Fix k0 >
1
δk
. For k ≥ k0 choose
{
xn1 , . . . , x
n
kn
}
⊆ Y
a 1
n
cover of Y . By assumption, we can find a 1
n
-pseudo orbit On with indexes
uni , u
n
j ∈ Σ
kn ending in i and j respectively such that On(u
n
i ) = On(u
n
j ) = y and
indexes unm such that On(u
n
m) = x
n
m and u
n
i , u
n
j are not prefixes of u
n
m for all m.
We will inductively construct O : F → Y and a word w ∈W∞.
First we constructw. Define w0 = u
k0
j and for n > 0, wn = wn−1(u
k0+n
i )
−1uk0+nj .
By induction we will prove wn ends with j and begins with wn−1. Note u
k0
j ends
with j so w0 ends with j. Suppose for our inductive step that wn−1 ends with j.
As uni ends with i and is not a prefix of u
n
j and u
n
j ends with j we have (u
n
i )
−1unj
beginning with i−1 and ending with j. Therefore wn ends with j. Finally, because
i 6= j, wn begins with wn−1. Define w = limn→∞ wn.
For ease in constructing O, define O′n to be On restricted to elements of Σ
kn
which do not have uni , u
n
j as a proper prefix. Let Dn be the domain of O
′
n. For u ∈
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y
y
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Figure 2. One step of the construction.
Dk0 define O(u) = O
′
M (u). Then for u ∈ Dk−0+n define O
k0 (wn−1(u
k0+n
i )
−1u) =
O′k0+n(u). We will show that this step is well-defined. Suppose for some n < m
there is v, v′ inDn,Dm respectively such that wn−1(u
k0+n
i )
−1v = wm−1(u
k0+m
i )
−1v′.
Write wm−1 = wn−1(u
k0+n
i )
−1uk0+nj · · · (u
k0+m−1
i )
−1uk0+m−1j .
Thus (uk0+ni )
−1v = (uk0+ni )
−1uk0+nj · · · (u
k0+m−1
i )
−1uk0+m−1j (u
k0+m
i )
−1v′.
Therefore v = uk0+nj · · · (u
k0+m−1
i )
−1uk0+m−1j (u
k0+m
i )
−1v′. As v does not contain
uk0+nj as a proper prefix, v = u
k0+n
j , m = n + 1 and v
′ = uk0+n+1i . In this
case, O(wn−1(u
k0+n
i )
−1uk0+nj ) = O
′
k0+n
(v) = y and O(wn(u
k0+n+1
i )
−1uk0+n+1i ) =
O′k0+n+1(u
k0+n+1
i ) = y. Thus O, so far as it has been defined is well-defined.
To complete the construction of O, for u ∈ F with O(u) not already defined, let
u′ be the largest prefix of u with O(u′) already defined. Such u′ always exists as
O(e) is already defined. Then define O(u) = σu′−1u(O(u
′)). Thus we have defined
O : F → Y .
From the construction, it is easy to see that O is a δk-pseudo orbit. Let x ∈ X
1
k
shadow O. By an analogous argument to 5.6, dH(ωFw(x), Y ) <
1
k
. Thus Y ∈
IBT ∗. 
Theorem 5.8. For an H-action on X with H-shadowing, IBT ◦ = WFw .
Proof. Let Y ∈ IBT ◦. For k ∈ N, find δk such that any δk-pseudo orbit can
1
k
shadowed. Define O as follows.
Fix k0 >
1
δk
. For n ≥ k0 choose
{
xn1 , . . . , x
n
kn
}
⊆ Y a 1
n
cover of Y . By
assumption, we can find a 1
n
-pseudo orbitOn with indexes u
n
y , u
n
m such thatOn(e) =
On(u
n
y ) = y, On(u
n
m) = x
n
m and u
n
y is not a prefix of u
n
m for all m.
Define w = uk0y u
k0
y . . . . For notation, define u
k0−1
y = e. For u ∈ H , find the
maximal m such that u = uk0−1y . . . u
m
y u
′ and define O(u) = Om+1(u
′). Clearly, O
is a δk-H-pseudo orbit.
By the same argument as above, choosing x to 1
k
-shadowO implies dH(ωFw(x), Y ) <
1
k
. Thus Y ∈ IBT ◦. 
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Definition 5.9. An asymptotic F-pseudo orbit is a function O : F → X such
that for every δ > 0 there is an integer n such that for |w| > n and u ∈ S,
d(fu(O(w)),O(wu)) < δ.
Definition 5.10. A function O : F → X is asymptotically shadowed if there is
an x ∈ X such that for every ǫ > 0 there is an integer n such that for |w| > n
d(fw(x),O(w)) < ǫ.
It is not the case that in a shift of finite type that every asymptotic pseudo orbit
can be asymptotically shadowed. Consider for instance the shift of finite type of
{0, 1}
F
given by forbidding any 0 adjacent to a 1. This shift of finite type has two
elements: x0 and x1, the constant maps of 0 and 1 respectively. We can construct
an asymptotic pseudo orbit by first choosing j ∈ S, then defining O(ju) = x0 for
u ∈ F , O(iu) = x1 for i 6= j ∈ S and u ∈ F , and O(1) = x1. Suppose that some
y in the subshift asymptotically shadows O. Then y must contain both 0 and 1,
meaning it contains a 0 adjacent to a 1, so y is not in the subshift. This contradicts
O being asymptotically shadowed.
Theorem 5.11. If X is an m-step SFT, every asymptotic, 2−m−1 pseudo-orbit
can be asymptotically shadowed.
Proof. Let O be such a pseudo orbit. Construct x by x(u) = O(u)(1). By the
previous theorem, x ∈ X .
For k > m+1 find lk such that for |u| > lk, d(σi(O(u)),O(ui)) < 2
−k for all i ∈ S.
We claim that for |u| > lk+1 + k, d(σu(x),O(u)) < 2
−k. Notice by the choice of u
that O|uΣk is a finite portion of a 2
−k−1 pseudo orbit. Hence by a previous lemma,
O(u)(v) = O(uv)(e) for v ∈ Σk. Thus σu(x)(v) = x(uv) = O(uv)(1) = O(u)(v).
Hence d(σu(x),O(u)) < 2
−k, so our claim is correct. Therefore x asymptotically
shadows O. 
As it happens, this form of shadowing is sufficient for our purposes.
Definition 5.12. AG-action on a compact metric spaces has the weak G-asymptotic
shadowing property if there exists δ > 0 such that every asymptotic G-pseudo-orbit
which is also a δ-G-pseudo-orbit is asymptotically shadowed.
Theorem 5.13. For an G-action on X with weak G-asymptotic shadowing, Ww(X) =
CICT .
Proof. It remains to show that CICT ⊆ Ww(X). Let A ∈ CICT and find δ > 0
that witnesses the asymptotic shadowing property. Choose k > 1
δ
and let O and w
be as defined in Theorem 5.6. By construction, O is an asymptotic δ-F-pseudo orbit.
If x ∈ X asymptotically shadows O, it is not difficult to see that A = ωw(x). 
If instead we use the constructions given in Theorems 5.7 and 5.8, we obtain the
following results.
Theorem 5.14. For an G-action on X with weak G-asymptotic shadowing,
WFw(X) = IBT
∗.
Theorem 5.15. For an H-action on X with weak H-asymptotic shadowing,
WFw(X) = IBT
◦.
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