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Abstract
The paper deals with the Dirichlet problem for the nonstationary Stokes system in a threedimen-
sional cone. The authors study the asymptotics of the solutions near the vertex of the cone.
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Introduction
The present paper deals with the Dirichlet problem for the nonstationary Stokes system
∂u
∂t
−∆u+∇p = f, −∇ · u = g in K × (0,∞), (1)
u(x, t) = 0 for x ∈ ∂K, t > 0, u(x, 0) = 0 for x ∈ K, (2)
where K = {x ∈ R3 : |x|−1x ∈ Ω} is a three-dimensional cone with vertex at the origin. Here,
Ω is a domain on the unit sphere with boundary ∂Ω of the class C2,α, where α is an arbitrarily
small positive number. In our recent paper [13], we proved existence, uniqueness and regulartiy
assertions for solutions of this problem in weighted Sobolev spaces. Analogous results for the two-
dimensional case were obtained in [22]. The goal of the present paper is to describe the asymptotics
of the solutions near the vertex of the cone K. The behavior of solutions of elliptic boundary value
problems (including the stationary Stokes system) near conical points or edges is well-studied in
many papers (see e. g. the bibliography in the monographs [9, 10, 19, 21]). For the stationary Stokes
system, we refer also to [4, 11, 17, 18, 23]. Furthermore, there are several papers dealing with the
behavior of solutions of the heat equation near conical points and edges (see [3, 8, 12, 15, 20, 24, 25]).
In particular, it was shown in [8] that the solution of the first initial boundary value problem for the
heat equation in a 3-dimensional cone is a sum of “singular” terms
rλj φj(ω) (r
2∂t)
k (Ehj)(r, t)
and a regular remainder. Here, r = |x|, ω = |x|−1x, φj is an eigenfunction of the Beltrami operator
−δ on Ω corresponding to the eigenvalue Λj = λj(1 + λj), hj is a function in t and E is an extension
operator. A similar result was obtained in [5, 6, 7] for a class of general parabolic problems. However,
the class of problems considered in [5, 6, 7] does not include the Stokes system. In fact, in a number of
results, there are essential differences between the Stokes system on one hand and the heat equation
(and other parabolic problems) on the other hand. For all these problem, one has existence and
uniqueness results in weighted Sobolev spaces. For the heat equation, and also for the class of
problems in [5, 6, 7], the bounds for the weight parameter depend only on the eigenvalues of one
operator pencil. In the case of the Stokes system, the eigenvalues of two different operator pencils
appear in these bounds. Concerning the behavior of the solutions at infinity, we have completely
different assertions for the heat equation and the Stokes system (see [14]). Nevertheless, similarly as
in [5, 6, 7], we can split the solution of the problem (1), (2) into finitely many singular terms and a
regular remainder. The singular terms depend on the eigenvalues λj of the operator pencil generated
by the stationary Stokes system in a cone.
The major part of the paper (Section 1 and 2) deals with the parameter-depending problem
s u˜−∆u˜+∇p˜ = f˜ , −∇ · u˜ = g˜ in K, u˜ = 0 on ∂K, (3)
1
which arises after the Laplace transformation with respect to the time t, for Re s ≥ 0, s 6= 0. In
Section 1, we present an existence and uniqueness theorem for this problem which was proved in [13].
Let V lβ(K) be the weighted Sobolev space of all functions (vector-functions) with finite norm
‖u‖V l
β
(K) =
(∫
K
∑
|α|≤l
r2(β−l+|α|)
∣∣∂αx u(x)∣∣2 dx)1/2, (4)
while Elβ(K) is the weighted Sobolev space with the norm
‖u‖El
β
(K) =
(∫
K
∑
|α|≤l
(
r2β + r2(β−l+|α|)
)∣∣∂αx u(x)∣∣2 dx)1/2, (5)
r = r(x) denotes the distance of the point x from the vertex of the cone. By Theorem 1.1, there
exists a uniquely determined solution (u˜, p˜) ∈ E2β(K) × V 1β (K) for arbitrary f˜ ∈ E0β(K) and g˜ ∈
V 1β (K) ∩ (V 1−β(K))∗ if the weight parameter β satisfies the inequalities
1
2
− λ1 < β < min
(
µ2 +
1
2
, λ1 +
3
2
)
, β 6= 1
2
(6)
and
∫
K
g˜(x) dx = 0 for β > 1
2
. Here, λ1 and µ2 are positive numbers depending on the cone. More
precisely, λ1 is the smallest positive eigenvalue of the operator pencil L(λ) generated by the Dirichlet
problem for the stationary Stokes system, while µ2 is the smallest positive eigenvalue of the operator
pencil N (λ) generated by the Neumann problem for the Laplacian, respectively (see Section 1). Since
λ = 1 is always an eigenvalue of the pencil L(λ), the eigenvalue λ1 is not greater than 1.
Section 2 is concerned with the asymptotics of the solutions (u˜, p˜) of the problem (3) near the
vertex of the cone. Suppose that u˜ ∈ E2β(K), p˜ ∈ V 1β (K), where β satisfies the inequalities (6), and
that the data f˜ , g˜ belong to the spaces E0γ(K) and V
1
γ (K) ∩ (V 1−γ(K))∗, respectively, where γ < β.
We show in Section 2, that (u˜, p˜) is a sum of terms
ζ
(|s|r2) cj,k(s) (uj,k,γ(x, s), pj,k,γ(x, s))
and a remainder (v˜, q˜) ∈ E2γ(K) × V 1γ (K). Here, ζ is a cut-off function on (0,∞) with support in
[0, 1], ζ(r) = 1 for r < 1/2, cj,k are constants depending on s and on the data, and uj,k,γ , pj,k,γ are
functions of the form
uj,k,γ(x, s) = r
λj
∑
µ
(sr2)µPµ(ω, log r), pj,k,γ(x, s) = rλj−1
∑
µ
(sr2)µQµ(ω, log r),
where λj are eigenvalues of the pencil L(λ), Pµ(ω, log r), Qµ(ω, log r) are polynomials in log r with
coefficients depending on ω = x/|x|. Furthermore, we prove a formula for the coefficients cj,k and
obtain an upper bound for |cj,k| depending on s (Theorem 2.1). In the case γ > −µ2− 12 , we get the
estimate
‖v˜‖2V 2γ (K) + |s|
2 ‖v˜‖2V 0γ (K) ≤ c
(
‖f˜‖2V 0γ (K) + ‖g˜‖
2
V 1γ (K)
+ |s|2 ‖g˜‖2(V 1−γ (K))∗
)
for the remainder v˜ (Theorem 2.2). The analogous estimate for the V 1γ (K)-norm of q˜ holds only if
γ > − 1
2
. In the last case, we have the simpler representation
uj,k,γ(x, s) = u
(0)
j,k(x) = r
λj φj,k(ω), pj,k,γ(x, s) = p
(0)
j,k(x) = r
λj−1 ψj,k(ω)
for the singular terms.
The last section of the paper deals with solutions of the time-dependent problem in the weighted
spaceW 2,1β (K×R+)×L2(R+, V 1β (K)). Here,W 2,1β (K×R+) is the space of all u ∈ L2(R+, V 2β (K)) such
that ∂tu ∈ L2(R+, V 0β (K)). By [13, Theorem 3.1], the problem (1), (2) has a uniquely determined
solution in this space if f ∈ L2(R+, V 0β (K)), g ∈ L2(R+, V 2β (K)), ∂tg ∈ L2(R+, V 1β (K)), β satisfies the
inequalities (6) and g(x, 0) = 0 (in addition g must satisfy the condition
∫
K
g(x, t) dx = 0 if β > 1
2
).
Applying the results of Section 2, we obtain the asymptotics of this solution at the vertex of the cone
if f ∈ L2(R+, V 0γ (K)), g ∈ L2(R+, V 1γ (K)), ∂tg ∈ L2(R+, (V 1−γ(K))∗) and γ < β. For example, we
obtain the decomposition
(u, p) =
∑
0<λj<−γ+1/2
κj∑
k=1
Hj,k(r, t)
(
u
(0)
j,k(x), p
(0)
j,k(x)
)
+ (v, q)
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with a remainder (v, q) ∈ W 2,1γ (K × R+) × L2(R+, V 1γ (K)) if − 12 < γ < 12 − λ1 (see Theorem 3.2).
For the velocity u, the decomposition
u =
∑
j,k
uj,k,γ(x, ∂t)Hj,k(r, t) + v
with a remainder v ∈ W 2,1γ (Q) holds even if γ > −µ2 − 12 . The coefficients Hj,k are given by the
formula
Hj,k(r, t) = −
∫ t
0
∫
K
(
f(y, τ )Kj,k(x, y, t− τ ) + g(y, τ )Tj,k(x, y, t− τ )
)
dy dτ (7)
and are extensions of certain functions hj,k(t). The kernelsKj,k andHj,k in (7) satisfy the estimates of
Lemma 3.1. Under additional assumptions on the t-derivatives of f and g, we obtain a decomposition
of the solution with a remainder (v, q) ∈W 2,1γ (K×R+)×L2(R+, V 1γ (K)), γ < − 12 (see Theorem 3.3).
1 Solvability of the parameter-depending problem
Let s be an arbitrary complex number, Re s ≥ 0. We consider the boundary value problem
s u−∆u+∇p = f, −∇ · u = g in K, u = 0 on ∂K\{0}. (8)
For nonnegative integer l and real β, we define the weighted Sobolev spaces V lβ(K) and E
l
β(K) as
the sets of all functions (or vector functions) with finite norms (4) and (5), respectively. Note that
the spaces V lβ(K) and E
l
β(K) can be also defined as the closures of C
∞
0 (K\{0}) with respect to the
above norms. Furthermore, we define
◦
V
1
β(K) and
◦
E
1
β(K) as the spaces of all functions u ∈ V 1β (K)
and u ∈ E1β(K), respectively, which are zero on ∂K\{0}. Moreover, let
X1β(K) = V
1
β (K) ∩
(
V 1−β(K)
)∗
.
It can be easily shown that the operator of the problem (8) realizes a continuous mapping
(
E2β(K)∩
◦
E
1
β(K)
)× V 1β (K) ∋ (u, p)
→ (su−∆u+∇p,−∇ · u) ∈ E0β(K)×X1β(K).
for arbitrary s. We denote this operator by Aβ.
We introduce the following operator pencils L(λ) and N (λ) generated by the Dirichlet problem for
the stationary Stokes system and the Neumann problem for the Laplacian in the cone K, respectively.
For every complex λ, we define the operator L(λ) as the mapping
◦
W
1(Ω)× L2(Ω) ∋
(
U
P
)
→
(
r2−λ
(−∆rλU(ω) +∇rλ−1P (ω))
−r1−λ∇ · (rλU(ω))
)
∈ W−1(Ω) × L2(Ω),
where r = |x| and ω = x/|x|. The properties of the pencil L are studied, e.g., in [10]. In particular,
it is known that the numbers λ, λ¯ and −1 − λ are simultaneously eigenvalues of the pencil L(λ) or
not. The eigenvalues in the strip −2 ≤ Reλ ≤ 1 are real, and the numbers 1 and −2 are always
eigenvalues of the pencil L(λ). If Ω is contained in a half-sphere, then λ = 1 and λ = −2 are the only
eigenvalues in the interval [−2, 1] (cf. [10, Theorem 5.5.5]). We denote by λj the eigenvalues with
positive real part and by λ−j = −1 − λj the eigenvalues with negative real part, j = 1, 2, . . ., and
state that
· · · ≤ Reλ−2 < λ−1 < λ1 < Reλ2 ≤ · · ·
Here, 0 < λ1 ≤ 1 and −2 ≤ λ−1 < −1. Note that the eigenvalues λj and λ−j have the same geometric
and algebraic multiplicities. The operator N (λ) is defined as
N (λ)U =
(
− δU − λ(λ+ 1)U , ∂U
∂~n
∣∣
∂Ω
)
for U ∈ W 2(Ω).
As is known (see e.g. [10, Section 2.3]), the eigenvalues of this pencil are real and generalized
eigenfunctions do not exist. The spectrum contains, in particular, the simple eigenvalues µ1 = 0 and
3
µ−1 = −1 with the eigenfunction φ1 = const. The interval (−1, 0) is free of eigenvalues. Let µj be
the nonnegative and µ−j = −1− µj the negative eigenvalues of the pencil N (λ), j = 1, 2, . . ., where
· · · < µ−2 < −1 = µ−1 < µ1 = 0 < µ2 < · · · .
Obviously, µj and µ−j are the solutions of the equation µ(µ + 1) = −Mj , where Mj is the jth
eigenvalue of the operator −δ with Neumann boundary condition. As was shown in [13, Theorem
2.1], the operator Aβ has closed range and finite-dimensional kernel if the line Reλ = −β +1/2 does
not contain eigenvalues of the pencil L(λ) and −β − 1/2 is not an eigenvalue of the pencil N (λ).
Furthermore, the following result was proved in [13, Lemma 2.10, Theorem 2.4]
Theorem 1.1 Suppose that Re s ≥ 0 and s 6= 0.
1) If −µ2 − 1/2 < β < λ1 + 3/2, then Aβ is injective.
2) If 1
2
− λ1 < β < 12 , then the operator Aβ is an isomorphism onto E0β(K) × X1β(K), and the
estimate
‖u‖V 2
β
(K) + |s| ‖u‖V 0
β
(K) + ‖p‖V 1
β
(K) ≤ c
(
‖f‖V 0
β
(K) + ‖g‖V 1
β
(K) + |s| ‖g‖(V 1−β(K))∗
)
(9)
is valid for every solution (u, p) ∈ E2β(K) × V 1β (K) of the problem (8). Here, the constant c is
independent of f, g and s.
3) If 1
2
< β < min
(
µ2 +
1
2
, λ1 +
3
2
)
, then the operator (u, p) → (f, g) of the problem (8) is an
isomorphism from
(
E2β(K)∩
◦
E
1
β(K)
) × V 1β (K) onto the subspace of all (f, g) ∈ E0β(K) × X1β(K)
satisfying the condition ∫
K
g(x)dx = 0. (10)
Furthermore, the estimate (9) is valid for every solution (u, p) ∈ E2β(K)× V 1β (K) of the problem (8).
The conditions on β in Theorem 1.1 are sharp if λ1 < 1. In the case that λ1 = 1 and λ1 is a
simple eigenvalue of the pencil L(λ), an analogous existence and uniqueness result holds even for
max
(− µ2 − 12 , 12 −Reλ2) < β < min (µ2 + 12 , Reλ2 + 32 ), β 6= ± 12 , β 6= 52 . Here g must satisfy the
condition (10) if 1
2
< β < 5
2
(see [14]).
Remark 1.1 For s = 0 (i.e., for the stationary Stokes system), the mapping
(u, p)→ (−∆u+∇p,−∇ · u)
is continuous from (V 2β (K)∩
◦
V
1
β(K))×V 1β (K) into V 0β (K)×V 1β (K). This mapping is bijective if and
only if the line Reλ = −β + 1/2 is free of eigenvalues of the pencil L(λ). Under this condition every
solution (u, p) ∈ V 2β (K) × V 1β (K) of the problem (8) also satisfies the inequality (9) (see, e. g., [16],
[21, Chapter 3, Theorem 5.1]).
Furthermore, the following regularity result will be used in this paper.
Lemma 1.1 Suppose that (u, p) ∈ E2β(K) × V 1β (K) is a solution of the problem (8), where Re s ≥ 0
and |s| = 1, f ∈ E0β(K)∩E0γ(K) and g ∈ X1β(K)∩X1γ(K). We assume that one of the following two
conditions is satisfied:
(i) β < γ and the interval −γ − 1/2 ≤ λ ≤ −β − 1/2 does not contain eigenvalues of the pencil
N (λ),
(ii) β > γ and the strip −β + 1/2 ≤ Reλ ≤ −γ + 1/2 is free of eigenvalues of the pencil L(λ).
Then u ∈ E2γ(K), p ∈ V 1γ (K) and
‖u‖E2γ (K) + ‖p‖V 1γ (K) ≤ c
(
‖f‖E0γ (K) + ‖g‖X1γ(K) + ‖u‖E2β (K) + ‖p‖V 1β (K)
)
.
Here, the constant c is independent of f , g and s.
4
2 Asymptotics of solutions of the parameter-depending
problem
We consider a solution (u, p) ∈ E2β(K) × V 1β (K) of the problem (8) with data f ∈ E0β(K) ∩ E0γ(K)
and g ∈ X1β(K) ∩X1γ(K), where γ < β. If the condition of Lemma 1.1 is not satisfied, i. e., if the
strip −β + 1/2 ≤ Reλ ≤ −γ + 1/2 contains eigenvalues of the pencil L(λ), we cannot expect that
u ∈ E2γ(K) and p ∈ E1γ(K). We show that then the solution is a finite sum of “singular” terms and
a remainder (v, q) ∈ E2γ(K)× V 1γ (K).
2.1 Singularities of solutions near the vertex of the cone
As was mentioned above, the eigenvalues λi and λ−i have the same algebraic multiplicity κi = κ−i.
Thus for every eigenvalue λi (with positive or negative i), there exist κi linearly independent solutions
(u
(0)
i,k , p
(0)
i,k), k = 1, 2, . . . , κi of the problem
−∆u+∇p = 0, ∇ · u = 0 in K, u = 0 on ∂K\{0} (11)
which have form
u
(0)
i,k(x) = r
λi
σ∑
ν=0
(log r)ν
ν!
φi,k,σ−ν(ω), p
(0)
i,k (x) = r
λi−1
σ∑
ν=0
(log r)ν
ν!
ψi,k,σ−ν(ω), (12)
where (φi,k,ν , ψj,k,ν) are eigenvectors (if ν = 0) or generalized eigenvectors (if ν > 0) of the pencil
L(λ) with respect to the eigenvalue λj . The pairs (u(0)i,k , p(0)i,k), k = 1, . . . , κi form a basis in the space
of the solutions of the problem (11) which have the form (12).
Now let i ≥ 1, and let γ be an arbitrary real number, γ < 1
2
− λi. We define Ni,γ as the smallest
integer N such that γ + Reλj + 2N > − 32 . Then for µ = 1, 2, . . . , Ni,γ there exist vector functions
(u
(µ)
i,k , p
(µ)
i,k ) of the form
u
(µ)
i,k (x) = r
λi
σ∑
µ=0
(log r)µ aµ(ω), p
(0)
j,k(x) = r
λi−1
σ∑
µ=0
(log r)µ bµ(ω), (13)
such that
−∆(r2µu(µ)i,k ) +∇(r2µp(µ)i,k ) = −r2µ−2u(µ−1)i,k , ∇ · (r2µu(µ)i,k ) = 0 in K, (14)
u
(µ)
i,k = 0 on ∂K\{0} (15)
(cf. [9, Lemma 5.1.6]). Note that the pair (u
(µ)
i,k , p
(µ)
i,k ) in (14), (15) is uniquely determined for a given
vector function u
(µ−1)
i,k if λi + 2µ is not an eigenvalue of the pencil L(λ). If however λi + 2µ = λm is
an eigenvalue, then, together with the vector function (u
(µ)
i,k , p
(µ)
i,k ), the vector functions
(u
(µ)
i,k , p
(µ)
i,k ) + r
−2µ
κm∑
σ=1
cσ (u
(0)
m,σ, p
(0)
m,σ)
are also solutions of the problem (14), (15) which have the form (13). We define
ui,k,γ(x, s) =
Ni,γ∑
µ=0
(sr2)µ u
(µ)
i,k (x), pi,k,γ(x, s) =
Ni,γ∑
µ=0
(sr2)µ p
(µ)
i,k (x). (16)
Obviously, ui,k,γ = 0 on ∂K\{0}.
Remark 2.1 The number λ = 1 is always an eigenvalue of the pencil L(λ) with the constant eigen-
function (φ, ψ) = (0, c). In the case λi = 1, u
(0)
i,k = 0, p
(0)
i,k = c, we can obviously set u
(µ)
i,k = 0, p
(µ)
i,k = 0
for µ ≥ 1, i.e. ui,k,γ = 0, pi,k,γ = p(0)i,k = c for arbitrary γ < − 12 .
In the following, let ζ be a two times continuously differentiable function on (0,∞) such that
ζ(r) = 1 for r < 1/2 and ζ(r) = 0 for r > 1. Furthermore, let
ζs(r) = ζ
(|s| r2).
5
Lemma 2.1 Let i ≥ 1 and γ < 1
2
− λ1. Then
(s−∆)ui,k,γ +∇pi,k,γ = s (sr2)Ni,γ u(Ni,γ)i,k , ∇ · ui,k,γ = 0 (17)
in K. In particular, ζs
(
(s−∆)ui,k,γ +∇pi,k,γ
) ∈ V 0γ (K)
P r o o f. From the definition of ui,k,γ and pi,k,γ it follows that
(s−∆)ui,k,γ +∇pi,k,γ = s
Ni,γ∑
µ=0
(sr2)µ u
(µ)
i,k +
Ni,γ∑
µ=0
sµ
(
−∆(r2µ u(µ)i,k ) +∇(r2µp(µ)i,k )
)
= s
Ni,γ∑
µ=0
(sr2)µ u
(µ)
i,k − s
Ni,γ∑
µ=1
(sr2)µ−1 u(µ−1)i,k = s (sr
2)Ni,γ u
(Ni,γ )
i,k .
Obviously, ζs r
2Ni,γ u
(Ni,γ)
i,k ∈ V 0γ (K) if γ + 2Ni,γ +Reλi > −3/2. This proves the lemma. 
Let (u, p) ∈ E2β(K)× V 1β (K) be a solution of the problem (8). We assume that β < λ1+ 32 . Then
the half-plane Reλ > −β + 1/2 contains only eigenvalues of the pencil L(λ) with positive real part.
Lemma 2.2 Let (u, p) ∈ E2β(K)× V 1β (K) be the solution of the problem (8), where
f ∈ E0β(K) ∩E0γ(K), g ∈ X1β(K) ∩X1γ(K), γ < β < λ1 + 32 .
Suppose that the lines Reλ = 1
2
− β and Reλ = 1
2
− γ do not contain eigenvalues of the pencil L(λ).
Then
(u, p) = ζs
∑
i∈Iβ,γ
κi∑
k=1
ci,k(s)
(
ui,k,γ , pi,k,γ
)
+ (v, q), (18)
where Iβ,γ is the set of all i such that
1
2
− β < Reλi < 12 − γ, ci,k are constants depending on s, and
(v, q) ∈ E2γ(K)× V 1γ (K). If |s| = 1, then the inequality
‖v‖E2γ(k) + ‖q‖V 1γ (K) +
∑
i∈Iβ,γ
κi∑
k=1
|ci,k|
≤ c
(
‖f‖E0γ (K) + ‖g‖V 1γ (K) + ‖u‖E2β (K) + ‖p‖V 1β (K)
)
(19)
is satisfied, where c is independent of s.
P r o o f. Note that the set Iβ,γ contains only positive integers since
1
2
− β > −1− λ1 = λ−1.
1) Suppose first that β − 2 ≤ γ < β. Then E2β(K) ⊂ V 0γ (K) and γ +Reλi ≥ β+Reλi− 2 > − 32 ,
i. e., Ni,γ = 0 for i ∈ Iβ,γ. This means that ui,k,γ = u(0)i,k and pi,k,γ = p(0)i,k . Since
−∆u+∇p = f − su ∈ V 0γ (K) and −∇ · u = g ∈ V 1γ (K),
we obtain
(u, p) =
∑
i∈Iβ,γ
κi∑
k=1
ci,k (u
(0)
i,k , p
(0)
i,k) + (V,Q),
where V ∈ V 2γ (K) and Q ∈ V 1γ (K) and
‖V ‖V 2γ (k) + ‖Q‖V 1γ (K) +
∑
i∈Iβ,γ
κi∑
k=1
|ci,k|
≤ c
(
‖f − su‖V 0
β
(K)∩V 0γ (K) + ‖g‖V 1β (K)∩V 1γ (K)
)
≤ c
(
‖f‖V 0
β
(K)∩V 0γ (K) + ‖g‖V 1β (K)∩V 1γ (K) + |s| ‖u‖E2β (K)
)
(see, e. g., [21, Chapter 3, Theorem 5.6]). This implies
(u, p) = ζs
∑
i∈Iβ,γ
κi∑
k=1
ci,k (u
(0)
i,k , p
(0)
i,k) + (v, q),
6
where
(v, q) = (V,Q) + (1− ζs)
∑
i∈Iβ,γ
κi∑
k=1
ci,k (u
(0)
i,k , p
(0)
i,k ) ∈ V 2γ (K)× V 1γ (K).
Obviously,
(v, q) = ζs (V,Q) + (1− ζs) (u, p)
and, consequently, (v, q) ∈ E2γ(K)× V 1γ (K),
‖v‖E2γ (k) + ‖q‖V 1γ (K) ≤ c
(
‖V ‖V 2γ (K) + ‖Q‖V 1γ (K) + ‖u‖E2β (K) + ‖p‖V 1β (K)
)
,
where c depends only on |s|. This proves the lemma for β − 2 ≤ γ < β.
2) Suppose that β −m ≤ γ < β −m + 1, where m is an integer, m ≥ 3, and that the lemma is
proved for γ ≥ β −m + 1. We can choose a number δ such that γ < β − 2 ≤ δ < β − 1 and there
are no eigenvalues of the pencil L(λ) on the line Reλ = 1
2
− δ. Since E0δ (K) ⊂ E0β(K) ∩E0γ(K) and
X1δ (K) ⊂ X1β(K) ∩X1γ(K), it follows from the first step of the proof that
(u, p) = ζs
∑
i∈Iβ,δ
κi∑
k=1
ci,k (u
(0)
i,k , p
(0)
i,k) + (V,Q),
where V ∈ E2δ (K) and Q ∈ V 1δ (K). Furthermore,
‖V ‖E2
δ
(k) + ‖Q‖V 1
δ
(K) +
∑
i∈Iβ,δ
κi∑
k=1
|ci,k|
≤ c
(
‖f‖E0
δ
(K) + ‖g‖V 1
δ
(K) + ‖u‖E2
β
(K) + ‖p‖V 1
β
(K)
)
. (20)
if |s| = 1. We define
(V ′, Q′) = (V,Q)− ζs
∑
i∈Iβ,δ
κi∑
k=1
Ni,γ∑
µ=1
ci,k(sr
2)µ
(
u
(µ)
i,k , p
(µ)
i,k
)
= (u, p)− ζs
∑
i∈Iβ,δ
κi∑
k=1
ci,k
(
ui,k,γ , pi,k,γ
)
. (21)
Since ζsr
2µu
(µ)
i,k ∈ E2δ (K) and ζsr2µp(µ)i,k ∈ V 1δ (K) for µ ≥ 1 we get the estimate
‖V ′‖E2
δ
(K) + ‖Q′‖V 1
δ
(K) ≤ ‖V ‖E2
δ
(k) + ‖Q‖V 1
δ
(K) + c
∑
i∈Iβ,δ
κi∑
k=1
|ci,k| (22)
Furthermore, it follows from Lemma 2.1 that
(s−∆)V ′ +∇Q′ = f −
∑
i∈Iβ,δ
κi∑
k=1
ci,k
(
(s−∆) (ζsui,k,γ) +∇(ζspi,k,γ)
)
∈ E0γ(K)
and
−∇ · V ′ = g +
∑
i∈Iβ,δ
κi∑
k=1
ci,k∇ · (ζsui,k,γ) ∈ X1γ(K).
Since γ ≥ β −m > δ −m+ 1, we can apply the induction hypothesis and obtain
(V ′, Q′) = ζs
∑
i∈Iδ,γ
κi∑
k=1
ci,k
(
ui,k,γ , pi,k,γ
)
+ (v, q),
where (v, q) ∈ E2γ(K) × V 1γ (K). This together with (21) implies (18). If |s| = 1, then it follows from
the induction hypothesis that
‖v‖E2γ (k) + ‖q‖V 1γ (K) +
∑
i∈Iδ,γ
κi∑
k=1
|ci,k|
≤ c
(
‖f‖E0γ (K) + ‖g‖V 1γ (K) +
∑
i∈Iβ,δ
κi∑
k=1
|ci,k|+ ‖V ′‖E2
δ
(K) + ‖Q′‖V 1
δ
(K)
)
.
Using the last estimate together with (20) and (22), we get (19). 
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Remark 2.2 The functions u
(µ)
i,k and p
(µ)
i,k have the form (13). We denote by U
(µ)
i,k (x, τ ) and P
(µ)
i,k (x, τ )
the functions which arise if we replace log r by log(τr) in (13), where τ is an arbitrary positive number,
i. e.,
U
(µ)
i,k (x, τ ) = τ
−λi u(µ)i,k (τx), P
(µ)
i,k (x, τ ) = τ
1−λi p(µ)i,k (τx).
Clearly, the functions
(
U
(0)
i,k (·, τ ), P (0)i,k (·, τ )
)
form also a basis in the space of the solutions of the
problem (11) which have the form (12). Furthermore, U
(µ)
i,k (·, τ ) and P (µ)i,k (·, τ ) satisfy (14) and (15)
for arbitrary τ > 0. For this reason, one can replace ui,k,γ(x, s) and pi,k,γ(x, s) in Lemma 2.2 by
Ui,k,γ(x, s, τ ) =
Ni,γ∑
µ=0
(sr2)µ U
(µ)
i,k (x, τ ) = τ
−λi ui,k,γ(τx, τ
−2s)
and
Pi,k,γ(x, s, τ ) =
Ni,γ∑
µ=0
(sr2)µ P
(µ)
i,k (x, τ ) = τ
1−λi pi,k,γ(τx, τ
−2s).
Then, instead of (18), we obtain the decomposition
(u, p) = ζs
∑
i∈Iβ,γ
κi∑
k=1
Ci,k(s, τ )
(
Ui,k,γ(x, s, τ ), Pi,k,γ(x, s, τ )
)
+ (v, q), (23)
with coefficients Ci,k depending on s and τ . However, the remainder (v, q) is the same as in (18).
Indeed, the difference
ζs
∑
i∈Iβ,γ
κi∑
k=1
(
Ci,k(s, τ ) (Ui,k,γ(x, s, τ )− ci,k(s)ui,k,γ(x, s)
)
(24)
is a sum of terms of the form
ζsCi,k,µ(s, τ ) r
λi+2µ ai,k,µ(ω) log
k r,
where 0 ≤ µ ≤ Ni,γ . Since γ + Reλi + 2Ni,γ ≤ 12 , the expression (24) is an element of the space
E2γ(K) only if all coefficients Ci,k,µ(s, τ ) are zero. Hence the function v in (23) is the same as in (18).
The same holds for the function q.
2.2 A formula for the coefficients in the asymptotics
We consider the eigenvalues λ−j = −1− λj with negative real parts and define
v
(0)
j,l = u
(0)
−j,l, q
(0)
j,l = p
(0)
−j,l for j = 1, 2, . . . , l = 1, 2, . . . , κj ,
where
(
u
(0)
−j,l, p
(0)
−j,l
)
are the special solutions of (11) introduced in the foregoing subsection. Let
a(u, p, v, q) =
∫
K
(
u · (−∆v +∇q)− p∇ · v
)
dx
and let χ be an arbitrary two times continuously differentiable function on K with compact support
which is equal to one in a neighborhood of the vertex of the cone. Then the functions (v
(0)
j,l , q
(0)
j,l ) can
be chosen such that the biorthogonality condition
a
(
u
(0)
i,k , p
(0)
i,k , χv
(0)
j,l , χq
(0)
j,l
)
= δi,j δk,l (25)
is satisfied for all i, j ≥ 1, k ≤ κi, l ≤ κj (cf. [9, Theorem 5.1.1 and Lemma 5.1.5], where t = log r).
Note that the expression on the left-hand side of (25) is independent of the cut-off function χ. Indeed,
if χ′ is another function with compact support equal to 1 near the origin, then we get
a
(
u
(0)
i,k , p
(0)
i,k , (χ− χ′)v(0)j,l , (χ− χ′)q(0)j,l
)
= a
(
(χ− χ′)v(0)j,l , (χ− χ′)q(0)j,l , u(0)i,k , p(0)i,k
)
= 0.
Let Nj be the smallest integer such that 2Nj > Reλj − 1. Analogously to the functions u(µ)i,k , p(µ)i,k
introduced in Subsection 2.1, let v
(ν)
j,l , q
(ν)
j,l , ν = 1, 2, . . . , Nj , be functions of the form
v
(ν)
j,l (x) = r
−λj−1
σ∑
k=0
(log r)k ak(ω), q
(ν)
j,l (x) = r
−λj−2
σ∑
k=0
(log r)k bk(ω), (26)
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such that
−∆(r2νv(ν)j,l ) +∇(r2νq(ν)j,l ) = −r2ν−2v(ν−1)j,l , ∇ · (r2νv(ν)j,l ) = 0 in K, (27)
v
(ν)
j,l = 0 on ∂K\{0}. (28)
The functions v
(ν)
j,l , q
(ν)
j,l are uniquely determined for given v
(ν−1)
j,l if 2ν − 1− λj is not an eigenvalue
of the pencil L(λ), i. e., λj − 2ν 6= λm for all m. If λj = λm +2ν and (v(ν)j,l , q(ν)j,l ) is a solution of (27),
(28), then every pair
(
w
(ν)
j,l , r
(ν)
j,l
)
=
(
v
(ν)
j,l , q
(ν)
j,l
)
+ r−2ν
κm∑
σ=1
cσ
(
v(0)m,σ, q
(0)
m,σ
)
is also a solution of (27), (28) which has the form (26). We define
vj,l(x, s) =
Nj∑
ν=0
(sr2)ν v
(ν)
j,l (x), qj,l(x, s) =
Nj∑
ν=0
(sr2)ν q
(ν)
j,l (x) (29)
for j = 1, 2, . . . and l = 1, . . . , κj . Furthermore, we introduce the bilinear form
A(u, p, v, q) = a(u, p, v, q)− a(v, q, u, p).
Lemma 2.3 Let χ be an arbitrary two times continuously differentiable function on K with compact
support which is equal to zero near the origin, and let γ < 1
2
. Furthermore, let the functions v
(0)
j,l and
q
(0)
j,l be such that the biorthogonality condition (25) is satisfied for 0 < λi, λj <
1
2
− γ, k = 1, . . . , κi,
l = 1, . . . , κj . Then one can choose functions v
(ν)
j,l and q
(ν)
j,l , ν = 1, . . . , Nj , of the form (26) such that
v
(ν)
j,l and q
(ν)
j,l satisfy (27), (28) for ν = 1, . . . , Nj and the condition
A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
= δi,j δk,l (30)
for 0 < λi, λj <
1
2
− γ, k = 1, . . . , κi, l = 1, . . . , κj.
P r o o f. Obviously,
A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
=
Ni,γ∑
µ=0
Nj∑
ν=0
sµ+νaj,l,νi,k,µ ,
where
aj,l,νi,k,µ = A
(
r2µu
(µ)
i,k , r
2µp
(µ)
i,k , χr
2νv
(ν)
j,l , χr
2νq
(ν)
j,l
)
. (31)
It is evident that the coefficients aj,l,νi,k,µ do not depend on the cut-off function χ. Thus, one can replace
χ in (31) by the function χτ (x) = χ(τ
−1x) with arbitrary positive τ . Then the substitution x = τy
in the integral representation of the form A yields
aj,l,νi,k,µ = τ
λi−λj+2µ+2ν a
(
r2µU
(µ)
i,k , r
2µP
(µ)
i,k , r
2νV
(ν)
j,l , r
2νQ
(ν)
j,l
)
,
where U
(µ)
i,k (x, τ ) = τ
−λi u(µ)i,k (τx), P
(µ)
i,k (x, τ ) = τ
1−λi p(µ)i,k (τx),
V
(ν)
j,l (x, τ ) = τ
λj+1 v
(ν)
j,l (τx) and Q
(ν)
j,l (x, τ ) = τ
λj+2 q
(ν)
j,l (τx)
are polynomials of log τ . Hence, we get the representation
aj,l,νi,k,µ = τ
λi−λj+2µ+2ν bj,l,νi,k,µ(log τ )
with a polynomial bj,l,νi,k,µ. Thus,
aj,l,νi,k,µ = 0 if λi − λj + 2µ+ 2ν 6= 0.
Consequently,
A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
= 0 if λj − λi 6∈ {0, 2, 4, . . .}.
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In the case λi = λj (i. e., i = j), we have a
j,l,ν
j,k,µ = 0 for µ+ ν ≥ 1 and, consequently
A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
= aj,l,0j,k,0 = A
(
u
0)
j,k, p
0
j,k, χv
(0)
j,l , χq
(0)
j,l
)
= a
(
u
0)
j,k, p
0
j,k, χv
(0)
j,l , χq
(0)
j,l
)
= δk,l .
We consider the case λj = λi + 2d, where d is a positive integer. Then Nj ≥ d, because 2Nj >
λ1 +Reλj − 1 and Reλi > 0. Since aj,l,νi,k,µ = 0 for µ+ ν 6= d, we get
A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
= sd
d∑
ν=max(0,d−Ni,γ)
aj,l,νi,k,d−ν
We replace the pairs (v
(d)
j,l , q
(d)
j,l ), l = 1, . . . , κj , by
(
w
(d)
j,l , r
(d)
j,l
)
=
(
v
(d)
j,l , q
(d)
j,l
)
+ r−2d
κi∑
σ=1
cl,σ
(
v
(0)
i,σ , q
(0)
i,σ
)
(the remaining pairs (v
(ν)
j,l , q
(ν)
j,l ) are not changed). Then, instead of the pair (vj,l, qj,l), we obtain the
pair (
wj,l, rj,l
)
=
Nj∑
ν=0
(sr2)ν
(
v
(ν)
j,l , q
(ν)
j,l
)
+ sd
κi∑
σ=1
cl,σ
(
v
(0)
i,σ , q
(0)
i,σ
)
Then
A
(
ui,k,γ , pi,k,γ , χwj,l, χrj,l
)
= A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
+ sd
κi∑
σ=1
cl,σA
(
u
(0)
i,k , p
(0)
i,k , v
(0)
i,σ , q
(0)
i,σ
)
= A
(
ui,k,γ , pi,k,γ , χvj,l, χqj,l
)
+ sd cl,k .
This means, we can choose the coefficients cl,σ such that
A
(
ui,k,γ , pi,k,γ , χwj,l, χrj,l
)
= 0 for k = 1, . . . , κi, l = 1, . . . , κj
if λj = λi + 2d and d is an integer, d ≥ 1. This proves the lemma. 
Remark 2.3 1) Obviously, we can replace the cut-off function χ in Lemma 2.3 by the function ζs
introduced in the foregoing subsection.
2) Let Ui,k,γ(x, s, τ ) and Pi,k,γ(x, s, τ ) be the functions introduced in Remark 2.2. Furthermore,
let
Vj,l(x, s, τ ) = τ
λj+1 vj,l(τx, τ
−2s), Qj,l(x, s, τ ) = τ
λj+2 vj,l(τx, τ
−2s)
for τ > 0, i. e., Vj,l, Qj,l arise if we replace log r by log(τr) in the representation (29) of vj,l and qj,l.
Then it follows from Lemma 2.3 that
A
(
Ui,k,γ , Pi,k,γ , χVj,l, χQj,l
)
= δi,j δk,l.
for 0 < λi, λj <
1
2
− γ, k = 1, . . . , κi, l = 1, . . . , κj .
Let γ be a given real number less than 1
2
. We assume that the functions v
(ν)
i,k and q
(ν)
i,k are chosen
such that the condition (30) is satisfied for 0 < λi, λj <
1
2
−γ, k = 1, . . . , κi, l = 1, . . . , κj . Analogously
to Lemma 2.1,
(s−∆) (ζsvi,k) +∇(ζsqi,k) ∈ E0δ (K) and ∇ · (ζsvi,k) ∈ X1δ (K)
for arbitrary δ > Reλi − 2Ni − 12 . Suppose that max( 12 − λ1,Reλi − 2Ni − 12 ) < δ < 12 . Then by
Theorem 1.1, there exists a uniquely determined solution (v′i,k, q
′
i,k) ∈ E2δ (K)×X1δ (K) of the problem
(s−∆) (ζsvi,k + v′i,k)+∇(ζsqi,k + q′i,k) = 0, ∇ · (ζsvi,k + v′i,k) = 0 in K,
V ′i,k = 0 on ∂K\{0} for s 6= 0, Re s ≥ 0. We set
v∗i,k(x, s) = ζsvi,k(x, s) + v
′
i,k(x, s) and q
∗
i,k(x, s) = ζsqi,k(x, s) + q
′
i,k(x, s) (32)
for 0 < λi <
1
2
− γ, k = 1, . . . , κi.
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Theorem 2.1 Let (u, p) ∈ E2β(K) × V 1β (K) be a solution of the problem (8), where Re s ≥ 0, s 6= 0,
f ∈ E0β(K) ∩E0γ(K), g ∈ X1β(K) ∩X1γ(K), γ < 12 − λ1 < β <
3
2
+ λ1. (33)
We assume that the line Reλ = 1
2
− γ is free of eigenvalues of the pencil L(λ). Then
(u, p) = ζs
∑
i∈Iγ
κi∑
k=1
ci,k
(
ui,k,γ , pi,k,γ
)
+ (v, q), (34)
where Iγ is the set of all i such that 0 < Reλi <
1
2
− γ,
ci,k(s) = −
∫
K
(
f(x) · v∗i,k(x, s) + g(x) q∗i,k(x, s)
)
dx
are constants depending on f , g and s, (v, q) ∈ E2γ(K) × V 1γ (K) and
‖v‖2V 2γ (K) + |s|
2 ‖v‖2V 0γ (K) + ‖q‖
2
V 1γ (K)
≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|β−γ‖f‖2V 0
β
(K)
+ |s|β−γ‖g‖2V 1
β
(K) + |s|β−γ+2 ‖g‖2(V 1−β(K))∗
)
. (35)
The constants ci,k satisfy the estimate
|ci,k|2 ≤ c |s|γ+Re λi−1/2
(
1 +
∣∣ log |s|∣∣2di) (‖f‖2V 0γ (K) + ‖g‖2V 1γ (K))
+ c |s|β+Reλi−1/2 (1 + ∣∣ log |s|∣∣2di) (‖f‖2V 0
β
(K) + |s|2 ‖g‖2(V 1−β(K))∗
)
. (36)
Here, c is independent of f, g, s.
P r o o f. Suppose first that β < 1
2
. Then we can choose the number δ in the interval
max(
1
2
− λ1,Reλi − 2Ni − 1
2
) < δ <
1
2
such that 0 ≤ β + δ ≤ 2. In this case, v′i,k ∈ E2δ (K) ⊂ V 0−β(K) and
q′i,k ∈ V 1δ (K) ⊂ V 1−β(K) + V 12−β(K) ⊂ V 1−β(K) +
(
V 1β (K)
)∗
=
(
X1β(K)
)∗
.
Analogously, u ∈ E2β(K) ⊂ V 0−δ(K) and p ∈ V 1β (K) ⊂
(
X1δ (K)
)∗
. Thus,∫
K
(
f · v′i,k + g q′i,k
)
dx =
∫
K
(
(su−∆u+∇p) · v′i,k − (∇ · u) q′i,k
)
dx
=
∫
K
(
u · ((s−∆)v′i,k +∇q′i,k)− p∇ · v′i,k) dx
= −
∫
K
(
u · ((s−∆)(ζsvi,k) +∇(ζsqi,k))− p∇ · (ζsvi,k)) dx.
Consequently, ∫
K
(
f · v∗i,k + g q∗i,k
)
dx =
∫
K
(
(su−∆u+∇p) · ζsvi,k − (∇ · u) ζsqi,k) dx
−
∫
K
(
u · ((s−∆)(ζsvi,k) +∇(ζsqi,k))− p∇ · (ζsvi,k)) dx.
Here, (u, p) admits the decomposition (34) with a remainder (v, q) ∈ E2γ(K)× V 1γ (K). Since ζsvi,k ∈
V 22−γ(K) and ζsqi,γ ∈ V 12−γ(K) for λi < 12 − γ, we get∫
K
(
(sv −∆v +∇q) · ζsvi,k − (∇ · v) ζsqi,k
)
dx
−
∫
K
(
v · ((s−∆)(ζsvi,k) +∇(ζsqi,k))− q∇ · (ζsvi,k)) dx = 0.
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This implies∫
K
(
f · v∗i,k + g q∗i,k
)
dx
=
∑
j∈Iγ
κj∑
l=1
cj,l
(∫
K
((−∆(ζsuj,l,γ) +∇(ζspj,l,γ)) · ζsvi,k − (∇ · (ζsuj,l,γ)) ζsqi,k) dx
−
∫
K
(
ζsuj,l,γ ·
(−∆(ζsvi,k) +∇(ζsqi,k))− ζspj,l,γ ∇ · (ζsvi,k)) dx)
= −
∑
j∈Iγ
κj∑
l=1
cj,l A
(
ζsuj,l,γ , ζspj,l,γ , ζsvi,k, ζsqi,k
)
.
Obviously,
A
(
(1− ζs)uj,l,γ , (1− ζs)pj,l,γ , ζsvi,k , ζsqi,k
)
= 0.
Therefore, Lemma 2.3 implies
∫
K
(
f · v∗i,k + g q∗i,k
)
dx = −
∑
j∈Iγ
κj∑
l=1
cj,lA
(
uj,l,γ , pj,l,γ , ζsvi,k, ζsqi,k
)
= −ci,k .
We estimate the coefficient
ci,k = −
∫
K
(
f · (ζsvi,k + v′i,k)+ g (ζsqi,k + q′i,k)) dx.
Obviously,∣∣ζsvi,k(x)∣∣ ≤ c r−Re λi−1 (1 + | log r|di), ∣∣ζsqi,k(x)∣∣ ≤ c r−Reλi−2 (1 + | log r|di),
where 0 < Reλi <
1
2
− γ. Since moreover ζs(x) = 0 for |sr2| > 1, we obtain
∣∣∣ ∫
K
f ζs vi,k dx
∣∣∣2 ≤ c ‖f‖2V 0γ (K)
∫ √2/|s|
0
r−2γ−2Re λi
(
1 + | log r|2di) dr
≤ c |s|γ+Re λi−1/2 (1 + ∣∣ log |s|∣∣2di) ‖f‖2V 0γ (K)
and
∣∣∣ ∫
K
g ζs qi,k dx
∣∣∣2 ≤ c ‖g‖2V 0γ−1(K)
∫ √2/|s|
0
r−2γ−2Reλi
(
1 + | log r|2di) dr
≤ c |s|γ+Re λi−1/2 (1 + ∣∣ log |s|∣∣2di) ‖g‖2V 1γ (K) .
We consider the integral of f · v′i,k + g q′i,k over the cone K. The pair
(
v′i,k, q
′
i,k
)
is a solution of the
problem
(s−∆) v′i,k +∇q′i,k = Fi,k, −∇ · v′i,k = Gi,k in K, v′i,k = 0 on ∂K\{0}, (37)
where
Fi,k = −(s−∆) (ζsvi,k)−∇(ζsqi,k), Gi,k = ∇ · (ζsvi,k) = vi,k · ∇ζs. (38)
Furthermore, v′i,k ∈ E2δ (K) and q′i,k ∈ V 1δ (K), where max( 12 −λ1,Reλi−2Ni− 12 ) < δ < 12 , β+δ ≥ 0.
By Theorem 1.1, the functions v′i,k and q
′
i,k satisfy the estimate
‖v′i,k‖2V 2
δ
(K) + |s|2 ‖v′i,k‖2V 0
δ
(K) + ‖q′i,k‖2V 1
δ
(K)
≤ c
(
‖Fi,k‖2V 0
δ
(K) + ‖Gi,k‖2V 1
δ
(K) + |s|2 ‖Gi,k‖2(V 1−δ(K))∗
)
(39)
with a constant c independent of s. We estimate the right-hand side of (39). Using the equality
(s−∆)vi,k +∇qi,k = s (sr2)Ni v(Ni)i,k (cf. (17)) and the fact that ζs(x) = 0 for |sr2| > 2, ζs(x) = 1 for
|sr2| < 1, we get the estimate
|Fi,k| ≤ c |s| r−1−λi |sr2|Ni
(
1 + | log r|di).
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This implies
‖Fi,k‖2V 0
δ
(K) ≤ c |s|2Ni+2
∫ √2/|s|
0
r2δ−2Re λi+4Ni
(
1 + | log r|2di) dr
≤ c |s|−δ+Reλi+3/2 (1 + ∣∣ log |s|∣∣2di)
since 2δ − 2Reλi + 4Ni > −1. The function Gi,k satisfies the estimates∣∣Gi,k(x)∣∣ ≤ c r−2−λi (1 + | log r|di) and ∣∣∇Gi,k(x)∣∣ ≤ c r−3−λi (1 + | log r|di)
Furthermore, Gi,k(x) = 0 for |sr2| < 1 and sr2 > 2. Thus, one easily obtains the estimates
‖Gi,k‖2V 1
δ
(K) ≤ c |s|−δ+Reλi+3/2
(
1 +
∣∣ log |s|∣∣2di)
and
‖Gi,k‖2(V 1−δ(K))∗ ≤ ‖Gi,k‖
2
V 0
δ+1
(K) ≤ c |s|−δ+Reλi−1/2
(
1 +
∣∣ log |s|∣∣2di).
Thus, by (39),
‖v′i,k‖2V 2
δ
(K) + |s|2 ‖v′i,k‖2V 0
δ
(K) + ‖q′i,k‖2V 1
δ
(K) ≤ c |s|−δ+Reλi+3/2
(
1 +
∣∣ log |s|∣∣2di). (40)
Let Ks = {x ∈ K : |sr2| < 1}. Since β + δ ≥ 0 and γ + δ ≤ 2, we obtain
1
2
∣∣∣ ∫
K
f · v′i,k dx
∣∣∣2 ≤ ‖f‖2V 0γ (K)
∫
Ks
r−2γ |v′i,k|2 dx+ ‖f‖2V 0
β
(K)
∫
K\Ks
r−2β |v′i,k|2 dx
≤ |s|γ+δ−2 ‖f‖2V 0γ (K)
∫
Ks
r2δ−4 |v′i,k|2 dx+ |s|β+δ ‖f‖2V 0
β
(K)
∫
K\Ks
r2δ |v′i,k|2 dx
≤ |s|δ−2
(
|s|γ ‖f‖2V 0γ (K) + |s|
β ‖f‖2V 0
β
(K)
) (
‖v′i,k‖2V 2
δ
(K) + |s|2 ‖v′i,k‖2V 0
δ
(K)
)
.
Analogously,
1
2
∣∣∣ ∫
K
g q′i,k dx
∣∣∣2 ≤ ‖g‖2V 0γ−1(K)
∫
Ks
r2−2γ |q′i,k|2 dx+ ‖g‖2V 0
β+1
(K)
∫
K\Ks
r−2β−2 |q′i,k|2 dx
≤ |s|γ+δ−2 ‖g‖2V 0γ−1(K)
∫
Ks
r2δ−2 |v′i,k|2 dx+ |s|β+δ ‖g‖2V 0
β+1
(K)
∫
K\Ks
r2δ−2 |v′i,k|2 dx
≤ |s|δ−2
(
|s|γ ‖g‖2V 1γ (K) + |s|
β+2 ‖g‖2(V 1−β(K))∗
)
‖q′i,k‖V 1
δ
(K)
Using (40), we obtain
∣∣∣ ∫
K
(
f · v′i,k + g q′i,k
)
dx
∣∣∣2 ≤ c |s|γ+Re λi−1/2 (1 + ∣∣ log |s|∣∣2di) (‖f‖2V 0γ (K) + ‖g‖2V 1γ (K))
+ c |s|β+Reλi−1/2 (1 + ∣∣ log |s|∣∣2di) (‖f‖2V 0
β
(K) + |s|2 ‖g‖2(V 1−β (K))∗
)
This proves (36). We estimate the norms of v and q. In the case |s| = 1, the estimate (35) follows
directly from Theorem 1.1 and Lemma 2.2. If |s| is arbitrary, we set x = |s|−1/2y and define
uˆ(y) = u(x), pˆ(y) = |s|−1/2 p(x), fˆ(y) = |s|−1 f(x), gˆ(y) = |s|−1/2 g(x).
Obviously, (uˆ, pˆ) is a solution of the Dirichlet problem for the system(|s|−1s−∆) uˆ+∇ pˆ = fˆ , −∇ · uˆ = gˆ in K. (41)
Consequently,
(
uˆ(y), pˆ(y)
)
= χ(|y|2)
∑
i∈Iγ
κi∑
k=1
ci,k(|s|−1s)
(
ui,k,γ(y, |s|−1s), pi,k,γ(y, |s|−1s)
)
+
(
vˆ(y), qˆ(y)
)
,
where
‖vˆ‖2E2γ (k) + ‖qˆ‖
2
V 1γ (K)
≤ c
(
‖fˆ‖2E0γ(K) + ‖gˆ‖
2
V 1γ (K)
+ ‖fˆ‖2E0
β
(K) + ‖gˆ‖2X1
β
(K)
)
. (42)
13
By Remark 2.2, we can replace ui,k,γ(y, |s|−1s), pi,k,γ(y, |s|−1s) by the functions Ui,k,γ(y, |s|−1s, τ )
and Pi,k,γ(y, |s|−1s, τ ), respectively, and obtain the decomposition
(
uˆ(y), pˆ(y)
)
= ζ(|y|2)
∑
i∈Iγ
κi∑
k=1
Ci,k(|s|−1s, τ )
(
Ui,k,γ(y, |s|−1s, τ ), Pi,k,γ(y, |s|−1s, τ )
)
+
(
vˆ(y), qˆ(y)
)
with the same remainder
(
vˆ(y), qˆ(y)
)
. Substituting y = |s|1/2x and τ = |s|−1/2, we get
(
u(x), p(x)
)
= ζs(x)
κi∑
k=1
|s|λi/2 Ci,k(|s|−1s, |s|−1/2)
(
ui,k,γ(x, s), pi,k,γ(x, s)
)
+
(
v(x), q(x)
)
,
where v(x) = vˆ(y) and q(x) = |s|1/2qˆ(y). Using (42) and the equalities
‖v‖2V 2γ (K) + |s|
2 ‖v‖2V 0γ (K) + ‖q‖
2
V 1γ (K)
= |s|−γ+1/2
(
‖vˆ‖2E2γ(K) + ‖qˆ‖
2
V 1γ (K)
)
and
‖f‖2V 0
β
(K) + ‖g‖2V 1
β
(K) + |s|2 ‖g‖2(V 1−β (K))∗ = |s|
−β+1/2
(
‖fˆ‖2V 0
β
(K) + ‖gˆ‖2X1
β
(K)
)
,
we get (35). This proves the lemma for the case β < 1
2
.
Suppose now that 1
2
≤ β < 3
2
+λ1 and that β
′ is a number in the interval ( 1
2
−λ1 , 12 ). Obviously,
f ∈ E0β′(K) and g ∈ X1β′(K). Since λ−1 = −1 − λ1 < 12 − β < 12 − β′ < λ1, it follows from
Lemma 1.1 that u ∈ E2β′(K) and p ∈ V 1β′(K). Consequently, by the first part of the proof, we get
the representation (34), where (v, q) and ci,k satisfy the estimates (35) and (36) with β
′ instead of β.
Using the inequality r2β
′
< |s|β−β′ r2β + |s|γ−β′ r2γ for γ < β′ < β, we obtain the estimate
‖f‖2V 0
β′ (K)
≤ |s|β−β′ ‖f‖2V 0
β
(K) + |s|γ−β
′ ‖f‖2V 0γ (K) .
Analogously,
‖g‖2V 1
β′ (K)
≤ |s|β−β′ ‖g‖2V 1
β
(K) + |s|γ−β
′ ‖g‖2V 1γ (K)
and
‖g‖2(V 1−β′ (K))∗ ≤ |s|
β−β′ ‖g‖2(V 1−β (K))∗ + |s|
γ−2−β′ ‖g‖2V 1γ (K) .
Thus, (v, q) and the coefficients ci,k satisfy the estimates (35) and (36), respectively. The proof of
the theorem is complete. 
Note that the number di in the estimate (36) is the greatest exponent of log r in the representation
of (vi,k, qi,k).
Remark 2.4 Under the conditions of Theorem 2.1, the solution (u, p) in the last theorem has also
the representation
(u, p) = ζs
∑
i∈Iγ
κi∑
k=1
Ci,k(s, τ )
(
Ui,k,γ(x, s, τ ), Pi,k,γ(x, s, τ )
)
+ (v, q)
(cf. (23)) for arbitrary τ > 0, where Ui,k,γ(x, s, τ ), Pi,k,γ(x, s, τ ) are the functions introduced in
Remark 2.2 and (v, q) is the same remainder as in (34). The coefficients Ci,k are given by the formula
Ci,k(s, τ ) = −
∫
K
(
f(x) · V ∗i,k(x, s, τ ) + g(x)Q∗i,k(x, s, τ )
)
dx,
where V ∗i,k(x, s, τ ) = τ
λi+1 v∗i,k(τx, τ
−2s) and Q∗i,k(x, s, τ ) = τ
λi+2 q∗i,k(τx, τ
−2s) (cf. Remark 2.3).
Our goal is to estimate the coefficients ci,k and the remainder (v, q) in (34) only by the V
0
γ -norm
of f and the X1γ -norm of g. For this, we need estimates of the functions v
∗
i,k and q
∗
i,k which appear in
the formula for the coefficients ci,k. We introduce the following weighted Ho¨lder space N
l,σ
β (K) with
the norm
‖u‖
N
l,σ
β
(K)
=
∑
|α|≤l
sup
x∈K
|x|β−l−σ+|α| ∣∣∂αx u(x)∣∣+ ∑
|α|=l
sup
x,y∈K
2|x−y|<|x|
|x|β |∂
α
x u(x)− ∂αy u(y)
|x− y|σ ,
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where l is a nonnegative integer, β and σ are real numbers, 0 < σ < 1. Note that
V l+2β (K) ⊂ N l,σβ+σ−1/2(K) for σ < 1/2
(cf. [19, Lemma 3.6.2]).
Lemma 2.4 Suppose that (u, p) ∈ E2δ (K)× V 1δ (K) is a solution of the problem (8), where
f ∈ V 0δ (K) ∩N0,σδ+σ+3/2(K), g ∈ V 1δ (K) ∩N1,σδ+σ+3/2(K),
1
2
− λ1 < δ < 1
2
, 0 < σ <
1
2
.
If f(x) and g(x) are zero for |s| r2 > 1, then u(x) and p(x) satisfy the estimate∑
|α|≤2
rδ+|α|−1/2
∣∣∂αx u(x)∣∣+ ∑
|α|≤1
rδ+|α|+1/2
∣∣∂αx p(x)∣∣ ≤ c ‖(f, g)‖δ (43)
for |s| r2 < 1, where
‖(f, g)‖δ = ‖f‖V 0
δ
(K) + ‖f‖N0,σ
δ+σ+3/2
(K)
+ ‖g‖V 1
δ
(K) + ‖g‖N1,σ
δ+σ+3/2
(K)
.
Furthermore, the estimate∑
|α|≤2
|s|(µ2+2−|α|)/2 rµ2+2 ∣∣∂αx u(x)∣∣+ ∑
|α|≤1
|s|µ2/2 rµ2+1+|α| ∣∣∂αx p(x)∣∣ ≤ c |s|(δ−1/2)/2 ‖(f, g)‖δ
holds for |s| r2 > 1 if g satisfies the condition (10). If (10) is not satisfied, then the eigenvalue µ2 in
the last estimate has to be replaced by µ1 = 0.
P r o o f. We assume first that |s| = 1. Let χ be an infinitely differentiable function in K, χ(x) = 1
for |x| < 1, χ(x) = 0 for |x| > 2. Then
−∆(χu) +∇(χp) = f − [∆, χ]u+ p∇χ− sχu = F, −∇ · (χu) = g − u · ∇χ = G
in K, where [∆, χ]u = ∆(χu) − χ∆u. Here, χu ∈ V 2δ+2(K) ⊂ N0,σδ+σ+3/2(K). Furthermore, it follows
from well-known regularity results for elliptic systems (see [1]) that [∆, χ]u+ p∇χ ∈ N0,σ
δ+σ+3/2
(K),
u · ∇χ ∈ N1,σδ+σ+3/2(K) and∥∥[∆, χ]u+ p∇χ∥∥
N
0,σ
δ+σ+3/2
(K)
+
∥∥u · ∇χ‖
N
1,σ
δ+σ+3/2
(K)
≤ c
(
‖f‖
N
0,σ
δ+σ+3/2
(K)
+ ‖g‖
N
1,σ
δ+σ+3/2
(K)
+ ‖u‖V 2
δ
(K) + ‖p‖V 1
δ
(K)
)
.
Applying [16, Theorem 5.1, Corollary 5.1], we obtain the estimate
‖χu‖
N
2,σ
δ+σ+3/2
(K)
+ ‖χp‖
N
2,σ
δ+σ+3/2
(K)
≤ c
(
‖F‖
N
0,σ
δ+σ+3/2
(K)
+ ‖G‖
N
2,σ
δ+σ+3/2
(K)
)
.
Here, by Theorem 1.1,
‖F‖
N
0,σ
δ+σ+3/2
(K)
+ ‖G‖
N
2,σ
δ+σ+3/2
(K)
≤ c
(
‖f‖
N
0,σ
δ+σ+3/2
(K)
+ ‖g‖
N
2,σ
δ+σ+3/2
(K)
+ ‖u‖V 2
δ
(K) + ‖p‖V 1
δ
(K)
)
≤ c ‖(f, g)‖δ .
In particular, the estimate (43) holds for |x| < 1, where c is independent of s.
We estimate u(x) and p(x) for |x| > 1, |s| = 1. Since f(x) and g(x) are zero for |x| > 1, we have
f ∈ E0γ(K) ∩N0,σγ+σ+3/2(K) and g ∈ X0γ(K) ∩N1,σγ+σ+3/2(K) for arbitrary γ > δ. Let γ be such that
γ > δ + 2 and γ − 1
2
is not an eigenvalue of the pencil N (λ). We denote the set of all integer j such
that 0 ≤ µj < γ − 12 by Jγ . By [14, Lemma 2.5], the vector function (u, p) admits the decomposition
(u, p) = η
∑
j∈Jγ
σj∑
l=1
cj,l
(
uj,l,γ , pj,l,γ
)
+ (v, q). (44)
Here, η = 1− ζ, the functions uj,l,γ and pj,l,γ satisfy the inequalities
|η∂αx uj,l,γ(x)| ≤ c r−2−µj for |α| ≤ 2, |η∂αx pj,l,γ(x)| ≤ c r−1−µj−|α| for |α| ≤ 1, (45)
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and the remainder (v, q) satisfies the estimate
‖v‖E2γ (K) + ‖q‖V 1γ (K) +
∑
j∈Jγ
σj∑
l=1
|cj,l| ≤ c
(
‖f‖E0γ (K) + ‖g‖V 1γ (K) + ‖u‖E2δ (K) + ‖p‖V 1δ (K)
)
,
where c is independent of s. If g satisfies the condition (10), then it follows from [13, Lemma 1.13]
that u ∈ E2δ′(K) and p ∈ V 1δ′(K) with arbitrary δ′, 12 < δ′ < µ2 + 12 . In this case, the set Jγ in (44)
can be replaced by Jγ\{1}. Theorem 1.1 implies
‖v‖E2γ (K) + ‖q‖V 1γ (K) +
∑
j∈Jγ
σj∑
l=1
|cj,l| ≤ c ‖(f, g)‖δ .
Since (v, q) = (u, p) in the neighborhood |x| < 1/2 of the origin, we have (v, q) ∈ V 2γ−2(K)×V 1γ−2(K)
if γ ≥ δ + 2. Furthermore,
−∆ v +∇q = f − f ′ − sv, −∇ · v = g − g′ in K, v = 0 on ∂K\{0},
where
f ′ =
∑
j∈Jγ
σj∑
l=1
cj,l
(
(s−∆) (η uj,l,γ) +∇(ηpj,l,γ)
)
, g′ = −
∑
j∈Jγ
σj∑
l=1
cj,l∇ · (η uj,l,γ).
It follows from [14, Lemmas 2.4 and 2.5] that f ′ ∈ V 0γ−2(K) ∩ N0,σγ+σ−1/2(K), g′ ∈ V 1γ−2(K) ∩
N1,σγ+σ−1/2(K) and
‖f ′‖
N
0,σ
γ+σ−1/2(K)
+ ‖g′‖
N
1,σ
γ+σ−1/2(K)
≤ c
∑
j∈Jγ
σj∑
l=1
|cj,l| ≤ c′ ‖(f, g)‖δ .
Applying [16, Theorem 5.1, Corollary 5.1] and the inequality
‖v‖
N
0,σ
γ+σ−1/2(K)
≤ c ‖v‖V 2γ (K) ,
we obtain
‖v‖
N
2,σ
γ+σ−1/2(K)
+ ‖q‖
N
1,σ
γ+σ−1/2(K)
≤ c
(
‖f − f ′ − sv‖
N
2,σ
γ+σ−1/2(K)
+ ‖g − g′‖
N
1,σ
γ+σ−1/2(K)
)
≤ c ‖(f, g)‖δ
with a constant c independent of s. In particular,∑
|α|≤2
rγ+|α|−5/2
∣∣∂αx v(x)∣∣+ ∑
|α|≤1
rγ+|α|−3/2
∣∣∂αx p(x)∣∣ ≤ c ‖(f, g)‖δ
for all x ∈ K. We may assume that γ ≥ µ2 + 92 . Then the last estimate together with (45) implies∑
|α|≤2
rµ2+2
∣∣∂αx u(x)∣∣+ ∑
|α|≤1
rµ2+1+|α|
∣∣∂αx p(x)∣∣ ≤ c ‖(f, g)‖δ for |x| > 1
if g satisfies (10). The same estimate with µ1 = 0 instead of µ2 holds if (10) is not satisfied. Thus,
the lemma is proved for |s| = 1.
If |s| is arbitrary, we consider the same functions uˆ, pˆ, fˆ , gˆ as in the proof of Theorem 2.1. The
pair (uˆ, pˆ) is a solution of the system (41), where fˆ(x) = 0 and gˆ(x) = 0 for |x| > 1. Using the
equalities ∣∣∂αx u(x)∣∣ = |s||α|/2 ∣∣∂αy uˆ(y)∣∣, |∂αx p(x)∣∣ = |s|(|α|+1)/2 ∣∣∂αy pˆ(y)∣∣
for y = |s|1/2x and ‖(f, g)‖δ = |s|(−δ+1/2)/2 ‖(fˆ , gˆ‖δ , we obtain the estimate (43) for |s| r2 < 1. Anal-
ogously, the desired estimate for the case |s| r2 > 1 holds. 
We estimate the functions (32) by means of the last lemma.
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Lemma 2.5 Let i ≥ 1, k ≤ κi, and let (v∗i,k, q∗i,k) be the solution of the problem (11) which has the
form (32) with a remainder (v′i,k, q
′
i,k) ∈ E2δ (K) × V 1δ (K), 12 − λ1 < δ < 12 . If λi 6= 2m + 1 with an
integer m ≥ 0, then
∣∣∂αx v′i,k(x)∣∣ ≤ c |s|(Re λi+|α|+1)/2 (1 + | log |s||)di ( |s|1/2r
1 + |s|1/2r
)−δ−|α|+1/2 (
1 + |s|1/2r)−2−µ2
for |α| ≤ 2 and
∣∣∂αx q′i,k(x)∣∣ ≤ c |s|(Re λi+|α|+2)/2 (1 + | log |s||)di ( |s|1/2r
1 + |s|1/2r
)−δ−|α|−1/2 (
1 + |s|1/2r)−1−µ2−|α|
for |α| ≤ 1. Here, di is the greatest exponent of log r in the representations of vi,k and qi,k. If
λi = 2m+ 1, then the same estimates with µ1 = 0 instead of µ2 are valid.
P r o o f. The pair (v′i,k, q
′
i,k) is the uniquely determined solution of the problem (37), with the
right-hand sides Fi,k and Gi,k defined by (38). Let ‖ ·‖δ be the norm introduced in Lemma 2.4. Since
(s−∆) vi,k +∆qi,k = s (sr2)Ni v(Ni)i,k , ∇ · vi,k = 0 in K
(cf. (17)), it follows that
‖(Fi,k, Gi,k)‖δ ≤ c |s|(Reλi−δ+3/2)/2
(
1 + | log |s||)di
with a constant c independent of s. We show that∫
K
Gi,k(x) dx =
∫
K
∇ · (ζsvi,k) dx = 0 (46)
for λi 6= 2m+ 1. Let τ be positive and ζτ (x) = ζ(τr2). Since ∇ · (ζτvi,k) = vi,k · ∇ζτ vanishes in the
regions τ |x|2 < 1/2 and τ |x|2 > 1, we get∫
K
∇ · (ζsvi,k) dx =
∫
K
1/2<τr2<1
∇ · (ζτvi,k) dx =
∫
K∩S1/√τ
vi,k · ~n dσ
for arbitrary τ > 0, where S1/√τ is the sphere with radius τ
−1/2 and ~n is the normal vector to this
sphere. The vector function vi,k has the form
vi,k(x) =
Ni∑
ν=0
(sr2)ν v
(ν)
i,k (x) =
Ni∑
ν=0
(sr2)ν r−λi−1
σi,k,ν∑
j=0
(log r)j φi,k,ν,j(ω).
Hence
∫
K
Gi,k(x) dx =
Ni∑
ν=0
σi,k,ν∑
j=0
sν τ (λi−2ν−1)/2 (− log√τ)j
∫
Ω
φi,k,ν,j(ω) · ~n dω.
If λi 6= 2ν +1 for ν = 0, 1, . . . , Ni, then the last expression is either zero or a nonconstant function of
τ . Since this expression must be independent of τ , we obtain (46) for λi 6= 2m+1. Now the estimates
for v′i,k and q
′
i,k follow directly from Lemma 2.4. 
Remark 2.5 By [10, Theorem 5.3.2], there are no generalized eigenfunctions corresponding to the
eigenvalues of the pencil L(λ) in the strip −2 < Reλ < 1. Furthermore, Ni = 0 for λi < 1.
Consequently, vi,k = v
(0)
i,k and qi,k = q
(0)
i,k do not contain logarithmic terms, i. e., di = 0 if 0 < λi < 1.
For λi = 1, we have Ni = 1. If there are no generalized eigenvectors corresponding to this
eigenvalue, then the corresponding functions v
(0)
i,k and q
(0)
i,k do not contain logarithmic terms. The
same is true then for the functions v
(1)
i,k and q
(1)
i,k since λ−i+2 = 1−λi = 0 is not an eigenvalue of the
pencil L(λ). This means that di = 0 for λi = 1 if there are no generalized eigenvectors corresponding
to this eigenvalue.
Using the representation (26) for the functions v
(ν)
i,k and q
(ν)
i,k , we easily deduce the following
estimates from Lemma 2.5.
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Corollary 2.1 Let (v∗i,k, q
∗
i,k) be the same vector function as in Lemma 2.5. If λi 6= 2m + 1 for
integer m ≥ 0, then
∣∣∂αx v∗i,k(x)∣∣ ≤ c |s|(Re λi+|α|+1)/2 (1 + | log r|)di ( |s|1/2r
1 + |s|1/2r
)−Reλi−|α|−1 (
1 + |s|1/2r)−2−µ2+ε
for |α| ≤ 2 and
∣∣∂αx q∗i,k(x)∣∣ ≤ c |s|(Reλi+|α|+2)/2 (1 + | log r|)di ( |s|1/2r
1 + |s|1/2r
)−Reλi−|α|−2 (
1 + |s|1/2r)−1−µ2−|α|+ε
for |α| ≤ 1. Here ε is an arbitrarily small positive number, ε = 0 if di = 0. If λi = 2m+ 1, then the
same estimates with µ1 = 0 instead of µ2 are valid.
The last corollary enables us to improve the estimate (36) for the coefficients ci,k and the estimate
(40) for the remainder (v, q) in Theorem 2.1 if γ > −µ2 − 12 . As in Theorem 2.1, let Iγ denote the
set of all i such that 0 < Reλi <
1
2
− γ.
Theorem 2.2 Let (u, p) ∈ E2β(K)×V 1β (K) be a solution of the problem (8) with the right-hand sides
(33). We assume that Re s ≥ 0, s 6= 0, and that there are no eigenvalues of the pencil L(λ) on the
line Reλ = 1
2
− γ.
1) If λ1 < 1 and − 12 < γ < 12 − λ1 < β < λ1 + 32 , then
(u, p) = ζs
∑
i∈Iγ
κi∑
k=1
ci,k(s)
(
u
(0)
i,k , p
(0)
i,k
)
+ (v, q), (47)
where v ∈ E2γ(K), q ∈ V 1γ (K), and
‖v‖2V 2γ (K) + |s|
2 ‖v‖2V 0γ (K) + ‖q‖
2
V 1γ (K)
≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|2 ‖g‖2(V 1−γ (K))∗
)
(48)
with a constant c independent of f , g and s.
2) If −µ2 − 12 < γ < − 12 ≤ 12 − λ1 < β < λ1 + 32 , the eigenvalue λ = 1 is simple and there are no
odd integer eigenvalues of the pencil L(λ) in the interval 1 < λ < 1
2
− γ, then
u = ζs
∑
i∈Iγ
λi 6=1
κi∑
k=1
ci,k(s)ui,k,γ + v, (49)
where v ∈ E2γ(K) and
‖v‖2V 2γ (K) + |s|
2 ‖v‖2V 0γ (K) ≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|2 ‖g‖2(V 1−γ(K))∗
)
(50)
with a constant c independent of f , g and s.
The coefficients ci,k in (47) and (49) satisfy the estimate
|ci,k(s)|2 ≤ c |s|γ+Re λi−1/2
(
1 + | log |s||)2di (‖f‖2V 0γ (K) + ‖g‖2V 1γ (K) + |s|2 ‖g‖2(V 1−γ(K))∗
)
(51)
Here, di is the same number as in Lemma 2.5. In particular, di = 0 for 0 < λi < 1.
P r o o f. By Theorem 2.1, the solution (u, p has the representation (34). Obviously, Ni,γ = 0 for
i ≥ 1 and γ > − 3
2
. In this case, the pair (ui,k,γ , pi,k,γ) coincides with (u
(0)
i,k , p
(0)
i,k). The coefficients in
(34) are given by the formula
ci,k(s) = −
∫
K
(
f · (ζsvi,k + v′i,k) + g (ζsqi,k + q′i,k)
)
dx.
Using the estimates∣∣ζsvi,k(x, s)∣∣ ≤ c r−Reλi−1(1 + log r)di , ∣∣ζsqi,k(x, s)∣∣ ≤ c r−Reλi−2(1 + log r)di ,
we easily obtain
‖ζsvi,k‖2V 0−γ (K) + ‖ζsqi,k‖
2
V 0
1−γ (K)
≤ c |s|γ+Re λi−1/2 (1 + | log |s||)2di .
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for Reλi <
1
2
− γ. Using Lemma 2.5, we obtain∫
K
r−2γ |v′i,k|2 dx ≤ c |s|Re λi+1
(
1 + | log |s||)2di
×
( ∫
|s| r2<1
r−2γ (|s| r2)−δ+1/2 dx+
∫
|s| r2>1
r−2γ (|s| r2)−2−µ2 dx
)
≤ c |s|γ+Re λi−1/2 (1 + | log |s||)2di
if λi 6= 2m+ 1 for integer m ≥ 0 and γ > −µ2 − 12 (since −2γ − 2δ + 1 > −2γ > −3). Furthermore,
‖ζsq′i,k‖2V 01−γ (K) ≤ c |s|
Re λi+2
(
1 + | log |s||)2di ∫
|s|r2<1
r2−2γ (|s| r2)−δ−1/2 dx
≤ c |s|γ+Re λi−1/2 (1 + | log |s||)2di
and
‖(1− ζs)q′i,k‖2V 1−γ (K) ≤ c
∫
|s|r2>1/2
(
r−2−2γ |q′i,k|2 + r−2γ |∇q′i,k|2
)
dx
≤ c |s|γ+Re λi+3/2 (1 + | log |s||)2di .
Consequently,∣∣∣ ∫
K
(
f · (ζsvi,k + v′i,k) + g (ζsqi,k + q′i,k)
)
dx
∣∣∣
≤ ‖f‖V 0γ (K) ‖ζsvi,k + v
′
i,k‖V 0−γ (K) + ‖g‖V 0γ−1(K) ‖ζs(qi,k + q
′
i,k)‖V 01−γ(K)
+ ‖g‖(V 1−γ (K))∗ ‖(1− ζs)q
′
i,k‖V 1−γ (K)
≤ c |s|(γ+Re λi−1/2)/2 (1 + | log |s||)di (‖f‖V 0γ (K) + ‖g‖V 1γ (K) + |s| ‖g‖(V 1−γ(K))∗
)
.
This proves (51).
We prove (48) for γ > − 1
2
. By [10, Theorem 5.3.2], there do not exist generalized eigenvectors to
the eigenvalues λi, i ∈ Iγ . This means that ui,k,γ = u(0)i,k and pi,k,γ = p(0)i,k do not contain logarithmic
terms. The remainder (v, q) is a solution of the problem
(s−∆) v +∇q = f ′, −∇ · v = g′ in K, v = 0 on ∂K\{0},
where
f ′ = f −
∑
i∈Iγ
κi∑
k=1
ci,k(s)
(
(s−∆) (ζsu(0)i,k ) +∇
(
ζsp
(0)
i,k
)
and
g′ = g +
∑
i∈Iγ
κi∑
k=1
ci,k(s)∇ · (ζsu(0)i,k).
Using the equalities −∆u(0)i,k +∇p(0)i,k = 0 and ∇ · u(0)i,k = 0, we get
‖f ′ − f‖2V 0γ (K) + ‖g
′ − g‖2V 1γ (K) + |s|
2 ‖G − g‖2(V 1−γ(K))∗
≤ c
∑
i∈Jγ
κi∑
k=1
∣∣ci,k(s, τ )∣∣2 |s|−γ−Re λi+1/2.
This together with (51) yields
‖f ′‖2V 0γ (K) + ‖g
′‖2V 1γ (K) + |s|
2 ‖g′‖2(V 1−γ (K))∗ ≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|2 ‖g‖2(V 1−γ (K))∗
)
.
Since the operator Aγ is injective (see Theorem 1.1) and has closed range, we obtain the estimate
(48) for the remainder (v, q).
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We consider the case γ < −1/2. Then the strip 0 < Reλ < 1
2
− γ contains the simple eigenvalue
λj = 1 of the pencil L(λ). Since uj,1,γ(x, s) = u(0)j,1(x) = 0 and pj,1,γ(x, s) = p(0)j,1(x) = 1 (see Remark
2.1), it follows from Theorem 2.1 that
u(x) = ζs(x)
∑
i∈Iγ\{j}
κi∑
k=1
ci,k(s)ui,k,γ(x, s) + v(x)
and
p(x) = ζs(x)
∑
i∈Iγ\{j}
κi∑
k=1
ci,k(s) pi,k,γ(x, s) + cj,1(s) + q
′(x),
where v ∈ E2γ(K) and q′ = q + (ζs − 1) cj,1(s) ∈ V 1γ (K). By Remark 2.2, we can write these
decompositions of u and p also in the form
u(x) = ζs(x)
∑
i∈Iγ\{j}
κi∑
k=1
Ci,k(s, τ )Ui,k,γ(x, s, τ ) + v(x),
p(x) = ζs(x)
∑
i∈Iγ\{j}
κi∑
k=1
Ci,k(s, τ )Pi,k,γ(x, s) + cj,1(s) + q
′(x),
where τ is an arbitrary positive real number, v and q′ are independent of τ . The coefficients Ci,k(s, τ )
are given by the formula
Ci,k(s, τ ) = −
∫
K
(
f(x) · V ∗i,k(x, s, τ ) + g(x)Q∗i,k(x, s, τ )
)
dx,
where V ∗i,k(x, s, τ ) = τ
λi+1 v∗i,k(τx, τ
−2s) and Q∗i,k(x, s, τ ) = τ
λi+2 q∗i,k(τx, τ
−2s) (see Remark 2.4).
One easily checks that
‖V ∗i,k(·, s, τ )‖2V 0−γ(K) = τ
2(γ+Re λi)−1
∫
K
r−2γ
∣∣v∗i,k(x, τ−2s)∣∣2 dx.
Using the estimates for v′i,k and ζsvi,k given above, we obtain
‖V ∗i,k(·, s, τ )‖2V 0−γ(K) ≤ c |s|
γ+Re λi−1/2
(
1 +
∣∣∣ log |s|
τ 2
∣∣∣)2di .
Analogously,
‖ζsQ∗i,k‖2V 01−γ (K) + |s|
−2 ‖(1− ζs)Q∗i,k‖2V 1−γ (K) ≤ c |s|
γ+Re λi−1/2
(
1 +
∣∣∣ log |s|
τ 2
∣∣∣)2di .
Hence, in the case τ =
√|s|, we obtain
∣∣Ci,k(s, τ )∣∣2 ≤ c |s|γ+Re λi−1/2 (‖f‖2V 0γ (K) + ‖g‖2V 1γ (K) + |s|2 ‖g‖2(V 1−γ (K))∗
)
with a constant c independent of f , g and s.
The pair (v, q′) is a solution of the problem
(s−∆) v +∇q′ = F, −∇ · v = G in K, v = 0 on ∂K\{0},
where
F = f −
∑
i∈Iγ\{j}
κi∑
k=1
Ci,k(s, τ )
(
(s−∆) (ζsUi,k,γ +∇(ζsPi,k,γ)
)
and
G = g +
∑
i∈Iγ\{j}
κi∑
k=1
Ci,k(s, τ )∇ · (ζsUi,k,γ).
Using the equalities
(s−∆)Ui,k,γ +∇Pi,k,γ = s (sr2)Ni,γUNi,γi,k , ∇ · Ui,k,γ
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(see Lemma 2.1), we obtain the estimate
‖F − f‖2V 0γ (K) + ‖G− g‖
2
V 1γ (K)
+ |s|2 ‖G − g‖2(V 1−γ(K))∗
≤ c
∑
i∈Jγ\{j}
κi∑
k=1
∣∣Ci,k(s, τ )∣∣2 |s|−γ−Re λi+1/2 (1 + ∣∣∣ log |s|
τ 2
∣∣∣)2di
since γ +Reλi + 2Ni,γ > − 32 . Thus, in the case τ =
√|s|, we obtain
‖F‖2V 0γ (K) + ‖G‖
2
V 1γ (K)
+ |s|2 ‖G‖2(V 1−γ (K))∗ ≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|2 ‖g‖2(V 1−γ(K))∗
)
.
Under the conditions of the theorem, the operator Aγ is injective (see Theorem 1.1) and has closed
range (see [13, Theorem 2.1]). This implies
‖v‖2V 2γ (K) + |s|
2 ‖v‖2V 0γ (K) + ‖q
′‖2V 1γ (K) ≤ c
(
‖f‖2V 0γ (K) + ‖g‖
2
V 1γ (K)
+ |s|2 ‖g‖2(V 1−γ (K))∗
)
.
In particular, the estimate (50) holds. The proof of the theorem is complete. 
Remark 2.6 1) Conditions for the simplicity of the eigenvalue λ = 1 can be found in [10, Section
5.5]. For example, this eigenvalue is simple if Ω¯ is a subset of a halfsphere.
2) By [10, Theorem 5.3.2], the eigenvalues of the pencil L(λ) in the strip 0 < Reλ < 1 do not
have generalized eigenvectors. Thus, the singular functions in (47) have the form
u
(0)
i,k (x) = r
λi φi,k(ω), p
(0)
i,k(x) = r
λi−1 ψi,k(ω)
where (φi,k, ψi,k) are eigenvectors of the pencil L(λ) corresponding to the eigenvalue λi.
3 The time-dependent problem
Finally, we consider the problem problem (1), (2). Using the results of the last section, we obtain the
asymptotics of the solution near the vertex of the cone.
3.1 Asymptotics of the solution near the vertex of the cone
Let Q = K × R+ = K × (0,∞). We denote by W 2,1β (Q) the weighted Sobolev space of all functions
u = u(x, t) on Q with finite norm
‖u‖
W
2,1
β
(Q)
=
(∫ ∞
0
(‖u(·, t)‖2V 2
β
(K) + ‖∂tu(·, t)‖2V 0
β
(K)
)
dt
)1/2
.
Note that u(·, 0) ∈ V 1β (K) for u ∈ W 2,1β (Q) (see [6, Proposition 3.1]). The space
◦
W
2,1
β (Q) is the
subspace of all u ∈ W 2,1β (Q) satisfying the condition u(x, 0) = 0 for x ∈ K. By [6, Proposition 3.4],
the Laplace transform realizes an isomorphism from
◦
W
2,1
β (Q) onto the space H
2
β of all holomorphic
functions u˜(x, s) for Re s > 0 with values in E2β(K) and finite norm
‖u˜‖H2
β
= sup
γ>0
(∫ +∞
−∞
(‖u˜(·, γ + iτ )‖2V 2
β
(K) + |γ + iτ |2 ‖u˜(·, γ + iτ )‖2V 0
β
(K)
)
dτ
)1/2
.
The proof of the analogous result in nonweighted spaces can be found in [2, Theorem 8.1].
The following existence and uniqueness theorem was proved in [13, Theorem 3.1].
Theorem 3.1 Suppose that f ∈ L2
(
R+, V
0
β (K)
)
, g ∈ L2
(
R+, V
1
β (K)
)
, ∂tg ∈ L2
(
R+, (V
1
−β(K))
∗)
and g(x, 0) = 0 for x ∈ K, where β satisfies the inequalities (6). In the case β > 1/2, we assume
in addition that
∫
K
g(x, t) dx = 0 for almost all t. Then there exists a uniquely determined solution
(u, p) ∈ W 2,1β (Q)× L2
(
R+, V
1
β (K)
)
of the problem (1), (2) satisfying the estimate
‖u‖
W
2,1
β
(Q)
+ ‖p‖L2(R+,V 1β (K)) ≤ c
(
‖f‖
W
0,0
β
(Q)
+ ‖g‖L2(R+,V 1β (K)) + ‖∂tg‖L2(R+,(V 1−β(K))∗)
)
with a constant c independent of f and g.
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The condition on β in Theorem 3.1 can be weakened if λ1 = 1 and λ1 is a simple eigenvalue of
the pencil L(λ) (see [14]).
We consider the solution (u, p) ∈W 2,1β (Q)× L2
(
R+, V
1
β (K)
)
of the problem (1), (2), where
f ∈ L2
(
R+, V
0
β (K) ∩ V 0γ (K)
)
, g ∈ L2
(
R+, V
1
β (K) ∩ V 1γ (K)
)
(52)
and
∂tg ∈ L2
(
R+, (V
1
−β(K))
∗ ∩ (V 1−γ(K))∗
)
, (53)
β satisfies the inequalities (6) and γ < β. If γ > 1
2
− λ1, then it follows from [13, Theorem 3.2] that
u ∈ W 2,1γ (Q) and p ∈ L2
(
R+, V
1
γ (K)
)
. For γ < 1
2
− λ1, we can use the decomposition in Theorem
2.2 for the Laplace transforms of u and p.
Let ψ be a C∞-function on (−∞,+∞) with support in the interval [0, 1] satisfying the conditions∫ 1
0
ψ(t) dt = 1,
∫ 1
0
tj ψ(t) dt = 0 for j = 1, . . . , N,
where N is an integer, 2N > 1
2
− γ − λ1. By ψ˜, we denote the Laplace transform of ψ. The function
ψ˜ is analytic in C and satisfies the conditions ψ˜(0) = 1, ψ˜(j)(0) = 0 for j = 1, . . . , N . Since snψ˜(j)(s)
is the Laplace transform of the function (−1)j dn
dtn
(
tj ψ(t)
)
, it follows that∣∣ψ˜(j)(s)∣∣ ≤ cj,n |s|−n
for every j ≥ 0 and n ≥ 0, where cj,n is independent of s, Re s ≥ 0. We consider the functions
K˜i,k(x, y, s) = ψ˜(sr
2) v∗i,k(y, s) and T˜i,k(x, y, s) = ψ˜(sr
2) q∗i,k(y, s),
where (v∗i,k, q
∗
i,k) is the special solution of the problem (11) introduced in Section 2.2. The functions
K˜i,k(x, y, s) and T˜i,k(x, y, s) are the Laplace transforms of
Ki,k(x, y, t) =
1
2πi
∫ +i∞
−i∞
est K˜i,k(x, y, s) ds and Ti,k(x, y, t) =
1
2πi
∫ +i∞
−i∞
est K˜i,k(x, y, s) ds, (54)
respectively. Obviously, Ki,k(x, y, t) and Hi,k(x, y, t) depend only on r = |x|, y and t.
Finally, let ui,k,γ(x, s), pi,k,γ(x, s) be the functions defined in (16). These functions are polyno-
mials in s of degree Ni,γ . If we replace s by ∂t we get the differential operators ui,k,γ(x, ∂t) and
pi,k,γ(x, ∂t), In the case γ +Reλi > − 32 , we have ui,k,γ(x, ∂t) = u(0)i,k (x) and pi,k,γ(x, ∂t) = p(0)i,k (x).
As a consequence of Theorem 2.2, we obtain the following assertion.
Theorem 3.2 Let (u, p) ∈W 2,1β (Q)×L2
(
R+, V
1
β (K)
)
be a solution of the problem (1), (2) with data
f, g satisfying (52), (53). We assume that 1
2
− λ1 < β < λ1 + 32 , −µ2 − 12 < γ < β and that the line
Reλ = 1
2
− γ is free of eigenvalues of the pencil L(λ). By Iγ, we denote the set of all i such that
0 < Reλi <
1
2
− γ.
1) If λ1 < 1 and − 12 < γ < β, then
(u, p) =
∑
i∈Iγ
κi∑
k=1
Hi,k(r, t)
(
u
(0)
i,k(x), p
(0)
i,k(x)
)
+ (v, q), (55)
where Hi,k is given by (7), v ∈W 2,1γ (Q) and q ∈ L2
(
R+, V
1
γ (K)
)
.
2) If −µ2 − 12 < γ < − 12 , the eigenvalue λ = 1 is simple and there are no odd integer eigenvalues
of the pencil L(λ) in the interval 1 < λ < 1
2
− γ, then
u(x, t) =
∑
i∈Iγ
λi 6=1
κi∑
k=1
ui,k,γ(x, ∂t)Hi,k(r, t) + v(x, t), (56)
where Hi,k is given by (7) and v ∈ W 2,1γ (Q).
The functions v and q in (55) and (56) satisfy the estimates
‖v‖
W
2,1
γ (Q)
≤ c
(
‖f‖L2(R+,V 0γ (K)) + ‖g‖L2(R+,V 1γ (K)) + ‖∂tg‖L2
(
R+,(V
1
−γ(K))
∗
)) (57)
and
‖q‖L2(R+,V 1γ (K)) ≤ c
(
‖f‖L2(R+,V 0γ (K)) + ‖g‖L2(R+,V 1γ (K)) + ‖∂tg‖L2
(
R+,(V
1
−γ(K))
∗
))
with a constant c independent of f and g.
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P r o o f. We may restrict ourselves to the case γ < 1
2
− λ1. If γ > 12 − λ1, then the set Iγ is
empty, and the assertion of the theorem follows immediately from [13, Theorem 3.2]. By Theorem
2.2, the Laplace transform of u admits the decomposition
u˜(x, s) = ζ(|s|r2)
∑
i∈Iγ
κi∑
k=1
ci,k(s)ui,k,γ(x, s) + V (x, s), (58)
where V satisfies the estimate (50) with f˜ , g˜ instead of f and g and
ci,k(s) = −
∫
K
(
f˜(y, s) · v∗i,k(y, s) + g˜(y, s) q∗i,k(y, s)
)
dy. (59)
Here ui,k,γ = 0 for λi = 1. As in the proof of Theorem 2.2, we can write (58) in the form
u˜(x, s) = ζ(|s|r2)
∑
i∈Iγ
κi∑
k=1
Ci,k(s, τ )Ui,k,γ(x, s, τ ) + V (x, s), (60)
with arbitrary positive τ and with the same V as in (58). For τ = |s|1/2, the function Ci,k(s, τ )
satisfies the estimate∣∣Ci,k(s, τ )∣∣2 ≤ c |s|γ+Re λi−1/2 (‖f˜(·, s)‖2V 0γ (K) + ‖g˜(·, s)‖2V 1γ (K) + |s|2 ‖g˜(·, s)‖2(V 1−γ (K))∗
)
.
Using the inequalities ∣∣∂jr(ζ(|s|r2)− ψ˜(sr2))∣∣ ≤ c r−j |sr2|N+1 for |sr2| < 1
and ∣∣∂jr(ζ(|s|r2)− ψ˜(sr2))∣∣ ≤ c r−j |sr2|−n for |sr2| > 1,
we obtain the estimate∥∥(ζ(|s|r2)− ψ˜(sr2))Ui,k,γ(·, s, τ )∥∥2V 2γ (K) + |s|2 ∥∥(ζ(|s|r2)− ψ˜(sr2))Ui,k,γ(·, s, τ )∥∥2V 0γ (K)
≤ c |s|−γ−Re λi+1/2
for τ = |s|1/2. Hence, it follows from (60) that
u˜(x, s) = ψ˜(sr2)
∑
i∈Iγ
κi∑
k=1
Ci,k(s, |s|1/2)Ui,k,γ(x, s, |s|1/2) + v˜(x, s),
or, equivalently,
u˜(x, s) = ψ˜(sr2)
∑
i∈Iγ
κi∑
k=1
ci,k(s)ui,k,γ(x, s) + v˜(x, s),
where
‖v˜(·, s)‖2V 2γ (K) + |s|
2 ‖v˜(·, s)‖2V 0γ (K) ≤ c
(
‖f˜(·, s)‖2V 0γ (K) + ‖q˜(·, s)‖
2
V 1γ (K)
+ |s|2 ‖g˜(·, s)‖2(V 1−γ(K))∗
)
with a constant c independent of s for Re s ≥ 0. The function ψ˜(sr2)ci,k(s)ui,k,γ(x, s) is the Laplace
transform of ui,k,γ(x, ∂t)Hi,k(r, t), while v˜(x, s) is the Laplace transform of a function v ∈ W 2,1γ (Q)
satisfying the estimate (57). This proves the assertion of the theorem concerning the function u.
Analogously, the assertion concerning p holds. 
The condition on γ in Theorem 3.2 can be weakened if we apply Theorem 2.1 instead of Theorem
2.2. But then we need additional conditions on the t-derivatives of the data f and g.
Theorem 3.3 Let (u, p) ∈ W 2,1β (Q) × L2
(
R+, V
1
β (K)
)
be the solution of the problem (1), (2) with
data f, g satisfying (52), (53). We assume that γ < 1
2
− λ1 < β < 12 and that λ = 12 − γ is not an
eigenvalue of the pencil L(λ). Furthermore, we assume that
∂nt f ∈ L2(R+, V 0γ+2n(K)), ∂nt g ∈ L2(R+, V 1γ+2n(K)), ∂n+1t g ∈ L2
(
R+, (V
0
−γ−2n(K))
∗),
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where n is the smallest integer such that β − γ ≤ 2n. Then
(u, p) =
∑
i∈Iγ
κi∑
k=1
(
ui,k,γ(x, ∂t), pi,k,γ(x, ∂t)
)
Hi,k(r, t) + (v, q),
where Iγ is the set of all i such that 0 < λi <
1
2
− γ, Hi,k is the function (7), v ∈ W 2,1γ (Q) and
q ∈ L2
(
R+, V
1
γ (K)
)
.
P r o o f. Let (u˜, p˜) be the Laplace transform of (u, p). Then Theorem 2.1 implies
(u˜, p˜) =
∑
i∈Iγ
κi∑
k=1
(
ui,k,γ(x, s), pi,k,γ(x, s)
)
ψ˜(sr2) ci,k(s) + (v˜, q˜),
where ci,k(s) is the function (59) and (v˜, q˜) satisfies the estimate (35) (with f˜ , g˜ instead of f, g). Using
the inequality
‖f˜(·, s)‖2V 0γ (K) + |s|
β−γ ‖f˜(·, s)‖2V 0
β
(K) ≤ 2
(
‖f˜(·, s)‖2V 0γ (K) + ‖s
nf˜(·, s)‖2V 0γ+2n(K)
)
and analogous inequalities for the norms of g˜, we obtain
‖v‖
W
2,1
γ (Q)
+ ‖q‖
L2
(
R+,V
1
γ (K)
) ≤ c(‖f‖
L2
(
R+,V
0
γ (K)
) + ‖g‖
L2
(
R+,V
1
γ (K)
) + ‖∂tg‖
L2
(
R+,(V
1
−γ(K))
∗
)
+ ‖∂nt f‖L2(R+,V 0γ+2n(K)) + ‖∂
n
t g‖L2(R+,V 1γ+2n(K)) + ‖∂
n+1
t g‖L2
(
R+,(V
0
−γ−2n(K))
∗
)).
This proves the theorem 
3.2 On the coefficients in the asymptotics
We consider the coefficients Hi,k in the asymptotics (56). First, we estimate the functions Ki,k and
Ti,k in the representation (7) of Hi,k.
Lemma 3.1 Let Ki,k and Ti,k be defined by (54). If λi 6= 2m+1 with a nonnegative integer m, then
∣∣∂αx ∂γy ∂jtKi,k(x, y, t)∣∣ ≤ cn t−(Reλi+|α|+|γ|+2j+3)/2 (1 + |x|√
t
)−n ( |y|
|y|+√t
)−Reλi−|γ|−1
×
(
1 +
|y|√
t
)−2−µ2+ε (
1 +
∣∣ log |y|∣∣)di
for |γ| ≤ 2 and
∣∣∂αx ∂γy ∂jtTi,k(x, y, t)∣∣ ≤ cn t−(Reλi+|α|+|γ|+2j+4)/2 (1 + |x|√
t
)−n ( |y|
|y|+√t
)−Reλi−|γ|−2
×
(
1 +
|y|√
t
)−1−µ2−|γ|+ε (
1 +
∣∣ log |y|∣∣)di
for |γ| ≤ 1. Here n is an arbitrary nonnegative number, the constant cn is independent of x, y, t.
Furthermore, ε is an arbitrary positive number, ε = 0 if di = 0. If λi = 2m + 1, then the same
estimates with µ1 = 0 instead of µ2 are valid.
P r o o f. First note that all theorems of this paper are not only valid for Re s ≥ 0 but for all
complex s = σeiθ, where σ > 0 and |θ| ≤ δ+ pi
2
with a sufficiently small positive number δ. Therefore,
one can replace the path of integration in (54) by the contour Γt,δ = Γ
(1)
t,δ ∪ Γ(2)t,δ , where
Γ
(1)
t,δ = {s = t−1 eiθ : −δ − π/2 < θ < δ + π/2} and Γ(2)t,δ = {s = σe±i(δ+pi/2) : σ > t−1}.
Let λi be not an odd positive integer. Using the inequality
∣∣∂αx ψ˜(sr2)∣∣ ≤ c |s||α|/2 |sr2|−n and Corol-
lary 2.1, we obtain∣∣∣∂αx ∂γy ∂jt
∫
Γ
(1)
t,δ
estψ˜(sr2) v∗i,k(y, s) ds
∣∣∣ ≤ c t−(Reλi+|α|+|γ|+2j+3)/2 ( |x|√
t
)−n
×
( |y|
|y|+√t
)−Re λi−|γ|−1 (
1 +
|y|√
t
)−2−µ2+ε (
1 +
∣∣ log |y|∣∣)di
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for |γ| ≤ 2. Furthermore,∣∣∣∂αx ∂γy ∂jt
∫
Γ
(2)
t,δ
estψ˜(sr2) v∗i,k(y, s) ds
∣∣∣
≤ c (1 + ∣∣ log |y|∣∣)di ∫ ∞
1/t
e−σt sin δ σ(Reλi+|α|+|γ|+2j+1)/2 (σr2)−n
×
( σ1/2|y|
1 + σ1/2|y|
)−Re λi−|γ|−1 (
1 + σ1/2|y|)−2−µ2+ε dσ
≤ c (1 + ∣∣ log |y|∣∣)di( |y||y|+√t
)−Re λi−|γ|−1 (
1 +
|y|√
t
)−2−µ2+ε
×
∫ ∞
1/t
e−σt sin δ σ(Reλi+|α|+|γ|+2j+1)/2 (σr2)−n dσ
which leads to the same estimate as for the integral over Γ
(1)
t,δ . This proves the desired estimate for
Ki,k if λi 6= 2m + 1. Analogously, Ti,k can be estimated. In the case λi = 2m + 1, one must replace
µ2 by µ1 = 0 (see Corollary 2.1). 
We derive another representation of the coefficients Hi,k(r, t) in Theorem 3.2. The Laplace trans-
form of Hi,k(r, ·) is
H˜i,k(r, s) = −
∫
K
(
f˜(y, s) · K˜i,k(x, y, s) + g˜(y, s) T˜i,k(x, y, s)
)
dy = ψ˜(sr2) h˜i,k(s), (61)
where
h˜i,k(s) = −
∫
K
(
f˜(y, s) · v∗i,k(y, s) + g˜(y, s) q∗i,k(y, s)
)
dy
is the function (59). Since ψ˜(0) = 1, it follows that H˜i,k(0, s) = h˜i,k(s). Obviously, h˜i,k(s) is the
Laplace transform of
hi,k(t) = −
∫ t
0
∫
K
(
f(y, τ ) · Vi,k(y, t− τ ) + g(y, τ )Qi,k(y, t− τ )
)
dy dτ,
where Vi,k(x, ·), Qi,k(x, ·) are the inverse Laplace transforms of v∗i,k(x, ·) and q∗i,k(x, ·), respectively,
Vi,k(x, t) =
1
2πi
(1 + ∂t)
∫ +i∞
−i∞
est (1 + s)−1 v∗i,k(x, s) ds,
Qi,k(x, t) =
1
2πi
(1 + ∂t)
2
∫ +i∞
−i∞
est (1 + s)−2 q∗i,k(x, s) ds
(by Corollary 2.1, the above integrals are absolutely convergent). From (61) it follows that
Hi,k = Ehi,k,
where the extension operator E is defined as
(Eh)(r, t) = r−2
∫ t
0
ψ
( t− τ
r2
)
h(τ ) dτ.
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