We study the time-domain acoustic scattering problem by a cluster of small holes (i.e. sound-soft obstacles). Based on the retarded boundary integral equation method, we derive the asymptotic expansion of the scattered field as the size of the holes goes to zero. Under certain geometrical constraints on the size and the minimum distance of the holes, we show that the scattered field is approximated by a linear combination of point-sources where the weights are given by the capacitance of each hole and the causal signals (of these point-sources) can be computed by solving a, retarded in time, linear algebraic system. A rigorous justification of the asymptotic expansion and the unique solvability of the linear algebraic system are shown under natural conditions on the cluster of holes. As an application of the asymptotic expansion, we derive, in the limit case when the holes are densely distributed and occupy a bounded domain, the equivalent effective acoustic medium (an equivalent mass density characterized by the capacitance of the holes) that generates, approximately, the same scattered field as the cluster of holes. Conversely, given a locally variable, smooth and positive mass density, satisfying a certain subharmonicity condition, we can design a perforated material with holes, having appropriate capacitances, that generates approximately the same acoustic field as the acoustic medium modelled by the given mass density (and constant speed of propagation). Finally, we numerically verify the asymptotic expansions by comparing the asymptotic approximations with the numerical solutions of the scattered fields via the finite element method.
Introduction
We are concerned with the time-domain acoustic scattering from a cluster of small sound-soft obstacles (i.e. holes) located in the homogeneous background medium in R 3 . Let D be a union of holes, i.e. D = ∪ M j=1 D j . Assume that D is bounded and R 3 \ D is connected. We denote by c 0 the constant wave speed in R 3 \ D. Let
be an incident wave emitted from a point source located at z * ∈ D, where λ ∈ C ∞ (R) is a causal signal such that λ vanishes for all t < 0. We note that c −2 0 u i tt − ∆u i = 0 for x ∈ R 3 \ {z * } and t > 0. Then the scattered acoustic wave u s := u s (x, t), generated after the incident wave hits the cluster D, satisfies the following initial boundary value problem:
(1.2)
We denote by u := u i + u s the total field. For simplicity of notations, here and throughout this paper, we denote X × (0, T ) and ∂X × (0, T ) by X T and (∂X) T , respectively, where X is a domain in R 3 and ∂X denotes its boundary. The uniqueness and existence of the solution to the direct scattering problem (1.2) are well studied by using the retarded boundary integral equation method; see for instance [6, 13, 17, 21, 28] . Now, we consider our holes to be of the form D j = εB j + z j , j = 1, 2, · · · , M , characterized by the parameter ε > 0 and the locations z j ∈ R 3 , where B j 's are bounded and C 2 -smooth domains containing the origin. The parameter ε is the relative size of D j , as compared to the size of B j , (i.e. a dimensionless quantity) and it is intended to be small. To fix some notations, we set a as the maximum among the diameters of the holes, i.e., a := max Because of (1.3), we sometimes abuse the notations a and ε when they naturally appear in some estimates. In this paper, we are interested in the following regimes for modeling the cluster
with positive constants s and β.
In this work, we are interested in analyzing the asymptotic behavior of the scattered field u s for the above time-domain scattering model as the relative size ε of the holes goes to zero. As we know, asymptotic expansions of the fields generated by a cluster of small particles (of different kinds) are well developed in the literature for the elliptic models; see for instance [1-3, 5, 7-9, 11, 12, 18, 22-27] and the references therein. However, there are few results on time-domain models, as those related to parabolic, Schrödinger or hyperbolic equations, unless for periodic media [10, 14, 15, 22] or finitely many holes [19] . Recently, we studied in [29] the asymptotic analysis of the solution to a heat conduction problem by a cluster of small cavities using the boundary integral equation method, and then derived an equivalent effective medium that generate approximately the same temperature field as the cluster of cavities. For the time-domain wave scattering problem, the situation is much less clear. This motivates our work in this paper.
Our first result is stated as follows. Theorem 1. 1 We assume that the incident wave is causal and λ ∈ C ∞ [0, T ] such that ∞ n=0 C n is finite where C n := max t∈[0, T ] |λ (n) (t)|. Under the following condition on the cluster of holes:
6)
which means that 1 − 2β − s/3 ≥ 0, we have the following asymptotic expansion:
for x ∈ R 3 \ D, x away from D, and t ∈ (0, T ), where the constant C j is the capacitance of D j defined by C j := ∂Dj σ j (y) ds(y), j = 1, 2, · · · , M (1. 8) with σ j satisfying ∂Dj σ j (y) 4π|x − y| ds(y) = 1 on ∂D j , (1.9) and {α j } M j=1 is the unique solution of the invertible, retarded in time, linear algebraic system
This kind of asymptotic expansions plays a key role in highly important applied sciences, such as imaging and material sciences. As an application of the asymptotic expansion in the limit case that the holes are densely distributed and occupy a bounded domain, we derive an effective medium that can produce approximately the same scattered field as the union of holes. Explicitly, the solution of the initial boundary value problem (1.2) can be approximated by the solution of an effective initial value problem whose governing equation contains a zero order term generated by the capacitance of the holes. To show this, let Ω be a bounded domain containing all the holes D j , j = 1, 2, · · · , M . Here we assume that the holes have the same shapes 1 . We know that the capacitance C j of D j is given by the one of B j , which we denote by C j , through the formula C j = C j ε. We set the common capacitance C j by C. We divide Ω into [a −1 ] subdomains Ω j , j = 1, 2, · · · , [a −1 ], periodically arranged for instance 2 , such that the Ω j 's are disjoint and of a volume a. Let each subdomain Ω j contain one hole. Such a distribution obeys the condition (1.6), with β = 1 3 and s = 1, as we explained in [29] . Then we have the following result. Theorem 1.2 Let W (x, t) be the solution of the initial value problem
Then, for any fixed x ∈ R 3 \ Ω and t ∈ (0, T ), we have the estimate
where u s (x, t) is the solution to (1.2). If we define U := W + u i , we also have
Let p be the unique solution of the problem
Since C is positive in Ω, the unique solution of (1.14) is also positive in Ω, due to the maximum principle. We extend p from Ω to R 3 by simply setting p = 1 in R 3 \ Ω. DefineŨ := p −1 U and observe thatŨ satisfies the problem
Then, as a corollary of Theorem 1.2, we deduce the following result.
3 For x ∈ R 3 \ Ω and t ∈ (0, T ), we have the approximation
This result means that the wave reflected by the cluster of holes is approximately the same as the one generated by the acoustic medium characterized by the speed of propagation c 0 and the mass density ρ := p −2 , where p is the unique solution of the problem (1.14) . Conversely, let ρ be any given mass density function which is C 2 -smooth, positive such that p := ρ −1/2 is subharmonic, i.e. ∆p > 0 in a given region Ω and p = 1 in R 3 \ Ω. Then starting from a homogeneous material (i.e. the background), we drill small holes D j of center z j and radius ε having the capacitance C(z j ) ε, where C := ∆p p , distributed, periodically for instance, in Ω. This perforated material will behave as an acoustic medium with constant speed of propagation and the mass density as the given function ρ. 3 Here we would like to add the following two observations:
1. The periodicity in distributing the holes in Ω is actually not needed. We assume it only for simplicity of exposition, and the result can be extended to more general cases. In addition, we can put arbitrary number of holes in each subdomain Ω j . In this case, we need to introduce the local distribution density function K(x) and replace C by C K(x) in the governing equation; see for instance [1, 3, 11] for the harmonic regime cases.
2. Theorem 1.2 may have important applications in material sciences. On one hand, we can design new materials by appropriately distributing the holes in the background medium so that we can get the desired mass density and the scattered field as we explained above. On the other hand, for the wave scattering from an inhomogeneous medium modeled by (c −2 0 ∂ tt − ∆ − q(x))u s = 0, we may kill the term q(x)u s and make the inhomogeneity invisible through properly embedding the holes into the medium such that C K(x) = q(x). This would be a good insight for acoustic cloaking in the time-domain.
The rest of the paper is organized as follows. In Section 2, we provide the analysis for the case of a single hole to describe the main steps of our approach. In Section 3, we prove the asymptotic expansion for the case of multiple holes, i.e. Theorem 1.1. In Section 4, we derive the effective medium and prove Theorem 1.2. Three numerical examples are presented in Section 5 to illustrate the effectiveness of the asymptotic expansion.
Proof of Theorem 1.1: the single hole case
In this section, we consider the single hole case that D = ε B + z and prove Theorem 1.1 (with M = 1). To begin with, we introduce the function space 
where r ∈ R and Λ r denotes the r-th order derivative with respect to the variable t. For nonnegative integer r, we use the norm
We now express the solution to (1.2) as a retarded single-layer potential
where ϕ is a causal density to be determined. In view of the boundary condition in (1.2), we obtain from the continuity property of the potential (2.1) that
It was proved in [21] that the boundary integral equation (2.2) has a unique solution with the a-priori estimate
By the embedding H r (0, T ) ֒→ C[0, T ] for r > 1/2, we also have
Throughout the paper, we use the notation " " to denote "≤" with its right-hand side multiplied by a generic positive constant, if we do not emphasize the dependence of the constant on some parameters.
As we need to deal with changes of coordinates in estimating ϕ by Sobolev norms, we introduce some notations here. We first consider the scaling for the space variable. Set
We introduce the following Sobolev norms defined in [16] :
and q H −1/2 (∂D) := sup
where ·, · ∂D denotes the duality paring between H −1/2 (∂D) and H 1/2 (∂D). Let Then we have the following properties for scaling the space variable.
, there exist two constants c 1 and c 2 such that
If p ∈ H 1/2 (∂D) and q ∈ H −1/2 (∂D) are constants, there exist two constants c 3 and c 4 such that Next, we do the scaling for both the space and time variables. Denote T ε := T /ε. For any functions ϕ and ψ defined on (∂D) T and (∂B) Tε , respectively, we use the notationŝ
Notice that ∂ nφ (·, τ ) ∂τ n = ∂ n ϕ(·, ετ ) ∂τ n = ε n ∂ n ϕ(·, t) ∂t n , n ∈ Z + . Then, using Lemma 2.1, we have the following scaling result.
with nonnegative integer r, there exist two constants c 1 and c 2 such that
where C(T ) stands for a constant that depends on T . If ψ ∈ H r+2 0,σ (0, T ; H 1/2 (∂D)) and ϕ ∈ H r 0,σ (0, T ; H −1/2 (∂D)) are independent of the space variable, there exist two constants c 3 and c 4 such that
Proof. We only prove (2.11), since the others can be proved in the same way. Note that H r+2 0,σ -norm with respect to t is equivalent to L 2 -norm of the highest derivative. Then, for ψ ∈ H r+2 0,σ (0, T ; H
0,εσ (0, Tε; H 1/2 (∂B)) . On the other hand, we have
0,εσ (0, Tε; H 1/2 (∂B)) . The proof is complete. ✷
In the next lemma, we investigate scaling property of the retarded single-layer potential operator S ∂D defined by
For this purpose, we also define
Proof. Denote by V (s) the single-layer potential operator for the Helmholtz equation ∆U − s 2 U = 0. Then, by Proposition 3 in [6] , the operator V (s) : H −1/2 (∂B) → H 1/2 (∂B) is an isomorphism and the operator norm of its inverse V −1 (s) is bounded by
where c is a positive constant which depends only on ∂B. View the single-layer potential operator S ε ∂B as a convolution with respect to the time variable, and use the operational notation K(∂ t )g := k * g, where k is the inverse Laplace transform of K and g vanishes for t < 0. Then we have S ε ∂B = V (∂ t ). By Lemma 2.1 in [21] , we obtain from (2.17) that V −1 (∂ t ) extends to a bounded linear operator from H r+2 0,εσ (0, T ε ) into H r 0,εσ (0, T ε ) for arbitrary real number r. More explicitly, for r = 0 and g ∈ H r 0,εσ (0, T ε ; H −1/2 (∂B)) compactly supported with respect to t in [0, T ε ], we have
Similarly, we derive for r = 1 that
19)
and
(2.20)
Proof. Let x = εξ + z, y = εη + z and t = ετ . Then we have
which gives (2.18). Further, the identity (2.19) follows from the derivation
To show the estimate (2.20), we derive that
. Thus, the proof is complete.
✷ Here we point out that if we restrict (S ∂D ) −1 into the subset consisting of functions independent of the space variable in H r+2 0,σ (0, T ; H 1/2 (∂D)), then the estimate (2.20) should be (S ∂D ) −1 (S ε ∂B ) −1 . We now show an a-priori estimate of the solution ϕ to (2.2). Set
Then for any fixed t ∈ (0, T ) we have that g 2 (·, t) ∈ H 1/2 ⋄ (∂D). Define ϕ 1 and ϕ 2 as the solutions to
respectively. Due to the linearity of the equation (2.2), we see that
By the same derivation, we obtain
Similarly, we can also prove
We are now in a position to show the asymptotic behavior of the solution to (1.2) with M = 1.
Theorem 2.5 For x ∈ R 3 \ D, with x away from D, and t ∈ (0, T ), we have the following expansion:
with the constant C 0 defined by
Note that
Then we conclude that
In addition, we obtain from (2.30) and (2.31) that 
The proof is complete. ✷
Proof of Theorem 1.1: the multiple holes case
In this section, we give a rigorous justification of the asymptotic expansion for the solution to (1.2) as ε ≪ 1 and prove the unique solvability of the linear algebraic system (1.10) for the case of multiple holes.
We express the solution to (1.2) as a retarded single-layer potential
where ϕ j 's are causal densities to be determined. Then we have
For convenience, we define
and rewrite (3.2) as
The unique solvability of (3.2) can be shown in a standard way. To proceed, we first prove the following a priori estimate of the densities. 
Proof. First, by the same argument as for estimating (S ∂D ) −1 in Section 2, we can derive the estimate
Next, we show the estimate of S ji [ϕ j ] H r+2 0,σ (0, T ; H 1/2 (∂Di)) for j = i. Since . Note that for x ∈ D i we have
where θ j ∈ (0, 1). Then it follows that
Similarly, we can also estimate ∇
with θ j ,θ j ∈ (0, 1). So we finally have
Thus, we derive
It implies that
.
(3.10)
Then, from (3.4) and (3.7), we derive
Using the same argument, we can estimate ∂ n ϕi ∂t n H r 0,σ (0, T ; H −1/2 (∂Di)) for n = 2, 3, · · · as ∂ n ϕ i ∂t n H r 0,σ (0, T ; H −1/2 (∂Di))
Then we have
Under the condition (3.5), we get
The proof is complete. ✷ Then (3.2) can be rewritten as 17) and
In the following, let us estimate E
So we obtain E
Due to the estimate
we can easily see E
In addition, it can be easily deduced that E
Let ϕ i (x, t) be the solution to
From (3.15) and (3.22) , we obtain for (x, t) ∈ (∂D i ) T that
By (3.24) and (3.25) , we get
To proceed, we show the invertibility of this linear algebraic system.
with C := max 1≤j≤M C j , then the linear algebraic system
Proof. Multiplying (3.28) by q i (t) and taking integration with respect to t, we have
Due to the condition (3.27), we have
Take the derivative with respect to t for (3.28) and use the same argument as above for q ′ i (t). Then we have
The proof is completed, by using the embedding H 1 (0, T ) ֒→ C([0, T ]). ✷
We are now in a position to show the main result.
30)
for x ∈ R 3 \ D and t ∈ (0, T ), where the constants C j 's are defined by (1.8) and {α j } M j=1 ⊂ H 1 0 (0, T ) is the unique solution of the linear algebraic system
Proof. By (3.26) and (3.32), we obtain from Lemma 3.3 that
The proof is now complete. ✷
Application to the effective medium theory
In this section, we prove Theorem 1.2 by utilizing the asymptotic expansion in the limit case that the holes are densely distributed and occupy a bounded domain.
Let Ω be a bounded domain containing the holes D j , j = 1, 2, · · · , M . We divide Ω into [a −1 ] periodically subdomains Ω j , j = 1, 2, · · · , [a −1 ] such that Ω j 's are disjoint and each Ω j contains one single hole D j and has a volume a; see Figure 4 .1. We also assume that the holes D j , j = 1, 2, · · · , M have the same shape. This means that C i = C j for i, j = 1, 2, · · · , M . Define C := C j = C a, where C is the scaled value of C j . j=1 Ω j .
Since Ω can have an arbitrary shape, the set of the cubes intersecting ∂Ω is not empty (unless if Ω has a simple shape as a cube). Later in our analysis, we will need the estimate of the volume of this set. Since each Ω j has volume of the order a, its maximum radius is of the order a 1 3 , and then the intersecting surfaces with ∂Ω has an area of the order a 2 3 . As the area of ∂Ω is of the order one, we conclude that the number of such cubes will not exceed the order a − 2 3 . Hence the volume of this set will not exceed the order a − 2 3 a = a .
We consider the integral equation
Following the convolution quadrature based argument in [21] , we can prove that the equation (4.1) has a unique solution in H r 0,σ (0, T ; L 2 (Ω)) for u i ∈ H r+2 0,σ (0, T ; L 2 (Ω)) with r ∈ Z + ; see [20] . As u i (x, t) given by (1.1) with z * ∈ Ω is sufficiently smooth for (x, t) ∈ Ω T , we have v ∈ H 2 0,σ (0, T ; L 2 (Ω)), and hence v ∈ C 1 [0, T ]; L 2 (Ω) by Sobolev embedding
in Ω T ,
If we define U := W + u i , we also have
(4.4)
The main result of this section is stated as follows. as a → 0, (4.5) or equivalently,
as a → 0 (4.6)
where u s (x, t) is the solution to (1.2) and u = u i + u s .
Proof. First, we show the regularity of v(x, t). From (4.1), we see So v is in C ([0, T ]; L ∞ (Ω)). In addition, by taking the derivative on the both sides of (4.1), we can also get
This means that ∂ xj v ∈ C ([0, T ]; L ∞ (Ω)). So we obtain that v ∈ C [0, T ]; W 1,∞ (Ω) . Analogously, we can also prove that
is the solution to the linear algebraic system (3.32). To this end, we rewrite the integral equation (4.1) at
where
Since v ∈ C ([0, T ]; L ∞ (Ω)), we have
and hence, by a scaling, we get the estimate
as ε ≪ 1.
(4.8)
Let us estimate B l . As |Ω l | = a, we have
Then we see
(4.9)
Let us estimate the term A. We distinguish the following two cases:
(1) The point z l is away from the boundary ∂Ω and so |z l − z| −1 is bounded in z near the boundary. In
j=1 Ω j ) = O a 1 3 .
(2) The point z l is located near one of the Ω j 's touching the boundary ∂Ω. In this case, we split the estimate into two parts. By N l we denote the part that involves Ω j 's close to z l , and we denote the remaining part by F l . The integral over F l can be estimated in a manner similar to the case (1) discussed above.
j=1 Ω j and so Vol (F l ) is of the order a 1 3 as a → 0.
To estimate the integral over N l , we first estimate the number of Ω j 's close to z l . We observe that the Ω j 's close to z l are located near a small region of the boundary ∂Ω. Since we assume that the boundary is smooth enough, this region can be assumed to be flat and centered at z l . We now divide this flat region into concentric squared layers (centered at z l ); see Figure 4 .2. Observe that as this flat region is of order 1, in term of the parameter a, and the maximum radius of the squares (or the Ω j 's) is a 1 3 , then the number of the layers is at most of the order [a − 1 3 ]. In this case, we have at most (2n + 1) 2 squares (and hence cubes intersecting the surface) in the n first layers, for n = 0, . . . , [a − 1 3 ]. So the number of holes in the n th layer (n = 0) will be at most [(2n + 1) 2 − (2n − 1) 2 ] and their distance from Ω l is at least n a Therefore we can write .
(4.10)
Gathering the estimates (4.8), (4.9) and (4.10), we have
Using the invertibility property and the estimate (3.29) for the algebraic system (3.28), we deduce the following estimate:
Finally, we estimate |W (x, t) − u(x, t)|. Let x be away from Ω ∪ {z * }. Recall that
and rewrite it as
Following the similar steps as for estimating B l and A, and as the integrands are smooth here, it can be easily proved that D = O(a 1 3 ) as a → 0. Then we have
The term E can be estimated as
Hence, we conclude from Theorem 3.4 that
as a → 0.
(4.12)
Numerical examples
In this section, we show three numerical examples to verify our theoretical results in Theorems 1.1 and 1.2. Examples 5.1 and 5.2 are presented to illustrate the effectiveness of the asymptotic expansion (1.7), while Example 5.3 is devoted to testing the approximation (1.12). To numerically solve the scattering problem (1.2), we truncate the infinite domain R 3 \ D by a large enough spherical domain Ω B such that D ⊂ Ω B and the scattered field on ∂Ω B in a finite time interval (0, T ) is zero by Huygens' principle. That is, we consider the following initial boundary value problem in a bounded domain:
In all numerical examples, we take the causal signal λ(t) in the incident wave (1.1) as
and set the wave speed c 0 of the background medium as c 0 = 1. The domain Ω B is fixed as a ball of radius R = 1.2 centered at the origin. The holes D j , j = 1, · · · , M are balls of radius ε with different centers, and then the capacitance for each hole D j is C j = 4πε. We solve the scattering problem (5.1) by using the finite element method and take its numerical solution as the exact one. Let Γ r be the sphere of radius r centered at the origin, that is, Γ r = {x ∈ R 3 : |x| = r}, where we compare the numerical solution of (5.1) via the finite element method (FEM) with the asymptotic approximation computed by (1.7). To numerically verify the effectiveness of the asymptotic expansion (1.7) and the convergence of the asymptotic approximation as ε → 0, we test the cases of different radii ε.
In Figure 5 .1, we show the numerical results of the scattered field u s (x, t) on Γ r with r = 0.2 for ε = 10 −3 , 10 −4 , 10 −5 , 10 −6 . It can be easily observed that the dominant term of the asymptotic expansion gives a good approximation of the scattered field with reasonable errors and the approximation is evidently improved as the radius ε becomes smaller. In Figure 5 .2, we also show the numerical results of the scattered field u s (x, t) on Γ r with r = 0.3. We observe that the error of the asymptotic approximation becomes large as the observation points are away from the hole, which is reasonable from the derivation of the asymptotic expansion. We test the case of radius ε = 10 −5 . The scattered field is computed in the planar domain {(x, y, z) : −0.5 ≤ x, y ≤ 0.5, z = 0.01}, and we display in Figure 5 .4 the numerical solution obtained by solving (5.1) via the finite element method and the asymptotic approximation via (1.7). We conclude from the above numerical results that the asymptotic expansion we derived could be used to approximately compute the scattered wave by a cluster of small holes. The complexity and computation time in using asymptotic approximation are much less than those for the finite element method.
Finally, we show the performance of the approximation (1.12) by comparing the solutions to the original scattering problem (1.2) and the effective medium problem (1.11). , and the right one shows the numerical solution to (1.11).
