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korǐsčenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
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4.3 Vzorčenje trojk . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Metoda z lastnimi vrednostmi . . . . . . . . . . . . . . . . . . 29
5 Testiranje in rezultati 31
5.1 Testno okolje . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Podatki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.3 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35






FPGA Field Programmable Gate Ar-
ray
programabilno logično vezje
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Povzetek
Naslov: Algoritmi za štetje trikotnikov v grafu
Avtor: Jan Adamič
Trikotniki v grafu so podgrafi, sestavljeni iz treh povezanih vozlǐsč. Število
trikotnikov je računsko zahtevna statistika, ki se pogosto uporablja v ana-
lizi velikih omrežij in v raznih primerih uporabe, kot so recimo odkrivanje
skupnosti v omrežju, zaznavanje vsiljive vsebine, odkrivanje skritih temat-
skih struktur. Cilj diplomskega dela je pregled in primerjava algoritmov
za štetje trikotnikov. Na začetku predstavimo problem, definicije in nekaj
primerov uporabe štetja trikotnikov. Nato predstavimo algoritme za točno
štetje trikotnikov, zatem pa še algoritme za približno štetje. Na koncu sledi
še primerjava hitrosti in kratek zaključek.
Ključne besede: algoritem, graf, trikotniki, štetje.

Abstract
Title: Algorithms for counting triangles in a graph
Author: Jan Adamič
Triangles in a graph are subgraphs composed of three connected nodes. The
number of triangles is a computationally intensive statistic that is often used
in the analysis of large networks and in various use cases, such as discover-
ing communities in a network, detecting spam, discovering hidden thematic
structures. The aim of the thesis is to review and compare algorithms for
counting triangles. At the beginning we present the problem, definitions
and some examples of the use of counting triangles. Then we present algo-
rithms for exact counting of triangles, and then algorithms for approximate
counting. Finally, there is a comparison of speed and a short conclusion.




Grafi so sestavljeni iz vozlǐsč in povezav med njimi. Mnogo relacij iz vsakda-
njega življenja lahko predstavimo kot graf. Naprimer graf ljudi, ki so prijatelji
med seboj, ali pa svetovni splet, kjer so povezave med spletnimi stranmi, ki
kažejo ena na drugo.
Štetje lokalnih struktur v grafu, kot so trikotniki, je pomembno opravilo
za kasneǰso analizo grafov iz vsakdanjega življenja. S štetjem trikotnikov v
grafu lahko določimo tranzitivnost grafa in koeficient gručenja, ki sta po-
membni lastnosti grafa. Preko števila trikotnikov v grafu lahko tudi odkri-
vamo skupnosti v omrežju, vsiljivo vsebino, predlagamo nove povezave itd.
Rezultat diplomske naloge je pregled nekaj izmed načinov, kako prešteti
ali približno določiti število trikotnikov v grafu. To bo koristilo vsem, ki
jih zanima analiza omrežij in algoritmi. Poznavanje reševanja tega problema
lahko tudi pomaga k reševanju podobnih problemov. Izhodǐsče za predlagano
diplomsko temo so pretekle raziskave v tej smeri.
Na začetku predstavimo problem in nekaj definicij. Nato predstavimo
natančne algoritme za štetje trikotnikov, zatem pa še približne algoritme.





V tem poglavju naštejemo definicije, opǐsemo problem in predstavimo nekaj
primerov uporabe štetja trikotnikov v grafih.
2.1 Graf
Graf G=(V,E) je sestavljen iz množice vozlǐsč V = {1, . . . , n} in množice po-
vezav E. Povezava povezuje dve vozlǐsči. Velikost množice vozlǐsč označimo z
n in velikost množice povezav z m. V diplomski nalogi bomo uporabljali ne-
usmerjene enostavne grafe, za katere velja E ⊆ {{u, v} | u, v ∈ V ∧u 6= v} [7].
Sosednost. Dve vozlǐsči sta sosednji, če sta povezani med seboj s povezavo
{u, v} ∈ E.
Incidenčnost. Vozlǐsče je incidenčno povezavi, če je to vozlǐsče eno izmed
dveh vozlǐsč, ki ju povezava povezuje.
Soseščina N (v) vozlǐsča v je množica vseh vozlǐsč, ki so sosedna v
N (v) = {u ∈ V : {u, v} ∈ E}.
Stopnja vozlǐsča d(v) je definirana kot število povezav z vozlǐsčem oziroma
velikosti soseščine okrog vozlǐsča v
d(v) = |N (v)|.
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Najvǐsja stopnja vozlǐsča v grafu je označena z dmax
dmax(G) = max{d(v) : v ∈ V }.










Gostota grafa je definirana kot razmerje med številom povezav in največjim








Za graf pravimo, da je gost, če je m znotraj Ω(n2).
Podgraf G′ = (V ′, E ′) grafa G = (V,E) vsebuje podmnožico E’ ⊆ E. Vo-
zlǐsča V’ so vsa incidenčna vozlǐsča povezavam v E’, tako, da velja
V ′ = {v ∈ V | {v, w} ∈ E ′}.
Pot. Zaporedje v1, v2, ..., vn je pot iz v1 do vn v grafu G, če za vse i velja:
{vi, vi+1} ∈ E. Dolžina poti je število povezav v poti.
Cikel je pot, pri kateri je začetno vozlǐsče enako končnemu.
Povezanost. Graf je povezan, če obstaja pot med vsemi pari vozlǐsč v G.
Omrežje. O omrežju govorimo, ko o točkah in povezavah v grafu poznamo
dodatne podatke.
2.1.1 Predstavitev grafa
Za predstavitev grafa G = (V,E) lahko uporabimo matriko sosednosti A. To
je kvadratna matrika dimenzije n × n, kjer je element aij matrike enak 1,
če (i, j) ∈ E – če si je par vozlǐsč soseden. V uteženem grafu je namesto 1
shranjena teža povezave in ji pravimo matrika razdalj (tež). V neusmerjenem
enostavnem grafu je matrika simetrična z ničlami po diagonali.
Potenciranje matrike sosednosti pa ima tudi zanimivo interpretacijo. Ve-
lja, da element (i,j) matrike Ab predstavlja število sprehodov dolžine b iz
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vozlǐsča ui do uj. Predstavitev z matriko sosednosti zasede O(n
2) prostora.
Je zelo preprost način, vendar prostorsko učinkovit le za goste grafe. Obstoj
povezave preverimo v konstantnem času O(1), naštevanje sosedov pa traja
O(n).
Drug zelo pogost način predstavitve grafa je s seznamom sosednosti. Se-
znam sosednosti je polje |V | seznamov povezav incidenčnih vozlǐsču. V neu-
smerjenem grafu je vsaka povezava shranjena dvakrat. Prostorska zahtevnost
predstavitve je O(n + m). Je učinkovit način za shranjevanje redkih grafov
(m  n2). Poleg prostorske zahtevnosti je seznam sosednosti bolǰsi tudi v
zahtevnosti naštevanja sosedov O(d(v)). V kombinaciji z zgoščevalno funk-
cijo pa lahko implementiramo še bolj učinkovito podatkovno strukturo, ki
preveri obstoj povezave v konstantnem času namesto v O(d(v)).
Slika 2.1: Graf in njegovi predstavitvi
Na sliki 2.1 je preprost graf s štirimi vozlǐsči in njegovi predstavitvi z
matriko sosednosti in seznamom sosednosti na desni strani.
2.2 Opis problema
Trikotnik ∆ijk grafa G je podgraf treh različnih vozlǐsč i, j in k ∈ V, ter
povezav {{i, j}, {j, k}, {k, i}} ⊆ E. Povezana trojka (i,j,k) okrog vozlǐsča j
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je pot dolžine 2, kjer je j osrednje vozlǐsče. Če sta povezani tudi ostali vozlǐsči
(i in k), je to zaprta trojka (pot dolžine 3) oz. trikotnik, drugače je odprta
trojka. Trikotnik vsebuje tri zaprte trojke – okrog vsakega vozlǐsča eno [1].
Štetje trikotnikov je opravilo, kjer vrnemo število trikotnikov v celotnem
grafu. Pri lokalnem štetju pa vrnemo le število trikotnikov za posamezno
vozlǐsče. Za razliko od štetja pa pri naštevanju trikotnikov izpǐsemo vse
trikotnike z vozlǐsči, ki jih sestavljajo. Naštevanje je dražje opravilo, saj
poleg izpisa istočasno rešuje tudi štetje. Za nekatere aplikacije iz resničnega
sveta je potrebno naštevanje bolj kot samo štetje, zato obe opravili služita
določenemu namenu. Med problemi, povezanimi s trikotniki v grafu, pa
imamo tudi problem iskanja trikotnika, ki je podproblem prej omenjenih
problemov in se zaključi, ko najde prvi trikotnik, oziroma ko preǐsče celoten
graf.






Nič trikotnikov pa ne najdemo v acikličnih grafih ali bipartitnih grafih. Na
sliki 2.2 imamo primer grafa z obarvanimi trikotniki.




Lokalni koeficient gručenja [4][15] za vozlǐsče je delež povezanih sosedov med
seboj od števila vseh možnih povezav med sosedi (tudi obstoječimi). Število
povezanih sosedov pa je enako številu trikotnikov okrog vozlǐsča. Visok koefi-
cient predstavlja tesno povezane skupnosti. Vozlǐsče v ima k = d(v) sosedov,








Torej je lokalni koeficient gručenja za vozlǐsče v enak
c(v) =
2 | {{u, v} : u, v ∈ N (v), {u, v} ∈ E} |
k(k − 1)
.







Za določanje števila povezanih sosedov vozlǐsča nam prav pride štetje
trikotnikov, saj je to enako številu trikotnikov v vozlǐsču. Na sliki 2.3 so trije
grafi z različnimi povezavami. Pod grafi je zapisan lokalni koeficient gručenja
za zeleno obarvano vozlǐsče.
Slika 2.3: Lokalni koeficient gručenja [5]
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2.3.2 Tranzitivnost grafa
Tranzitivnost grafa G temelji na relativnem številu trikotnikov v grafu, v









Tranzitivnost je verjetnost, da sta x in y povezana, če obstajata povezavi
(x, z) in (y, z). Pri računanju tranzitivnosti imajo večjo težo vozlǐsča z visoko
stopnjo, pri računanju koeficienta gručenja pa vozlǐsča z nizko stopnjo.
2.3.3 Praktični primeri
V članku [10] je dober opis nekaj izmed aplikacij iz realnega življenja, kjer je
potrebno štetje ali naštevanje trikotnikov v grafu.
Odkrivanje skritih tematskih struktur
Koeficient gručenja se lahko uporabi za zaznavanje podmnožic spletnih
strani s skupno tematiko. Ideja je, da povezave med stranmi pred-
stavljajo vzajemno prepoznavanje in zato jih lahko zaradi tranzitivnih
lastnosti trikotnikov uporabimo za odkrivanje večjih podmnožic s po-
dobno tematsko strukturo na spletu.
Zaznavanje vsiljive vsebine
Porazdelitev trikotnikov v grafu se razlikuje med gostitelji vsiljive vse-
bine na spletu in negostitelji. V kombinaciji s statistično analizo se da
dokaj natančno ugotoviti, ali je nekdo gostitelj vsiljene vsebine.
Mikroskopski razvoj omrežij
Jure Leskovec je z raziskovalci predstavil eksperimentalno študijo o mi-
kroskopskem razvoju omrežij z uporabo podrobnih časovnih informacij.
Ena izmed njihovih ugotovitev je, da ob tvorjenju nove povezave le ta
ponavadi zapre trikotnik - povezuje ljudi s skupnimi prijatelji.
Diplomska naloga 9
Zaznavanje skupnosti
Štetje trikotnikov je uporabno tudi v algoritmih za zaznavanje sku-
pnosti. V družbenih omrežjih imajo trikotniki naravno interpretacijo:
prijatelji prijateljev so pogosto tudi prijatelji med seboj. Preko triko-
tnikov se lahko predlagajo povezave, napoveduje manjkajoče in pa tudi
identificira napačne povezave.
Štetje trikotnikov z vezjem FPGA
Vezja FPGA uporabljamo za reševanje specifičnih nalog. Ta postajajo
vedno bolj zmogljiva in učinkovita. Nekoč so bila namenjena pred-
vsem reševanju problemov iz elektronskega inženirstva, vendar se vse
bolj uporabljajo na področju programskega inženirstva. Podjetje Xi-
linx ima za njihova vezja FPGA razvito knjižnico z raznimi algoritmi,
med drugimi tudi za procesiranje grafa in štetje trikotnikov [8]. Njihov
algoritem za štetje trikotnikov temelji na algoritmu EdgeIterator in z





V tem poglavju predstavimo natančne algoritme za štetje trikotnikov. Leta
1978 sta Itai in Rodeh [9] našla algoritem za izpis vseh trikotnikov v grafu
v O(m3/2), kar je v vsakem primeru izbolǰsava naivnega O(n3). Časovna
zahtevnost algoritmov z naštevanjem ostaja Ω(m3/2), ker je to največje število
trikotnikov in moramo pri naštevanju za vsak trikotnik opraviti nekaj dela.
Primer, da ta meja ne velja za algoritme za štetje trikotnikov, je algoritem
AYZ [2]. To dosežejo z hitrim množenjem matrik. V tem poglavju v večini




Algoritem naivnega pristopa je najbolj preprost algoritem za štetje triko-
tnikov. Je manj učinkovit način in primeren le za majhne vhode ali goste
grafe. Štetje poteka tako, da za vse kombinacije trojk vozlǐsč grafa preveri,
ali tvorijo trikotnik.
3.1.1 Algoritem
Algorithm 1: Naivni pristop
1 stevec = 0;
2 for i ∈ V do
3 for j ∈ V ; j > i do
4 for k ∈ V ; k > j do
5 if {i, j} ∈ E and {j, k} ∈ E and {k, i} ∈ E then






Algoritem je opisan v psevdokodi algoritma 1. Kot vhod sprejme graf
G = (V,E) in inicializira števec na 0. Nato znotraj treh gnezdenih zank, ki
nam zgenerirajo vse možne kombinacije trojk, preverjamo, če tvorijo triko-
tnik, da povečamo števec.
Časovna zahtevnost algoritma je Θ(n3). Graf je predstavljen z matriko
sosednosti in ima prostorsko zahtevnost Θ(n2). Algoritem preverja obstoj
povezav (Θ(1) z matriko sosednosti) za vse kombinacije trojk, ki jih je O(n3).
Z upoštevanjem i < j < k dosežemo, da vsak trikotnik štejemo le enkrat.
Če tega pogoja ne upoštevamo, le števec na koncu delimo s 6. Notranja
zanka se sedaj izvede n(n−1)(n−2)
6
-krat namesto n3 oziroma n(n− 1)(n− 2) ob
upoštevanju neenakosti med indeksi.
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3.1.2 Primer izvajanja
Primeri izvajanj so v celotnem poglavju na naslednjem grafu: V = {1, 2, 3, 4, 5}, E =




Pri naivnem algoritmu gremo čez vse možne kombinacije (i, j, k) vozlǐsč,
kjer velja i < j < k:
(1,2,3) : {1, 2} ∈ E, {1, 3} 6∈ E, {2, 3} ∈ E
(1,2,4) : {1, 2} ∈ E, {1, 4} 6∈ E, {2, 4} 6∈ E
(1,2,5) : {1, 2} ∈ E, {1, 5} ∈ E, {2, 5} ∈ E → stevec = stevec + 1
(1,3,4) : {1, 3} 6∈ E, {1, 4} 6∈ E, {3, 4} ∈ E
(1,4,5) : {1, 4} 6∈ E, {1, 5} ∈ E, {4, 5} ∈ E
(2,3,4) : {2, 3} ∈ E, {2, 4} 6∈ E, {3, 4} ∈ E
(2,3,5) : {2, 3} ∈ E, {2, 5} ∈ E, {3, 5} 6∈ E
(2,4,5) : {2, 4} 6∈ E, {2, 5} ∈ E, {4, 5} ∈ E
(3,4,5) : {3, 4} ∈ E, {3, 5} 6∈ E, {4, 5} ∈ E
3.2 Množenje matrik
Naslednji algoritem temelji na množenju matrik. Če matrika A predstavlja
matriko sosednosti grafa G, potem element diagonale A3(i,i) predstavlja dva-
kratnik števila trikotnikov, ki ga tvori vozlǐsče i. Vsak trikotnik pa je štet
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trikrat – enkrat za vsako vozlǐsče. Torej za skupno število trikotnikov vsoto
diagonalnih elementov pomnožimo z 1
6
. Z algoritmi, ki temeljijo na množenju
matrik, ne moremo reševati problema naštevanja trikotnikov.
3.2.1 Algoritem
Algorithm 2: Algoritem za štetje trikotnikov z množenjem matrik
1 A = matrika sosednosti;
2 B = A3;
3 c = vsota elementov matrike B po diagonali;
4 return c/6
Algoritem je opisan v psevdokodi algoritma 2. Kot vhod sprejme graf
G = (V,E), predstavljen z matriko sosednosti. Sledi izračun tretje potence
matrike A, ki ga shranimo v novo spremenljivko. Nazadnje prǐstevamo ele-
mente diagonale matrike B spremenljivki c, ter vrnemo c/6.
Zaradi osnovnega algoritma za množenje matrik je časovna zahtevnost
reševanja problema Θ(n3). Vendar za množenje matrik lahko uporabimo
katerega od hitreǰsih algoritmov in rešimo nalogo s časovno zahtevnostjo
O(nω), kjer je ω eksponent časovne zahtevnosti algoritma. Trenutno je znano,
da je 2 ≤ ω < 2.373 [12], vendar so skrite konstante hitrih množenj matrik
velike, kar ne naredi teh algoritmov prav veliko bolǰsih od osnovnega. Izvede
se neodvisno od števila povezav in ga je zato bolje uporabiti na zelo gostih
grafih. Slabost tega načina štetja je prostorska zahtevnost, ki je Θ(n2).
Opazno pohitritev pri navadnem množenju dosežemo, ko začetno ma-
triko sosednosti transponiramo (zamenjamo indeksa). S tem dosežemo manj
zgrešitev v predpomnilniku pri dostopanju do podatkov.
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3.2.2 Primer izvajanja algoritma
Imamo matriko sosednosti A
A =

0 1 0 0 1
1 0 1 0 1
0 1 0 1 0
0 0 1 0 1
1 1 0 1 0

in jo potenciramo na tretjo stopnjo
A3 =

2 4 2 2 4
4 2 5 1 6
2 5 0 4 1
2 1 4 0 5
4 6 1 5 2

Seštejemo elemente po diagonali matrike.
2 + 2 + 0 + 0 + 2 = 6




Algoritem z obdelavo vozlǐsč ima pametneǰsi pristop k štetju trikotnikov.
Namesto preizkušanja vseh kombinacij trojk preverja prisotnost trikotnikov
le med povezanimi trojkami v grafu. Za vsako vozlǐsče grafa preverja, če
katerikoli par sosedov tvori povezavo in s tem zapira trikotnik.
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3.3.1 Algoritem
Algorithm 3: Algoritem z obdelavo vozlǐsč
1 stevec = 0;
2 for vsako vozlǐsče v ∈ V do
3 for vsak par sosednjih vozlǐsč u in w vozlǐsča v do
4 if v < u < w ∧ (u,w) ∈ E then





Algoritem je opisan v psevdokodi algoritma 3. Kot vhod sprejme graf
G = (V,E) v obliki seznama sosednosti. V zunanji zanki iteriramo čez vsa
vozlǐsča, ki jih označimo z v. Znotraj te zanke nato za vsak par sosedov
vozlǐsča v – (u,w) preverjamo, ali velja neenakost v < u < w in nato, če
obstaja {u,w} povezava v grafu ter ustrezno povečamo števec.








je posledično omejena z O(d2maxn). Število d
2
max predstavlja največje število
parov, ki jih preverjamo na vozlǐsču z najvǐsjo stopnjo.
Osnovna izbolǰsava je upoštevanje u < v < w, ki nam pohitri izvajanje
za faktor 3. Bolǰsa izbolǰsava tega algoritma je, da je za štetje odgovorno
vozlǐsče z najmanǰso stopnjo – par sosednjih vozlǐsč ima vǐsjo stopnjo [14].
Primer, na katerem si lahko predstavljamo kako vpliva ta izbolǰsava, je graf
v obliki zvezde. Na osrednjem vozlǐsču ne opravimo skoraj nič dela, saj nima
sosedov z vǐsjo stopnjo.
3.3.2 Primer izvajanja
1 : N (1) = {2, 5} → 1 < 2 < 5→ {2, 5} ∈ E → stevec = stevec + 1
2 : N (2) = {1, 3, 5} → 2 > 1 < 3
. 2 > 1 < 5
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. 2 < 3 < 5→ {3, 5} 6∈ E
3 : N (3) = {2, 4} → 3 > 2 < 4
4 : N (4) = {3, 5} → 4 > 3 < 5
5 : N (5) = {1, 2, 4} → 5 > 1 < 2
. 5 > 1 < 4
. 5 > 2 < 4
3.4 Obdelava povezav
Namesto iteriranja čez vsa vozlǐsča pa algoritem z obdelavo povezav iterira
čez vse povezave in preverja, ali je povezava del trikotnika, tako da primerja
soseščini incidenčnih vozlǐsč povezave.
3.4.1 Algoritem
Algorithm 4: Algoritem z obdelavo povezav
1 stevec = 0;
2 for vsako povezavo (u, v) ∈ E do
3 adju = {x|x ∈ N (u) ∧ x > u};
4 adjv = {x|x ∈ N (v) ∧ x > v};
5 stevec = stevec + |adju ∩ adjv|;
6 end
7 return stevec
Algoritem je opisan v psevdokodi algoritma 4. Kot vhod sprejme graf
G = (V,E) v obliki seznama sosednosti. Zanka iterira čez vse povezave v
grafu. Za vsako povezavo shranimo sosede obeh incidenčnih vozlǐsč (z večjim
indeksom kot sami vozlǐsči) v svoja seznama – adju in adjv. Nato preštejemo,
koliko točk se pojavi v preseku teh seznamov in za toliko povečamo števec.
Časovna zahtevnost algoritma je O(dmaxm). Zunanja zanka se izvede
m-krat in časovna zahtevnost notranje zanke je O(dmax), če uporabimo shra-
njujemo sosede v slovar in lahko preverimo prisotnost povezave v O(1). Ker
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vsako povezano trojko preverja le enkrat, lahko rečemo, da je izvajanje algo-
ritma omejeno z O(m
3
2 ).
3.4.2 Primer izvajanja algoritma
Za vsako povezavo grafa imamo dve incidenčni vozlǐsči u in v. Pogledamo
njuni soseščini in shranimo elemente z vǐsjim indeksom kot sami vozlǐsči v
adju in adjv. Povečamo za velikost preseka teh dveh množic.
povezava
{u,v}
N (u) N (v) adju adjv adju ∩ adjv
{1,2} 2,5 1,5 2,5 5 5 stevec+ = |{5}|
{1,5} 2,5 1,2,5 2,5
{2,3} 1,5 2,4 5 4
{2,5} 1,5 1,2,5 5
{3,4} 2,4 3,5 4 5
{4,5} 3,5 1,2,5 5
3.5 Algoritem Forward
Algoritem Forward je različica algoritma z obdelavo povezav, ki ga je opi-
sal Thomas Schank v svoji doktorski disertaciji [15]. V algoritmu vozlǐsča
uredimo po stopnji naraščajoče. Ideja algoritma je, da ne primerja celotni
soseščini dveh sosednjih vozlǐsč, ampak primerja le podmnožici, ki sta sesta-
vljeni iz sosednjih vozlǐsč, ki imajo vǐsjo ali enako stopnjo. Poleg tega pa sta




1 //vozlǐsča grafa uredimo nepadajoče po njihovih stopnjah;
2 A(v) = prazen seznam za vsako vozlǐsče v grafu;
3 stevec = 0;
4 for v ∈ V do
5 for u ∈ N (v) do
6 if v < u then
7 stevec = stevec + |A(v) ∩ A(u)|;





Algoritem je opisan v psevdokodi algoritma 5. Kot vhod sprejme graf
G = (V,E) in ga uredimo po stopnjah vozlǐsč, tako da za poljubni vozlǐsči
i < j, velja d(i) ≤ d(j). Ustvarimo seznam s praznimi seznami za vsako
vozlǐsče v grafu. Za vsako vozlǐsče (ki ga označimo z v) gremo čez njegove
sosede (ki jih označimo z u). Če velja, da ima vozlǐsče v manǰso oznako kot
u, povečamo števec za velikost preseka A(v) in A(u) in dodamo v na konec
seznama A(u).
V seznamu A(v) bodo vedno vozlǐsča z manǰso stopnjo kot v in s tem
vsak trikotnik štejemo le enkrat. Velja pa tudi, da so vozlǐsča v seznamih
urejena in je iskanje preseka zahtevnosti Θ(|A(v)|+|A(u)|) – se le sprehodimo
sočasno čez oba seznama.
Časovna zahtevnost algoritma ostaja enaka zahtevnosti algoritma z ob-
delavo povezav – O(m3/2). V algoritmu gremo enkrat čez vsako povezavo in




3.5.2 Primer izvajanja algoritma
Najprej uredimo graf po stopnjah vozlǐsč, ga preimenujemo s preslikavo(
1 2 3 4 5
1 4 2 3 5
)




Ustvarimo prazen seznam za vsako vozlǐsče A in nadaljujemo z izvajanjem
algoritma najprej z vozlǐsči nižje stopnje proti vozlǐsčem z vǐsjo stopnjo.
1 : N (1) = {4, 5} → A(1) ∩ A(4) = {}, dodamo 1 v A(4)
. A(1) ∩ A(5) = {}, dodamo 1 v A(5)
2 : N (2) = {3, 4} → A(2) ∩ A(3) = {}, dodamo 2 v A(3)
. A(2) ∩ A(4) = {}, dodamo 2 v A(4)
3 : N (3) = {2, 5} → A(3) ∩ A(5) = {}, dodamo 3 v A(5)
4 : N (4) = {1, 5} → A(4)∩A(5) = {1}, povečamo stevec za |{1}|, dodamo 4 v A(5)
5 : N (5) = {1, 3, 4}
Tabela z vsebino seznama A po preverjanju povezave za vsak korak iz-
vajanja tega primera (vsaka povezava je sestavljena iz trenutnega vozlǐsča in
enega izmed sosedov z večjim indeksom):
povezava A(1) A(2) A(3) A(4) A(5)
{1,4} 1
{1,5} 1 1
{2,3} 2 1 1
{2,4} 2 1,2 1
{3,5} 2 1,2 1,3
{4,5} 2 1,2 1,3,4 A(4) ∩ A(5) = {1}
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3.6 Algoritem Itai-Rodeh
Raziskovalca Itai in Rodeh [9] sta v letu 1978 predstavila algoritem, ki v
grafu najde trikotnik, če ta obstaja. Metoda je bila pravzaprav predlagana
za iskanje le enega trikotnika, vendar se ta algoritem lahko razširi, da najde
vse trikotnike v grafu. Ideja algoritma je, da najdemo vpeto drevo grafa
in preverjamo, če skupaj s preostalimi povezavami tvori kakšen trikotnik.
Seveda pa spreminjanje grafa in gradnja vpetega drevesa ni tako hitro in
opazno upočasni izvajanje programa.
3.6.1 Algoritem
Algorithm 6: Itai-Rodeh
1 stevec = 0;
2 while E 6= ∅ do
3 T = vpeto drevo grafa G
4 for {v, w} ∈ E \ E(T ) do
5 if {pred(v), w} ∈ E then
6 stevec = stevec + 1;
7 end
8 else if {v, pred(w)} ∈ E then
9 stevec = stevec + 1;
10 end
11 end
12 E = E \ E(T ) ;
13 end
14 return stevec
Algoritem je opisan v psevdokodi algoritma 6. Kot vhod sprejme graf
G = (V,E). Večina algoritma se izvaja znotraj zanke, ki se ponavlja, dokler
imamo še kakšno povezavo. Najprej naredimo usmerjeno vpeto drevo iz
preostalega grafa, ki ga shranimo v T. Usmerjeno vpeto drevo s korenom
v vozlǐsču v je aciklični podgraf grafa G, ki vsebuje vsa vozlǐsča grafa G
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in v katerem imajo vsa vozlǐsča razen v vhodno stopnjo 1. Vpeto drevo T
povezujemo tako, da gredo povezave iz vozlǐsča v vozlǐsča z manǰso ali enako
stopnjo. Nato gremo preverjat za vse povezave {v,w}, ki niso v vpetem
drevesu, če velja kateri od naslednjih pogojev:
 vozlǐsče w in prednik vozlǐsča v iz vpetega drevesa tvorita povezavo,
 vozlǐsče v in prednik vozlǐsča w iz vpetega drevesa tvorita povezavo,
in ustrezno povečamo števec. Prednik vozlǐsča v (pred(v)) je vozlǐsče, ka-
terega povezava kaže v vozlǐsče v. Po preverjanju vseh povezav, ki niso v
vpetem drevesu, le te odstranimo iz grafa in ponovno zgradimo vpeto drevo.
Program se zaključi, ko nimamo več povezav.
Vpeto drevo nima ciklov in vsaj ena od povezav trikotnika je vsebovana v
povezavah, ki niso del drevesa. V zanki ǐsčemo le trikotnike, ki imajo eno ali
dve povezavi v drevesu in jih po iteraciji odstranimo iz grafa. Trikotniki, ki
nimajo povezav v vpetem drevesu, se ohranijo po iskanju preko trenutnega
vpetega drevesa, ker odstranimo le povezave drevesa.
Časovna zahtevnost algoritma je O(m3/2). Notranja zanka se izvede v
O(m) ob ustrezni predstavitvi grafa. Zunanja zanka se izvede največ
√
m-




3.6.2 Primer izvajanja algoritma
Najprej zgradimo vpeto drevo grafa G = (V,E), ki ima naslednje usmerjene





Preostaneta nam dve povezavi, ki nista del vpetega drevesa – {{1,5},{2,5}}.
{1,5} : pred(1) = 2→ {2, 5} ∈ E ⇒ stevec = stevec + 1
. pred(5) = 4→ {1, 4} 6∈ E
{2,5} : pred(2) = ∅
. pred(5) = 4→ {1, 4} 6∈ E
Odstranimo povezave, ki so tvorile vpeto drevo grafa. V algoritmu pona-
vljamo ta postopek, dokler nam ne zmanjka povezav. V tem primeru izva-
janja vidimo, da nam ostaneta le dve povezavi, kar pa ni dovolj, da bi lahko
našli trikotnik. Zgradimo le še vpeto drevo s povezavami {{5, 1}, {5, 2}} in
ker nimamo več preostalih povezav, zaključimo s štetjem.
3.7 Algoritem AYZ
Algoritem AYZ (poimenovan po avtorjih Alon, Yuster in Zwick) [2] združuje
postopka algoritma z obdelavo vozlǐsč in algoritma z množenjem matrik.
Metoda iz algoritma za obdelavo vozlǐsč se izvede nad vozlǐsči z majhno
stopnjo in metoda z množenjem matrik na vozlǐsčih z visoko stopnjo. Meja




1 //eksponent časovne zahtevnosti množenja matrik γ
2 ß = m(γ−1)/(γ+1)
3 stevec = 0;
4 for v ∈ V do
5 if d(v) ≤ β then
6 Vlow = Vlow ∪ {v};
7 else
8 Vhigh = Vhigh ∪ {v};
9 for v ∈ Vlow do
10 for vse pare {u,w} sosedov vozlǐsča v do
11 if {u,w} ∈ E then
12 if u,w ∈ Vlow then
13 stevec = stevec + 2 ;
14 else if u,w ∈ Vhigh then
15 stevec = stevec + 6 ;
16 else
17 stevec = stevec + 3 ;
18 A = matrika sosednosti vozlǐsč iz Vhigh ;
19 M = A3 ;
20 for v ∈ Vhigh do
21 stevec = stevec + M(i,i) // i je indeks vozlǐsča v ;
22 return stevec
6
Algoritem je opisan v psevdokodi algoritma 7. Kot vhod sprejme graf
G = (V,E). V prvi zanki vozlǐsča uvrščamo v skupino vozlǐsč nizkih stopenj
Vlow, če je njihova stopnja manǰsa ali enaka β, in v skupino visokih stopenj
Vhigh, če je večja.
Za vsako vozlǐsče v med vozlǐsči nizkih stopenj pogledamo, ali je kakšen
par sosedov povezan. Sledi še ustrezno povečevanje števca. Povečevanje
števca je odvisno, koliko vozlǐsč trikotnika je nizkih oziroma visokih stopenj.
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Trikotniki s tremi vozlǐsči v Vlow se preverjajo v 12. vrstici, trikotniki z dvema
vozlǐsčema v 16. vrstici in trikotniki z enim vozlǐsčem nizke stopnje v 14.
vrstici. Trikotniki z vsemi vozlǐsči v Vhigh pa se štejejo pozneje v 21. vrstici.
Za vozlǐsča visokih stopenj zgradimo matriko sosednosti A in jo z izbra-
nim algoritmom pomnožimo v A3. Elemente, ki so na diagonali zmnožene
matrike, prǐstejemo števcu.
Avtorji algoritma definirajo β = m
γ−1
γ+1 , kjer je γ eksponent časovne zah-
tevnosti množenja matrik, ki ga uporabljamo. Imamo največ m · β poti,
za katere velja, da so vmesna vozlǐsča v Vlow, in vse od teh poti lahko pre-
verimo, če vsebujejo trikotnik v času O(mβ). Preostane nam največ 2m
β
vozlǐsč, ki so v Vhigh. Trikotnike, ki jih tvorijo vozlǐsča visokih stopenj,
lahko preštejemo v času O((m
β
)γ). Skupna časovna zahtevnost algoritma





3.7.1 Primer izvajanja algoritma
Imamo 6 povezav, eksponent časovne zahtevnosti množenja matrik γ = 3 in




2 ≈ 2.45. Nato uvrstimo vozlǐsča v skupini
Vlow in Vhigh.
Vlow = {1, 3, 4}, Vhigh = {2, 5}
Za vsa vozlǐsča nizkih stopenj gledamo njihove soseščine in za vse pare, ki
jim pripadajo, preverimo, ali tvorijo povezavo.
1 : N (1) = {2, 5} → {2, 5} ∈ E ⇒ stevec = stevec + 6 (obe vozlǐsči v Vhigh)
3 : N (3) = {2, 4} → {2, 4} 6∈ E
4 : N (4) = {3, 5} → {3, 5} 6∈ E
Nato pogledamo še, če vozlǐsča z visoko stopnjo med seboj tvorijo kakšen
trikotnik (ker sta le dve vozlǐsči v Vhigh, bi lahko ta del izpustili). Vozlǐsče 2












Po diagonali A3 vidimo, da so same ničle, kar pomeni, da ni trikotnikov. Na
koncu le še delimo števec s šest.
Poglavje 4
Približni algoritmi
Grafi v resničnem življenju so ogromni, ter zmeraj večji in zaradi tega je
potreba po hitreǰsem štetju trikotnikov velika. V primerih, ko ne potrebujemo
natančnega števila trikotnikov in nam zadostuje že dober približek, pridejo
prav algoritmi za približno štetje trikotnikov. V poglavju le na hitro opǐsemo
štiri različne pristope. V tem poglavju sledimo članku [1], kjer je zelo širok
pregled problema štetja trikotnikov v grafu.
4.1 Redčenje grafa
Ena izmed metod za približno štetje je Doulion [18], ki deluje na princip
redčenja grafa. Z metodo najprej preštejemo trikotnike na majhnem pod-
grafu in število ustrezno povečamo. Metoda Doulion obdrži povezavo grafa
G z verjetnostjo p in odstrani z verjetnostjo 1− p, da ustvari razredčen graf.
Verjetnost, da se trikotnik pojavi v podgrafu, je p3, zato število trikotnikov
v podgrafu pomnožimo z 1
p3
, da dobimo približek trikotnikov na celotnem
grafu. Na velikih grafih z milijoni vozlǐsč nam lahko že majhna vrednost, kot
je p = 0.01, zagotovi dober približek. S to vrednostjo lahko dosežemo tudi
100-kratno pohitritev časa izvajanja.
Podobno metodo sta objavila Pagh in Tsourakakis [13] in jo poimenovala
”barvno štetje trikotnikov”. Vsakemu vozlǐsču naključno določimo število od
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1 do izbranega števila N, ki predstavlja število barv. Pri tem ohranimo le
povezave, katerih incidenčna vozlǐsča imata enako število. Nato preštejemo
trikotnike v razredčenem grafu. Verjetnost, da se ohrani povezava v ra-
zredčenem grafu, je p = 1
N
. Trikotnik se ohrani z verjetnostjo p2 (obe so-
sednji vozlǐsči, ki z opazovanim vozlǐsčem tvorita trikotnik, imata določeno
isto število kot opazovano vozlǐsče). Približek števila trikotnikov v celotnem




4.2 Vzorčenje vozlǐsč ali povezav
Naslednji način približnega štetja je z verjetnostno implementacijo algoritma
z obdelavo vozlǐsč in algoritma z obdelavo povezav. Algoritem z obdelavo
vozlǐsč gre tedaj namesto čez vsa vozlǐsča le čez delež p enakomerno izbranih
in na koncu število dobljenih trikotnikov pomnoži z 1
p
za približek v celo-
tnem grafu. Podobno algoritem osnovan na algoritmu z obdelavo povezav,
gre v zanki le čez delež p enakomerno izbranih povezav in število preštetih




Metode z redčenjem grafa običajno vzorčijo trikotnike. Naslednja opisana
metoda pa vzorči trojke namesto trikotnikov. Z vzorčenjem trojk dobimo
približek trikotnikov s pomočjo nepristransko izračunanega približka tranzi-
tivnosti. Približek tranzitivnosti je delež zaprtih vzorčenih trojk od števila




v∈T zaprta trojka okrog v
|T |
.
Za približek števila trikotnikov v grafu izračunani približek tranzitivnosti
pomnožimo z 1
3









Najpomembneǰse je, da so trojke enakomerno vzorčene. Pristop, kjer trojke
izbiramo z naključno izbiro vozlǐsča in nato še dveh izmed sosedov vozlǐsča,
ni enakomerno porazdeljen. Trojke okrog vozlǐsč z visoko stopnjo so premalo
vzorčene in tiste okrog vozlǐsč z nizko stopnjo preveč.
Ustrezen algoritem, ki enakomerno vzorči vse trojke, sta predlagala Schank
in Wagner [16]. Predlagala sta algoritem, ki izbere vozlǐsče sorazmerno z
številom trojk okrog vozlǐsča in potem izbere trojko. Verjetnost, da je iz-
brana trojka (u,v,w), je sedaj








4.4 Metoda z lastnimi vrednostmi
Število trikotnikov v grafu je enako vsoti elementov diagonale kuba matrike
sosednosti A3, pomnoženo z 1
6
. Če je λi lastna vrednost matrike sosednosti
A, potem je λ3i lastna vrednost A





elementov diagonale A3. Zaradi simetričnosti matrike A so lastne vrednosti
realna števila. Za točno štetje bi bilo potrebno izračunati vse lastne vredno-
sti, kar je drago opravilo. V delu [17] je natančno opisana metoda, kjer je





V tem poglavju opǐsemo eksperimentiranje. Na začetku predstavimo testno
okolje in vhodne podatke. Na koncu predstavimo in pokomentiramo rezultate
testiranja.
5.1 Testno okolje
Programi so bili napisani v programskem jeziku Java. Eksperiment je bil iz-
veden na 64-bitnem računalniku s procesorjem AMD Ryzen 7 2700 @3,2GHz
s 16 MB predpomnilnika in 16 GB delovnega pomnilnika. Za merjenje časa
smo uporabili metodo System.currentTimeMillis(), ki nam vrne trenutni čas
v milisekundah.
Naivni algoritem in algoritem z množenjem matrik za predstavitev grafa
uporabljata matriko sosednosti, ostali seznam sosednosti z uporabo slovarja.
Množenje matrik se v programih izvaja na osnoven način z izbolǰsavo tran-
sponiranja.
5.2 Podatki
Algoritme smo testirali na generiranih grafih po treh različnih modelih in




Najbolj preprost naključni model grafov je Erdös-Renyi model [6]. Obstajata
dve različici tega modela. Pri modelu G(n,m) imamo graf z n vozlǐsči in m
povezavami, kjer je vsak izmed možnih grafov enako verjeten. Pri modelu
G(n,p) graf zgradimo s povezovanjem vozlǐsč naključno. Vsako povezavo
dodamo grafu, neodvisno od drugih, z verjetnostjo p. Porazdelitev stopenj
v grafu ER modela je binomska, ki z velikim n in majhnim p konvergira v
Poissonovo. Za te grafe je značilen nizek globalni koeficient gručenja, kar ni
značilno za grafe iz resničnega življenja. V naključnih grafih je tranzitivnost
blizu ali enaka gostoti grafa.
5.2.2 Watts-Strogatz model
Model Watts-Strogatz [20] je model, s katerim generiramo naključne grafe
z lastnostmi malih svetov. Dve izmed teh lastnosti sta visoko gručenje in
kratka povprečna dolžina poti. Grafi, ustvarjeni s tem modelom, ne vsebujejo
vozlǐsč z visoko stopnjo (hubs), ki so značilni za grafe iz resničnega življenja.
Prav tako porazdelitev stopenj ni eksponentne porazdelitve.
Graf ustvarimo tako, da imamo najprej regularen graf z n vozlǐsč in jih
povežemo s k najbližjimi sosedi. Z verjetnostjo p nato spreminjamo povezave
na eno drugo vozlǐsče. Ob verjetnosti p = 0 imamo regularen graf in ob
verjetnosti p = 1 naključen graf.
Slika 5.1: Graf ob spreminjanju vrednosti p [19]
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5.2.3 Barabási-Albert model
Z Barabási-Albert modelom [3] lahko ustvarimo grafe, ki imajo eksponentno
porazdelitev stopenj vozlǐsč. Eksponentna porazdelitev je značilna za veliko
grafov iz resničnega življenja. Model uporablja preferenčno dodajanje no-
vih povezav, tako da imajo vozlǐsča z vǐsjo stopnjo večjo verjetnost, da se
povežejo. S tem dobimo vozlǐsča z visoko stopnjo in eksponentno porazdelitev
stopenj.
5.2.4 Realni grafi
Z realnimi grafi predstavljamo odnose med entitetami iz resničnega življenja.
Za njih običajno velja, da so zelo veliki in redki. Poleg tega pa velja, da
je porazdelitev stopenj popačena. Povprečna stopnja vozlǐsč je konstanta,
medtem ko imamo precej vozlǐsč, ki imajo ogromno povezav. Za take grafe
pravimo, da imajo porazdelitev stopenj podobno eksponentni porazdelitvi
(power-law).
Testni podatki realnih grafov so bili pridobljeni iz Stanfordove zbirke na-
bora podatkov [11]. Zbirka vsebuje grafe družbenih omrežij, cestnih omrežij,
omrežij spletnih strani, omrežja citiranj ipd.
5.2.5 Testirani grafi
Prvi eksperiment je pognan na naslednjih grafih, za katere so v tabeli 5.1
podane lastnosti in na sliki 5.2 porazdelitve stopenj. Na sliki 5.2 imamo
na x-osi stopnje vozlǐsč in na y-osi število vozlǐsč s tako stopnjo. Vsi gene-
rirani grafi imajo enako število vozlǐsč in podobno število povezav. ER je
graf modela Erdös-Renyi, Strogatz je graf modela Watts-Strogatz in Ba-
rabasi je graf modela Barabási-Albert. Graf Facebook je testni graf iz
resničnega življenja, ki je sestavljen iz vozlǐsč anketiranih oseb preko aplika-
cije na družbenem omrežju Facebook, povezanih z njihovimi prijatelji.
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Slika 5.2: Porazdelitve stopenj grafov
graf ER Strogatz Barabasi Facebook
n 4039 4039 4039 4039
m 89.763 88.858 88.374 88.234
gostota grafa 0,011 0,011 0,011 0,011
min/max/avg
stopnja
24/66/44 31/59/44 22/471/44 1/1045/44
trikotnikov 14.687 395.910 84.844 1.612.010
povezanih trojk 3.986.565 3.841.080 7.089.219 9.314.849
koeficient gručenja 0,011 0,312 0,037 0,605
tranzitivnost 0,011 0,31 0,036 0,519
Tabela 5.1: Podatki o grafih
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5.3 Rezultati
Na vseh grafikonih je na y-osi čas v milisekundah v logaritemski skali z osnovo
10. Najprej je prikazan rezultat izvajanja algoritmov na grafih predstavljenih
v podrazdelku 5.2.5. Nato imamo še tri različne poizkuse na ER grafih:
 povečevanje števila vozlǐsč in sorazmerno povezav (ρ(G) = 0,05)
 povečevanje števila povezav (gostote grafa) na grafu s 1000 vozlǐsči
 povečevanje števila vozlǐsč na grafu s 100.000 povezavami
Pri omenjenih poizkusih na ER grafih smo vsako meritev pognali na petih ge-
neriranih grafih z istimi parametri in izračunali povprečje. Med časi izvajanj
na generiranih grafih z istimi parametri ni bilo velikih odklonov.
5.3.1 Predstavljeni grafi
Slika 5.3: Čas izvajanja na predstavljenih grafih
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Na eksperimentu z vhodnimi podatki, ki so bili predstavljeni v podrazdelku
5.2.5, smo primerjali, kako vpliva struktura grafa na čas izvajanja algoritmov.
Po rezultatu, ki je prikazan na sliki 5.3, vidimo vpliv visokih stopenj grafov
Barabasi in Facebook. Graf ER in Strogatz imata podobno porazdelitev
stopenj vozlǐsč in število povezanih trojk, vendar ima Strogatz veliko več
trikotnikov (večja tranzitivnost) in je to pripomoglo k malo bolǰsim časom
izvajanj štiri najhitreǰsih algoritmov – pri preverjanju trikotnika nekateri
algoritmi preverijo le eno od treh povezanih trojk, ki tvorijo trikotnik.
5.3.2 Povečevanje števila vozlǐsč in povezav
Slika 5.4: Čas izvajanja ob povečevanju števila vozlǐsč in povezav
V poizkusu, prikazanem na sliki 5.4 imamo grafe z gostoto ρ(G) = 0,05, kjer
povečujemo število vozlǐsč od 1.000 do 10.000, vidimo splošno razporeditev
algoritmov po hitrosti. Algoritem Itai-Rodeh se je izkazal tudi za precej
neučinkovitega, saj je le malo hitreǰsi od naivnega algoritma. Najhitreǰsi od
vseh je algoritem Forward.
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5.3.3 Povečevanje gostote grafa
Slika 5.5: Čas izvajanja ob povečevanju števila povezav
V naslednjem poizkusu imamo grafe s tisoč vozlǐsči, na katerih povečujemo
število povezav. Na x-osi imamo gostoto grafa. Na sliki rezultatov 5.5 se
vidi odstopanje algoritma AYZ od algoritma z obdelavo vozlǐsč, kjer se štetje
na gosteǰsih grafih v večini izvede po metodi množenja matrik. Algoritma
sta bila v preostalih vhodih skoraj enakovredna. Za naivni algoritem in
algoritem z množenjem matrik vidimo, da se čas izvajanja ne spreminja prav
veliko s povečevanjem števila povezav. Na polnem grafu pri algoritmih Itai-
Rodeh, naivnem algoritmu in algoritmu Forward vidimo majhno pohitritev.
Pohitritev se zgodi zaradi sprotnega prevajanja v JVM.
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5.3.4 Zmanǰsevanje gostote grafa
Slika 5.6: Čas izvajanja ob povečevanju števila vozlǐsč
Poizkus na sliki 5.6 prikazuje čase izvajanj algoritmov ob povečevanju števila
vozlǐsč in konstantnem številu povezav. V vseh algoritmih, razen naivnem in
algoritmu z množenjem matrik, čas izvajanja pada. Do pohitritev izvajanja
pride zaradi nižjih stopenj vozlǐsč.
5.3.5 Približno štetje
Za primerjavo smo izvedli še testiranje na redčenem grafu po metodi barvnega
štetja trikotnikov s programom za obvelavo povezav. Za N = 10 smo na
grafu ER modela (n = 10.000,m = 2.500.000) dosegli 100-kratno pohitritev z
napako 0,5 % in na grafu Facebook prav tako približno 100-kratno pohitritev
s 4,9 % napako.
Diplomska naloga 39
5.4 Diskusija
Najbolǰsi izmed vseh je bil algoritem Forward. Malo za njim pa v večini
primerov algoritem z obdelavo povezav. Prostorska zahtevnost matrik sose-
dnosti ni bila ovira pri izvajanju, saj je bil pri algoritmih, ki jo uporabljajo,
večji problem njihova hitrost izvajanja. Algoritem z množenjem matrik in
naivni sta bila tudi najpočasneǰsa za večino testnih vhodov, razen na zelo go-
stih grafih. Na preostale algoritme ima večji vpliv stopnja vozlǐsč in število





V diplomskem delu smo predstavili problem štetja trikotnikov v grafih in al-
goritme za reševanje tega problema. Štetje trikotnikov je računsko zahtevna,
vendar pomembna statistika za nadaljnjo analizo grafov. Iskanje trikotni-
kov in podobnih vzorcev nam pomaga odkrivati strukture v kompleksnih
omrežjih.
Podrobno smo najprej predstavili algoritme za točno štetje in na kratko
opisali nekaj metod za približno štetje. Nad algoritmi za točno štetje smo
na koncu izvedli eksperimente. Najbolje izmed vseh se je obnesel algoritem
Forward in malo za njim algoritem z obdelavo povezav. Na zelo gostih grafih
pa je bil bolj uspešen naivni algoritem, vendar gostih grafov v praksi ne
srečujemo veliko. Na koncu še pokažemo, da lahko z algoritmom za približno
štetje dobimo zadovoljive rezultate v kraǰsem času.
Možnosti za nadaljnje delo v tej tematiki je veliko. Veliko raziskovalnih
del je posvečenih približnemu štetju in porazdeljenemu štetju trikotnikov.
Posebna veja podobnih problemov pa je, ko je celotno omrežje preveliko, da
bi ga shranili v pomnilnik, in se problem rešuje z algoritmi na podatkovnih
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