statistically significant impact on investment in the economy between the 5 th and the 9 th forecast periods. The small sample size imposes limitations on the investigation of these two major issues with respect to the Russian economy that have so far escaped rigorous econometric modeling employed in this paper.
I. Economic Performance: 1999-2005
Figures 1-6 present the growth of GDP, manufacturing sector output and investment in the economy, all in constant rubles; CPI-based core inflation rate and real ruble appreciation; and oil-price-based tax collection from the oil sector estimated in the log of each variable is regressed with a constant and a linear time trend, the trend coefficient for GDP is 1.6 percent, for manufacturing output, 0.6 percent, and for investment, 2.4 percent. These estimates suggest that the Russian economy has overcome the massive uncertainties culminating in the debt default and the substantial ruble devaluation of August 1998 analyzed in Desai (2000) . The core inflation has also subsided although the CPI-based inflation rate moves up slightly in the last six quarters 
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FIGURE 6. INDEX, WITH 1999 Q1=100, OF PROXY FOR TAX ON OIL EXPORT EARNINGS, 1999-2005
Note: Price of oil per barrel in constant rubles is derived by weighting the dollar price of oil with the nominal ruble/dollar exchange rate divided by the CPI of Table 4 . 
II. The Models
The VAR models employed for analyzing the impact of real ruble appreciation on manufacturing sector output (VAR 1) and of the escalating oil sector taxation on investment in the economy (VAR 2) are stated here. The variables are defined as manufacturing sector output (x), real GDP (y) and real exchange rate (rer) for VAR 1, and real investment (i), real GDP (y) and oil sector tax proxy (tax) for VAR 2. All variables are used in logarithms.
Unit root tests indicated one unit root for manufacturing sector output (x), real GDP (y), and real investment (i); two unit roots for the real exchange rate; (real exchange rate has one unit root when a trend is considered.); and a stationary tax proxy. At the same time, cointegration tests suggested cointegration among x, y, rer of VAR 1 and among i, y, tax of VAR 2. Therefore, following Clements and Mizon (1991) , levels of the transformed variables rather than their differences were employed in the estimation.
Again, the reduced form equations (1) (stated immediately below) were estimated with the first lag of the variables: given the small sample size, the introduction of more than one lag might affect the consistency of the reduced form estimates. In the final estimation step, the structural error terms of the variables were recovered from the reduced form error terms via Cholesky decomposition (Enders, 1995) with the purpose of rigorously measuring structural shocks to the endogenous variables.
Consider the reduced form framework of VAR 1: (1) with
Note that the reduced form residuals are correlated with each other. 12 parameters for c i 's and a ij 's and 6 variance and covariance terms of Σ were estimated from (1). However, the reduced form system in (1) is under-identified because structural error terms rather than the reduced-form error terms must be used for rigorous economic analysis. The structural model (2) presented below involves 1 constant term, 2 contemporaneous terms among the variables, 3 lagged variables, and a variance term requiring the estimation of 7 parameters for each equation. The column vector gives the structural error terms of x, y, and rer. Thus, the restrictions in (3) assume that manufacturing is not affected by contemporaneous GDP and real exchange rate shocks, and GDP is not affected by a contemporaneous real exchange rate shock. The reduced-form regressions of VAR 2 were similarly estimated and Cholesky decomposition was used for recovering the structural errors of investment, GDP and tax.
The relevant restrictions imply that the structural shocks of GDP and tax do not affect investment contemporaneously nor does the structural shock of the tax proxy influence contemporaneous GDP.
III. Analysis of Estimation Results
The structural errors of the endogenous variables are employed for rigorously measuring the impact of these error shocks on a given variable via impulse response and forecast error variance decomposition analyses. The impulse response functions measure the impact of a positive one standard deviation error shock to a variable on other variables. On the other hand, the forecast error variance decomposition analysis measures fractions of forecast error variances of the variables from their own structural errors or errors of other variables. In principle, it provides robust explanatory powers to shocks of a variable for forecasting other variables.
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Impulse Response Functions
The impulse response function (the solid line) and its 95 percent confidence intervals (the dotted lines) in figure 7 show the response of manufacturing output with respect to one standard deviation structural shock to real exchange rate based on VAR 1. 
FIGURE 7. RESPONSE OF MANUFACTURING OUTPUT TO A SHOCK IN THE REAL EXCHANGE RATE OF THE RUBLE.
Notes: The solid line represents the impulse response of manufacturing output to one standard deviation structural shock to the real exchange rate. The dotted lines represent 95 percent confidence intervals of the impulse responses. These impulse responses refer to fifteen quarters of the forecast horizon. Source: The impulse response function is derived from VAR 1. The calculations are available from the author.
shock in exchange rate, which corresponds to an appreciation of the Russian ruble. This effect seems to be persistent through most of the 15 year forecast horizon. However, the result, statistically non-significant, raises problems about its explanatory power. Figure 8 reports the response of investment to one standard deviation structural shock in the tax proxy from VAR 2. The initial response of investment to a positive structural error in the tax proxy is positive but statistically non-significant. However, the response becomes negative after the 2 nd forecast period and is statistically significant between the 5 th and 9 th quarters. 
FIGURE 8. RESPONSE OF INVESTMENT TO A SHOCK IN OIL SECTOR TAX.
Notes: The solid line represents the impulse response of investment to one standard deviation structural shock to the tax proxy. The dotted lines represent 95 percent confidence intervals of the impulse responses. These impulse responses refer to fifteen quarters of the forecast horizon. Sources: The impulse response function is derived from VAR 2. The calculations are available from the author.
Forecast Error Variance Decompositions
The forecast error variance decompositions of manufacturing output of VAR 1 are reported in Table 1 
IV: Conclusions
Two conclusions and policy implications emerge from these estimates and analysis. First, the evidence provided by the impulse response functions and the forecast error variance decomposition is inconclusive with respect to the impact of the DutchDisease-related ruble appreciation on Russia's manufacturing sector. By contrast, the performance of Russian manufacturing activity is evidently troubled by structural shocks generated within the sector itself perhaps reflecting its rigid, limited pro-market environment. The Russian policy makers' insistence on reining in the real appreciation of the ruble to "protect " the manufacturing sector (in contrast to the IMF's insistence on controlling the inflation rate) seems misplaced. Second, the escalating taxation of the oil sector has adverse effects on investment and growth in the economy. iii The inclusion via appropriate dummies of the judicial proceedings against the oil tycoon Mikhail Khodorkovsky starting in October 2002 might add to the negative impact.
