The characteristic features of sprays pose unique challenges to multiphase flow methods that are used to model and simulate their behavior. This article reviews the principal modeling challenges posed by sprays, and discusses the capabilities of different modeling approaches by classifying them according to the basis for their statistical representation and the level of closure. The article goes on to provide guidelines for their comparative assessment and also a perspective on the outlook for spray modeling. Multiphase flow simulation approaches that are used for spray computations are classified according to scale, accuracy, computational cost and problem complexity. The requirements of a simulation method to be successfully used for spray computation are then discussed. The review concludes with a perspective on the outlook for spray simulation methods.
INTRODUCTION
The purpose of this article is to review the principal challenges encountered in the modeling and simulation of sprays, and to summarize the progress made in addressing these challenges using current multiphase flow modeling approaches. Implications for the outlook of spray modeling and simulation methods are also outlined. Specifically, this review paper attempts to provide the reader with an understanding of how current multiphase flow modeling approaches and simulation methods apply to sprays, so that the practitioner may make an informed decision about the choice of modeling approach and simulation method. This understanding is based on a systematic description of the modeling challenges posed by sprays, and their characterization in the appropriate space of dimensionless parameters. By explaining the fundamentals of different multiphase modeling approaches and assessing their comparative advantages, we hope to assist the practitioner in developing simulation tools suitable to the application. It is not the intention of the current review article to present the details of each modeling or simulation technique. We direct the reader to existing reviews for the details of specific modeling approaches.
Sprays have found widespread application in many engineered systems owing to the simple, inexpensive and efficient manner in which interfacial area can be increased by several orders of magnitude. In these applications, the spray process is essential to enhancing transport of mass, momentum or energy. As simple a device as a spray nozzle is, the physics governing the breakup of the bulk liquid and subsequent transport is extremely complex. The primary breakup of the liquid into dispersed droplets and ligaments is a complicated phenomenon, and has been the topic of recent reviews [45] . The focus of this review is on modeling and simulation of the dispersed spray, and not on the primary atomization processes. Some of the complexities encountered in the dispersed part of the spray are outlined hereunder in the context of spray combustion.
At the outset, the spray is a classical two-phase flow, which could involve mass transfer from the droplet phase to the continuous phase due to vaporization. In the case of reaction (e.g., combustion), the mass transfer is also accompanied by energy release and transport, which further enhances vaporization. This coupled nature of the transport phenomena makes spray combustion a problem that is both interesting and challenging to simulate.
Sprays are characterized by a wide range of droplet sizes and velocities. To illustrate this point, we consider data obtained from a typical Phase Doppler Particle Analyzer (PDPA) measurement in a hollow cone spray. dataset (of which a fraction is illustrated in these figures) shows that the droplet speeds and droplet diameters at a given spatial location may vary over two orders of magnitude. This variation of velocity and diameter makes spray modeling a challenging problem because the mean velocity and diameter are not adequate to characterize the complex spray-gas interaction. Later we will see that any statistical description of sprays must take this feature into account if it is to reproduce spray phenomena accurately. Figures 1(a) and 1(b) also reveal that the small droplets have a range of velocity values that is comparable to the large droplets. The correlation coefficient between size and velocity for the data shown in Fig. 1(a) is 0.326, and it is 0.473 for the data shown in Fig. 1(b) . The low but positive values of the correlation co-efficients indicate that the size-velocity correlation cannot be ignored. The scatter plots also indicate that the joint probability density function (pdf ) of velocity and diameter depends on spatial location within the spray. Although statistical descriptions of velocity distributions using pdf 's or moments are widely used in single-phase turbulent flows, there are some additional features that are peculiar to sprays which merit special attention. Figure 2 is a plot of droplet velocity vectors at two nearby spatial locations in the spray that are separated by 2 mm. Each vector is colored based on the diameter of the droplet (red indicates large droplets of size greater than the mean diameter and blue indicates small droplets of size less than the mean diameter). Although the data at each location are not recorded simultaneously, the results indicate that the distribution of velocity and diameter at a given spatial location (indicated by the black square box in Fig. 2 ) arises from the flux of droplets originating at different neighboring locations (in this example, from the two locations where the velocity vectors originate). This observation has two important consequences. The first is that, unlike in the case of single-phase turbulence where momentum transfer at the level of a fluid particle at a given spatial location is diffusive (due to viscosity) at the small scales, the transfer of momentum in the dispersed phase in sprays can be kinetic (streaming) and collisional. Secondly, the presence of a distribution of droplet velocities in an arbitrarily small spatial neighborhood at a single spatial location arising from a kinetic transport mechanism results in a phenomenon termed polykineticity. In its simplest setting, one can imagine the possibility of the droplet velocity having arbitrarily large changes in magnitude (and sign) in an infinitesimal spatial neighborhood because of two dilute droplet streams crossing each other [24] . As seen in Fig. 2 , there is a high degree of polykineticity in this spray, both in magnitude and direction. As discussed before, sprays are fundamentally different from single-phase flows both in the mean as well as their turbulence structures. Although there is a similar distribution of fluid particle velocity in single-phase turbulence, in that case the random velocity field is continuous and differentiable because the fluid particle is a continuum concept that is affected by viscous diffusion at the smallest scale. The Reynolds-averaged equations for mean and higher moments in single-phase turbulence retain the diffusive nature of the Navier-Stokes equations that govern a realization of the fluid velocity field. On the other hand, in the case of sprays the transport equation for the velocity distribution (see Sec. 3.2) is governed by kinetic and collisional terms. The averaged moment equations derived from this transport equation will have a viscous diffusive term only if there is separation of scales and the collisional term dominates. As we will see later, the regime where such physics can be expected is a function of the droplet Knudsen number (Kn). Figure 2 also shows that the larger droplets have a preferential direction of movement that is different from the smaller droplets. Capturing this size-dependent velocity is important for accurate prediction of droplet dispersion. With these observations as the background, we would like to emphasize that any model of spray transport should be able to handle polydispersity, size-velocity correlation, and polykineticity. In addition, spray velocity distributions are not equilibrium (Maxwellian) distributions. The nonlinear, non-equilibrium, polydisperse and polykinetic characteristics of sprays pose modeling challenges that are elaborated in further detail in Section 2.
Fully-resolved direct numerical simulation (FR-DNS) [49, 91, 32] of liquid droplets in an ambient gas, wherein boundary conditions are imposed on each droplet's surface and all flow features around each droplet are fully resolved (droplet deformation is considered in the studies of Helenbrook and Edwards [49] and Quan et. al [91] ), offer a high-fidelity representation of droplet-gas interaction that requires no models at the continuum level (the final stage of droplet breakup still has to be modeled). However, such computations are very demanding and not practical for spray applications. Nevertheless, such DNS studies are very useful for model development [111, 114, 113] . In order to estimate the complexity of solving a realistic spray problem using DNS, let us consider a typical airblast atomizer spray that flows about 10 kg/hr of Jet-A while producing droplets with a mean diameter on the order of 50μm. This corresponds to a droplet number flux of ª 10 7 droplets per second. For realistic domain sizes and simulation time intervals, the number of droplets that need to be accounted for could easily be higher by two more orders of magnitude (10 9 droplets). Clearly droplet-resolved simulations of such a large problem is not only computationally challenging, but also unnecessary for device-scale simulations.
Statistical descriptions of multiphase flow have always been used by engineers because of the need to reduce the amount of information obtained from a single realization of sprays, to the essential quantities that are relevant for engineering design. Multiphase flow modeling approaches are usually classified as Lagrangian-Eulerian (LE) 1 or Eulerian-Eulerian (EE), but this terminology is misleading because the same statistical modeling approach can lead to equations that are solved in either the Lagrangian or Eulerian frame of reference. A more useful classification is based on the statistical representation of multiphase flow that is used to develop the model, rather than the frame of reference employed to solve the resulting model equations. This leads to a classification based on the random-field and stochastic point process approaches that are described in Section 3. These and other spray modeling approaches described in Sec. 3 have varying levels of capability in addressing the modeling challenges posed by sprays. These are compared in Sec. 3.3.
In discussing the above complexities, we wish to point out that several analogies can be drawn between liquid-gas (sprays) and solid-gas (particulate) flows. In the low Weber number regime, the droplets in a spray tend to remain spherical and behave much like solid particles, with the drag models requiring minor modifications. The physical approximations in terms of Kn and volume fraction apply to both classes of flows. A major difference between these two classes of flows arises in the set of possible outcomes from two-particle collision events. In the case of solid-gas flows, the most probable outcome may be that the sizes of the colliding particles remain unchanged after collision with their velocity vectors being altered. In the rare instance of a high relative velocity collision, one could envision break-up of the particles. However, in the case of sprays, several outcomes are possible ranging from coalescence to shattering (break-up). This set, of course, includes the outcomes possible in solid-gas flows. This remains the point where, physically, liquid-gas flows begin to deviate from solid-gas flows.
The spray modeling approaches described in Sec. 3 lead to model equations that are simulated using a wide range of methods, and these are discussed in Sec. 4 . The principal requirements of spray simulations are then outlined in Sec. 4.2. The utility of various simulation approaches is reviewed from the standpoint of a tradeoff of accuracy and computational cost. Finally, the principal findings of this review are summarized in Sec. 5
CHALLENGES IN MODELING SPRAYS
As mentioned before, modeling sprays is challenging because they are characterized by: 1. Wide range of volume fraction and droplet Knudsen number (see Glossary for definitions) 2. Randomness in the configuration of the dispersed phase 3. Nonlinearities such as drag dependence on velocity distribution 4. Polydispersity and size-velocity correlation 5. Multiscale interactions 6. Polykineticity 7. Nonequilibrium effects that lead to phenomena such as preferential concentration and clustering.
All these characteristics can have a significant impact on the design and performance of spray devices in various applications. These characteristics are now discussed in detail.
Wide range of volume fraction and droplet Knudsen number
Sprays are characterized by volume flux variations of more than one order of magnitude over the visible part of a spray. For the simpler case where the droplets of all sizes are moving with nearly the same mean velocity, the variations of volume flux and volume fraction are analogous. However, similar qualitative arguments hold even with non-zero (and typically small) size-velocity correlation. In a typical spray, the volume flux variation is measurable within radial location changes on the order of 1mm. This is therefore the macroscale associated with the spray. This scale can be used in the calculation of Kn, which will be discussed in the next section. Figure 3 is a plot of the pdf of the non-dimensional pairwise droplet spacing at a single spatial location in the spray. The pairwise spacing is calculated from the raw data provided by a PDPA measurement. It was ensured that the data validation rate in the PDPA measurement was greater than 95%. Therefore, in a statistical sense, instrument rejection is not going to affect the pdf. The pairwise temporal spacing of a successive pair of droplets is obtained from the raw data. This temporal spacing is then multiplied by the speed of the previous droplet (the preceding droplet in the pair) to estimate the distance between the pair of droplets. This spacing is divided by the average diameter of the pair of droplets involved yielding a non-dimensional distance between a pair of droplets in terms of the droplet diameter. This non-dimensional pairwise spacing is calculated for the complete sample set and a pdf is constructed. The symbols in Fig. 3 
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Trends in multiphase modeling and simulation of sprays are from the experimental PDPA data while the solid line is a best fit lognormal distribution. Firstly, it is interesting to note that the non-dimensional droplet spacing exhibits a long tailed distribution similar to droplet size. Secondly, a simple arithemetic mean value of the non-dimensional spacing is skewed by the large values owing to the long tail and may not describe the microscale spatial structure of the spray. This nondimensional droplet spacing can also be construed as an indirect estimate of the conventionally defined free path. In making this extrapolation, one requires assumptions related to molecular chaos which have not been tested and may not be valid for sprays. In spite of these assumptions, it is useful to examine the data presented in Fig. 3 as a representation of the free path distribution. This may have interesting implications for the utility of a mean free path. In many instances it is easier to measure droplet spacing to characterize the spray microstructure, and for a given velocity distribution the free path distribution is expected to scale with the droplet spacing distribution. Therefore, in this work we construct a Knudsen number based on the mean droplet spacing instead of the mean free path.
We construct the Knudsen number as the ratio of the droplet mean spacing ͗λ͘ to a length scale L that is characteristic of the variation of mean quantities associated with the droplet phase. This droplet Knudsen number is used to quantify the separation of macro from microscales. As mentioned before, the length scale L over which macroscopic variations are observed is on the order of 1mm in the present experiment. Although continuum fields may be meaningfully defined in terms of ensemble averages for any liquid volume fraction [29] , the separation of scales ͗λ͘ << L is crucial for the development of continuum balance equations. If in addition the flow is collision dominated, then standard kinetic theory treatments apply and the Chapman-Enskog closure approximations can be employed for low Knudsen number (Kn < 0.1 is usually taken as the limit for Navier-Stokes equations to apply in a continuum description of the liquid phase [79] .) Higher Knudsen numbers (0.1 < Kn < 1.0) are classified as the 'slip regime' (Navier-Stokes (NS) equations may be applied with partial-slip boundary condition at walls [12] ), while Kn > 1.0 is usually considered as dominated by free-molecule transport. The non-dimensional mean pairwise spacing is calculated from the point wise data (as discussed before) and plotted in fig. 4 as a function of the radial position. As can be seen, this quantity varies over two orders of magnitude over the visible parts of the spray. This highlights one of the central complexities in spray modeling: that the spray droplets can be represented as a continuum at the core while at the edges they must be treated as a rarefied gas. Any consistent spray model must asymptote to these limits in the appropriate physical regions.
The local continuum structure of the spray is also a function of the droplet Mach number (see Glossary for a definition). The droplet Mach number determines whether the conservation equations for mass and momentum in a continuum description of the droplet phase will be parabolic (low Mach number) or hyperbolic (high Mach number). In the latter case, collisional momentum transfer between droplets is not significant but droplets travel in groups with high average velocity relative to their fluctuation velocity and can accumulate in 'shock-like' regions. In regions of high volume fraction, the local droplet Knudsen number may be less than 0.1 and collisional momentum transfer may be significant. On the other hand, the droplet Knudsen number can be large if either the flow is dilute, or the (droplet) Mach number is large [87] . The latter consideration follows from the usual practice of estimating the magnitude of the pair relative velocity using the granular temperature [(which is one-third the trace of the velocity covariance)] in homogeneous granular flows, but the droplet velocity covariance may be a poor estimate of the magnitude of pair relative velocity in sprays. Continuum approximations of the spray must include the effects of both the local droplet Knudsen and Mach numbers.
Randomness in configuration of the dispersed phase
The statistical variability inherent in sprays that was noted earlier necessitates statistical models. The positions and velocities of the spray droplets can be modeled as random vectors. An important characteristic of sprays is the correlation of droplet velocity with spatial location, and representing this joint dependence is important for accurate calculation of spray and gas dynamics. Fluctuations in droplet velocity arise from momentum exchange with the carrier gas and from collisions with neighboring droplets. A typical experiment on a given spray only delivers one realization of the process. Therefore, a statistical framework needs to be put in place to handle the variation from realization to realization. This is typically handled by invoking either a random field approach or a point process approach, which are discussed in Sec. 3.
Nonlinearities such as drag dependence on velocity distribution
In addition to the nonlinearity of the NS equations governing the gas phase dynamics, the inertia of spray droplets results in a nonlinear dependence on droplet velocity, when the droplet Reynolds number Re d > 1. The momentum transfer due to drag between gas and droplets is characterized by a drag law [96, 1] . Even for monodisperse droplets, the distribution of droplet velocities implies that the mean 324 Trends in multiphase modeling and simulation of sprays momentum exchanged by the droplets with the gas is not the momentum exchange evaluated at the mean droplet velocity. Apart from the mean droplet velocity, droplet acceleration also plays a role. Two reasons are usually attributed to modification of the drag force on a particle due to its acceleration. The first effect due to which the drag force is modified due to acceleration is attributed to the added mass of the continuous phase. The second effect is due to the fact that droplets, unlike particles, are deformable entities. Therefore, the shape of the droplets is subject to change during the course of their transport, especially due to acceleration. This increased drag force is also likely to affect the macroscopic transport and dispersion of the droplets. As droplets evaporate, their size and inertia decrease, and this couples energy balance to the mass and momentum balance equations [32, 31] .
Polydispersity and size-velocity correlation
Droplet size influences heat, mass and momentum exchange with the carrier gas. In order to accurately capture the mean interphase momentum, mass and heat transfer terms, spray models must incorporate the size distribution of droplets. Again, the mean value of the interphase exchange (e.g., drag force magnitude) for a polydisperse spray is not equal to the value of the interphase exchange calculated from the mean droplet size. As noted earlier, the size-velocity correlation is also significant in sprays (cf. Fig.  1 ) and since these interphase exchange terms also depend strongly on the droplet velocity, it is necessary that models capture this joint size-velocity dependence accurately. The other aspect of polydispersity is that it introduces an additional range of length and time scales into the spray problem.
Multiscale interactions
Monodisperse particles or droplets interacting with a homogeneous turbulent carrier-phase is itself a complex multiscale problem that poses formidable modeling challenges [82, 119, 85] . In sprays the combination of polydispersity and spatial inhomogeneity result in an even wider range of length and time scales in both the carrier and dispersed phases. This poses additional modeling challenges. Some specific issues associated with modeling these multiscale interactions are discussed below.
Multiphase turbulence
The fluctuations in gas and droplet velocity with respect to their corresponding mean velocities are important, and require a multiphase turbulence model. Very often the multiphase turbulence model that is used is a modification of a single-phase turbulence model, but multiphase turbulence phenomena can be quite different from single-phase turbulence. This necessitates models specifically designed to capture these unique aspects. The principal aspects of multiphase turbulence that are relevant to sprays are discussed below. Gas-phase turbulence. Gas phase velocity fluctuations can arise either from the inherent turbulence in the gas or due to the generation of gas phase velocity fluctuations as high speed gas flows past droplets. In fact, even laminar multiphase flows can exhibit significant levels of pseudo-turbulent velocity fluctuations with a range of length and time scales, as recently shown by FR-DNS of gas-solid flow by Tenneti et al. [112, 113] .
Turbulence in the carrier phase results in a range of length and time scales. The density difference between the dispersed and carrier phases results in droplets having higher inertia than fluid material volumes or eddies of the same size. Therefore, dispersed phase droplets may interact dynamically and exchange momentum with fluid eddies that are much larger in size [83] . This point is discussed in greater detail in the next section.
Dispersed-phase turbulence. Velocity fluctuations in the gas phase enhance momentum, heat and mass transfer, and they interact with droplet velocity fluctuations, thereby also affecting droplet dynamics and dispersion. In sprays the mean gas phase pressure gradient that drives the spray results in a mean slip velocity between droplets and gas because of the higher inertia of the liquid droplets.
Additional physical constraint principles need to be satisfied for a multiphase turbulence model to be physically consistent. Recently, Xu and Subramaniam [120] have derived a conservation principle that in homogeneous turbulent two-phase flows, the rate of work P m done by the mean drag ͗F͘ times the mean slip velocity ͗W͘ (defined as the difference between fluid and dispersed phase mean velocities) can be written as
and is partitioned into sources of interphase turbulent kinetic energy (TKE) transfer in the fluid (P (f ) ) and dispersed (P (d ) ) phases respectively, such that P (f ) + P (d ) = P m . These source terms appear in evolution equations for k (f ) and k (d ) that are given below. This constraint arises from the kinematic condition that the fluid velocity in each phase is equal to the interface velocity in the case of zero mass transfer, and it applies to droplets of all sizes (larger or smaller that Kolmogorov scale of gas-phase turbulence). Therefore, this constraint applies directly to nonvaporizing sprays, and applies in a slightly modified form to vaporizing sprays.
The evolution of k (f ) for a homogeneous two-phase flow is given by [119, 82, 112] ( 1) where ρ (f ) is the gas-phase density, τ is the stress tensor, n (f ) is the unit normal vector pointing outward from the gas phase into the liquid phase, δ (x -x (I) ) is the Dirac delta function representing the gas-solid interface, μ (f ) is the gas-phase dynamic viscosity, and S is the strain rate tensor. The interphase turbulent kinetic energy (TKE) transfer P ( f ) in Eq. 1 arises from the fluctuating velocity-stress tensor correlation that is nonzero at the gas-droplet interface due to the Dirac delta function. The viscous dissipation in the gas phase ε (f ) is a sink of energy since S ij S ij is always a positive quantity [112] .
On the other hand, the evolution equation of the dispersed-phase fluctuating kinetic energy k (d) for a homogeneous system is
where n (d) is the unit normal vector pointing outward from the droplet into the gas phase, and
is the instantaneous momentum transfer from gas to droplet. Note that the unit normal vectors are related to each other as n (d ) = -n (f ) . Equation 2 holds only for non-deforming droplets because although the kinematic condition on interface velocity holds even for deformable droplets, some energy goes into work done in deforming the droplet surface; therefore, all of P (d ) does not contribute to k (d) as shown. It has been shown that the correlation of the fluctuating particle acceleration with the fluctuating particle velocity P (d ) acts as both source and sink of dispersed-phase kinetic energy [57, 58, 110] .
The kinetic energy of the two-phase mixture e m is defined as
The mixture kinetic energy evolution equation is obtained by adding Eqs. 1 and 2 as (3) The principle of conservative interphase TKE transfer introduced by Xu and Subramaniam [120] states that the summation of interphase TKE transfer between the two phases (P (f ) + P (d) ) equals the inner product of the mean slip ͗W͘ and the mean momentum transfer ͗F͘, such that
The component of mean slip velocity that is aligned with the mean interphase momentum transfer [51, 110] results in an TKE transfer P m that is positive and represents a source of energy, while the viscous dissipation and the collisional dissipation are sinks of energy. At steady state, the terms on the right-hand-side of Eq. 4 should balance each other.
Scales of structures in the dispersed phase
It was already noted that the range of free path distribution in sprays can result in a wide variation in the droplet Knudsen number, resulting in lack of separation between the micro and macroscales, possibly in regions of high droplet Knudsen number. Further evidence of this lack of scale separation in multiphase flows is obtained from FR-DNS of heat transfer in gas-solid flows where it is found that fluid heating (or cooling) by particles can result in the mean fluid temperature varying on scales comparable to the mesoscale spatial structure of particles (see Fig. 5 ). This lack of scale separation has implications for modeling. Models that are local in physical space are strictly valid only if the characteristic length scale of variation of mean quantities (macroscale denoted by
Figure 5:
Scale of structures in the dispersed and carrier phases. Macroscale structures correspond to gradients of the number density of the dispersed phase and scaled gas-phase mean temperature shown here for a gas-solid flow in a central-jet fluidized bed. Particle-resolved DNS reveals that the scale of variation of the scaled gas-phase mean temperature is on the order of a few particle diameters (top left panel), while the pair correlation of particles (bottom left panel) reveals that the scale of mesoscale structures in the solid phase is also on the same order of 2-4 particle diameters. The microscale corresponds to length scales on the order of a particle diameter, as shown in the FR-DNS simulation with contours of fluid velocity in the right panel. Extracted with permission from Subramaniam [105] .
l macro ) is always greater than a characteristic length scale l meso associated with the pair correlation of particles or droplets. (Usually the characteristic length scale of the pair correlation function is on the order of 1-10 droplet diameters, although in clustered or preferentially concentrated flows it could be higher.) This is because if scale separation does not exist and l meso ~ l macro , then surface phenomena such as heat transfer and vaporization occurring at a distance l meso from the physical location x would affect the evolution of mean fields at x. In the current scenario, all multiphase models are local in physical space, and therefore assume scale separation. Multiscale interactions are responsible for phenomena like preferential concentration and clustering that affect interphase transfer processes of momentum, heat and mass between the carrier and dispersed phases [15] . At the microscale, the acceleration, heat and mass transfer experienced by individual droplets can be affected by their being deep inside a group or cluster of droplets, or in a relatively isolated location. In fact, Chiu delineated several modes of droplet combustion based on their group behavior [20] . Preferential concentration of O(1) Stokes number particles or droplets in low vorticity regions of turbulent flow leads to the formation of mesoscale structures. In gas-solid flows it is also reported that the average drag experienced by the solid particles can depend significantly on the presence of clusters [71] . It follows that the interphase source terms in the carrier phase that represent momentum coupling should also account for this multiscale interaction.
Polykineticity
Polykineticity is associated with multiple droplets sampled at a given location exhibiting widely different velocities (see Figure 2) . As mentioned before, sharp changes in the droplet phase velocity over very short distances is a complicating feature of any spray. In order to understand the intricacies, let us consider the limiting regions discussed in figure  4 , where the droplet Knudsen number was shown to vary over two orders of magnitude. In the dense spray region, where Kn is small, the high frequency of droplet collisions acts as a momentum diffusion mechanism erasing sharp velocity gradients in the droplet phase. This is akin to the kinetic theoretic origins of viscosity. However, as we transition to the rarefied gas regime (the edge of the spray), the possibility of sharp gradients in the velocity field is increased. This is best explained by the canonical problem of crossing jets where two dilute particle laden jets would cross each other, if the collision frequency is sufficiently small [24] . As the particle volume fraction is increased, the jets exhibit increased momentum diffusion finally resulting in a coalesced jet for the case of a dense particulate jet. This transition region is of interest to spray modelers as most of the volume flux in the spray would fall in this region of Knudsen number.
Nonequilibrium characteristics of the droplet velocity pdf
In sprays and gas-solid flow in risers, the droplet (or particle) Stokes and Knudsen numbers span a wide range resulting in velocity distributions that can be far from the equilibrium Maxwellian distribution that arises from elastic collisions in the collision-dominated low Knudsen number regime. This is because these velocity distributions are not always equilibrated by collisions but can be dominated by transport [37] . In such cases, accurate representation of the nonequilibrium velocity distribution can be important for predictive spray modeling.
Requirements of multiphase models
Given the aforementioned complexities in modeling sprays, it is useful to first lay out the primary requirements of a robust model.
Mathematical representation that is capable of representing the physical phenomena of interest:
One of the key challenges in statistical models is knowledge of what constitutes an adequate level of description to accurately describe the physical phenomena of interest. For instance, in the case of single-phase turbulent flows, a statistical closure at the level of the mean velocities and Reynolds stresses (second moment closure) is often adequate for nonreacting flows, but closure at the joint probability density of composition is required for reacting flows with temperature-dependent Arrhenius-type reactions. Similarly, in the case of sprays the mathematical representation must be adequate to represent the principal phenomena of interest, such as size-velocity correlation. 2. Accurate and consistent models for the unclosed terms that need to be modeled:
As described in Section 3, there are two principal spray modeling approaches, commonly referred to as Lagrangian-Eulerian and Eulerian-Eulerian in the literature [105] . There are consistency conditions that arise from the equivalence between these two descriptions, and therefore models developed in either approach should be consistent with the implied moment closures in both approaches [84] . The models should also be Galilean-invariant [105] . Some LE implementations of spray sub-models are not numerically convergent with variation of number of computational particles (parcels) and grid size because the sub-models are formulated by including numerical parameters in such a way as to preclude an asymptotic solution in the limit of infinite numerical resolution. Therefore, it is desirable that spray sub-models be formulated in such a way that their computational implementations are numerically convergent and reproduce an asymptotic solution in the limit of infinite numerical resolution of appropriate numerical parameters.
Ability to represent complex geometry:
The wide variety of application areas in which sprays are encountered often employ devices with complex geometries. In order to understand and analyze spray characteristics and optimize designs it is important to represent the complex geometrical features of these applications. Therefore spray simulation codes need to have the capability to represent complex geometry in order to be useful in design optimization of spray devices.
MULTIPHASE FLOW MODELS
As shown in Fig. 6 , the two principal approaches used to model multiphase flows are: (i) the random field approach in which both dispersed and carrier phases are represented as random fields in the Eulerian frame, and (ii) the point process approach in which the dispersed phase is represented as a stochastic point process in the Lagrangian frame and the carrier phase represented as a random field in the Eulerian frame. The random field approach at the closure level of moments leads to the Eulerian-Eulerian (EE) two-fluid theory in its ensemble-averaged [28, 29] and time-averaged variants [54] . Polydispersity in sprays can be modeled using the sectional approach in an Eulerian frame [46, 48] , where the continuous size distribution is approximated by a finite number of size classes corresponding to the average diameter in an interval. The sectional approach [63, 61] has been derived rigorously starting from a kinetic description based on Williams' transport equation for the droplet distribution function (ddf ) [62] and is sometimes also referred to as the multi-fluid approach 2 .
The Lagrangian-Eulerian (LE) or Euler-Lagrange approach corresponds to a closure of the point process representation at the level of the ddf or number density function (ndf ), with the carrier phase being represented in an Eulerian frame through a Reynolds-averaged Navier-Stokes (RANS) closure, Large Eddy Simulation (LES) or Direct Numerical Simulation (DNS). Fox [37] notes that a mesoscopic description of the dispersed phase in terms of the kinetic equation governing the NDF evolution is the preferred approach for physics-based modeling of multiphase flows.
Random-field description
In statistical theories of turbulent single-phase flow, the Eulerian velocity field is represented as a random vector field [89] . A similar approach can be adopted for two-phase flows, but in addition to the velocity (and pressure) field it is also necessary to specify the location and shape of the dispersed-phase elements. The velocity field U(x, t; ω), which is defined in both thermodynamic phases, is a vector field that is defined at each point x in the flow domain in physical space, on the ωth realization. The dispersed-phase elements in that same realization are similarly described by a
Representations of a spray as a random field or as a a point process embedded in a random field, leading to the EE and LE approaches, respectively. The ddf approach leads to the sectional multi-fluid method, population balance equations and quadrature-based moment methods (QBMM). Both approaches can be used at different levels of closure, and their equivalence at the level of moment equations is indicated.
dispersed-phase indicator field I d (x, t; ω), which is unity for all points inside the dispersed-phase elements that are contained in the flow domain, and zero outside. Statistical theories based on random-field representations require the consideration of multipoint joint probability density functions, and these have not resulted in tractable engineering models even for single-phase turbulent flow [89, 86, 74] . Edwards and Marx have developed a multipoint theory for sprays but this has also not resulted in a tractable engineering model [33] .
Two-fluid theory
If statistical information at only a single space-time location (x, t) of the random-field representation is considered, this results in a single-point Eulerian-Eulerian two-fluid theory. In this case, the statistics of the velocity field U(x, t; ω), and the dispersed-phase indicator field I d (x, t; ω), are considered at a single space-time location, i.e., the indicator field reduces to an indicator function. The velocity and indicator function can be treated as random variables (or random vector in the case of velocity) parametrized by space and time variables. The averaged equations resulting from this approach are described in Drew [28] , and Drew and Passman [29] . The single-point Eulerian-Eulerian theory can also be developed at the more fundamental level of probability density functions also, and this theory is developed by Pai and Subramaniam [84] .
Lagrangian representation of the dispersed phase
An alternative approach is to describe the dispersed-phase consisting of N s spray droplets using Lagrangian coordinates {X (i) (t), V (i) (t), R (i) (t), i = 1, ..., N s (t)}, where X (i) (t) denotes the i th dispersed-phase element's position at time t, V (i) (t), represents its velocity, and R (i) (t) its radius. The rigorous development of a statistical theory of multiphase flows [103] using the Lagrangian approach relies on the theory of stochastic point processes [22] , which is considerably different from the theory of random fields [89, 86, 2] that forms the basis for the Eulerian-Eulerian approach. The representation of sprays using a stochastic point process and the definition of the droplet distribution function has been discussed in detail elsewhere [103, 104, 105] . The ddf f(x, v, r, t) is the density of average number of droplets in (x, v, r) space. Starting from the definition of the ddf, one can derive the ddf evolution equation, which is also called the Williams spray equation [118, 104] :
In the above equation [ ]
, , ; .
LE approach
In typical implementations of the LE approach (e.g., the KIVA family of codes [1, 7] ) a solution method based on computational particles is used to indirectly solve for the ddf evolution, while the gas-phase is represented using a RANS model [105] .
Interphase coupling is accounted for by source terms that appear in the Eulerian gas-phase conservation equations for mass, momentum and energy. These source terms are computed from computational particle properties using a statistical estimator. However, it is possible to use the LE approach in other ways to develop different simulation methods. For instance, some LE simulations do not use a statistical representation but rather they represent each physical droplet by a particle. Typically such methods employ deterministic collision models, whereas those that use computational particles rely on stochastic collision models. It is also possible to couple a Lagrangian description of the dispersed phase using either physical or computational particles with large eddy simulations (LES) or direct numerical simulation (DNS) of the carrier gas phase, and these approaches are discussed in more detail in Sec. 4.1. Further details can also be found in Subramaniam [105] .
Population balance modeling
The population balance concept was first presented by Hulburt and Katz [53] , and the model derivation was based on the Williams-Boltzmann equation. The formulation included particle nucleation, growth and agglomeration [92] . We present a summary of this approach, where the droplets are described using a ddf f (x, v, r, t). The evolution of f (x, v, r, t) is influenced by (i) convective transport, (ii) nucleation and organic growth, (iii) external force fields, (iv) collision and the resulting exchange of momentum, (v) breakup and (vi) coalescence. The associated physics of these phenomena is modeled in a population balance framework. In this framework, microscale droplet processes, for example, collision, breakup or agglomeration are introduced into a macroscale transport model through a set of constitutive kernel functions. These kernel functions capture the microscale physics in a statistical sense and influence the macroscale evolution of f (x, v, r, t) .
The evolution of the ddf f (x, v, r, t) can be rewritten as [118] 
where ‫ރ‬ = f · coll , and f
The birth and death of droplet r due to breakup and coalescence are:
respectively. The issues involving the LHS of Eq. 6 have been discussed elsewhere [37] . The specific issue we will focus on in this section relates to handling the evolution of polydispersity and polykineticity, which will be handled in a population balance framework and are represented as the RHS of Eq. 6. The first term on the RHS of Eq. 6, ‫ރ‬ is the inelastic Boltzmann collision integral discussed in detail by Fox and Vedula [40] . In the Chapman-Enskog limit, to O(Kn) (Kn is the droplet or particle Knudsen number) this integral gives rise to a gradient diffusion of f in the velocity co-ordinate.
The micro-scale physics of droplet breakage or agglomeration is handled through a set of three kernel functions [92] . Firstly, G(f, |-v| r) 3 indicates the breakup frequency of a droplet of radius r j with a distribution function, f. The second function, β(r |r j ) is the probability kernel of a droplet of radius r forming from a breakup event of droplet with radius r j . This kernel is responsible for redistribution of mass from larger size classes to smaller size classes. The third kernel function, a(r, r j ) represents the coalescence probability of two droplets of sizes r, and r j . These three functions can either be obtained experimentally or from fully resolved simulations at the micro-scale [92] . These functions now allow for the modeling of the evolution of populations of droplets following the micro-scale rules defined in these kernel functions. For simple forms of these functions, equation (6) can be solved analytically [94, 93] .
The primary difference between the LHS of Eq. 6 and standard Navier-Stokes equations is the third term, -v. (·A k |x, r; t͘f ). This term accounts for the advection of the ddf through the velocity co-ordinate, due to the action of an external force. Integrating Eq. 6 in the velocity co-ordinate, one can show that this term gives rise to n·A k |x, v r; t͘ as a source term on the RHS in Eq. 14 [59] . This is in accordance with the conventional notion where (say) drag force is a source term in the momentum equation for the dispersed phase.
Following the procedure in Fox [37] , transport equations can be written for the moments of n(x, r t), the number density function. These moment equations of n can also be written in terms of classical Eulerian transport equations for mass and momentum. We will restrict our further discussion to that form and we will simplify Eq. 6. The balance of mass can be written as, (11) 
where the birth and death of a droplet with radius r due to breakup and coalescence are:
respectively. The list of admissible arguments are indicated for each function in Eqs. (6)- (10) . The accompanying balance of momentum reads,
where the birth and death of droplet r due to breakup and coalescence are:
respectively. The polykineticity aspect explicit in Eq. 6 is now retained as a gradient stress term, following the assumption that departures from local equilibrium are small [19] . This is, in principle, similar to modeling turbulence using the Navier Stokes equations and separating the velocity into a mean velocity field and a fluctuation field with the latter usually modeled as additional gradient stress. In the event that such separation is not possible (for example, in the dense spray region), this moment-based approximation is inaccurate.
These equations are closed in the variables (n, ·VÒ) as long as τ --can be related to the other field variables. These equations are the classical (isothermal) Population Balance Equations (PBE). These equations involve four microscopic constitutive functions to handle the breakage and coalescence processes: G(n, |-V|, r), β(r|r j ), ·Q|x, V, r; tÒ and a(r, r j ). As mentioned before, the PBE involve four microscopic constitutive kernel functions to handle the breakage and coalescence processes: (i) G(α, |-V|, r), (ii) β(r|r j ), (iii) ·Q|x, V, r; tÒ asnd (iv) a(r, r j ). These functions model the (i) frequency of breakage of a droplet of size r, (ii) the probability density of a droplet of size r forming from the breakup of a parent droplet of size r j , (iii) the growth rate of a droplet of size r and (iv) the agglomeration probability density of two droplets of sizes r and r j .
A range of possible forms of these kernel functions have been proposed for bubble breakup. The reader is referred to Jakobsen [55] and Liao and Lucas [64, 65] for the breakage and coalescence kernels widely used in the bubble breakup literature. In fact,
Krepper and co-workers have applied PBE to a wide range of bubbly flow problems and demonstrated good agreement between their predictions and experimental measurements [60] . In principle, the success of the application of PBE to bubbly flows should bode well for their use with sprays as well. This is because sprays are also two-phase in nature and similar to bubbly flows, except for two physical differences. Firstly, the inertia associated with the dispersed phase is higher, resulting in velocity field differences. Secondly, the range of Weber numbers and other non-dimensional parameters is quite different in the case of sprays. These two physical differences do not allow the direct usage of the bubble breakup kernel models. Specialized kernels are therefore required for spray PBE applications. Application of PBE to sprays is in its infancy [95] and requires more attention before confidence can be gained in the kernel functions being proposed.
Quadrature based method of moments (QBMM)
The method discussed in the previous section is referred to as the method of sections. It is now widely acknowledged that this method is the most accurate EE representation of sprays [14] . However, these methods are computationally not tractable on real systems. For example, a typical implementation of the inhomogenous MUSIG model requires about 3 to 4 weeks run time per simulation on a typical 3GHz workstation [95] . Industrially relevant configurations are even more challenging.
This has motivated the use of moment methods in these simulations, as they hold the promise of applying PBE methods to industrial problems. The moment methods start by deriving a moment transport equation from the EE model [75] . The moment transport equation for a given moment includes higher order moments. This is referred to classically as the closure problem. In order to overcome this issue, a closure model is usually postulated wherein the higher order moments are written as functions of the lower order moments. Quadrature Based Method of Moments (QBMMs) have been proposed as extensions in this class of models wherein the "pivot" points (in the size co-ordinate space) about which moments are taken are themselves allowed to vary. The moment transport equations are thus solved by quadrature and the concentration at each "pivot" size is known [67] .
As mentioned before, while EE models are computationally expensive, moment methods (MM) and QBMMs in particular are more tractable. It must be noted that EE models with standard population balance model implementation give us the complete ddf information from the simulation. In the case of QBMMs, the probability is known only at discrete pivot points in the size co-ordinate, although more recent approaches use kernel density functions. In order to get the complete ddf information, other reconstruction algorithms need to be invoked. One of the most commonly employed such algorithm is called the Maximum Entropy Formulation (MEF) [99] . The basic assumption in this method is that in the absence of more information, the distribution away from the pivot points takes on a form where the Shannon information entropy is maximized. The data known at the pivot points are posed as constraints in the maximization procedure. The MEF is an elegant way to fill the information that is unknown. Several researchers have employed this approach to derive the complete droplet size distribution and compared with experiments [76] . The main disadvantage of this method is that it is highly sensitive to the constraints posed and does not limit to physically consistent distributions as the constraints are relaxed [10] . Research is still underway to address these issues.
QBMMs are gaining particular popularity as they bridge the gap between models that are physically accurate and those that are computationally feasible for industrially relevant problems. QBMMs recover the Williams-Boltzmann spray equation in the limit of infinite pivot points. In addition, it is claimed that they conserve the flux terms accurately [67, 36, 24] . The main challenge for this class of models has to do with the constraints that need to be imposed to ensure realizability of the discretized distribution function. Recent efforts, especially in the direction of requiring that all weights and pivots are positive everywhere show promise for the method [116] . Finally, QBMMs form a class of models that have been proven to be worthy of the community's consideration, especially in its more recent implementation as the Direct Quadrature Method of Moments (DQMOM), which is discussed later.
Various computational approaches have been proposed to implement the Method of Moments (MM) to modeling spray problems. The simplest MM implementation requires that the droplet size distribution takes on a presumed functional form [23] . The functional form usually contains several parameters that may range in number from two to four. The moments are then explicitly evaluated with the parameters left as unknowns. The moment transport equations are now transformed into transport equations for these parameters (which are now upgraded to field variables). The transport equations are solved giving rise to an estimate of the complete distribution at every location. The disadvantage of this method lies in the very fact that a functional form needs to be assumed for the distribution and needs to be the same everywhere spatially. This lacuna is alleviated by the QMOM and more specifically DQMOM.
Direct Quadrature Method of Moments (DQMOM) is a method that was proposed by Marchisio and Fox [67] which is an extension of the QMOM discussed earlier. The method begins by transforming the EE equations for the ddf transport into a set of transport equations for the moments. DQMOM differs from the classical QMOM in that the moment integrals are directly evaluated using quadrature where each integral is replaced with a set of abscissas and a weight corresponding to each abscissa point. This converts the integral into a summation. The novelty in the approach proposed by Marchisio and Fox [67] was that they allowed the weights and abscissas to be upgraded into field variables in an Eulerian sense. The moment equations are now converted into transport equations for the weights and abscissas. These equations would still require closure and is achieved by less accurate estimates of the higher order moments.
Massot and co-workers have developed a whole class of such methods applicable to evaporating sprays in the stress-free continuum approximation [39] . These methods opened up a completely new modeling direction and has been rigorously shown to be applicable in dense polydisperse sprays. For more on this, we refer you to a recent monograph by Massot and co-workers [39] .
Comparative assessment of different modeling approaches
Based on the modeling challenges posed by sprays in Sec. 2 and the principal features of multiphase flow modeling approaches reviewed in Sec. 3, we provide a comparative assessment of current spray modeling approaches.
Wide range of volume fraction and droplet Knudsen number
The point process LE approach with two-way coupling can be used for dispersed two-phase flows from the dense to the dilute regime for the entire range of droplet Stokes and Knudsen numbers [105] . Both the two-fluid EE and PBE moment equation approaches can be used in regions of the spray where Kn < 0.1, but their closure models based on the Chapman-Enskog formalism are not applicable in other regions where this criterion is violated (see Fig. 4 where the Knudsen number criterion is violated in the center and edges of the hollow cone spray). While this limitation exists, it should however also be noted that the multi-fluid multi-velocity Eulerian approach that is based on the kinetic description [62] yields excellent agreement for number density evolution when compared with LE simulations for one-way coupled dilute polydisperse, evaporating sprays [56] . This favorable agreement is probably because the one-way coupled problem is not a very stringent test of models. The extension of these methods to two-way coupled dense sprays is ongoing, and preliminary reports appear promising [27] . It remains to be seen how well such Eulerian methods compare with experimental data.
Randomness in the configuration of dispersed phase
Since the LE approach represents the position pdf of the droplets it can reproduce the transport of the number density accurately even in the dilute collisionless regime. It can also capture droplet trajectory crossing accurately. Droplet velocity fluctuations also arise naturally in the LE approach. Eulerian approaches based on Chapman-Enskog type closures that assume collision-dominated flow typically fare poorly in the dilute collisionless regime. They are not capable of capturing droplet trajectory crossing. Eulerian approaches based on quadrature-based moment methods (QBMM) can capture the transport of the number density accurately even in the dilute collisionless regime, and they are computationally inexpensive compared to LE methods.
Nonlinearities such as drag dependence on velocity distribution
Since the LE approach represents the distribution of droplet velocities it easily captures the nonlinear dependence of droplet acceleration on droplet velocity. Eulerian approaches based on quadrature-based moment methods (QBMM) can also perform well in this regard provided the underlying distribution is represented by sufficient nodes.
Polydispersity and size-velocity correlation
In the sectional multifluid EE approach, polydispersity is represented in terms of size classes. A transport equation is associated with each of these size classes, and the interaction of each size class with the gas phase, as well as the interaction between size classes needs to be modeled [46, 48, 63, 61] . The Eulerian sectional approach can capture some aspects of the size-velocity correlation [95] . Eulerian approaches based on quadrature-based moment methods (QBMM) can capture size-velocity correlations well. When coupled with the sectional description of droplet sizes [62] , the resulting Eulerian multi-fluid, multi-velocity model [56] is shown to capture accurately both particle trajectory crossings and the size-dependent dynamics of evaporation and fluid drag. Since the LE approach represents the joint size-velocity pdf of the droplets it can reproduce size-velocity correlation effects faithfully.
Multiscale interactions
Treating the complex interaction between polydisperse spray droplets and turbulence in the carrier gas is easier in the LE approach than in the multifluid context. However, it should be noted that some phenomena such as clustering or preferential concentration of droplets actually require modeling the evolution of the two-particle or pair correlation function, which is not represented in ddf-based LE models [105] . Also it is possible to devise models of multiscale interactions even in the Eulerian two-fluid approach [119] .
The velocity of a finite-inertia particle has two contributions: The first contribution pertains to the mesoscopic Eulerian particle velocity field (MEPVF) that is shared by all the particles of the system. This velocity field also accounts for particle-particle and fluid-particle two-point correlations. The other contribution to this field is a random component -the quasi-Brownian velocity distribution (QBVD) that accounts for the fact that a portion of the particle velocity corresponds to a distribution that is not spatially correlated, which also implies that the velocities of two neighbouring particles are not correlated, akin to Brownian motion. The QBVD is identified with each particle and accounts for the fact that a portion of the particle velocity obeys, partially, the assumption of molecular chaos, i.e. independence of the velocities of neighbouring particles. The partitioning of the particle velocity into the MEPVF and QBVD is dictated by particle inertia. The low-inertia particles follow the flow implying that the contribution of the QBVD is not high. In addition, the particle velocities possess spatial correlations similar to that of the underlying carrier flow. As the particle inertia increases, the spatial velocity correlations are increasingly affected by the QBVD, especially for small separation distances.
Polykineticity
The two-fluid EE and PBE moment equation approaches cannot predict the polykineticity inherent in sprays, as illustrated in Fig. 2 . One would have to employ sectional multifluid methods or LE methods to capture this phenomenon correctly. In this context, quadrature-based momemt methods (QBMM) are a good computationally tractable alternative to two-fluid EE and PBE moment equation approaches based on CE closures because they capture polykineticity associated with crossing jets [24] by transporting the discretized ddf correctly.
Nonequilibrium effects that lead to phenomena such as preferential concentration and clustering
Since nonequilibrium velocity distributions are admissible in the LE approach, it has a significant advantage when it comes to simulation of sprays or riser flows all the way from the dense to the dilute regime over a range of droplet or particle Stokes and Knudsen numbers. The point process LE approach is capable of representing nonequilibrium velocity distributions. The two-fluid (or sectional multifluid) EE and PBE moment equation approaches that rely on CE closures are restricted to small departures from the equilibrium velocity distribution. However, QBMM that directly transport the discretized ddf can capture nonequilibrium velocity distributions [88] .
Multiphase turbulence
Some recent improvements to multiphase turbulence modeling in the LE and EE approaches are discussed below.
Gas-phase turbulence As noted in the previous section, dispersed phase droplets may interact dynamically and exchange momentum with fluid eddies that are much larger in size [83] . The droplet momentum response time can be used to calculate the size of a turbulent eddy in the inertial sub-range with the same eddy turnover time. The droplet Stokes number with respect to this eddy timescale is unity. Since turbulence has a range of eddy length and time scales, the same droplet has a different Stokes number with respect to every turbulent eddy in the spectrum. The droplet's dynamical interaction with the fluid depends strongly on the Stokes number. Turbulent eddies with a timescale larger than the droplet response time (corresponding to Stokes numbers less than unity) essentially convect the droplets on their timescale. On the other hand, eddies with timescales comparable to, or smaller than, the droplet response time (corresponding to Stokes numbers equal to, or greater than, unity) relax the droplet velocity to the fluid velocity on the droplet response timescale. These observations can be used to define a range of Stokes numbers corresponding to eddy length and time scales in the turbulence spectrum, according to which the dispersed phase dynamics are determined by the change of interaction timescale [82, 83] . Based on these ideas and by assuming a form of the turbulence spectrum, a multiscale interaction timescale model for droplet interactions with turbulence has been developed in both LE and EE modeling approaches [82, 83, 119] . This model accounts for the observation from point-particle DNS that droplets do not exchange momentum over the same time scale with eddies of all sizes in the carrier-fluid turbulent kinetic energy spectrum.
This conservation principle governing interphase TKE transfer that was discussed in the previous section has been verified using particle-resolved DNS of gas-solid flows [73] . It can be extended to spray flows and it provides useful guidelines for the development of multiphase turbulence models. Xu and Subramaniam [119] have shown that some multiphase turbulence models satisfy this principle, while others do not.
Dispersed-phase turbulence The evolution of droplet velocity fluctuations from the droplet distribution function in the LE approach results in an equation equivalent [84] to Eq. 2, which in a homogeneous two-phase flow reads
where A ′′ i is the fluctuation in droplet acceleration with respect to its mean value, and v ′′ i is the fluctuation in droplet velocity, and
This equation shows how fluctuations in droplet acceleration affect droplet velocity fluctuations. To illustrate this point, Fig. 7 shows a scatter plot of FR-DNS data of the acceleration fluctuation
experienced by monodisperse solid particles in a fixed homogeneous assembly subjected to steady flow due to a constant mean pressure gradient in the x direction. Tenneti et al. [110] have shown that the correlation of fluctuating acceleration and fluctuating velocity in the first and third quadrants (Q1 and Q3) contributes to the source term in Eq. 2, whereas the the correlation of fluctuating acceleration and fluctuating velocity in the second and fourth quadrants (Q2 and Q4) contributes to the dissipation term in Eq. 2. It is customary to extend the drag law that relates the average droplet acceleration to the average droplet velocity by using the same form applied to instantaneous quantities in LE simulations, resulting in an instantaneous drag law. The acceleration-velocity scatter obtained from such an extension is shown in Fig 7, and it is clear that this extension does not capture the source term in droplet velocity fluctuations arising from the acceleration-velocity correlation. These observations motivate the development of a stochastic drag law that can capture these effects [44] .
Collision modeling
A stochastic collision model, such as the "no time counter" (NTC) model [98] , is usually employed in the point process LE approach. Collision integrals are approximated in the two-fluid (or sectional multifluid) EE and PBE moment equation approaches that use CE closures. Collisions can be treated accurately using QBMM because they reduce the collision integrals to quadrature of the discretized ddf [38] . This comparative assessment of models based on the two-fluid theory and the ddf-based approach that are formulated at different levels of closure throw light on their usage for different applications.
Outlook for models
The outlook for spray models based on the foregoing discussion may be summarized as follows. Spray modeling is challenging because sprays possess several unique characteristics that pose formidable modeling challenges. Of the various statistical representations currently available for spray modeling, the kinetic equation (modeled ddf equation) appears to be most promising mesoscopic descriptor of the dispersedphase [37] . LE methods can be meaningfully interpreted as an indirect solution to the modeled ddf equation using computational particles, and their ability to accurately model two-phase flow problems with a wide range of Stokes and droplet Knudsen numbers makes them suitable for spray modeling [105] . Recent advancements show LE is numerically convergent and accurate if appropriate algorithms (grid-free estimators and computational particle number density control) are employed [42, 43] . Estimates of the droplet Knudsen number in sprays indicate that continuum models based on classical kinetic theory closures are valid over some portion of the spray. For hollowcone sprays, the droplets in the annular fan region show Kn < 0.1 corresponding to continuum regime, but both the spray center and spray edge correspond to much higher Kn where classical kinetic theory closures would be inapplicable. Therefore, PBE approaches based on these kinetic theory models would be appropriate only for modeling some portions of the spray. However, they may exhibit limitations in capturing polykinetic effects, especially at the spray center and edges. For capturing polykinetic effects, quadrature-based moment methods with accurate numerical schemes for the transport terms would be preferable. Apart from LE, quadrature-based moment methods that approximate the ddf by a few abscissas and weights are an attractive alternative in the Eulerian framework especially since they incur lower computational cost.
CLASSIFICATION OF MULTIPHASE FLOW SIMULATIONS 4.1. Overview of multiphase flow simulations
Multiphase flow simulations can be classified by the length and time scales they resolve, their accuracy, the computational cost they incur, and the level of complexity in the problem they solve. Figure 8 shows simulation approaches ranging from FR-DNS through point-particle DNS (PP-DNS), LES and RANS.
Single droplet numerical studies with emphasis on droplet vaporization and deformation has been reported by [49, 97, 32, 31] . Frequently, LE methods couple Lagrangian tracking of computational particles to a carrier flow description based on Reynolds-averaged Navier-Stokes (RANS) equations. However, it is possible to use the LE approach to couple a Lagrangian description of the dispersed phase with large eddy simulations (LES) or direct numerical simulation (DNS) of the carrier gas phase, resulting in the following principal categories of LE methods:
The principal difference between the FR-DNS and PP-DNS is that while the former can be used to quantify the interphase models, the PP-DNS involve assumed models for interphase transfer terms such as droplet acceleration and droplet vaporization. The treatment of collisions can also be used to categorize LE methods as those that employ a statistical treatment of collisions [80, 98, 81] in contrast to direct calculation of collisions between particles using either hard-sphere collisions [4] for low volume fraction or soft-sphere discrete element method (DEM) collision models [70, 3, 21] for high volume fraction [106] . However, in the case of liquid droplets, similar collisional processes have several more outcomes ranging from coalescence to splashing [80] .
The classification shown in Fig. 8 allows a comparison of trade-offs between accuracy, problem complexity and computational cost that each of these simulation approaches represents. Moving up the length and time scale axis we have simulations ranging from single-droplet studies using FR-DNS to device scale simulations using RANS that are able to access progressively larger system sizes. However, this is at the cost of accuracy, with the single-droplet and FR-DNS studies being most accurate, while the large device-scale simulations necessarily involve modeling assumptions in order to solve more complex problems. The comparison of the computational cost of different approaches (FR-DNS to LES to RANS) is not usually meaningful because they offer different levels of accuracy. It is most meaningful to compare two simulation methods that provide the same level of flow information at the same level of accuracy. However, in general it is true that if the same problem size were to be simulated, the computational cost increases as one goes from RANS to LES to FR-DNS.
Requirements of simulations
The principal requirements of a spray simulation code are the following: 1. Numerically stable and convergent implementation 2. Efficient solver 3. Ability to represent complex geometry 4. Reasonable requirement in terms of computational resources
These requirements can be used in conjunction with the classification of multiphase flow simulation methods to compare different spray simulation codes and thereby arrive at the set of choices most suitable to the application.
Outlook for simulations
We conclude our survey of simulations with an outlook for simulation methods currently in use. FR-DNS is currently restricted to idealized problems such as homogeneous particle or droplet suspensions because of its high computational cost, but if it is performed with adequate resolution it is very useful for gaining insight into flow physics and for model development [113] . It has been used to reveal interesting flow physics in primary atomization [45] , although it is still restricted to relatively low Reynolds numbers. Faster computer processors and improved algorithms that can be parallelized efficiently are extending the range of accessible scales and complexity of problems that can be solved using FR-DNS.
For the next level of canonical problems such as droplet-laden flow in a channel or pipe, LES with an LE representation of physical droplets could become a powerful tool to reveal flow features and organization of dispersed phase into structures at length scales currently inaccessible by FR-DNS, as demonstrated in gas-solid flows [17, 16] . Another LES approach where the LES gas-phase representation is coupled with a point-particle LE description of the dispersed phase [78] is useful for dilute spray flows where collisions can be neglected. However, LES with LE is not the only type of two-phase LES that is used to simulate sprays. Carrara and Desjardins [18] derived a different LES formulation starting from the random-field description of two-phase flow. In this two-phase LES approach [18] , a full velocity-scalar pdf transport equation for a two-phase flow has been derived in the context of LES filtering. The authors also show that conditionally surface averaged quantities arising in the two-phase pdf formulation are equal to phase-coupling terms in the phase-averaged equations. The existing closures for phase-averaged coupling terms, which are problem-specific, can be used in the pdf transport equation. The principal challenge for all LES of multiphase flows lies in developing self-consistent scalable sub-grid closures [37, 90] for both carrier and dispersed phases that are capable of capturing instabilities that originate at the microscale.
At the device-scale, the Eulerian multifluid approach coupled with QBMM and RANS turbulence models remains the most promising approach. The QBMM approach can also be coupled with LES (instead of Lagrangian tracking of the dispersed phase elements) and this approach could transform spray computations in the near future [14] .
Eulerian-Eulerian simulations
A large body of emerging literature has attempted to employ Eulerian-Eulerian methods for solving the population balance equations directly, using the sectional method. Following the pioneering work of Tambour [109] and co-workers [100, 48] , as well as Greenberg and co-workers [47] , Massot and co-workers [61, 62] have developed the theoretical foundations of this method. In the sectional method, the equations are discretized in the size co-ordinate into a finite number of size classes [48] . This causes the (continuous) droplet size ddf to be converted to a set of discrete probabilities for each size class. The integrals which occur in the governing equations are consequently converted to summations over the number of droplet size classes. As far as momentum balance is concerned, the lowest degree of complexity in this class of methods is where all the size classes are forced to move with a common hydrodynamic velocity field. This is referred to as a monokinetic scheme or the homogeneous MUSIG model [41] . The highest degree of complexity, consequently, is where each size class is allowed to manifest an independent velocity field resulting in the so-called multivelocity schemes. This is also referred to as the complete inhomogeneous MUSIG model [66] . Lately, a few researchers have proposed a hybrid of the above two approaches, where the size classes are in turn bunched into a smaller number of velocity classes. Each velocity class (comprising a number of size classes) is allowed to take on an independent velocity field. This is computationally simpler and has been shown to be sufficient in some bubbly flow applications [30] , although its applicability to sprays is yet to be explored. The user's choice between these three approaches is typically based on the expected magnitude of the size-velocity correlation in the spray. This correlation can be quantified in terms of the slope of the average velocity versus size plot. If the correlation is high in magnitude, the complete inhomogenous MUSIG model should be employed and if the correlation is small (approaching zero), the homogeneous MUSIG model is sufficient.
The most common sectional multi-fluid method employs a one-parameter reconstruction of the number density in each section, thereby controlling one moment in each section. Using this approach the number of sections required to obtain accurate results for coalescing sprays can become fairly large [25] . An extension by Doisneau [26] to a two-parameter reconstruction of the number density in each section, thereby allowing the control of two moments in each section, is able to provide comparable accuracy with fewer number of sections, although twice the number of equations must now be solved in each section.
EE PBM equations can be solved by fundamentally two different approaches. The first class of methods begin by discretizing the equations in the size co-ordinate. This class of methods are called sectional methods. They are exact, in the sense that "grid independence" and convergence can be established in the size co-ordinate. Numerically, this is more intuitive and easy to set up. However, the biggest disadvantage is in the significant increase in computational cost. In the most general formulation, the number of momentum equations required to be solved is equal to the number of bins in the size co-ordinate discretization. This is considerably more complex numerically. Achieving numerical convergence with a large coupled set of equations is not trivial. This formed the basis for the development of the second of methods -the moment methods.
Moment methods are computationally less intensive, but not without other disadvantages. The first disadvantage is that the solution only delivers limited information. Only the values of the chosen moments are known as functions of space and time (in the most general sense). In the process of gaining computational efficiency, we have lost information pertaining to the complete distribution function. In the place of the complete distribution, only its moments are retained. For example, number density and mass density alone may be calculated. Where this information is sufficient, moment methods may be the best choice. However, when knowledge of the complete distribution function is not important, moment methods are a good choice. Else, one would have to resort to the sectional method.
Scalability of simulations with problem size
Desjardins and co-workers [17, 16] have performed very large scale simulations of gas-solid flows using the LE approach by incorporating computational algorithms that effectively deal with high volume fractions and four-way coupling [5] , and these could be extended to spray flows. In terms of scalability of the EE approaches, their common feature is that they only add additional scalar equations to a standard single-phase CFD solution, and in this sense their scaling with problem size can be expected to be similar to standard CFD scaling. However, multiphase EE methods often have specific computations such as moment inversion (in the case of QBMM) and additional numerical parameters such as the number of nodes in QBMM, or the number of sections and number of moments per section in the sectional multi-fluid method. The scaling of these methods has to be treated on an individual basis, and can be far more expensive than the scaling of a standard single-phase CFD solution for the same problem.
SUMMARY
Spray modeling and simulation is challenging because of its unique characteristics as a multiphase flow with coupled nonlinear, multiscale interactions and nonequilibrium effects. This article reviews the various modeling and simulation directions discussed in the spray literature to date. The article summarizes the challenges involved in modeling sprays. It then focuses on the classification of the various modeling approaches into the appropriate parameter space. The outlook for simulations for different parametric conditions is also presented. Spray simulations can be classified on the basis of scale of applicability, accuracy, and computational cost. The choice of spray model and simulation method depends on the multiphase phenomena that need to be captured. This choice ultimately represents a trade-off between accuracy and computational cost.
GLOSSARY

Random vector field
If we consider a vector field, such as the fluid velocity velocity in a turbulent flow U(x,t), such that the velocity U at every space-time location (x,t) is a random variable, then U(x,t) is a random vector field. In particular the spatial and temporal correlations of the random velocity are important features of the random vector field that distinguish it from simple random variables.
Point process theory
The theory of stochastic point processes [22] enables the statistical description of points that are distributed in space and thus provides the necessary mathematical foundation to describe the statistics of droplets in a spray [103, 104] . The term point process should not be confused with the point particle assumption. SPPs are mathematical descriptors of noncontiguous objects in space that can be spheres of finite radius. The theory of marked point processes allows us to assign the size of the droplet as a mark or tag to the droplet location. Subramaniam [13] showed that a spray or gas-solid flow can be characterized similar to the kinetic theory of gases and noted the key differences between sprays and molecular gases.
LE or EL
The Lagrangian-Eulerian (or Euler-Lagrange) approach refers to a mathematical model of a spray where the droplets are represented in the Lagrangian frame while the gas phase is represented in an Eulerian frame of reference.
EE
The Eulerian-Eulerian approach refers to a mathematical model of a spray where both droplet-related and gas-phase quantities are represented in an Eulerian frame of reference.
QBMM
The goal of quadrature-based moment methods is to derive closed transport equations for a set of moments of the droplet distribution function without directly solving the evolution equation of the distribution function. The term QBMM refers to a class of such approaches that obtain moments of the droplet distribution function using quadrature (Gaussian, Legendre or Hermite).
Scales
In this paper the term microscale is used to denote length and time scales on the order of the mean droplet diameter and the particle response time (momentum or thermal), while mesoscale refers to a length scale on the order of tens to hundreds of droplet diameters. Droplets may preferentially concentrate in eddies on mesoscales. The term macroscale refers to length and time scales on the order of the spray device.
Chapman-Enskog Approach
In the Chapman-Enskog approach, a kinetic equation (closed form of the BoltzmannEnskog equation with modeled collisional term) is solved using a perturbation approach where the one-particle distribution function is expressed as a power series expansion about a normal solution in powers of the Knudsen number, which is taken to be a small parameter. Substituting this expansion for the distribution function into the hydrodynamic equations (mass, momentum and energy conservation) and equating like powers results in a hierarchy of equation sets corresponding to the Euler, Navier-Stokes and Burnett equations. The transport coefficients arising in these equations can be calculated in closed form even without explicitly solving for the distribution function. In classical kinetic theory the normal solution is taken to be the local Maxwellian, whereas in the case of granular gases the normal solution is the homogeneous cooling state.
Droplet Knudsen number
The Knudsen number Kn is usually defined as the ratio of the mean free path of droplets to a macroscopic length scale. The importance of the Knudsen number is that when Kn << 1 the droplet collisional terms dominate, and the continuum approximation of the droplet-phase in terms of a set of continuous number density (or volume fraction) and mean velocity fields can be described by the Navier-Stokes equations. If Kn >> 1 then the transport term dominates the evolution of the one-particle distribution and the continuum description obeys governing equations similar to rarefied gas dynamics.
Indicator field
The indicator field I β (x, t; ω) which is unity if the space-time location (x, t) is occupied by phase β and null otherwise, represents the simultaneous presence of all droplets in the gas. Therefore, its complete statistical characterization requires the knowledge of all joint multipoint finite-dimensional distributions such as P[I β (x, t) = 1, I γ (x + r, t + s) = 1, …], which is intractable for engineering purposes.
Indicator function
If statistical information at only a single space-time location (x, t) of the indicator field then the indicator field reduces to an indicator function I β (x, t). The indicator function I β (x, t), which is unity if the space-time location (x, t) is occupied by phase β and null otherwise, can be modeled as a discrete random variable with probability p β (x, t) = P[I β (x, t) = 1]. The spatial variation of this probability results in a probability field p β (x, t), but this is not a probability density function. For details see Pai & Subramaniam [84] .
Droplet Mach number
The droplet Mach number is relevant when continuum descriptions of the droplet phase are considered in terms of a droplet bulk density and mean velocity field. The droplet Mach number is defined as Ma d = |·V d Ò|T 1/2 , where ·V d Ò is the mean droplet velocity and T is the granular temperature of the droplets. Low values of the droplet Mach number indicate that droplet velocity fluctuations are high with respect to the mean droplet velocity, and this can be taken as indicative of flows dominated by droplet collisions amenable to Navier-Stokes hydrodynamics. High values of the droplet Mach number indicate that convective transport by the droplet mean velocity dominates collisions, and special treatment is required for solution of the hydrodynamic conservation equations that are now hyperbolic in nature. The droplet Mach number should not be confused with compressibiity effects in the gas phase that can also be important in very high speed sprays as encountered in Diesel injection.
Polydispersity
In sprays there is always a range of droplet sizes arising from the disruptive nature of the primary atomization process. This range of droplet sizes is referred to as polydispersity (as opposed to monodisperse, which refers to the case where all droplets have the same diameter). Polydispersity can be further enhanced following vaporization of droplets as well as coalescence and breakup events.
