We present shape models and volume estimates of twenty asteroids based on relative photometry and adaptive optics images. We discuss error estimation and the effects of myopic deconvolution on shape solutions. For further analysis of the information capacities of data sources, we also present and discuss ambiguity and uniqueness results for the reconstruction of nonconvex shapes from photometry.
Introduction
In our previous paper (Hanuš et al. 2017b ), we derived 3D shape models for about 40 asteroids by combining disk-integrated photometry, adaptive optics (AO) images, and stellar occultation timings by the All-Data Asteroid modelling (ADAM 1 , Viikinkoski et al. 2015a) procedure. Occultation chords are useful for the 3D shape construction and especially the size estimate since they provide information on the silhouette of the asteroid independently of the scattering law (Ďurech et al. 2011) .
There are several asteroids with resolved AO images obtained by the Near InfraRed Camera (Nirc2) mounted on the W.M. Keck II telescope and optical disk-integrated photometry that can be used for the 3D shape model determination, but lacking observed occultation timings. In this paper, we determine shape models and spin states for twenty such asteroids. Because the size estimates are based exclusively on the AO data of varying quality, special attention must be paid when assessing their uncertainties. For instance, erroneous or badly resolved images may inflate the size of the shape model and hide details present in other images. Since the obtaining of additional data is seldom an option, effects of bad quality data must be identified and mitigated. Statistical resampling methods facilitate the detection of outlier images and the estimation of the uncertainties of reconstruction.
Another interesting topic is the effect of myopic deconvolution on constructed shape models. Since the level of detail of full shape models is necessarily lower than the apparent resolution of AO images, it is natural to question the necessity of myopic deconvolution as a preprocessing step when data are used for shape modelling. Furthermore, while deconvolution is useful for the visual inspection of individual images, processed images are potentially biased by prior assumptions and contaminated by artifacts. To investigate the usefulness of myopic deconvolution, 1 https://github.com/matvii/ADAM we construct shape models using both unprocessed and deconvoluted images, and compare their differences. This paper is organized as follows. In Sect. 2 we describe the data reduction steps and outline the ADAM shape optimization procedure. We discuss our results and comment on some of the individual asteroids in Sect. 3. We present a procedure for uncertainty and information content estimation, in particular noting that the post-processing of AO images, while useful for the visual investigation of an image, is not necessarily needed or even desirable in 3D asteroid modelling. In Sect. 4, we further build on the information content analysis by revisiting the case of photometry only, with analytical results that are very scarce for nonconvex shapes. We sum up our work in Sect. 5.
Methods

Data reduction
All the adaptive optics images used in this paper, together with the calibration data, were downloaded from the Keck Observatory Archive (KOA). The AO images were acquired with the Near Infrared Camera (NIRC2) mounted at the W.M Keck II telescope. While the diffraction-limited angular resolution of the telescope is 45 mas, the actual achievable detail varies with the seeing conditions. Raw data were processed using the typical data reduction pipeline of dark frame and flat-field correction followed by the bad pixel removal. Finally, to obtain data with sufficient signalto-noise ratio, several short-exposure frames were shift-added together.
The compensation of atmospheric turbulence offered by the AO instrument is only partial, and the point-spread function (PSF) is partially unknown. In order to mitigate the blurring effect caused by the PSF, AO images are usually post-processed with a myopic deconvolution algorithm.
Article number, page 1 of 12 arXiv:1708.05191v1 [astro-ph.EP] 17 Aug 2017 A&A proofs: manuscript no. viikinkoski_2017 Deconvolution is an ill-posed problem in the sense that highfrequency information is irrevocably lost during the imaging process. To acquire an estimate of the original data, prior assumptions adapted to the structure of the observed object must be used. Typically, an L 2 −L 1 regularization (e.g., total variation, see Starck & Murtagh 2006) , which smooths out small gradients in the image and preserves large gradients, is preferred.
In this paper, we apply the AIDA (Hom et al. 2007 ) deconvolution algorithm. The AIDA algorithm uses the Bayesian framework and iterative optimization to produce an estimate of the true image and PSF, given the initial image and the partially known PSF obtained from the instrument.
In addition to the AO images (see Table A .1), we use the optical lightcurves available in the Database of Asteroid Models from Inversion Techniques (DAMIT 2 , Ďurech et al. 2010 ). While recovering nonconvex features based on lightcurves alone is seldom possible, as we discuss below and in the corresponding references, photometry is crucial for complementing the AO data and stabilizing the shape optimization process. Moreover, prior knowledge of the sidereal rotation period and the spin axis orientation are useful inputs for the ADAM modelling. These are available in DAMIT as well.
Shape modelling
An intuitively direct approach to asteroid shape reconstruction is contour matching (Carry et al. 2010; Kaasalainen 2011) , in which the asteroid boundary contour is extracted from the deconvolved image and compared with the corresponding planeof-sky model boundary. This facilitates model fitting independently of the scattering law, but the contour identification in the AO images is problematic due to smearing and other imaging artifacts. Besides, the boundary of a non-convex shape observed at high phase angles may break into disconnected contours.
In this paper we use the shape reconstruction algorithm ADAM (Viikinkoski et al. 2015a ) that has been successfully applied to many asteroids (Viikinkoski et al. 2015b; Hanuš et al. 2017a; Hanuš et al. 2017b; Marsset et al. 2017) . The method used in ADAM circumvents the boundary identification problem by minimizing the difference between the projected model and the image in the Fourier domain. In this way, contour extraction is not required since the boundary is determined automatically during the optimization, based on all the available data. Moreover, ADAM can use both deconvolved and unprocessed images, making the comparison between reconstructed models possible.
ADAM facilitates the simultaneous use of various data types with different weightings. In this case, we combine diskintegrated photometry with the adaptive optics images. Utilizing the Levenberg-Marquardt optimization algorithm (Press et al. 2007) , ADAM minimizes the objective function
where
and FM(u i j , v i j ) is the Fourier transform of the plane-projected model M evaluated at the jth frequency point (u i j , v i j ) of the ith image, V i is the Fourier transform of the ith AO image, and FP i is 2 http://http://astro.troja.mff.cuni.cz/projects/ asteroids3D
the Fourier transform of the PSF corresponding to the AO image. The offset (o x , o y ) within the projection plane and and the scale s i are free parameters determined during the optimization. The term χ 2 lc is a square norm measuring the model fit (Kaasalainen & Torppa 2001 ) to the lightcurves. The last term corresponds to regularization functions γ i and their weights λ i (Viikinkoski et al. 2015a) .
Shapes are represented by triangular meshes, where the vertex locations are given by the parametrization. ADAM uses two different shape supports: octantoids (Kaasalainen & Viikinkoski 2012) , which utilize spherical harmonics, and √ 3-subdivision surfaces (Kobbelt 2000) .
Results and discussion
We use a shape modelling approach similar to that in our previous study (Hanuš et al. 2017b) : For each asteroid, we choose initial weight terms in Eq. (1). Fixing the image data weight λ AO , we decrease regularization weights λ i and the lightcurve weight λ LC until the image data fit χ 2 AO ceases to improve (Kaasalainen & Viikinkoski 2012) . As the final step, the model fit to AO images is assessed visually. This procedure is repeated for both deconvolved and raw AO images using two shape supports. The usage of different shape representations allows us to separate the effects of parametrization from the actual features supported by the data. If the available data constrain the shape sufficiently, both octantoid and subdivision parametrizations should converge to similar shapes (Viikinkoski et al. 2015a) .
Given the shape models, we compute the volume-equivalent diameter. To gauge the stability of the derived model, we use the jackknife resampling method (Efron & Stein 1981) . We produce n additional shape models by leaving out one of the n available AO images. For asteroids with only one observation, the jackknife method cannot obviously be used (28 Belona, 42 Isis, and 250 Bettina). In these cases the uncertainty estimates are based on the variability observed with different shape supports.
In Table A .1, we have listed the mean pixel size in kilometers (adjusted to the asteroid distance), diameters of the reconstructed models based on both deconvolved and raw AO images, and the variability intervals obtained by resampling. The estimated spin parameters, together with their uncertainties, are listed in Table 1. These uncertainty estimates result from combined variations within all the shape supports.
It is apparent that the resampling method seems to detect potential outlier images (e.g. the fuzzy images of 121 Hermione), which typically result in large variations in diameters. However, it is also evident that not all shape uncertainty can be revealed by resampling. For instance, sampling from a set of observations with similar observation geometries can lead to practically same shapes even if half of the asteroid were unobserved (see also the discussion on sampling in shape space in Viikinkoski et al. (2015a) ). In general, the uncertainty in the shape models is also affected by the image resolution; it is unreasonable to expect the accuracy of the diameter estimate to exceed the pixel quantization error (i.e. half of the pixel size).
We have derived shape models and estimated their sizes for twenty asteroids. The disk-resolved data allowed us to remove the pole ambiguity (i.e., reject one of the two pole solutions that usually fit the optical lightcurves equally well) for four asteroids -(7) Iris, (48) Doris, (65) Cybele, and (283) Emma. Mass estimates for most asteroids studied here are available in the literature, so we were able to combine those values with our volume determinations, which gave us bulk density estimates.
M. Viikinkoski et al.: Shape models of twenty asteroids Unfortunately, some mass estimates are affected by large uncertainties (72 Feronia, 354 Eleonora, or 1036 Ganymed) . Derived sizes, adopted masses, asteroid taxonomy (Tholen 1989; Tholen & Barucci 1989; Bus & Binzel 2002; DeMeo et al. 2009 ) and bulk densities are listed in Table 2 .
7 Iris Iris seems to be the third largest S-type asteroid (after 15 Eunomia and 3 Juno). Its size of D = 216 ± 7 km is consistent with previous estimates based on stellar occultations (D = 210 ± 30 km, Ďurech et al. 2011) or radar data (D = 223 ± 37 km, Ostro et al. 2010) . We provide the most accurate size estimate so far, which allowed us to derive a reasonably constrained bulk density of ρ = (2.4 ± 0.5) gcm −3 . This value is typical for S-type asteroids. We note that some of images manifest severe ringing artifacts caused by the deconvolution algorithm.
A non-convex shape model based on range-Doppler radar images was reconstructed in Ostro et al. (2010) . Due to limited radar coverage, a significant portion of the model was based dynamical constraints rather than observations. While the resolution of AO images is insufficient for resolving non-convex details present in the radar model, the dimensions and the large-scale features are consistent between the models.
15 Eunomia Eunomia is the largest S-type asteroid. Its large size together with the location in the inner main belt made Eunomia a great target for imaging. Indeed, all the AO images of Eunomia are nicely resolved. The surface is rather smooth without any obvious features. All this resulted into one of the best shape models we have ever derived. Our spin solution is similar to the one of Kaasalainen et al. (2002) based on optical lightcurves only. Our size (D = 275 ± 5 km) is slightly larger than most previous estimates based mostly on thermal models (∼ 250 km). The bulk density of ρ = (2.9 ± 0.2) gcm −3 corresponds to typical values within the S-types.
Thalia
We have two images with almost identical observing geometries. Based on visual estimation of the fit, the second pole from Table 1 seems more likely.
24 Themis Our spin state solution of Themis is consistent with the previous determinations of Higley et al. (2008) and Hanuš et al. (2016) . We present the first non-radiometric size of Themis of D = 215 ± 15 km, which is somewhat larger than previous estimates. The low bulk density of ρ = (1.1 ± 0.4) gcm −3 is in an agreement with the C/B taxonomic classification. The quality of AO images is not sufficient for differentiating between poles. However, the first pole from Table 1 seems marginally better.
65 Cybele Asteroid Cybele is a member of the so called Cybele group of minor bodies, which orbit outside the main belt at semimajor axis of ∼ 3.5 au. Our spin state and shape model solution is in agreement with the previous convex shape model determination of Franco & Pilcher (2015) . However, the AO data allowed us to remove the pole ambiguity leaving us with a unique solution. Our size of D = 296 ± 25 km is significantly larger than the estimate of Carry (2012) based on interpretation of various literature values. The only non-radiometric solution available so far published by Müller & Blommaert (2004) is based on a thermophysical modelling of thermal infrared data and reports D = 273±11 km. This value, though, based only on a ellipsoidal shape and rather preliminary pole solution, is smaller than our estimate, but still agrees within the large uncertainties. The bulk density of ρ = (1.0 ± 0.3) gcm −3 is low, but still reasonable, for a C-complex object. The only reliable bulk density of another Ptype asteroid is available for asteroid (87) Sylvia (ρ = 1.34±0.21 and 1.39 ± 0.08 gcm −3 , Berthier et al. 2014; Hanuš et al. 2017b) . Both values are rather consistent. We note that the mass estimate of Cybele is based on astrometric observations only, so it might not be fully reliable.
The diameter of the octantoid model constructed from raw images is approximately ten percent larger than the others (cf .  Table A .1), which is typically indicative of discrepancies in the data. By discarding the most likely outlier image, we obtain somewhat smaller diameter estimate D = 284 ± 25 km, where the uncertainty estimate is again affected by the octantoid model.
121 Hermione A C-type asteroid Hermione is actually a binary system with a ∼ 12km large moon (Merline et al. 2002) . Our rotation state results are consistent with previous solutions of Descamps et al. (2009) ; Kaasalainen & Viikinkoski (2012) ; Hanuš et al. (2016) . We drop images that are badly smeared or are inconsistent with other observations. Of available 13 images, we use nine for shape determination. Some of the images suggest non-convex features, but they are not visible in all of the images. By further reducing the data set, a non-convex shape model similar to Descamps et al. (2009) can be constructed.
511 Davida The Keck disk-resolved images of Davida were already used for the rotation state and ellipsoidal shape model determination by Conrad et al. (2007) . Our shape modelling that includes also a comprehensive optical lightcurve dataset is consistent with the one of Conrad et al. (2007) , apart from our size (D = 311 ± 5 km) is larger by about seven percent (c.f., D = 289 ± 21 km). The resulting bulk density of ρ = (2.1 ± 0.4) gcm −3 is rather high considering Davida is a C-type asteroid. On the other hand, such high bulk density is similar to those of another large C-type asteroids (1) Ceres and (10) Hygiea (Park et al. 2016; Hanuš et al. 2017b ). This could suggest that Davida's interior is not homogeneous in composition.
1036 Ganymed We derived a first shape model of a NEA based on ground-based disk-resolved images. Ganymed is the largest NEA, but also the smallest minor body that was spatially resolved by 10m class telescopes equipped with adaptive optics systems. On the other hand, the low mass and a non-existence of a known moon resulted into a poor mass estimate, therefore, our bulk density is essentially meaningless. Our size of D = 38 ± 3 km is similar to the size of D = 36 ± 3 km derived by an analysis of the WISE thermal infrared data in the means of a thermophysical model performed by Hanuš et al. (2015) .
Uniqueness and nonuniqueness in photometry
From the discussion and results above, we see that it is important to have a general understanding of the information content or capacity of a given type of data set and source. This concerns especially the uniqueness and the resolution level of the solution. For instance, the use of post-processed AO data does not necessarily extract more information from the raw AO data when making a physical model. Since photometry is the most important data source for targets without much disk-resolved data, we consider in this section the information limits of photometry.
Information content analysis, including uniqueness proofs of the reconstructions of bodies based on various projectionlike data sources as well as the weighting of those sources (in, e.g., the simultaneous use of AO and photometry), has been presented in a number of works (see, e.g., Kaasalainen & Lamberg 2006; Kaasalainen 2011; Viikinkoski & Kaasalainen 2014; Nortunen et al. 2017 , and references therein).
We revisit here the reconstruction of nonconvex shapes from photometry only. The numerical results discussed, e.g., in Kaasalainen & Torppa (2001) ; Ďurech & Kaasalainen (2003) ; Kaasalainen &Ďurech (2006) give a good practical overview of the inverse problem. The problem, however, is more a mathematical than a computational one, so any nonuniqueness or uniqueness proofs are invaluable for understanding the information capacity of the data. We present here fundamental results that require a somewhat special setup, but they give insight to the general problem, and are among the very rare proofs that can be given about the problem in the first place.
In the following, the term illuminated projection area denotes the total area of the projections of the visible and illuminated (hereafter VI) parts of a body in the viewing direction (from which the illumination direction can differ). Brightness data is the generalization of this, where the surface elements contributing to the illuminated projection area are each weighted by a scattering function depending on the local viewing and illumination conditions (the scattering of illuminated projection areas is called geometric). Brightness data are also called generalized projections (Kaasalainen & Lamberg 2006) . In two dimensions, the body is a planar curve and the projection area is the sum of the widths of the VI parts of the curve seen from the viewing direction.
Tangent-covered bodies or TCBs are bodies for which each point on the surface has at least one tangent that does not intersect any other part of the body (but can be tangent to them). The tangent hull of a body is the set of surface points for which the above criterion is true, augmented by their tangents to form a closed, connected surface of a TCB. By a concavity, we mean a part of the surface of a body that is not part of its tangent hull. As discussed in Kaasalainen (2011) , tangent-covered bodies (and the tangent hull of a body, also called its profile hull) are reconstructable from their disk-resolved silhouette or profile curves. TCBs are thus the set of all convex bodies and all nonconvex bodies without concavities. By definition, bodies with concavities are not TCBs, a TCB is identical to its tangent hull, in three dimensions convex bodies are a subset of TCBs, and in two dimensions the sets of convex bodies and TCBs are identical.
Two-dimensional nonconvex bodies cannot be uniquely determined from their brightness data. By definition, the tangent hull of a 2D body is its convex hull, so any nonconvexities of a 2D body are concavities. Each concavity is covered by a line that is part of the convex hull, and all parts of a line have the same visibility and illumination. Thus the effect of the concavity on brightness data can be replaced by smaller concavities, covered by the same line, that are isomorphic to the original concavity whose length along the line equals their combined lengths. It is also possible to have concavities of different shapes along the same line that together produce a shadow effect that can be attributed to one concavity of still another shape (see below). Therefore the brightness data of any nonconvex 2D body can be reproduced by infinitely many other nonconvex versions. We call this scale ambiguity.
Concavities of three-dimensional bodies cannot be uniquely determined from the brightness data of the bodies.
For simplicity, we assume here any concavity to be contained in a plane that is part of the convex hull of the body. This is just to avoid lengthy discussions of special shadowing conditions that are not material to the argument. Then the 3D case is a direct generalization of the scale ambiguity of the 2D case: the effect of the concavity on brightness data can be replaced by smaller isomorphic (or possibly other) concavities in the plane whose combined surface area equals that of the concavity. We assume that the plane is suitably larger than the part of it occupied by the concavity so that the smaller concavities can be arranged within the plane. Note that this arrangement is also nonunique: even if one uses a size constraint for the concavities, their locations in the plane cannot be deduced from brightness data.
An interesting corollary of this nonuniqueness is that even a large-scale concavity is actually indistinguishable from a locally rugged surface: in other words, a concavity within a plane can be replaced by the same plane with scattering properties caused by small-scale roughness (cf. the discussion in Kaasalainen 2004) .
A subset of tangent-covered bodies can be determined from their illuminated projection areas at least with a simple scale constraint. Here we show that the set of bodies essentially reconstructable from their illuminated projection areas is larger than the set of convex surfaces. Essentially means here the use of a natural constraint. The uniqueness proof for the brightness data of convex bodies is discussed in Kaasalainen & Lamberg (2006) and references therein.
Proving anything about the integrals over a nonconvex body dependent on directions is notoriously difficult for the simple reason that usually such integrals are not analytically calculable, requiring numerical ray-tracing or the finding of the roots of equations containing high-order functions. Therefore we must resort to a number of special assumptions, considering first the case in two dimensions. We can construct a proof there since in 2D the location of the shadow boundary point is essentially the same as its projection area (length in 2D). In 3D, the shadow boundary is resolved in 2D (see Kaasalainen 2011) , and the area requires the computation of an integral (as would brightness data in 2D).
Our reconstruction consists of three parts: 1. the uniqueness of a concavity up to scaling in 2D, 2. the separation of the uniqueness of this shape and that of the rest of the 2D curve, and 3. the transformation of the 2D curve into a 3D TCB, and the scale constraints.
1. For simplicity, we consider an isolated concave section S of a curve C in the xy-plane, with end points on the x-axis, one at the origin and the other at (L, 0), and the rest of S is below the x-axis. We are interested in the shadow caused by the end point at (0, 0). Let the illumination direction be φ and the viewing direction θ, with φ − θ = α. When α 0, S can be uniquely reconstructed by finding the point (x s , y s ) on S separating the shadow and the illuminated part for successive values of φ and θ. We require S to be starlike w.r.t. the origin: this enables simple shape parametrization and yields only one shadow and one illuminated section on the concavity. Further, we require VI parts of S to cover the whole of the line between (x s , y s ) and (L, 0) projected in θ, and that there are θ covering the whole of the motion of (x s , y s ) from (0, 0) to (L, 0) as θ increases. A simple sufficient but by no means necessary arrangement for this is to let S be an inverted convex curve with the angles between the y-axis and the tangents of S both α/2 at (0, 0) and (L, 0).
The shadow point (x s , y s ) is the intersection point of two lines L 1 and L 2 . L 1 is the shadow line through the origin in φ, and L 2 is the line in θ such that its distance from the corresponding line through (L, 0) is the observed illuminated projection length l. Thus (see Fig. 1 )
where d and s are the length parameters of the lines L 1 and L 2 , respectively, and L 2 passes through x 0 for which
Combining these, one obtains the unique solution for d, and thus (x s , y s ) at given θ, α, L, and observed l. Parametrizing l with the usual polar angle ϕ, obtained directly from ϕ = φ − π, we have
and d(ϕ) = 0 for some values of θ when l(θ) = L sin θ; d(ϕ) > 0 for some interval of ϕ ending at ϕ = 2π when d = L and l = 0. This result shows formally the scale ambiguity: d is unique only if there is one concavity with d, since otherwise one may define
so scaled-down arrangements of adjacent concavities with similar or various d i (ϕ) will produce the same l(θ).
2. Recall that any convex curve can be defined by its curvature function C(ψ), where the direction angle of the outward surface normal is given by 0 ≤ ψ < 2π. The length element is ds = C(ψ) dψ, so the points [x(ψ), y(ψ)] on the curve are given by
The observed projection length of the VI part of the curve at θ is
Expanding C(ψ) = n a n cos nψ + b n sin nψ, n ≥ 0, a 1 = b 1 = 0, and similarly l(θ) = n c n cos nθ + d n sin nθ, we have (Ostro & Connelly 1984; Kaasalainen 2016) c n = a n I c
where 2 + (I s n ) 2 is nonzero at 0 < α < π, so the convex curve is uniquely obtained from the l(θ)-data at any α.
When the integral defining l(θ) mixes parts of S and other parts of C, there is no simple way to parametrize C so as to allow analytical computations of l(θ). Thus we separate the observations of S from the rest of the curve C denoted by R = C \ S. We assume that R is convex and without linear sections. Then, denoting the angle interior to C between the x-axis and the tangent of R at the origin and (L, 0) by, respectively, γ 0 and γ L , we must have γ 0 ≤ α, γ L ≤ α. With these assumptions, either parts of S or parts of R are VI at any given θ. The data from S cannot be mimicked by a convex curve since they are like those of a line for some range of θ.
Given a full range of observations l(θ) of C, one can proceed as follows. First find the values of θ at which l(θ) vanishes at the given α. Assuming R not to contain straight lines ending at sharp corners elsewhere, there are two intervals (or points) in θ with l(θ) = 0, one ending at θ = 0 and one starting at θ = α (the lengths of the intervals are α − γ 0 and α − γ L ). Between these, l(θ) is sinusoidal for an interval of θ starting at the end of one interval of l = 0: l = L sin θ. This reveals the existence of the corners at the origin and (L, 0). It also fixes the xy-frame in our convention, and gives the size of S: L = l/ sin θ from the sinusoidal interval. After the shadow effect appears at some θ, the shape profile of S is uniquely obtained from l(θ)-data at 0 ≤ θ ≤ π − α. Observations of l(θ) in the range π − α ≤ θ ≤ 2π are sufficient to determine C(ψ) of R (or any convex curve) in the interval 3π/2 − α ≤ ψ ≤ 3π/2 + α since C(ψ) in this interval does not affect l(θ) at other values of θ. For this range of θ, these data are exactly the same as those from C with S a straight line from the origin to (L, 0) would be.
This concludes the determination of C up to the scale ambiguity on S: one obtains R and the shape S, but there is no way of telling from l(θ) whether the data are due to S or smaller concavities on the line section L 0 between the origin and (L, 0).
3. Next we define a class of 3D bodies by extending the 2D curve C to apply to some interval z 0 ≤ z ≤ z 1 , and covering the cylindrical shape of height z 1 − z 0 with planes at z 0 and z 1 . This surface is a TCB, and we call the shape class cylindrical TCBs. Concavities in 2D are changed into saddle surfaces rather than concavities in 3D, with much richer information possibilities. Viewing directions along the z-axis then reveal the true area A between the real concavity curve and L 0 : if A P is the observed projected area of the body and A C the area contained inside the curve formed of R and L 0 , A = A C − A P . This information strongly constrains the possible scale ambiguities. Now we must have i A i = A in addition to i L i = L for each concavity i, and the combined area of many concavities is smaller than the area of one due to the quadratic scaling of the areas A i w.r.t. the lengths L i . Also, viewing and illumination directions other than those along the z-axis or in the xy-plane offer additional information. In these other observing geometries, scale ambiguity is at least partly removed for the saddle-surface versions of the concavities, but it is difficult to show the exact properties analytically.
If A equals the area A S by S (on the whole of L 0 ) or is close to it, the assumption of one concavity is well justified. Indeed, if A = A S , only one occurrence of the concavity shape S is possible if only this shape is considered. A simple way to enforce the assumption is to attribute almost all area A to one scaled concavity S and fill the remaining length on L 0 by negligibly small-scale roughness.
The above construction applies also to other arrangements than that of S and R. For example, the profiles of the concave sides of a "nonconvex Reuleaux triangle" are solvable at least for α ≥ π/6. Viewing directions tilted from the z-axis can be used to isolate the area information for each concave section of the surface by placing them in the opposite azimuthal direction.
Not all tangent-covered bodies can be uniquely determined from their brightness data. Even the use of all observing geometries and size constraints cannot resolve the case where sections on L 0 are without concavities (just straight lines). Then it is impossible to say where along the line the sections and concavities are. Another example of TCB ambiguity: consider the surface of a wedge-shaped 3D tangent-covered body (or a convex body with a wedgelike part), with two intersecting planes forming the wedge. A new tangent-covered surface can be formed by making a tangent-covered hole that is contained between the two planes. The hole need not be cylindrical as long as it is tangent-covered so that the new body is still a TCB. If the hole is suitably smaller than the wedge, all brightness data of the body can be reproduced by having a collection of smaller isomorphic holes within the wedge arranged such that their combined area equals that of the original concavity. This is possible because the wedge shape allows an infinite number of isomorphic holes to be created (two parallel planes instead of a wedge would not allow this). A corollary of this is that a hole can be replaced by arbitrarily small-scale perforation.
Even when formally removable, ambiguities lead to instabilities near limit conditions. For example, if the straight line on which two scale-ambiguous concavities are adjacent is bent between the concavities, the above uniqueness results are obtained for both separately. However, this requires α to be at least as large as π − β where β is the bending angle. A small β is a typical depiction for many nearby nonconvex features on asteroid surfaces, so reconstructions are unstable even at high α.
The reconstruction of a nonconvex body from its brightness data is fundamentally nonunique. Scale and location ambiguities are inherent to the inverse problem. Nevertheless, the reconstructable class of bodies from brightness data is, in a certain sense and with constraints, larger than the set of convex shapes especially due to the projection area information from TCBs. This corroborates the numerical success in simulations such as those inĎurech & . However, the reconstruction of nonconvex bodies from photometry has neither the fundamental uniqueness properties of the convex case nor the Minkowski stability that pertains to the global shape and applies to both data and model errors. These aspects are illustrated by, e.g., the case of the asteroid Eros. Eros, with its sizable nonconvex TCB-like feature, can be roughly approximated by the simple cylindrical model when viewed from the direction of its rotation axis. One might thus expect its photometry to yield a unique nonconvex solution. Even so, as discussed in Kaasalainen &Ďurech (2006) , the convex model fits the data as well as a nonconvex one and, above all, better than the real shape with usual scattering models. There are various nonconvex shapes that fit the data equally well. This underlines the ambiguous properties and the instabilities of the photometry of nonconvex bodies and the need for large α.
A convex surface actually represents merely a nonconvex case in which regularization suppressing local nonconvex features has been given infinite weight. This, however, does generally not deteriorate the fit as discussed inĎurech & ; so far, the only asteroid requiring a nonconvex shape to explain its photometry is Eger (Ďurech et al. 2012 ). All others can be explained down to the noise level by convex shapes, which means that, from the point of view of regularization theory, there is no optimal regularization weight so it is best to use full weight to avoid the inevitable instabilities and nonuniqueness at lower weights. Statistically, no result between the two extreme weights can be shown to be the best one, so the safest result is a convex shape because of its strong uniqueness and stability properties. From the Bayesian point of view, the problem is the lack of proper statistics to cover the systematic data and model errors (dominating over the data noise) and the difficulty of finding shape sampling covering the whole of the shape space (single or a few shape supports cannot do this properly in the sense of Markov chain Monte Carlo; see Viikinkoski et al. 2015a ).
Conclusions
We have determined the spins and shape models of about twenty asteroids and estimated their diameters (see Tables 1 and 2 ). Derived bulk densities are usually consistent within the asteroid's taxonomic classifications -∼1-2 gcm −3 for C-complex members and ∼2-3 gcm −3 for S-complex asteroids. The notable exception is slightly larger bulk density of the C-type asteroid (511) Davida, which is similar to bulk densities of the largest Ctype asteroids (1) Ceres and (10) Hygiea. This might suggest at least some degree of differentiation.
However, one should keep in mind that a model is always a sample of a set of probable solutions based on an amalgamation of data, prior assumptions and subjective judgment. Provided the data coverage and quality is sufficient, it is possible to construct a plausible model that could have produced the observed data. Nevertheless, one should be careful when drawing conclusions based on model features. For instance, based on only one image, one can seldom conclusively deduce whether an apparent local detail is due to imaging artifacts or actual surface features (e.g., shadowing effects from craters).
We have used the jackknife resampling method to generate a set of plausible models, but the number of samples is strictly limited to the number of data images. The obvious next step would the utilization of the bootstrap method, which is tantamount to setting the image data weights randomly. This would allow a more complete sampling of the solution space, but would require manual intervention, since not all the models produced by the bootstrap method are physically plausible. Besides, this is still not sufficient for sampling the solutions since the available shape representations are constrained.
Based on the sample of asteroids in this paper, the shape models constructed from deconvolved and raw AO images are visually almost indistinguishable. There is no apparent reason to prefer deconvolved data in shape reconstruction: the deconvolution process does not uncover any additional information. Rather, it may introduce spurious details. Moreover, the sharp cutoffs caused by deconvolution determine the position of the boundary contour beforehand, while it would be more natural to relegate that choice to the shape optimization algorithm, which sees all the data. Discrepancies in the diameters could be attributed to inherent uncertainties present in the data, and should be taken into account when estimating the size uncertainty.
With the advent of the SPHERE adaptive optics system, inconsistencies caused by the myopic deconvolution in shape modelling are likely to disappear. Indeed, results obtained in Viikinkoski et al. (2015b) ; Hanuš et al. (2017a) ; Marsset et al. (2017) already demonstrate that the quality of SPHERE images easily surpasses that of older Keck data as a result of greatly improved Strehl ratio. However, data from the older AO instruments continue to be useful in the foreseeable future, since they often provide complementary information due to a long range of observation epochs.
Tangent-covered bodies offer the least ambiguous information for reconstruction from lightcurves only. We have shown that at least a subclass of TCBs can be thus reconstructed (with suitable constraints and accepting a number of ambiguities). However, we also showed that not all TCBs are reconstructable from photometry, and unlike convex bodies, nonconvex shapes have fundamental ambiguities in this context also when α > 0. This is important for understanding the inherent ambiguity and instability of nonconvex solutions from photometry, and why the combination of photometry and even one AO image is already considerably more informative than lightcurves only. This applies both to size estimation and to the extraction of local surface features. On the other hand, at least a few AO images at various geometries are much more conclusive than one. Indeed, as shown in Kaasalainen (2011) , boundary curves of images (that contain the bulk of information) allow the unique reconstruction of a class of bodies more extensive than that of TCBs (for α > 0; for α = 0, this class is exactly TCBs). In addition to ruling out wrong shape possibilities and making the result more robust against imaging errors, a set of images allows the actual resolution level of the full 3D model to approach the potential of the AO resolution. Table 1 : Rotation state parameters λ a , β a , P a with a reference to the corresponding publication that we used as initial inputs for the modeling with ADAM, rotation state parameters λ, β, P derived by the ADAM algorithm, and the number of available light curves N lc and disk-resolved images N ao . 
Appendix A: Online tables and figures
In this appendix we list the disk-resolved AO observations used for shape modeling (Table A. 2) and the diameters with their uncertainties estimated using the resampling method ( 
