Let L be a positive line bundle over a Riemann surface Σ defined over R. We prove that sections s of L d , d ≫ 0, whose number of real zeros #Zs deviates from the expected one are rare. We also provide asymptotics of the form
Introduction
Let p ∈ R d [X] be a degree d polynomial with real coefficients. We denote by Z p = {x ∈ R | p(x) = 0} the real roots of p.
How many real roots does p have, choosing it at random?
A first answer was given by Kac in the 40's. He proved that the expected number of real roots E[#Z p ] is equivalent to 2 π log d as d grows to +∞, see [11] . By definition,
where #Z p denotes the cardinality of Z p . The probability measure on R d [X] Kac has considered was the Gaussian measure associated to a scalar product that makes {X k } 0 k d an orthonormal basis. In the 90's, another answer was given by Kostlan and by Shub and Smale. They proved that E[#Z p ] = √ d for any d ∈ N, see [12, 21] . There, the probability measure on R d [X] was the Gaussian measure associated to a scalar product that turns { [8, 9, 19] .
Let Σ be a closed real Riemann surface, that is a closed Riemann surface equipped with an anti-holomorphic involution c Σ . We denote by RΣ = Fix(c Σ ) its real locus. Let L be a real ample line bundle over Σ, that is an ample holomorphic line bundle p : L → Σ equipped with an anti-holomorphic involution c L such that p • c L = c Σ • p and c L is complex-antilinear in the fibers. A real Hermitian metric on L is a Hermitian metric h such that c * L h =h. A real Hermitian metric on L induces a L 2 −scalar product, and thus a Gaussian measure, on the space of global holomorphic real sections of
How many real zeros does a random real section s ∈ RH 0 (Σ; L d ) have?
We denote by Z s = {s = 0} ∩ RΣ the set of real zeros of s ∈ RH 0 (Σ; L d ). In [9] it is shown that lim
We get Theorem 0.1. Let c(d) ∈ R * + be any sequence of positive real numbers, then, for all even integer k > 2 and any α ∈ (0, 1), the following holds as d → ∞:
Theorem 0.1 partially improves [8, Theorem 2] .
Remark 0.2. For a real analytic metric h, it seems possible to improve the polynomial upper estimate of Theorem 0.1 by an exponential one. This is a work in progress. Remember that real analytic metrics are dense in the space of smooth metrics (see [5, 22] ) and that the Fubini-Study metric on CP 1 is real analytic.
The main ingredient of the proof of Theorem 0.1 is an estimate of all the moments E[#Z Theorem 0.3. Let (L, h) be a positive real Hermitian line bundle over a real Riemann surface Σ. Then, there exists a universal positive constant M such that, for every integer k and any α ∈ (0, 1), the following asymptotic holds:
By universal constant we mean that it is a constant which neither depends on Σ nor on k ∈ N. This formula was known for k = 1 and k = 2 (see resp. [ • We denote by |dV h | k the Riemannian volume induced by the Hermitian metric h respectively on RΣ.
• For any 1 ≤ a < b ≤ k, we denote by j ab : RΣ k−1 ֒→ RΣ k the inclusion (x 1 , . . . , x a , . . . ,x b , . . . , x k ) → (x 1 , . . . , x a , . . . , x a , . . . , x k ), so that the image j ab (RΣ k−1 ) is equal to {(x 1 , . . . ., x k ) ∈ RΣ k | x a = x b }.
• Finally, for any f ∈ C 0 (RΣ k ), we denote by ω f its modulus of continuity, that is ω f : ǫ ∈ R Theorem 0.4. Under the hypothesis of Theorem 0.3, there exists a universal positive constant M such that for all k ∈ N and all f ∈ C 0 (RΣ k ), the following asymptotic holds:
The error term o(
) is bounded from above by
for any α ∈ (0, 1), where ω f (·) is the modulus of continuity of f . Moreover, the errors O
) do not depend on f .
Choosing f = 1 in Theorem 0.4, we obtain Theorem 0.3.
We also investigate the asymptotic behaviour of the central moments. We define the k-th central moment of the random variable ν s as E[(ν s − E[ν s ]) k ], where, for all f ∈ C 0 (RΣ),
Theorem 0.5. Under the hypothesis of Theorem 0.3, for all f ∈ C 0 (RΣ) and any k > 2, the following holds as d → ∞:
The term o(1) is bounded from above by
for any α ∈ (0, 1), where ω f (·) is the modulus of continuity of f . Moreover, the errors O In particular, for f = 1, we get E[(
Case of random polynomials. Let p ∈ R d [X] be a degree d real polynomial and Z p = {x ∈ R | p(x) = 0} be the real zeros of p. We equip R d [X] with the Gaussian measure µ associated to the scalar product that makes 
Corollary 0.7. Let p ∈ (R d [X], µ) be a random Kostlan-Shub-Smale polynomial. There exists a positive constant C such that for every k ∈ N and any α ∈ (0, 1) the following asymptotics hold
A Kostlan-Shub-Smale polynomial p ∈ (R d 2 , where M is the universal constant of Theorem 0.4. Corollary 0.7 for k = 2 has already been proved in [6] , in which a Central Limit Theorem for Kostlan-Shub-Smale polynomial is also shown.
Complex case. These techniques can be applied also in the complex case.
How do the zeros of a random section distribute over Σ?
It is known that
where ω is the curvature form of h, see [19, Proposition 3.2] . The main result in the complex setting is the following:
Theorem 0.8. Let (L, h) be a positive Hermitian line bundle over a Riemann surface Σ and let ω be the Kähler curvature form of h. Then, for all k ∈ N and for all f ∈ C 0 (Σ k ), the following asymptotic holds:
where dV The first implication is proved by simple algebraic operations, the second one using the classical Markov inequality. Theorem 0.4 is then the core of the paper. The proof of Theorem 0.4 is of geometric nature. Using coarea formula, we can write the moment E[ν k s ](f ) as an integral over RΣ k of the form
Here, R k d is a smooth function defined on RΣ k \ ∆, where ∆ is the diagonal of RΣ k . By standard techniques, we can write, for all x = (x 1 , . . . ,
. 
The functions
is the normal Jacobian of the evaluation map
It equals the square root of the determinant of a symmetric n × n matrix whose we have
This is essentially due to the fact that we can express
. . , k}, and that
, see Proposition 2.14.
2. Using Olver multispaces we are able to extend the function R k d over all the compact manifold RΣ k . Then, a careful analysis of R k d in a neighborhood of the diagonal and the compactness of RΣ k will give us an uniform boundedness of
for every x ∈ RΣ k and every d. This is the content of Theorem 3.1.
3. At this level we are able to prove that
The first term of the right hand side is given by integrating over the complement of the neighborhood ∆ d of the diagonal and by using point 1.
The error term is given by the integral over ∆ d . This integral is bounded from above by the product of the volume of
), times the infinity norms of f and of
The latter is finite thanks to point 2 above.
4. Finally, a more careful analysis of R k d in a neighborhood of the diagonal will give us also the second term in the asymptotic expansion of Theorem 0.4. For this, we introduce some subsets U
which, roughly speaking, are the set of (x 1 , . . . , x k ) such that the distance between every pair of points (x i , x j ), i = j ∈ {1, . . . , k}, is bigger than
, except at most the pair (x a , x b ), see Definition 3.3. With similar techniques as in the point 1 above, we are able to estimate R k d is these subsets, see Propositions 2.14 and 3.5.
The proof of the complex case, namely Theorem 0.8, follows the same lines.
Organization of the paper. In Section 1 we introduce our setting and the main tools such as Bergman kernel estimates in Bochner coordinates. In Section 2 we write the moment E[ν
This is done by introducing an incidence manifold and using the coarea formula. Far from the diagonal Bergman kernel estimates gives us the asymptotic behaviour of R k d , see Proposition 2.14. The goal of Section 3 is to prove Theorem 0.1. It is a direct consequence of the computation of central moments, Theorem 0.5, which is implied by Theorem 0.4. Theorem 0.4 is proved in this section, admitting a boundedness result, Theorem 3.1, and an asymptotic expansion result, Proposition 3.5. Both Theorem 3.1 and Proposition 3.5 are proved in the next section. In Section 4 we prove Theorem 3.1 and Proposition 3.5. This is the core of the paper. Olver multispaces and divided differences coordinates will play a crucial role in the proof of this theorem. In Section 5 we discuss the complex case, giving Theorem 0.8. The proof in the complex case follows the lines of the real one.
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1 Definitions and main tools
Framework
In this section we introduce our setting, which is the same as in [1, 8, 9 ], but we restrict ourself to the one dimensional case.
• Let Σ be a smooth real compact Riemann surface, that is a smooth Riemann surface equipped with an anti-holomorphic involution c Σ . We denote by RΣ = Fix(c Σ ) its real locus.
• Let L be a real ample line bundle over Σ, that is an ample holomorphic line bundle p : L → Σ equipped with an anti-holomorphic involution c L such that p • c L = c Σ • p and c L is complex-antilinear in the fibers.
• A real Hermitian metric on L is a Hermitian metric h such that c * L h =h L . We equip L with a real Hermitian metric h of positive curvature
where e L is any local holomorphic trivialization of L.
• The curvature form induces a Kähler metric ω(·, i·) on Σ which restricts to a Riemannian metric over RΣ. We denote the Riemannian length form by |dV h |. We will denote also the Riemannian volume form on RΣ k by |dV h | k .
•
be the normalized volume form on Σ.
where ds is the Lebesgue measure associated to ·, · and
Bochner coordinates
We introduce some normal charts that turn out to be very useful for local computations (see [4, 10] ). We also introduce normal trivializations for positive line bundles. These data are called Bochner coordinates. They always exist for every positive line bundle (L, h) → X over any Kähler manifold.
Real Bochner coordinates. Let X be a Kähler manifold of dimension n and (L, h) be a positive Hermitian line bundle. Let x 0 ∈ X be any point in X. Over a small neighborhood U 0 around x 0 we can choose holomorphic coordinates z = (z 1 , . . . , z n ) and a local holomorphic section e L of L such that the local potential equals φ(z) = |z| 2 + O(|z| 4 ). By definition the local potential is defined by the equality h(e L , e L ) = e −φ . The data (U 0 , z, e L ) is called Bochner coordinates around x 0 . In the same manner, for a real Hermitian line bundle (L, h) → X over a real Kähler manifold, there exists real Bochner coordinates around each real point x 0 ∈ RX. These are Bochner coordinates compatible with the real structures of L and X.
Bochner coordinates and real Bochner coordinates always exist on any (real) Kähler manifold equipped with a positive (real) Hermitian line bundle. This is a classical fact, see [4] . A proof can be also found in [15, ) for some R > 0 and we do a rescaling T = √ dz, so that dφ(
We call these rescaled coordinates T ∈ B(x 0 , R) the scaled Bochner coordinates. For any d ∈ N, we will write dφ(
and call it the scaled potential. We call it the real Bargmann-Fock space. It is naturally equipped with the L 2 -scalar product
Its pointwise norm equals K C (x, y) = |K C (x, y)|e . In dimension n the definition of the Bargmann-Fock space is similar. It is the set of holomorphic functions f :
The Bergman kernel in this case is
Its pointwise norm is equal to K C n (x, y) = 
Bergman kernel
In this subsection we recall some asymptotic estimates of the Bergman kernel related to Hermitian line bundles. We follow [2, 10, 17, 16] .
Let 
Exponentially decay. We recall the following theorem of [17] .
where d h is the geodesic distance in X induced by h and the norms of the derivates of K d are also induced by h.
Near diagonal estimate. The following theorem says that in the (scaled) Bochner coordinates U x around a point x ∈ X the geometry of L d |Ux → U x looks like the geometry of the Bargmann Fock space, at least in a ball of size B(x;
) for large d and any fixed R > 0. This is the main theorem of [10] (see also [2] ). Theorem 1.4. Let (L, h) → X be a Hermitian positive line bundle over a complex manifold X of dimension n. Fix m ∈ N and R > 0. For any x ∈ X and any Z, W ∈ B(x, R)
in the scaled Bochner coordinates around x. Here, · is the norm on T x X induced by h and
The error term does not depend on x, z, w but only on m and R.
If X is a real manifold, we obtain: Theorem 1.5. Let (L, h) → X be a real Hermitian positive line bundle over a real Kälher manifold X of dimension n. Fix m ∈ N and R > 0. For any x ∈ RX and any Z, W ∈ B(x, R)
in the scaled Bochner coordinates around x. Here,
The error term does not depend on x, Z, W but only on m and R.
Proof. This is exactly Theorem 1.4, restricting everything to the real locus RX of X.
Scaled Bergman kernel. These theorems suggest us the following Definition 1.6. Fix a real point x ∈ RX. We define the scaled Bergman kernel by
), where T, W are the scaled (real) Bochner coordinates around x.
In particular, Theorem 1.5 can be written as:
in the scaled Bochner coordinates around x and in particular
Proof. The first part follows by Theorem 1.5 and by the definition of K d . The second one is due to the fact that in scaled local Bochner chart we have dφ(
where φ is the local potential of h. It follows that
Incidence manifold and density function
Throughout this section, we will denote by (L, h) a real ample Hermitian line bundle over a real Riemann surface Σ, see Section 1.1. In the first susbection we define some modified measuresν k s . Then, we introduce an incidence manifold and use the coarea formula to write the modified moments
k . This is done in the second subsection. The estimate of the density function R k d is the most important step in Theorem 0.4. We start the study of R k d by writing it as a fraction (Proposition 2.9) and by giving an off-diagonal estimate (Proposition 2.14). • To any non-zero section s ∈ RH 0 (Σ; L d ) we associate the following empirical measure ν s = x∈Zs δ x where Z s = RΣ ∩ {s = 0} is the real vanishing locus of s and δ x is the Dirac measure at x ∈ Z s . It induces an empirical measure ν
Zeros of random real sections
• For any s ∈ RH 0 (Σ; L d ) and any k ∈ N we defineν k s to be the following modified empirical measure:
Partitions of k elements. Let P k be the set of all the partitions of {1, . . . , k}, that means the set of all
Now, we denote by
For any partition I = {1 1 , . . . , 1 k1 }∪· · ·∪{m 1 , . . . , m km } ∈ P k , we denote by
The following proposition is a direct consequence of the definitions just given.
, it is enough, in fact equivalent, to understandν k s (f ). We will study the expectation of this new random variable, namely
Incidence manifold and density function R k d
We introduce an incidence manifold I that comes equipped with two projections respectively to RH 0 (Σ; L d ) and to RΣ k . Following [21] (see also [9] , [1]) we will apply the coarea formula (see [7, Lemma 3 Incidence manifold. Let ∆ be the diagonal of RΣ k defined by
and set
We denote by π Σ (resp. π H ) the projection
Proposition 2.3. Let L be a positive real line bundle over a real Riemann surface Σ. Then, for large d ∈ N, the set I is a smooth manifold. We call I the incidence manifold.
. We have to prove that 0 is a regular value. The derivative of this map is
By the positivity of L and by Riemann-Roch theorem, there exists d 0 such that for all d d 0 we can find sectionsṡ 1 , . . . ,ṡ k such thatṡ i (x i ) = 0 andṡ i (x j ) = 0 for i = j. This implies that 0 is a regular value.
Definition 2.4. The normal jacobian Jac N u of a submersion u : M → N between Riemannian manifolds is the determinant of the differential of the map restricted to the orthogonal of its kernel. Equivalently, if du p is the differential of u at p, then the normal jacobian is equal to det du p du * p , where du * p is the adjoint of du p with respect to the scalar products on T p M and T u(p) N .
Remember that we have defined the modified moment to be E[ν 
s was defined in Definition 2.1 and
Proof. We consider
Using π H we pull-back the integral over I. On I we put the (singular) met- 
Proof. The symmetric group S k acts by isometries on RΣ k and on I, this implies the result.
Here we have denoted by · the norms induced by the Hermitian metric h.
As π H is (almost everywhere) a local isometry, we can pushforward this integral onto RH 0 (Σ; L d ) and we obtain
is invertible for any i ∈ {1, ..., k} and let (ṡ,ẋ 1 , . . . ,ẋ k ) be any tangent vector of (s,
Remember that, by definition, the norm (ṡ,ẋ 1 , . . . ,ẋ k ) on I equals ṡ L 2 and also that for every i = 1, . . . , k we haveṡ(
Consider the map
We remark that B is a diagonal map so that JacB = ∇s(x 1 ) · · · ∇s(x k ) . We have
and this implies
It follows that
Now, we have that the normal Jacobian of π H is equal to 1 as π H is a local isometry, that Jac j
..,x k ) and that Jac(B −1 ) = Jac(B) −1 . We conclude by integrating over RH 0 x and observing that the set of s ∈ RH 0 x such that ∇s(x i ) = 0 for some i ∈ {1, ..., k} has measure zero. 
where j 0 x is the 0-jet map defined in Definition 2.8. Proof. We fix an orthonormal basis {s 1 , . . . ,
We also fix a unit vector e i over each fiber RL
We conclude by taking the square root of the determinant of M M * , which is exactly Jac N (j 0 x ).
Proposition 2.11. Let L be a positive real Hermitian line bundle over a real Riemann surface Σ. Then there exists an integer d L ∈ N such that for all
From the Riemann-Roch theorem we then know that for i ∈ {1, . . . , k}
This proves that there are sections s i such that s i (x i ) = 0 and s i (x j ) = 0 for i ∈ {1, . . . , k}. The surjectivity of j 
x . The result follows from Proposition 2.11 and from the fact that the normal Jacobian of a map is positive if and only if the map is surjective.
Uniform estimate far from the diagonal. We denote by d h the distance on Σ induced by the Hermitian metric h. Let ∆ d be the neighborhood of the diagonal defined by
where C ′ is the constant appearing in Theorem 1.3. The following result gives the estimate of the density function for points outside ∆ d .
Lemma 2.14. Under the hypothesis of Theorem 0.3, for every f ∈ C 0 (RΣ k ), the following asymptotic holds:
where the error O( 
. By Propositions 2.9 and 2.10 we then obtain
We now study the numerator. Let RH
be the kernel of the 0-jet evaluation map at x i and j 1 xi : s ∈ RH 0 xi → ∇s(x i ) be the 1-jet evaluation map. The integrand of the numerator depends only on the 1-jets of sections s at the points x 1 , . . . , x k so that, after an integration over ∩
Let s i be a unit norm section generating the orthogonal of ker j 1 xi . As the distance between each pair of points x i and x j is bigger than
, a result of Tian (see [22] , Lemma 3.1) implies that the sections {s i } i=1,...,k are pairwise asymptotically orthogonal, more precisely s i ; s j = O(
By [9, Theorem 1.2] (see also Theorem 4.37 in Section 3.8) we have the result.
Proof of the main theorems
This section is devoted to the proof of Theorem 0.1. For this purpose, we use Markov inequality together with the computations of the central moments of #Z s given by Theorem 0.5. Theorem 0.5 is itself a consequence of Theorem 0.4, which computes all the moments of #Z s . For this, we strongly use a uniform bound on the L ∞ -norm of the density function R The main result of this section is the following uniform boundedness result for the density function defined in Proposition 2.5. We prove this result in Section 4.
It is interesting to remark that at this level we are able to prove a weaker form of Theorem 0. 4 
Proof. We denote by ∆ d the neighborhood of the diagonal defined by
). Thanks to Proposition 2.5, we have
To conclude we must compare the moment E[ν 
3.2 Proof of Theorems 0.1, 0.4 and 0.5
This section is devoted to the proof of the main theorems. We follow the notation of Section 2. Remember that R k d is the density function given by Proposition 2.5. We need the following Definition 3.3. We denote by d h the distance on RΣ k induced by h.
is the set
, except at most the pair (x a , x b ).)
• For any 1 ≤ a < b ≤ k, we denote by j ab :
Proof. By definition, U d is the set of points (x 1 , ..., x k ) ∈ RΣ k such that the distance between each pair of points x i , x j , 1 ≤ i < j ≤ k, is bigger than
, except at most one pair. Its complement RΣ k \ U d is then formed by points (x 1 , ..., x k ) ∈ RΣ k such that there exist four indices i, t, s, j ∈ {1, . . . , k}, i = t, i = j, s = j, with the
. (Note that the indices t and s could be equal). Fix such four indices i, t, s, j, and denote by V i,t,s,j d the set of points (x 1 , ...,
We then obtain
We formulate an uniform estimate of the density function R such that, for every f ∈ C 0 (RΣ k ), the following asymptotic holds:
for any α ∈ (0, 1), where ω f (·) is the modulus of continuity of f . The errors
We will prove this Proposition in Section 4.6. We now deduce Theorem 0.4.
Proof of
We divide the integration domain into two parts, namely the set U d defined in Definition 3.3 and its complement RΣ k \ U d .
• Proposition 3.5 implies that
where the error term o
and the universal constant M ′ are as in Proposition 3.5.
• Theorem 3.1 and Lemma 3.4 implies
where the error O(
Remark that the integral over RΣ k \ U d is then negligible compared to the integrable over its complement U d . This implies that the integral over the cartesian product RΣ k is equal to the integral over U d , up to an error term. In other words, putting together the integral over RΣ k \ U d and over U d , we obtain
see Section 2.1 for definition of P k and of j I . By Eq.
(1) applied to m I ≤ k − 2, we get
).
We can use Eq. (1), for the modified moments E[ν
](j * ab f ) and we obtain:
on the right hand side and using again Eq. (1) we obtain
and where the error term is as in Proposition 3.5. The constant M is positive thanks to Proposition 3.5.
Proof of Theorem 0.5. Let f be a continuous function on RΣ. It induces a continuous function on RΣ l for every l ∈ N defined by
With a slight abuse of notation we still denote this function by f . For any l ∈ N, we define
By Theorem 4.37, we have
for any l ∈ N. Combining this with Theorem 0.4, we have that for all l,
where the error term o(1) is bounded from above by
for any α ∈ (0, 1), where ω f (·) is the modulus of continuity of f . Moreover the errors O
and O(1) do not depend on f . We then have
By the formula
Now we use Eq. (3) for the term E l (f ) and Eq. (2) for the term
and we obtain that Eq. (5) is equal to
(x − 1) k and this vanishes as k > 2.
Proof of Theorem 0.1. We have
By Theorem 0.5, for f = 1, we have the result.
Olver multispaces and proof of Theorem 3.1
This section is devoted to the proof of the boundedness result used in the proof of Theorem 0.4, namely Theorem 3.1. Olver multispaces and divided differences coordinates play an important role. We recall these tools in Section 4.1. The main difficulty in Theorem 3.1 is to understand the behaviour of the density function R k d near the diagonal, see Remark 2.13. For this purpose, we will study all the possible ways a point (x 1 , . . . , x k ) ∈ RΣ k \∆ can converge to the diagonal. This leads us to consider labelled graph with k vertices. Each vertex represents a point x i ∈ RΣ and we put an edge between two vertex if and only if we allow the points associated to these vertices to collapse each other, see Definition 4.11.
Olver multispaces
We briefly recall the results of [18] . Let M an n-dimensional smooth (not necessarly connected or closed) manifold and C and C ′ two curves in M passing at z ∈ M . We introduce local coordinates (x, u 1 , . . . , u n−1 ) = (x, u) around z such that, locally, the curve C is a graph {u = f (x)} and the curve C ′ a graph {u = g(x)}, for smooth maps f, g. Definition 4.1. Let z = (x 0 , u 0 ) be a point in a smooth manifold M and C = {u = f (x)}, C ′ = {u = g(x)} be two curves passing at z. We say that C and C ′ have the same k-jet at z if and only if
Pointed manifolds and curves. A (k + 1)-pointed manifold is an object M = (M ; z 0 , . . . , z k ) consisting of a smooth manifold M and (k+1) not necessarily distinct points z 0 , . . . , z k ∈ M thereon. Given M, we let #i = #{j | z j = z i } denote the number of points which coincide with the i-th one.
Multi-contact. Given a manifold M , we let C (k) = C (k) (M ) denote the set of all (k + 1)-pointed curves contained in X. In [18] , Olver defined an equivalence relation on the space of multi-pointed curves that generalizes the jet equivalence relation at a single point. , is the set of equivalence classes of (k + 1)-pointed curves in M under the equivalence relation of k-th order multi-contact. The equivalence class of an (k + 1)-pointed curve C is called its k-th order multi-jet, and denoted j k C ∈ M (k) .
In [18] Olver proved the following theorem:
is a smooth manifold of dimension (k + 1)n, which contains the off diagonal part M Divided differences. Olver proved Theorem 4.3 by providing an atlas. This atlas is formed by local charts given by divided differences. Definition 4.5. Given a (k + 1)-pointed curve [C; z 0 , . . . , z k ], we define its divided differences recursively by setting [z j ] C = f (x j ) and
When taking the limit, the points z = (x, f (x)) must lie on the curve C.
Olver proved that two (k+1)-pointed curves (C; z 0 , . . . , z k ) and (C ′ ; z 0 , . . . , z k ) represent the same element in M (k) if and only if they have same divided differences, see [18, Theorem 3.4] . The following lemma will be useful for the local computations in Sections 4.4-4.5.
where c T ,i,r is a rational function in the distances |T s − T t | ,1 ≤ s < t ≤ k of non positive degree r − k + 1. Here, f (r) (T ) is the r-th derivative of f at T .
In the sequel we will omit C in the notation of divided differences, that is we write
and by induction we have the result.
and, again, by induction hypothesis we have the result.
Extension of the density function R k d
In this subsection we introduce an incidence manifold that will play a key role in the proof of Theorem 3.1 and of the following: 
Let Z be the set of points in (RL d ) (k−1) which represent the k-pointed curves of type (RΣ; x 1 , . . . , x k ), where RΣ is viewed as the zero section of RL d and x 1 , . . . , x k ∈ RΣ. Consider the set ev −1 (Z).
Definition 4.8. We denote ev −1 (Z) by I and call it the incidence manifold. 
Local equations of the incidence manifold
We give local equations for the incidence manifold I defined in Definition 4.8. These local equations allow us to find a new local expression for the density function R k d . We will use the divided differences notation (see Section 4.1, Definition 4.5).
indexed by k labelled graphs. Let Θ k be the set of all labelled graphs with exactly k vertices, labelled by {1, . . . , k}. Let d be any positive integer, we will associate a graph in Θ k to any point (x 1 , . . . , x k ) ∈ RΣ k . This graph is contructed as follows: we put an edge between the i-th vertex and j-th vertex if and only if the distance d h (x i , x j ) between x i and x j is smaller or equal than
• Given an integer d ∈ N and a point x ∈ RΣ k we say that x ∈ Γ d if and only if its associated graph is Γ. We will refer to Γ d as a graph subset.
• We call origin of a connected component of such a graph the point of the connected component with the smallest label.
• If Γ has m connected components Γ 1 , . . . , Γ m and each connected component Γ i has k i vertices, then we write {x Remark 4.12.
• For any d ∈ N, the graph subsets {Γ d } Γ∈Θ k give a cover of RΣ k .
• The fact that two point x i and x j lie in the same connected components implies that the distance between these two points is smaller or equal than
Generalized evaluation maps. Fix a k-labelled graph Γ ∈ Θ k with m connected components. We write {x 
The kernel of such map is denoted by RH 0 x . Notation 4.14. In the sequel, we will only consider k-pointed curves of the form [graph(s); s(x 1 ), . . . , s(x k ))]
for s ∈ RH 0 (Σ; L d ) and for x 1 , . . . , x k ∈ RΣ. For the sake of simplicity, we will omit "graph(s)" in the notation of its divided differences. For example, we will write [s( Proof. This is a direct consequence of the fact that divided differences form a coordinates system for Olver multispaces. Having the same multi-contact is a local property, so that 
Definition 4.18. Let Γ be a k-labelled graph and let Γ 1 , . . . , Γ m be its connected components. We denote by i 1 , . . . , i ki the vertices of Γ i . We say that Γ is an k-admissible graph if and only if i p < j q for any i < j ∈ {1, . . . , m} and any p ∈ {1, . . . , k i }, q ∈ {1, . . . , k j }. are the connected components of x. As we have seen, this implies that
The following proposition gives an explicit expression of R
, where Γ is a k-admissible graph. We denote by · the norms induced by the Hermitian metric h. 
Proof. The proof goes along the same lines as Proposition 2.9. Remember that, by definition, the norm (ṡ,ẋ) on I equals ṡ L 2 and that dπ Σ|(s,x) (ṡ,ẋ) =ẋ. 
is the derivative of ev x (s) with respect to x and it is equal to the lower triangular matrix that has the following blocks on the diagonal 
Writing in a compact notation, we havė
We then deduce that the normal Jacobian that we want to compute is
We conclude by observing that D x ev Γ x (s) is triangular, so that its Jacobian is
Proof of Theorem 3.1. 
We prove Propositions 4.22 and 4.23 respectively in Sections 4.4 and 4.5. We now prove Proposition 4.17 and Theorem 4.7.
Proof of Proposition 4.17. As we have seen, it suffices to prove this proposition for all k-admissible graphs, see Remark 4.19. The proposition follows directly from the fact that
and from Propositions 4.23 and 4.22.
Proof of Theorem 4.7. It is a consequence of the surjectivity of
that is equivalent to the fact that D Γ d is everywhere non vanishing for all Γ ∈ Θ k . Let us prove that R k d|∆ = 0. Let (s, x) ∈ I be such that x ∈ ∆. Then, up to an action of the symmetric group S k , we have A partition of R k . We introduce a partition of R k indexed by labelled graphs, as we did for RΣ k in Section 4.3. Denote by Θ k the set of all labelled graphs with k vertices, labelled by {1, . . . , k}. We associate a graph to every point
Estimates of the denominator D
k . This is constructed as follows: we put an edge between the i-vertex and j-vertex if and only if the distance between T i and T j is smaller or equal than 1. We say that (T 1 , . . . , T k ) ∈ Γ if and only if its associated graph is Γ. The subset Γ ⊂ R k is called a graph subset.
Definition 4.24. Let (T 1 , . . . , T k ) be a point in R k and Γ be its associated graph.
• We say that T i and T j are in the same connected component if and only if the vertices i and j of the associated graph are in the same connected component.
• We call origin of a connected component the point of the connected component with the smallest label.
Local evaluation maps. In the sequel we will always consider k-admissible graphs Γ, see Definition 4.18. For every k-admissible graph Γ and every point T = (T ev
in the sense of Olver, see Definition 4.5. Remark that we used the same notation in the previous section, see Notation 4.14.
Definition 4.25. We call the map ev
a local evaluation map. Proof. We remark that for any T ∈ R k \ ∆, the map ev C,Γ T is equivalent to the "classical" evaluation map or 0-jet map j 
The surjectivity of ev
Local boundedness results. The previous proposition implies that the normal Jacobian of the local evaluation map is strictly positive. We will compute the normal Jacobian of ev ) .
The scalar product between two tangent vectors V , W at T equals
Proposition 4.27. Let R > 1 be fixed and let Γ be a k-admissible graph. Then there exists a positive ǫ Γ > 0 such that, for every T ∈ B(0, R) ∩ Γ,
Proof. By Proposition 4.26, for all T = (T Proof. Let {f 1 , . . . , f k } be an orthonormal basis of (ker ev
We compute the normal Jacobian using this basis and the canonical orthonormal basis for R k1 × · · · × R km . Then the matrix of ev C,Γ x | (ker jT ) ⊥ associated to these orthonormal basis is a square matrix whose i-th column equals the transpose of
A direct computation shows that (ev
* is a square matrix with m ) (ip,jq) the (p, q)-place of this block. We have that
is equal to
where T 
and this is clearly equal to
.
Summing up to l and interchanging the sums we obtain p s=1
Generalized evaluation maps in Bochner coordinates. We now study the surjectivity of the generalized evaluation maps ev
13. We will use the graph notation of Section 4.3. We fix a k-admissible graph Γ, see Definition 4.18. Remember that this implies that for every
for every i ∈ {1, . . . , m} and 1 ≤ p, q ≤ k i and that 
as in Definition 4.13. On the space of real global sections RH 0 (Σ; L d ) we consider the L 2 -scalar product induced by the real Hermitian metric h, see Section 1.1. On R k1 × · · ·× R km we consider the product fiberwise metric induced by the metric h on each fiber RL By the choice of the metric, we know that dφ(
where the error term is uniform. We then write φ d for the composition of metric φ with the rescaling, that is φ d (T ) = dφ(
), see Section 1.2. We then have
where
). We define the map ev
Definition 4.29. The map ev
just defined is called a scaled evaluation map. We denote its normal Jacobian by
Remark 4.30.
• The main point is that scaled evalutation maps look like local evaluation maps (see Definition 4.25) when d tends to infinity. This fact will be proved in Propositions 4.31, 4.32 and 4.34.
• As always, we identify the points with their coordinates. For points that lie in the same chart it is a natural identification. For points that are not in the same chart, this could be less natural but we think it is not ambiguous: unless otherwise announced, points with different upper index lie in differents charts. We do this choice for the sake of simplicity.
be its scaled Bochner coordinates around its origins. We have
It is a direct consequence of the change of variables T = √ dx.
Reduction to the local model. The following result is an analogue for the scaled evaluation maps of the Proposition 4.28. 
Then the matrix of ev
blocks, indexed by (i, j) for i, j = 1, . . . , m. The (i, j)-block is a k i ×k j matrix, we denote the (p, q)-place of this block by (ev
) and of its derivatives, s = 1, . . . , p, a = 1, . . . , q. The coefficients of this polynomial are rational functions in
Proof. It is the same proof of Proposition 4.28, replacing functions f by scaled sections s d and the norms e 
where ev Proof. This is a consequence of Proposition 4.32 and of the universality of the scaled Bergman kernel
By multilinearity of the determinant, we can multiply each entry of the matrix (ev 
Proof. We pass to the scaled Bochner coordinates T = √ dx around x 1 and we have
The result follows by Proposition 4.34 and by Proposition 4.27. 
Proposition 4.36. There exists C > 0 such that for all x = (x 1 , . . . ,
, for all d ∈ N, we have
Here, S x is the unit sphere of RH 0 x , the kernel of the generalized evaluation map
Proof. We remember that when we use divided differences it means that we consider real Bochner coordinates around the origin, in this case x 1 , see Section 1.2. We identify every point x i with its coordinate, in particular we still write x 1 instead of 0. We pass to the scaled Bochner coordinates that is we consider
for all sections s, where
). We still write T 1 instead of 0 to emphasize the fact that this rescaled local chart has T 1 as center. Consider the generalized 1-jet map ev
Remark that 
Fix an orthonormal basis {σ 1 , . . . , σ k } of the orthogonal of (ker j = (a 1 , . . . , a k ) ∈ S k−1 ⊂ R k , write s a = i a i σ i . Claim 1: for all i, j ∈ {1, . . . , k}, the quantity
is the square root of a rational function Q j of degree 1 in the norm of K d (T p , T q ) and of its derivatives, for p, q ∈ {1, . . . , k}. The coefficients of Q j are rational functions in e φ d (Ta) and in the distances |T a − T s | between the points, for 1 ≤ a = s ≤ k.
) and that we denoted
, see Section 1.3. We will conclude the proof of the proposition before proving the Claim 1. By Corollary 1.7, K d (T p , T q ) converges to a local universal limit. The convergence is in C 2k -topology and the error term is an uniform O( .
By Proposition 4.6 we have that Let s i be a unit norm section generating the orthogonal of ker j 1 xi . If the distance between two points x i and x j is bigger than
, by a result of Tian (see [22] , Lemma 3.1), we have that the sections {s i } i are pairwise asymptotically orthogonal, more precisely s i ; s j = O( . For this reason we have that
By Theorem 4.37 we have that
The complex random setting We work in the framework introduced by Shiffman and Zelditch in [19] . We restrict our definition for the dimension 1. Let Σ be a smooth compact Riemann surface. Let L → Σ be a holomorphic line bundle equipped with a Hermitian metric h of positive curvature 
Olver holomorphic multispace
Let X be a complex manifold of dimension n. A holomorphic curve C in X is an analytic one-dimensional submanifold of X. Such a holomorphic curve is not necessarly connected, neither closed. For example a disjoint union of open disks is an holomorphic curve. A (k + 1)-pointed holomorphic curve (C; z 0 , . . . , z k ) in X is a holomorphic curve C in X together with (k + 1) not necessarly distinct points over C. Let C (k) h (X) be the set of all the (k + 1)-pointed holomorphic curves in X . The following definition is the holomorphic analogue of the Olver multispace. We call it the Olver holomorphic multispace of a complex manifold X. for each i = 0, . . . , k. The k-th order multi-space, denoted X (k) is the set of equivalence classes of (k + 1)-pointed curves in X under the equivalence relation of k-th order multi-contact. The equivalence class of an (k + 1)-pointed curve C is called its k-th order multi-jet, and denoted j k C ∈ X (k) .
As for the real case, local holomorphic coordinates of X induces the holomorphic divided differences coordinates for the multispace X (k) .
