I. INTRODUCTION
There is a great deal of interest in predicting the structure and transport properties of liquid metals. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] The approaches that have been used to study liquid metals include the embedded atom method ͑EAM͒, [1] [2] [3] [4] [5] [6] [7] [8] [9] the tight-binding method, 10, 11 and ab initio techniques. [12] [13] [14] [15] [16] Each of these methods has been used to study the structure of liquid nickel; however, only the prior two methods have been used to study the transport properties of liquid nickel. One motivation behind studying liquid metals stems from the need for reliable estimates of transport properties. Looking at one transport property, viscosity, the experimental values for liquid nickel at 1750 K range from 4.4 mPa s to 6.2 mPa s. 17 Experimental values for the self-diffusion coefficient of liquid nickel to our knowledge are nonexistent.
Both EAM ͑Ref. 18͒ and the modified embedded atom method 19 ͑MEAM͒ are a semiempirical representation of transition metals based on density functional theory. The EAM has been applied to the calculation of a variety of properties of perfect and defective ͑free surfaces, point defects, grain boundaries, dislocations, etc.͒ bulk metals and alloys as a function of temperature and pressure. 20 A MEAM arose out of the observation that angular forces are necessary to explain the behavior of non-fcc materials. 19 A recent model for tin 21 was able to quantitatively predict the transition between the ␣ and ␤ phases of tin, besides giving reasonable estimates for the melting point.
The applicability of the EAM for the study of liquid metals is well documented in the literature. Foiles 1 showed that liquid transition metals could be modeled with EAM potentials. For the study of nickel, a number of EAM potentials for nickel exist. [22] [23] [24] [25] [26] [27] Liquid nickel has been studied with the Voter-Chen potential 6-9 and Johnson's first nearest-neighbor potential. 2 In addition, the viscosity of liquid nickel has been calculated utilizing the Cai-Ye potential. 5 However, because of the recent success of the MEAM in modeling complex materials, we chose to compare the liquids predicted by the MEAM with other EAM potentials.
Although a number of EAM potentials exist, most of the research efforts to date used early EAM potentials ͑pre-1990͒ to study the properties of liquid nickel. For this study, we chose to utilize more recent EAM ͑Refs. 22-24͒ and MEAM potentials for nickel. 28 These potentials describe the solid properties of nickel better than some of the earlier potentials developed. Thus we intend to provide a critical analysis of these potentials as applied to liquid nickel. The properties to be examined include structure factors, melting points, and transport coefficients ͑self-diffusivity and viscosity͒.
II. EAM AND MEAM POTENTIALS
The embedded atom method, as first proposed by Daw and Baskes, 18, 29, 30 is a semiempirical many-body potential, based on density functional theory. The EAM suggests, in part, that the energy required to place an impurity atom in a lattice is determined by the electron density at that site, irrespective of the source of the electron density. The general form for the total energy is given by
where i is the electron density at the ith nucleus resulting from the atomic electron densities of the neighboring atoms, F( i ) is the embedding function, and (r i j ) is a pair potential term. i is determined by
where f (r i j ) is the electron density due to the jth particle. Both the embedding function and the pair potentials are found empirically, fitting some functional form to the solid properties of the lattice constant, cohesive energy, elastic constants, vacancy formation energy, etc. The EAM assumes that the electron density is spherically symmetric, whereas the MEAM assumes that the background electron density is a function of some angular-dependent ''partial electron densi-ties.' ' Baskes 19, 28 gives a more detailed description of the angular-dependent electron densities.
We utilized two different EAM potentials in this study: the EAM of Angelo et al. 23, 24 ͑A-EAM͒ and the Cai-Ye
22
͑CY-EAM͒ potentials. The functional forms of each of these potentials are physically different. The methodology in the fitting the solid database parameters also differs. We summarize in the following subsections the functional forms for the electron density, the embedding function, and pair function for both the EAM potentials and MEAM potentials.
A. Potential of Angelo et al.
Angelo et al. 23, 24 chose the pair potential to be given by the following expression
where c 1 , c 2 , c 3 , and c 10 are fitted parameters, f (r i j ) is the electron density due to the jth atom, and f cut is given by
͑4͒
This f cut forces the pair potential as well as the electron density ͑to be shown later͒ to zero beyond a certain distance r cut . The value of r cut is 4.84 Å, which is an adjustable parameter that provides the best match between the calculated and experimental data.
The total electron density i given by Eq. ͑2͒ requires the summation of f (r i j ) which was taken to follow the functional form of Chen et al. 31 and is given by
where r i j is the distance between the ith and jth atoms, c 4 and c 5 are fitted constants, and f cut is given by Eq. ͑4͒.
Having chosen the functional forms for the electron density and the pair potential, the embedding energy function is determined as
where i j (r i j ) is given by Eq. ͑3͒ and E(a) is the energy given by the equation of state of Rose et al., 32 which is
where E sub is the sublimation energy. The quantity a* is a measure of the deviation from the equilibrium lattice constant a 0 and is given by
Here, ⍀ is the equilibrium atomic volume, B is the bulk modulus, and a is the current lattice constant. The parameters used in this study were described in Ref. 24 .
B. Cai-Ye potential
Cai and Ye 22 approached the embedded atom method by assuming that the embedding function should match the universal binding energy expression described by Banarjea and Smith 33 and that the pair potential should match in functional form the equation of state of Rose et al. 32 Angelo et al., on the other hand, required the total energy to obey the equation of state of Rose et al. The embedding function for the CY-EAM is defined by the equation
where e is the equilibrium electronic density ͑for a perfect fcc crystal it is approximately 12͒, F 0 is defined as the cohesive energy minus the energy of vacancy formation, F 1 is an adjustable parameter, is the electron density given by Eq. ͑2͒, and n was taken as 0.5. They chose f (r i j ) to be a simple exponentially decreasing function of r i j given by
where r e is the equilibrium nearest-neighbor distance, f e is a scaling constant taken as one for pure substances, and is a fitted parameter. As mentioned above the pair potential was taken to be of the form of the equation of state of Rose et al., more specifically
where ␣, ␤, and r a were taken as adjustable parameters. The cutoff distance chosen for the parametrization was set to be 1.65 times the lattice parameter a 0 . This represents a distance (5.8 Å) between the fifth and sixth nearest-neighbor distances. The resulting fitted parameters for nickel given by Cai and Ye 22 were utilized in this work.
C. Modified embedded atom method potential
The modified embedded atom method is an extension of the EAM which follows Eq. ͑1͒ yet includes an angulardependent electron density function. Historically MEAM potentials have been chosen to be short range whereas EAM potentials usually are longer range. For a complete description of the MEAM formalism we refer the reader to the papers by Baskes.
19,28
The background electron density in the MEAM is taken as
where i is the EAM electron density given in Eq. ͑2͒ and G(⌫) captures the angular dependence. The scalar ⌫ is given by a weighted sum of the squares of partial electron densities scaled by i . Each partial electron density captures a differ-ent aspect of the local atomic environment; e.g., the s component represents volume, the p component represents mirror symmetry, the d component represents shear, and the f component represents inversion symmetry. The various forms chosen for the function G are discussed in Baskes 28 and will be discussed further below. Each partial electron density is proportional to an atomic electron density. The atomic electron densities are given by simple exponentials with decay constant ␤ (l) , lϭ0Ϫ3. A many-body screening function was given by Baskes 28 which we summarize here. The screening function between atoms i and k depends on all of the other atoms j in the system through an equation such as
where S i jk is calculated using a simple elliptical construction. Consider the ellipse passing through atoms i, j, and k where the x axis of the ellipse is determined by i and k. The equation for the ellipse is given by
where the parameter C is determined by
where X i j ϭ(r i j /r ik ) 2 and X jk ϭ(r jk /r ik ) 2 . The r's are the distance between the respective atoms. We defined the screening factor to be a smooth function of C:
where C min and C max are material-dependent parameters and the smooth cutoff function is
͑17͒
For this paper, we utilized each of the nickel potentials developed by Baskes. 28 We chose to increase the value for the cutoff radius r c from 4 to 4.5 Å in order to maintain constant energy within the liquid. The four potentials will be referred to as Ni1, Ni2, Ni3, and Ni4 to correspond with the four MEAM potentials given by Baskes.
28 Tabulated in Table  I are the unique parameters, ␤ (1) , ␤ (3) , C min , and the function for G(⌫) for each of these model potentials.
III. COMPUTATIONAL DETAILS

A. Transport properties
In order to calculate the various transport properties given in this paper, we used the Green-Kubo 34,35 method as developed by McQuarrie. 36 The transport properties are derived from the continuum equations of fluid dynamics, such as the Navier-Stokes equation for viscosity or Fick's laws of diffusion. The derivation provides a direct relation between the microscopic autocorrelation function ͑ACF͒ measured in an equilibrium system to the macroscopic transport quantity.
The autocorrelation function that one obtains for the diffusion coefficient is given by the following expression 36 
Dϭ
1 3N
where N is the number of atoms, v ជ j (0) is initial velocity vector for the jth particle, and v ជ j () is the velocity vector at some later time . The average is taken over different time origins. A similar expression for the shear viscosity exists relating the shear viscosity to the off-diagonal terms of the stress tensor. The resulting expression is
where V is the volume, k b is Boltzmann's constant, T is the absolute temperature, and J is defined by
and is related to one component of the off-diagonal term of the stress tensor, ␣␤ , where ␣␤ equals xz, xy, yz, yx, zx, or zy. p ␣ j and p ␤ j are the momenta of particle j in the ␣ and ␤ directions, respectively, ␤ j is the ␤ component of the jth particle position vector, and F j␣ is the ␣ component of the force. Again we take the average of the off-diagonal terms at different time origins. In order to obtain reliable average values for Eqs. ͑18͒ and ͑19͒ we utilize a method of overlapping-time-interval correlation averages. 37 This method allows one to store in memory a series of individual correlation functions A(0)A() ͑where A is the quantity of interest-for example, the velocity or off-diagonal terms of the stress tensor͒, spaced apart by some time. The time spacing is determined such that there is no correlation between the initial correlation function and the second correlation function. This significantly shortens the computational time while getting meaningful statistical averages. The results for the self-diffusivity and the shear viscosity are calculated using an average of 4000 individual correlation functions spaced 0.1 ps apart with a total time for the correlation function being 1 ps. Longer correlation functions as well as including more correlation functions in the average did not significantly alter the resulting values. For each autocorrelation function calculated, the simulations lasted approximately 400 ps. A total of three to five autocorrelation functions were subsequently averaged to obtain the values presented. The errors for the calculated diffusivity data were less than 2%. The estimated errors in the shear viscosity data were less than 7%. These simulations were run using a microcanonical ensemble ͑constant N, V, and E). The volume was selected in such a way that the average pressure equaled zero. Each of these simulations contained 1372 atoms. We evaluated the effect of system size on our calculations and found that 1372 atoms was the optimal size for statistically meaningful results and computational feasibility.
B. Other properties
We calculated the structural parameters through a series of isobaric-isothermal simulations at 1775 K and zero pressure for each of the nickel potentials. Temperature was controlled using a standard Nosé-Hoover thermostat 38,39 with a time constant of 0.1 ps. A radial distribution function was calculated for 150 different configurations of 10 976 atoms. A Fourier transform of the radial distribution function was evaluated to obtain the structure factors we present in Sec. IV.
The melting point was calculated using the moving interface method. 40 This method is a two-phase simulation method that measures the velocity of the interface for a variety of temperatures. The simulations were allowed to expand and contract at zero constant pressure while temperature was held fixed away from the moving interface. This technique provides reasonable estimates of the melting point. A series of simulations bracketing the assumed melting temperature was run while determining the velocity of the interface. The total length of the simulations was 25 ps with output times being 0.1 ps. The velocities were plotted with respect to the temperature of the uncontrolled temperature region. The melting point was taken as the temperature at which the velocity equaled zero.
IV. RESULTS AND DISCUSSION
Following the two-phase simulation method described above, the melting points for each of the potentials were obtained. Tabulated in Table II are the melting points. The experimental melting point of nickel is 1726 K. It is noticed that Ni1, Ni2, and Ni3 all have similar melting points. Comparing the resulting melting points of liquid nickel predicted through MEAM calculations, the value of C min appears to have a strong effect on the melting temperature ͑see Table I͒. It was noticed by Baskes 28 that the selection of the C min also affects the linear expansion coefficient for the solid. The selection of the form for the background electron density G(⌫) appears to have a minimal effect in changing the melting temperature within the errors associated with the method of determining the melting temperature.
Also included in Table II are the zero-pressure densities at 1775 K. These densities are slightly lower than the expermental density. 41 The CY-EAM potential appears to be the closest to the experimental density. The furthest from experimental density was that of Ni1 which is 1.8% less than that of the experimental. Thus each of the potentials predict a zero-pressure density very close to the experimental results.
In Fig. 1 , the structure factor for each of the potentials evaluated within this paper is plotted. The experimental results indicated by the open circles were obtained from Waseda and Ohtani. 41 The lines in the figure represent the structure factor from the potentials. Each of the potentials appears to fit the experimental data well. Even though each of the potentials predicts the structure well, the structures for MEAM Ni1 and MEAM Ni2 appear to have longer-range correlations. In other words, the second and third peaks are more pronounced. The position of the first peaks of the A-EAM and CY-EAM appears to be shifted slightly from the experimental data points. Comparing each of the structure factor curves in Fig. 1 , it is noticed that the structure factors are nearly identical for MEAM Ni1 and MEAM Ni2, MEAM Ni3 and MEAM Ni4, and A-EAM and CY-EAM. Thus, referring to the table for the MEAM potentials, Table I , one sees that the structure factor appears to be controlled by the selection of the ␤ (1) and ␤ (3) parameters. In Fig. 2 we report the viscosity results compared to the experimental viscosities from the 1950s and 1960s found in Iida and Guthrie. 17 The solid lines represent the experimental results; our results are illustrated with symbols and the dashed lines. The dashed lines represent an Arrhenius-like function through the data. The temperature uncertainty arises from the temperature fluctuations within the simulations. In a prior paper, 5 we reported larger fluctuations in the values for the viscosity. Here we reduced the deviations by averaging more individual correlation functions. Furthermore, we ensured that the spacing between the correlation functions was such that each correlation function was significantly decayed before overlapping the next correlation function. The overall values of the viscosity were not significantly affected, however. The errors associated with the calculations were reduced to less than Ϯ7%.
There have been other calculations for the viscosity of liquid nickel based on the Voter-Chen EAM potential. [6] [7] [8] Besides the difference in the potential the methodology in their papers differs slightly in that they calculated the Green-Kubo viscosities at the experimental density rather than the zeropressure densities used here. This fundamental difference could dramatically affect the viscosity obtained. For instance, one of the authors 42 ran several calculations for liquid nickel examining the effect of the density upon the shear viscosity and observed that decreasing the density by 2% decreased the shear viscosity by nearly 10%. Thus it is inconsistent to calculate the shear viscosity using experimental densities rather than the zero-pressure densities predicted by the model.
Over the limited temperature range we studied, the viscosity appeared to follow an Arrhenius relationship
where 0 is the viscosity at the experimental melting point, k b is Boltzmann's constant, and E a is the activation energy.
In Table III , we present the values for the activation energies of each process as well as the prefactors for each of the potentials studied here. It is difficult to compare these values to experimental data, in part, due to the difficulty in experimentally measuring viscosity at high temperatures. The calculated activation energy for the viscosity of MEAM Ni3, Ni4, A-EAM, and CY-EAM is lower than the activation energy from most experimental data by up to a factor of 1.5. The activation energy is higher by a factor greater than 2 for the Ni1 and Ni2 potentials. The calculated viscosity for MEAM Ni1 and Ni2 appears to overestimate the experimental numbers while the remaining MEAM potentials and the EAM potentials tend to slightly undershoot the experimental numbers. These results could be explained purely from structural arguments. In the literature there exists a relationship that relates the microscopic details of the system to the viscosity through a semiempirical function of g(r) and the Lindemann frequency L ,
where m is the atomic mass, n 0 is the atomic density, and a denotes the first minimum of the radial distribution function. The Lindemann frequency is proportional to the square root of the melting temperature. The Lindemann frequency that we use is 3.75ϫ10 12 s Ϫ1 which corresponds to 15.5 meV. 43 We then adjust this value to the melting point of the potential. In Table IV , we compare our viscosity values extrapolated to the potentials melting point to the viscosity calculated from Eq. ͑22͒. Comparing the trends with the calculated integral and its resulting viscosity, Eq. ͑22͒ ap- pears to not be a valid expression for our systems. Recall, however, that MEAM Ni1 and MEAM Ni2 had essentially the same structure and compared to the experimental structure factors had greater intensity for the second and third peaks. Perhaps Eq. ͑22͒ should be modified to extend to beyond the second and third nearest-neighbor distances. Furthermore, the more intense correlations at longer distances appear to contribute significantly to values for the viscosity.
In Fig. 3 , we report the results for the self-diffusion coefficient of liquid nickel as a function of temperature. The solid line in the figure represents the self-diffusivity predicted by Protopapas et al. 44 The solid data points are the selfdiffusivity calculated in this work. The open symbols represent the self-diffusion calculated by Alemany et al. 10 and by Mei and Davenport. 2 Alemany et al. utilized a tight-binding potential for their study and Mei and Davenport utilized Johnson's 26 first nearest-neighbor analytical EAM potential. Considering the differences in the potentials, we see considerable agreement between the CY-EAM, A-EAM, MEAM Ni3, and MEAM Ni4 potentials. We also see agreement between the MEAM Ni1 and MEAM Ni2 potentials. The selfdiffusivity appeared to obey the following Arrhenius-type equation:
where D 0 is the self-diffusion prefactor. The values for D 0 and E a appear in Table V . The data predicted by Protopapas et al. 44 is comparable in value with the A-EAM, CY-EAM, MEAM Ni3, and MEAM Ni4, yet the slope for the data Protopapas et al. is greater. The activation energy for the data of Protopapas et al. is 0.818 eV/atom which differs from our activation energies by as much as a factor of 2.
Oftentimes the self-diffusion coefficient is predicted from viscosity data using Stokes-Einstein or Sutherland-Einstein expressions. The Stokes-Einstein relationship is given by
and the Sutherland-Einstein expression is
where the atomic radius R is calculated from the atomic volume. Applying both relationships to the Angelo potential, we obtain the results shown in Fig. 4 . From the figure, it is observed that the Sutherland-Einstein relationship, Eq. ͑25͒, provides a closer agreement to the calculated self-diffusion coefficient. Although the Sutherland-Einstein relationship provides good qualitative predictions for the self-diffusion coefficient for pure liquid metals, one must exercise caution in applying either of the expressions where accurate selfdiffusivities are needed. Examining the functional form of Eqs. ͑24͒ and ͑25͒, we recognize that the expressions could be generalized as
where constϭ1/6 and 1/4 for the Stokes-Einstein and Sutherland-Einstein equations, respectively. In Fig. 5 , we plot Eq. ͑26͒ for each of the potentials. The lower solid line 45 which relates the self-diffusion coefficient to the excess entropy of the liquid, which is related to the radial distribution function g(r). The relation for the dimensionless diffusion coefficient Dzugotov proposed was
where S 2 is the excess entropy of the system and is defined as
where is the atomic density, r is the radial position, and g(r) is the radial distribution function. Once the dimensionless diffusion coefficient is calculated the actual diffusion coefficient can be calculated using the following relationship: where is the position of the first maximum in the radial distribution function. ⌫ E corresponds with the Enskog collision frequency, given by
where g() is the value of the radial distribution function at and m is the mass of the atom. D* exhibits some temperature and potential dependence through the characteristics of g(r) with temperature and potential chosen. To test Dzugotov's universal scaling law, we took the radial distribution function of the Cai-Ye potential at 1725 K and calculated the diffusion coefficient from Dzugutov's expressions for the self-diffusivity. We obtained a diffusion coefficient of 3.52 ϫ10 Ϫ5 cm 2 /s. The equilibrium molecular dynamics results in a self-diffusivity of 4.50ϫ10 Ϫ5 cm 2 /s. Although the selfdiffusivities are comparable, these numbers suggest that the universal scaling law might not be universal. In fact, Hoyt et al. 46 suggested that the universal scaling law is valid for many-body potentials when the actual excess entropy is used rather than the simple two-body approximation for the excess entropy. Thus we concur with Hoyt et al. that the simple two-body approximation to the excess entropy does not provide valid estimates for the self-diffusivity through the universal scaling law.
V. CONCLUSIONS
We have examined a variety of liquid nickel properties predicted from two EAM potentials as well as four MEAM potentials. Of these potentials each gives reasonable structures compared to experimental data. The melting points determined by the moving interface method were in fair agreement for all of the potentials with the potential of Angelo et al. yielding the worst results. On the other hand, the other calculated properties of the EAM potential of Angelo et al. agree well with the available experimental values. The melting points may be affected by the choice of the C min parameter in the screening function of the MEAM. The selfdiffusion coefficient and the viscosity appear to be dependent upon the details of the liquid structure out to the second and third nearest-neighbor distances. In other words, the long-distance correlations appear to increase the viscosity and decrease the diffusion coefficient. In addition, this study extends the work of Foiles 1 by illustrating that MEAM potentials, even though short ranged, describe the structure of the liquids effectively. Of the MEAM potentials for nickel examined, MEAM Ni3 and MEAM Ni4 appear to provide the best agreement with the available experimental data.
