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1. Introduction
In this paper, we consider the Cauchy problem for a higher order shallow water type
equation
ut − utxx + ∂
2j+1
x u− ∂
2j+3
x u+ 3uux − 2uxuxx − uuxxx = 0, (1.1)
u(x, 0) = u0(x), x ∈ T = R/2π, (1.2)
which is considered as the higher modification of the Camassa-Holm equation. Rewrite
(1.1) as follows:
ut + ∂
2j+1
x u+
1
2
∂x(u
2) + ∂x(1− ∂
2
x)
−1
[
u2 +
1
2
u2x
]
= 0, (1.3)
which was derived by Camassa and Holm as a nonlinear model for water wave motion
in shallow channels with the aid of an asymptotic expansion directly in the Hamiltonian
for Euler equations [6, 8]. Omitting the last term yields
ut + ∂
2j+1
x u+
1
2
∂x(u
2) = 0. (1.4)
When j = 1, equation (1.1) reduces to the Korteweg-de Vries (KdV) equation
ut + uxxx +
1
2
∂x(u
2) = 0. (1.5)
Kenig et. al. [21, 22] proved that s = −3/4 is the critical Sobolev index for the
KdV equation in real line and proved that the Cauchy problem for the periodic KdV
equation is locally well-posed in Hs(0, 2πλ) with s ≥ −1
2
and λ ≥ 1. Bourgain [4] proved
that the Cauchy problem for the periodic KdV equation is ill-posed in Hs(0, 2πλ) with
s < −1
2
and λ ≥ 1. Colliander et.al. [7] proved that the Cauchy problem for the periodic
KdV equation is globally well-posed in Hs(0, 2πλ) with s ≥ −1
2
and λ ≥ 1. Kappeler
and Topalov [17, 18] proved the global well-posedness of the KdV and the defocusing
mKV equations in Hs(0, 2πλ) for respectively s ≥ −1 and s ≥ 0 and λ ≥ 1 with a
solution-map which is continuous from H−1(0, 2πλ)( L2(0, 2πλ)) into C(R;H−1(0, 2πλ))
(C(R;L2(0, 2πλ))) with λ ≥ 1. Molinet [25, 27] proved that the Cauchy problem for the
periodic KdV equation is ill-posed in Hs(0, 2πλ) with s < −1 and λ ≥ 1 in the sense
that the solution-map associated with the KdV equation is discontinuous for the Hs(T )
topology for s < −1.
2
Lots of people have investigated the Cauchy problem for (1.3), for instance, see
[5, 6, 8, 11–13, 19, 20, 24, 26, 30–32]. Himonas and Misiolek [11] proved that the Cauchy
problem for (1.1) is locally well-posed for small initial data in Hs(T) with s ≥ 2−j
2
and globally well-posed in H1(T). Himonas and Misiolek [12] proved that the Cauchy
problem for (1.1) with j = 1 is locally well-posed for arbitrary initial data in Hs(T)
with s ≥ 2−j
2
and globally well-posed in H1(T). Gorsky [10] proved that the Cauchy
problem for (1.1) with j = 1 is locally well-posed in H1/2(T) for small initial data. Li
and Yang [26] prove that the Cauchy problem for (1.1) with j = 1 is locally well-posed
in Hs(T) for 1
2
< s < 1 and globally well-posed in in Hs(T) for 2
3
< s < 1 with the aid
of I-method. Olson [20] proved that the Cauchy problem for (1.1) is locally well-posed
in Hs(R) with s > s
′
, where 1
4
≤ s
′
< 1
2
. Yan et.al [24] prove that the Cauchy problem
for (1.1) is locally well-posed in Hs(R) with s > −j + 5
4
and is globally well-posed in
H1(R). Yan et. al [31] prove that the Cauchy problem for (1.1) is locally well-posed in
Hs(R) with s = −j + 5
4
, j ≥ 2, j ∈ N+ and ill-posed in H˙s(R) with s < −j + 5
4
.
In this paper, by establishing some bilinear estimates and the fixed point Theorem,
we prove that the Cauchy problem for (1.1) is locally well-posed in Hs(T) with s ≥ 2−j
2
;
by using the I-method, we prove that the problem is globally well-posed in Hs(T) with
2j+1−j2
2j+1
< s ≤ 1.
We give some notations before stating the main results. 0 < ǫ < 1
10000(2j+1)
and
ǫ
′
= 1
100(2j+1)
. C is a positive constant which may vary from line to line. A ∼ B
means that |B| ≤ |A| ≤ 4|B|. A ≫ B means that |A| ≥ 4|B|. a ∨ b = max {a, b} .
a ∧ b = min {a, b} .Let η(t) the smooth function supported in [−1, 2] and equals to 1 in
[0, 1]. Let Ψ ∈ C∞0 (R) be an even function such that Ψ ≥ 0, suppΨ ⊂ [−
3
2
, 3
2
], Ψ = 1
on [−5
4
, 5
4
] and vk = Ψ(2
−kξ)−Ψ(2−k+1ξ).
For k = k1 + k2, we define
|kmin| = {|k|, |k1|, |k2|} , |kmax| = {|k|, |k1|, |k2|} .
Throughout this paper, Z˙ := Z−{0} and Z˙+ := Z+−{0}. Denote dk by the normalized
counting measure on Z˙: ∫
a(k)dk =
∑
k∈Z˙
a(k).
3
Denote Fxf by the Fourier transformation of a function f defined on [0, 2π] with the
respect to the space variable
Fxf(k) =
1
2π
∫ 2π
0
e−ikxf(x)dx.
and we have the Fourier inverse transformation formula
f(x) =
∫
eikxFxf(k)dk =
∑
k∈Z˙
eikxFxf(k).
Denote Ftf by the Fourier transformation of a function f with the respect to the time
variable
Ftf(τ) =
1
2π
∫
R
e−itτf(t)dt.
and we have the Fourier inverse transformation formula
f(t) =
∫
eitτFtf(τ)dτ.
We define
S(t)φ(x) =
∫
eikxeitk
2j+1
Fxφ(k)dk.
We define the space-time Fourier transform Ff(k, τ) for k ∈ Z˙ and τ ∈ R by
Ff(k, τ) =
1
2π
∫ ∫ 2π
0
e−ikxe−iτtf(x, t)dxdt
and this transformation is inverted by
v(x, t) =
∫ ∫
eikxeiτtFf(k, τ)dkdτ.
We define
Fx [J
s
xφ] (k) = 〈k〉
s
Fxφ(k),Ft [J
s
t φ] (τ) = 〈τ〉
s
Fxφ(τ).
Thus, by using the above definitions, we have that
‖f‖L2([0,2π]) = ‖Fxf‖L2(dk),∫ 2π
0
f(x)g(x)dx =
∫
Fxf(k)Fxf(k)dk,
Fx(fg) = Fxf ∗Fxg =
∫
Fxf(k − k1)Fxg(k1)dk1.
4
Let
P (k) = k2j+1, σ = τ + P (k), σl = τl + P (kl), l = 1, 2.
For s < 1, we define
FxIu(k) = m(k)Fxu(k),
where m(k) =
(
|k|
N
)1−s
if |k| > 2N , m(k) = 1 if |k| ≤ N . We define the Sobolev space
Hs(0, 2π) with the norm
‖f‖Hs(T) = ‖Fxf(k)〈k〉
s‖L2(k)
and define the Xs, b spaces for 2π-periodic KdV via the norm
‖u‖Xs,b(T×R) =
∥∥∥〈k〉s 〈τ + P (k)〉b Fu(k, τ)∥∥∥
L2(kτ)
.
and define the Ys space defined via the norm
‖u‖Ys = ‖u‖Xs, 12
+ ‖〈k〉sFu(k, τ)‖L2(k)L1(τ)
and define the Zs space defined via the norm
‖u‖Zs = ‖u‖Xs,−12
+
∥∥∥∥∥ 〈k〉
sFu(k, τ)
〈τ + P (k)〉1/2
∥∥∥∥∥
L2(k)L1(τ)
.
We define
‖u‖Xδs,b = inf
{
‖v‖Xs, b v|[0, δ] = u
}
,
‖u‖Y δs = inf
{
‖v‖Ys v|[0, δ] = u
}
.
The main result of this paper are as follows.
Theorem 1.1. Let s ≥ − j−2
2
and u0 be 2π-periodic function and zero x-mean. Then
the Cauchy problems (1.1)(1.2) are locally well-posed in Hs(T).
Theorem 1.2. Let 2j+1−j
2
2j+1
< s ≤ 1 and u0 be 2π-periodic function and zero x-mean.
Then the Cauchy problem (1.1)(1.2) is globally well-posed in Hs(T). More precisely, for
any T > 0, let u0 be 2π-periodic function and zero x-mean, then the Cauchy problems
(1.1)(1.2) are globally well-posed on [0, T ] in Hs(T) with 2j+1−j
2
2j+1
< s ≤ 1. Moreover,
sup
t∈[0,T ]
‖u(·, t)‖Hs ≤ CT
1−s
j−f(j)(1−s) ‖u0‖
j
j−f(j)(1−s)
Hs , (1.6)
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where
f(j) =
(2j + 1)
j − 3(2j + 1)ǫ
.
The rest of the paper is arranged as follows. In Section 2, we give some preliminaries.
In Section 3, we establish the bilinear estimate. In Section 4, we give the proof of
Theorem 1.1. In Section 5, we give the proof of Theorem 1.2.
2. Preliminaries
In this section, we make some preliminaries which are crucial in establishing the
Theorem 1.1.
Lemma 2.1. Let ul with l = 1, 2 be L
2(Z˙ × R)-real valued functions. Then for any
(l1, l2) ∈ N
2
‖(Ψl1u1) ∗ (Ψl2u2)‖L2xt ≤ C
(
2l1 ∧ 2l2
)1/2 (
2l1 ∨ 2l2
) 1
2(2j+1) ‖Ψl1u1‖L2‖Ψl2u2‖L2. (2.1)
Proof. As the proof of [4, 28], we can assume that supp ul ⊂
{
(τ, k) ∈ R× Z˙+
}
.
By using the Cauchy-Schwarz in (τ1, k1), we have that
‖(Ψl1u1) ∗ (Ψl2u2)‖
2
L2
=
∫
Rτ
∑
k∈Z˙
∣∣∣∣∣∣
∫
Rτ1
∑
k1∈Z˙
(Ψl1u1)(τ1, k1)(Ψl2u2)(τ − τ1, k − k1)dτ1
∣∣∣∣∣∣
2
dτ
≤ C
∫
τ
∑
k∈Z˙
α(τ, k)
∫
Rτ1
∑
k1∈Z˙
|(Ψl1u1)(τ1, k1)(Ψl2u2)(τ − τ1, k − k1)|
2 dτ1dτ
≤ C sup
τ∈R, k∈Z˙
α(τ, k)‖Ψl1u1‖
2
L2‖Ψl2u2‖
2
L2 , (2.2)
where
α(τ, k) ≤ C#Λ1(τ, k),
here
Λ1(τ, k) =
{
(τ1, k1) ∈ R× Z˙
+/k − k1 ∈ Z˙
+, 〈σ1〉 ∼ 2
l1 , 〈σ2〉 ∼ 2
l2
}
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For fixed τ, ξ 6= 0, We define M
′
= τ + (−1)j ξ
2j+1
4j
and let E1 and E2 be the projections
of Λ1 onto the k1-axis and τ1-axis, respectively. It is easily checked that(
τ + (−1)n
k2j+1
4j
)
−
(
τ1 + (−1)
jk2j+11
)
−
(
τ2 + (−1)
jk2j+12
)
= (−1)j+1
[
k2j+11 + k
2j+1
2 −
k2j+1
4j
]
= (−1)j+1k
(
k1 −
k
2
)2
F (k, k1), (2.3)
where
F (k, k1)
= C22j+1
(
1
2
)2j−2
k2j−2 + C42j+1
(
1
2
)2j−2
k2j−4
(
k1 −
k
2
)2
+ · · ·+ C2j2j+1
(
k1 −
k
2
)2j−2
.
From (2.3), we have that there exist two constant C1, C2 > 0 such that∣∣C1(2l1 + 2l2)−M ′∣∣
|kF (k, k1)|
≤
3
4
(k1 − k2)
2 ≤
∣∣C2(2l1 + 2l2) +M ′∣∣
|kF (k, k1)|
, (2.4)
When k2j+1 > 2l1 ∨ 2l2 , from (2.4), we have that
#E2 ≤ mes E2 + 1 ≤ 2
[∣∣C1(2l1 + 2l2) +M ′∣∣
|kF (k, k1)|
−
∣∣C2(2l1 + 2l2)−M ′∣∣
|kF (k, k1)|
]1/2
+ 1
≤ C
(
(2l1 ∨ 2l2)
|k2j−1|
)1/2
+ 1 ≤ C
(
2l1 ∨ 2l2
) 1
2j+1 . (2.5)
When 0 ≤ k2j+1 ≤ 2l1 ∨ 2l2 , since 0 ≤ k1 ≤ k, we have that
#E2 ≤ #
{
k1, 0 ≤ k
2j+1
1 ≤ 2
l1 ∨ 2l2
}
≤ C
(
2l1 ∨ 2l2
) 1
2j+1 . (2.6)
From (2.2), it is easily checked that
#E1 ≤ mes E1 + 1 ≤ C
(
2l1 ∧ 2l2
)
. (2.7)
Combining (2.2) with (2.5)-(2.7), we have that
‖(Ψl1u1) ∗ (Ψl2u2)‖L2 ≤ C
(
2l1 ∧ 2l2
)1/2 (
2l1 ∨ 2l2
) 1
2(2j+1) ‖Ψl1u1‖L2‖Ψl2u2‖L2.(2.8)
We have completed the proof of Lemma 2.1.
Lemma 2.2. Let v(x, t) be a 2π-periodic function. Then
‖v‖L4xt ≤ C‖v‖X0, (j+1)
2(2j+1)
(T×R). (2.9)
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Proof. By using the triangle inequality, let l1 = l+ l2 with l ∈ N, by using (2.1), we
have that
‖v‖2L4xt
= ‖v2‖L2 = ‖Fv ∗Fv‖L2 ≤
∑
l1≥0
∑
l2≥0
‖Ψl1 |Fv|Ψl2|Fv|‖L2
≤ C
∑
l1≥0
∑
l2≥0
‖Ψl1 |Fv| ∗Ψl2 |Fv|‖L2
≤ C
∑
l≥0
∑
l2≥0
2l2/22(l2+l)/2(2j+1) ‖Ψl2+lFv‖L2 ‖Ψl2Fv‖L2
≤ C
∑
l≥0
∑
l2≥0
2
j+1
2(2j+1)
l2‖Ψl2Fv‖L22
− j
2(2j+1)
l2
(j+1)(l2+l)
2(2j+1) ‖Ψl2+lFv‖L2
≤ C
∑
l≥0
2
− j
2(2j+1)
l
(∑
l2≥0
2
j+1
2(2j+1)
l2‖Ψl2Fv‖
2
L2
)1/2 (
2
(j+1)(l2+l)
2(2j+1) ‖Ψl2+lFv‖
2
L2
)1/2
≤ C‖v‖2X
0,
(j+1)
2(2j+1)
([0, 2π]×R). (2.10)
From (2.10), we have (2.9).
We have completed the proof of Lemma 2.2.
Remark: In line -3 of page 493 in [12], Himonas and Misiolek presented the conclu-
sion of Lemma 2.2, however, the proof process is not given.
Lemma 2.3. Let v(x, t) be a 2π-periodic function. Then
‖v‖X
0,−
(j+1)
2(2j+1)
(T×R) ≤ C‖v‖L4/3xt
=
(∫ 2π
0
v4/3(x, t)dxdt
)3/4
. (2.11)
Proof. Combining the Lemma 2.2 with the duality, we have Lemma 2.3.
Lemma 2.4. Let
k = k1 + k2, τ = τ1 + τ2,
σ = τ + (−1)jk2j+1, σl = τl + (−1)
jk2j+1l , l = 1, 2.
Then
3max {|σ|, |σ1|, |σ2|} ≤ |σ − σ1 − σ2| =
∣∣k2j+1 − k2j+11 − k2j+12 ∣∣ ∼ |kmin||kmax|2j .
For the proof of Lemma 2.4, we refer the readers to Lemma 2.5 in [31].
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Lemma 2.5. For k ∈ Z˙, kj ∈ Z˙(j = 1, 2) and dyadic M ≥ 1 and ǫ
′
= 1
100(2j+1)
, we have
that
mes
{
µ ∈ R : |µ| ∼M,µ = k2j+1 − k2j+11 − k
2j+1
2 +O(〈|kmin|kmax|
2j〉ǫ
′
)
}
≤ CM
100j+1
50(2j+1) . (2.12)
Proof. Without loss of generality, we can assume that |k1| ≥ |k2|. When |k| ≥ |k1|
which yields that |k1| ≤ |k| ≤ 2|k1|, from
µ = k2j+1 − k2j+11 − k
2j+1
2 +O(〈|kmin|kmax|
2j〉ǫ
′
), (2.13)
we have that C1|k|
2j ≤ |µ| ≤ C2|k|
2j+1 since k1, k2 ∈ Z˙. Thus, we have that |µ| ∼ M ∼
|k|p, p ∈ [2j, 2j + 1]. Thus, |k2j−11 k2| ∼ M
1− 1
p , p ∈ [2j, 2j + 1]. Consequently, we have
that
mes
{
µ ∈ R : |µ| ∼M,µ = k2j+1 − k2j+11 − k
2j+1
2 +O(〈|kmin||kmax|
2j〉ǫ
′
)
}
≤ CM
2j
2j+1M ǫ
′
≤ CM
200j+1
100(2j+1) . (2.14)
When |k1| ≥ |k|, from (2.13), we have that C1|k1|
2j ≤ |µ| ≤ C2|k1|
2j+1 since k1, k2 ∈ Z˙.
Thus, we have that |µ| ∼ M ∼ |k1|
p, p ∈ [2j, 2j + 1]. Thus, |k2j−11 k| ∼ M
1− 1
p , p ∈
[2j, 2j + 1]. Consequently, we have that
mes
{
µ ∈ R : |µ| ∼M,µ = k2j+1 − k2j+11 − k
2j+1
2 +O(〈|kmin||kmax|
2j〉ǫ
′
)
}
≤ CM
2j
2j+1M ǫ
′
≤ CM
200j+1
100(2j+1) . (2.15)
We have completed the proof of Lemma 2.5.
Lemma 2.6. Let φ be 2π-periodic function. Then
‖η(t)S(t)φ‖Y δs ≤ C‖φ‖H
s. (2.16)
Proof. To obtain (2.16), it suffices to prove that∥∥∥∥η(t)η
(
t
δ
)
S(t)φ
∥∥∥∥
Ys
≤ C‖φ‖Hs. (2.17)
From Lemma 7.1 of [7], we have that∥∥∥∥η(t)η
(
t
δ
)
S(t)φ
∥∥∥∥
Ys
≤ C‖η
(
t
δ
)
φ‖Hs ≤ C‖φ‖Hs. (2.18)
We have completed the Lemma 2.6.
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Lemma 2.7. Let F be 2π-periodic function. Then∥∥∥∥η(t)
∫ t
0
S(t− τ)F (τ)dτ
∥∥∥∥
Y δs
≤ C‖η
(
t
δ
)
F‖Zs. (2.19)
Proof. To obtain (2.19), it suffices to prove that∥∥∥∥η(t)η
(
t
δ
)∫ t
0
S(t− τ)F (τ)dτ
∥∥∥∥
Y δs
≤ C
∥∥∥∥η
(
t
δ
)
F
∥∥∥∥
Zs
(2.20)
which follows from Lemma 7.2 of [7].
We have completed the proof of Lemma 2.7.
Lemma 2.8. Let
Ω(k) =
{
µ ∈ R : |µ| ∼ M,µ = k2j+1 − k2j+11 − k
2j+1
2 +O(〈|kmin|kmax|
2j〉ǫ)
}
Then ∫
〈µ〉−1χΩ(k)(µ)dµ ≤ C. (2.21)
Proof. Combining Lemma 2.6 with the proof of page 737 in [7], we have Lemma
2.10.
Lemma 2.9. Let s ∈ R and δ ∈ (0, 1), then for −1
2
< b < b
′
≤ 0 or 0 ≤ b < b
′
< 1
2
, we
have that ∥∥∥∥η
(
t
δ
)
u
∥∥∥∥
X0, b
≤ Cδb−b
′
‖u‖X
0, b
′
, (2.22)
For the proof of Lemma 2.9, we refer the readers to Lemma 1.10 of [10].
Lemma 2.10. For u ∈ Xδσ,b there exists u˜ with u|[0,δ] = u˜, such that for s ≤ σ, we have
that
‖u‖Xδs,b = ‖u˜‖Xs,b.
For the proof of Lemma 2.10, we refer the readers to Lemma 1.6 of [10].
Lemma 2.11. Let s ∈ R and 0 < ǫ < 1
10000(2j+1)
and
F (k, τ) = 〈k〉s〈σ〉1/2F
(
η
(
t
δ
)
u˜
)
(k, τ), (2.23)
where F ∈ L2. Then ∥∥∥∥F−1
(
F
〈σ〉1/2
)∥∥∥∥
L4
≤ Cδ
j
2(2j+1)
−ǫ‖F‖L2. (2.24)
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Proof. From (2.23) and Lemmas 2.2, 2.9, we have that∥∥∥∥F−1
(
F
〈σ〉1/2
)∥∥∥∥
L4
=
∥∥∥∥η
(
t
δ
)
Jsxu˜
∥∥∥∥
L4
≤ C
∥∥∥∥η
(
t
δ
)
Jsxu˜
∥∥∥∥
X
0,
j+1
2(2j+1)
≤ Cδ
j
2(2j+1)
−ǫ
∥∥∥∥η
(
t
δ
)
Jsxu˜
∥∥∥∥
X
0, 12−ǫ
≤ Cδ
j
2(2j+1)
−ǫ
∥∥∥∥η
(
t
δ
)
u˜
∥∥∥∥
X
s, 12
= Cδ
j
2(2j+1)
−ǫ‖F‖L2. (2.25)
We have completed the proof of Lemma 2.11.
Remark: Lemma 2.11 improves the result of Lemma 3.2 in [12] with µ = 2j + 1.
Lemma 2.12. Let
σ = τ + (−1)jk2j+1, σl = τl + (−1)
jk2j+1l , l = 1, 2.
and s ∈ R and 0 < ǫ < 1
10000(2j+1)
and
Gl(kl, τl) = 〈kl〉
s〈σl〉
1/2
F
(
η
(
t
δ
)
u˜l
)
(kl, τl), l = 1, 2, (2.26)
where Gl ∈ L
2, l = 1, 2. Then∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖Gl‖L2. (2.27)
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Proof. By using Lemmas 2.3, 2.4,2.11, we have that∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
=
∥∥∥∥
(
η
(
t
δ
)
Jsxu˜2
)
F
−1(G1)
∥∥∥∥
X
0,− 12+ǫ
≤ Cδ
j
2(2j+1)
−ǫ
∥∥∥∥
(
η
(
t
δ
)
Jsxu˜2
)
F
−1(G1)
∥∥∥∥
X
0,−
j+1
2(2j+1)
≤ Cδ
j
2(2j+1)
−ǫ
∥∥∥∥
(
η
(
t
δ
)
Jsxu˜2
)
F
−1(G1)
∥∥∥∥
L
4/3
xt
≤ Cδ
j
2(2j+1)
−ǫ
∥∥F−1(G1)∥∥L2
∥∥∥∥Jsxη
(
t
δ
)
u˜2
∥∥∥∥
L4xt
≤ Cδ
j
2(2j+1)
−ǫ
∥∥F−1(G1)∥∥L2
∥∥∥∥Jsxη
(
t
δ
)
u˜2
∥∥∥∥
X
0,
j+1
2(2j+1)
≤ Cδ
j
2j+1
−2ǫ
∥∥F−1(G1)∥∥L2
∥∥∥∥Jsxη
(
t
δ
)
u˜2
∥∥∥∥
X
0, 12−ǫ
≤ Cδ
j
2j+1
−2ǫ
∥∥F−1(G1)∥∥L2
∥∥∥∥Jsxη
(
t
δ
)
u˜2
∥∥∥∥
X
0, 12
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖Gl‖L2 .
We have completed the proof of Lemma 2.12.
3. Bilinear estimates
In this section, we establish some important bilinear estimates which are the core of
this paper
Lemma 3.1. Let ul(x, t) with l = 1, 2 which are zero x-mean for all t be 2π- periodic
functions of x and s ≥ 2−j
2
. For ǫ < 1
10000(2j+1)
, then we have that∥∥∥∥∥∂x(1− ∂2x)−1
[
2∏
l=1
[
∂xη
(
t
δ
)
ul
]]∥∥∥∥∥
Xδ
s,− 12
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Xδ
s, 12
. (3.1)
Proof.Let u˜ and u˜1, u˜2 be the extension of u, u1, u2, respectively, according to Lemma
2.10, we have that
‖u‖Xδ
s,12
= ‖u˜‖X
s, 12
, ‖ul‖Xδ
s, 12
= ‖u˜l‖X
s, 12
, l = 1, 2.
12
By duality and the Plancherel identity, for u ∈ Xδ
−s, 1
2
, to obtain (3.1), it suffices to prove
that ∫
k = k1 + k2
τ = τ1 + τ2
∣∣∣∣∣ kk1k21 + k2F
(
η
(
t
δ
)
u˜
)
(k, τ)
2∏
l=1
F
(
η
(
t
δ
)
u˜l
)
(kl, τl)
∣∣∣∣∣ dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫ‖u‖Xδ
−s, 12
2∏
l=1
‖ul‖Xδ
s, 12
= Cδ
j
2j+1
−2ǫ‖u˜‖X
−s, 12
2∏
l=1
‖u˜l‖X
s, 12
. (3.2)
Without loss of generality, we can assume that F
(
η
(
t
δ
)
u˜l
)
(kl, τl) ≥ 0(l = 1, 2) and
F
(
η
(
t
δ
)
u˜
)
(k, τ) ≥ 0. Let
F (k, τ) = 〈k〉−s〈σ〉1/2F
(
η
(
t
δ
)
u˜
)
(k, τ),
Fl(kl, τl) = 〈kl〉
s〈σl〉
1/2
F
(
η
(
t
δ
)
u˜l
)
(kl, τl), l = 1, 2,
K1(k1, τ1, k, τ) =
|kk1k2|〈k〉
s
(1 + k2)〈σ〉1/2
∏2
l=1〈kl〉
s〈σl〉1/2
.
To obtain (3.2), it suffices to prove that∫
k = k1 + k2
τ = τ1 + τ2
K1(k1, τ1, k, τ)F (k, τ)
2∏
l=1
Fl(kl, τl)dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2 . (3.3)
From the mean zero condition, we can assume that k 6= 0, kl 6= 0(l = 1, 2).
Since min {|k|, |k1|, |k2|} ≥ 1, from Lemma 2.4, we have that one of the following
three cases must occur:
(a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j .
When (a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j, we have that
K1(k1, τ1, k, τ) =
|kk1k2|〈k〉
s
(1 + k2)〈σ〉1/2
∏2
l=1〈kl〉
s〈σl〉1/2
≤ C
|k|s−
3
2
∏2
l=1 k
2−j
2
−s
l∏2
l=1〈σl〉
1/2
; (3.4)
if 2−j
2
≤ s ≤ 3
2
, from (3.4), we have that
K1(k1, τ1, k, τ) ≤
C∏2
l=1〈σl〉
1/2
; (3.5)
13
if s ≥ 3
2
, since s ≥ 2−j
2
, we have that
K1(k1, τ1, k, τ) ≤ C
|k|s−
3
2 [max {|k1|, |k2|}]
2−j
2
−s [min {|k1|, |k2|}]
2−j
2
−s∏2
l=1〈σl〉
1/2
≤ C
[max {|k1|, |k2|}]
− 1+j
2 [min {|k1|, |k2|}]
2−j
2
−s∏2
l=1〈σl〉
1/2
≤
C∏2
l=1〈σl〉
1/2
; (3.6)
from (3.5)-(3.6), by using the Plancherel identity and the Ho¨lder inequality as well as
Lemma 2.11, we have that∫
R
2
τk
∫
k = k1 + k2
τ = τ1 + τ2
K1(k1, τ1, k, τ)F (k, τ)
2∏
l=1
Fl(kl, τl)dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
F (k, τ)
∏2
l=1 Fl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ C
∥∥F−1 (F )∥∥
L2xt
2∏
l=1
∥∥∥∥F−1
(
Fl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2 . (3.7)
When (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j , by using the proof similar to
(3.5)-(3.6), we have that
K1(k1, τ1, k, τ) ≤
C
〈σ〉1/2〈σ2〉1/2
; (3.8)
by using the Cauchy-Schwarz inequality and Lemma 2.12, we have that
∫
R
2
τk
F (k, τ)

〈σ〉−1/2 ∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1

 dkdτ
∫
R
2
τk
F (k, τ)

〈σ〉− 12+ǫ ∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1

 dkdτ
≤ C ‖F (k, τ)‖L2kτ
∥∥∥∥∥∥〈σ〉−1/2+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2kτ
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2.
When (c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j , this case can be proved
similarly to case (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j.
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We have completed the proof of Lemma 3.1.
Lemma 3.2. Let ul(x, t) with l = 1, 2 which are zero x-mean for all t be 2π- periodic
functions of x and s ≥ − j
2
. For ǫ < 1
10000(2j+1)
, then we have that
∥∥∥∥∥∂x
[
2∏
l=1
[
η
(
t
δ
)
ul
]]∥∥∥∥∥
Xδ
s,− 12
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Xδ
s, 12
. (3.9)
Proof.Let u˜ and u˜1, u˜2 be the extension of u, u1, u2, respectively, according to Lemma
2.10, we have that
‖u‖Xδ
s,12
= ‖u˜‖X
s, 12
, ‖ul‖Xδ
s, 12
= ‖u˜l‖X
s, 12
, l = 1, 2.
By duality and the Plancherel identity, for u ∈ Xδ
−s, 1
2
, it suffices to prove that
∫
k = k1 + k2
τ = τ1 + τ2
∣∣∣∣∣kF
(
η
(
t
δ
)
u˜
)
(k, τ)
2∏
l=1
F
(
η
(
t
δ
)
u˜l
)
(kl, τl)
∣∣∣∣∣ dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫ‖u‖Xδ
−s,12
2∏
l=1
‖ul‖Xδ
s, 12
= Cδ
j
2j+1
−2ǫ‖u˜‖X
−s, 12
2∏
l=1
‖u˜l‖X
s, 12
. (3.10)
Without loss of generality, we can assume that F
(
η
(
t
δ
)
u˜l
)
(kl, τl) ≥ 0(l = 1, 2) and
F
(
η
(
t
δ
)
u˜
)
(k, τ) ≥ 0. Let
F (k, τ) = 〈k〉−s〈σ〉1/2F
(
η
(
t
δ
)
u˜
)
(k, τ),
Fl(kl, τl) = 〈kl〉
s〈σl〉
1/2
F
(
η
(
t
δ
)
u˜l
)
(kl, τl), l = 1, 2,
K2(k1, τ1, k, τ) =
|k|〈k〉s
〈σ〉1/2
∏2
l=1〈kl〉
s〈σl〉1/2
.
To obtain (3.10), it suffices to prove that
∫
k = k1 + k2
τ = τ1 + τ2
K2(k1, τ1, k, τ)F (k, τ)
2∏
l=1
Fl(kl, τl)dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2 . (3.11)
From the mean zero condition, we can assume that k 6= 0, kl 6= 0(l = 1, 2). Since
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min {|k|, |k1|, |k2|} ≥ 1, from Lemma 2.4, we have that one of the following three cases
(a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j .
When (a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j, we have that
K2(k1, τ1, k, τ) =
|k|〈k〉s
〈σ〉1/2
∏2
l=1〈kl〉
s〈σl〉1/2
≤ C
|k|s+
1
2
∏2
l=1 k
− j
2
−s
l∏2
l=1〈σl〉
1/2
; (3.12)
if − j
2
≤ s ≤ −1
2
, from (3.12), we have that
K2(k1, τ1, k, τ) ≤
C∏2
l=1〈σl〉
1/2
; (3.13)
if s ≥ −1
2
, since s ≥ − j
2
, we have that
K2(k1, τ1, k, τ) ≤ C
|k|s+
1
2 [max {|k1|, |k2|}]
− j
2
−s [min {|k1|, |k2|}]
− j
2
−s∏2
l=1〈σl〉
1/2
≤ C
[max {|k1|, |k2|}]
− j−1
2 [min {|k1|, |k2|}]
− j
2
−s∏2
l=1〈σl〉
1/2
≤
C∏2
l=1〈σl〉
1/2
; (3.14)
from (3.13)-(3.14), by using the Plancherel identity and the Ho¨lder inequality and Lemma
2.11, we have that
∫
R
2
τk
∫
k = k1 + k2
τ = τ1 + τ2
K2(k1, τ1, k, τ)F (k, τ)
2∏
l=1
Fl(kl, τl)dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
F (k, τ)
∏2
l=1 Fl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ C
∥∥F−1 (F )∥∥
L2xt
2∏
l=1
∥∥∥∥F−1
(
Fl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2 . (3.15)
When (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j , by using the proof similar to
(3.13)-(3.14), we have that
K2(k1, τ1, k, τ) ≤
C
〈σ〉1/2〈σ2〉1/2
; (3.16)
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by using the Cauchy-Schwarz inequality and Lemma 2.12, we have that
∫
R
2
τk
∫
k = k1 + k2
τ = τ1 + τ2
K2(k1, τ1, k, τ)F (k, τ)
2∏
l=1
Fl(kl, τl)dk1dτ1dkdτ
≤ C
∫
R
2
τk
F (k, τ)

〈σ〉−1/2 ∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1

 dkdτ
≤ C
∫
R
2
τk
F (k, τ)

〈σ〉− 12+ǫ ∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1

 dkdτ
≤ C‖F‖L2
∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1 Fl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
≤ Cδ
j
2j+1
−2ǫ‖F‖L2
2∏
l=1
‖Fl‖L2 .
When (c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j , this case can be proved
similarly to case (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j.
We have completed the proof of Lemma 3.2.
Lemma 3.3. Let ul(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
functions of x and s ≥ − j+2
2
. For ǫ < 1
10000(2j+1)
, then we have that
∥∥∥∥∥∂x(1− ∂2x)−1
[
2∏
l=1
[
η
(
t
δ
)
ul
]]∥∥∥∥∥
Xδ
s,− 12
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Xδ
s, 12
. (3.17)
Lemma 3.3 can be proved similarly to Lemma 3.2.
Lemma 3.4. Let vl(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
functions of x. For s ≥ 2−j
2
, we have that∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
|kk1k2|〈k〉
s
〈σ〉(1 + k2)
2∏
l=1
F
(
η
(
t
δ
)
v˜l
)
(kl, τl)dk1dτ1
∥∥∥∥∥∥
(L2(k)L1(τ))
≤ Cδ
j
2j+1
−3ǫ
2∏
l=1
‖vl‖Xδ
s, 12
. (3.18)
Proof. Let v˜1, v˜2 be the extension of v1, v2, respectively, according to Lemma 2.10,
we have that
‖vl‖Xδ
s, 12
= ‖v˜l‖X
s, 12
, l = 1, 2.
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Without loss of generality, we can assume that F
(
η
(
t
δ
)
v˜l
)
(kl, τl) ≥ 0(l = 1, 2) and
F
(
η
(
t
δ
)
v˜
)
(k, τ) ≥ 0. Let
Gl(kl, τl) = 〈kl〉
s〈σl〉
1/2
F
(
η
(
t
δ
)
v˜l
)
(kl, τl), l = 1, 2,
K3(k1, τ1, k, τ) =
|kk1k2|〈k〉
s
(1 + k2)〈σ〉
∏2
l=1〈kl〉
s〈σl〉1/2
.
To obtain (3.18), it suffices to prove that∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
K3(k1, τ1, k, τ)
2∏
l=1
Gl(kl, τl)dk1dτ1
∥∥∥∥∥∥
(L2(k)L1(τ))
≤ Cδ
j
2j+1
−3ǫ
2∏
l=1
‖Gl‖L2. (3.19)
Since min {|k|, |k1|, |k2|} ≥ 1, from Lemma 2.4, we know that one of the following three
cases must occur:
(a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j .
When (a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j. If 〈σ1〉 ≥ C|kmin|
ǫ
′
|kmax|
2jǫ
′
,
in this case, by using the proof similar to (3.5)-(3.6), we have that
K3(k1, τ1, k, τ) ≤
|k|s−
3
2
∏2
l=1〈kl〉
2−j
2
−s
〈σ〉
1
2
+ǫǫ′ 〈σ1〉
1
2
−ǫ〈σ2〉
1
2
≤
C
〈σ〉
1
2
+ǫǫ′〈σ1〉
1
2
−ǫ〈σ2〉
1
2
; (3.20)
by using (3.20), the Cauchy-Schwarz inequality and the Plancherel identity as well as
18
Lemmas 2.3, 2.13, then we have that∥∥∥∥∥∥〈σ〉−
1
2
−ǫǫ
′
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ1〉
1
2
−ǫ〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2(k)L1(dτ)
≤ C
∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ1〉
1
2
−ǫ〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2kL
2
τ
≤ C
∥∥∥∥∥F−1
(
G1
〈σ1〉
1
2
−ǫ
)∥∥∥∥∥
L4xt
∥∥∥∥∥F−1
(
G2
〈σ2〉
1
2
)∥∥∥∥∥
L4xt
≤ C
∥∥∥∥η
(
t
δ
)
v˜1
∥∥∥∥
X
s,
j+1
2(2j+1)
+ǫ
∥∥∥∥η
(
t
δ
)
v˜2
∥∥∥∥
X
s,
j+1
2(2j+1)
≤ Cδ
j
2(2j+1)
−3ǫ
2∏
l=1
‖v˜l‖X
s, 12−ǫ
≤ Cδ
j
2(2j+1)
−3ǫ
2∏
l=1
‖v˜l‖X
s, 12
≤ Cδ
j
2j+1
−3ǫ
2∏
l=1
‖Gl‖L2;
If 〈σ2〉 ≥ C|kmin|
ǫ
′
|kmax|
2jǫ
′
, this case can be proved similarly to case 〈σ1〉 ≥ C|kmin|
ǫ|kmax|
ǫ
′
.
if 〈σl〉 ≤ C|kmin|
ǫ|kmax|
2jǫ
′
, l = 1, 2, in this case we have that
µ = k2j+1 − k2j+11 − k
2j+1
2 + O(〈|kmin||kmax|
2j〉ǫ
′
) (3.21)
and
K3(k1, τ1, k, τ) ≤ C
|k|s−
3
2
∏2
l=1 |kl|
2−j
2
−s
〈σ〉1/2
∏2
l=1〈σl〉
1/2
by using the proof similar to (3.5)-(3.6), we have that
K3(k1, τ1, k, τ) ≤
C
〈σ〉1/2
∏2
l=1〈σl〉
1/2
. (3.22)
Consequently, by using (3.14) and the Cauchy-Schwartz inequality with respect to τ and
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Lemmas 2.8, 2.11, we have that∥∥∥∥∥∥〈σ〉−
1
2χΩ(k)
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1
∥∥∥∥∥∥
L2(kL1(dτ)
≤ C
∥∥∥∥∥∥
(∫
〈σ〉−1χΩ(k)(µ)dτ
)1/2 ∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1
∥∥∥∥∥∥
L2kτ
≤ C
(∫
〈σ〉−1χΩ(k)(µ)dτ
)1/2 ∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1
∥∥∥∥∥∥
L2kτ
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖Gl‖L2 , (3.23)
where
Ω(k) =
{
µ ∈ R : |µ| ∼M,µ = C|kmin||kmax|
2j +O(〈|kmin||kmax|
2j〉ǫ
′
)
}
.
When (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j. by using the proof similar to
(3.5)-(3.6), we have that
K3(k1, τ1, k, τ) ≤ C
|k|s−
3
2
∏2
l=1〈kl〉
2−j
2
−s
〈σ〉〈σ2〉
1
2
≤
C
〈σ〉〈σ2〉
1
2
, (3.24)
by using the Cauchy-Schwarz inequality with respect to τ and Lemma 2.12, we have that∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ〉〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2(k)L1(τ)
≤ C
∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Gl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2kτ
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖Gl‖L2 .
When (c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j . This case can be proved
similarly to (b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j .
We have completed the proof Lemma 3.4.
Lemma 3.5. Let vl(x, t) with l = 1, 2 which are zero x-mean for all t be 2π- periodic
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functions of x. For s ≥ − j
2
, we have that∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
|k|〈k〉s
〈σ〉
2∏
l=1
F
(
η
(
t
δ
)
vl
)
(kl, τl)dk1dτ1
∥∥∥∥∥∥
(L2(k)L1(τ))
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖vl‖Xδ
s, 12
. (3.25)
By using the proof similar to Lemma 3.4, we can obtain Lemma 3.5.
Lemma 3.6. Let vl(x, t) with l = 1, 2 which are zero x-mean for all t be 2π- periodic
functions of x. For s ≥ − j
2
, we have that∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
|k|〈k〉s
(1 + k2)〈σ〉
2∏
l=1
F
(
η
(
t
δ
)
vl
)
(kl, τl)dk1dτ1
∥∥∥∥∥∥
L2(k)L1(τ)
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖vl‖Xδ
s, 12
. (3.26)
By using the proof similar to Lemma 3.4, we can obtain Lemma 3.6.
Lemma 3.7. Let ul(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
functions of x. Then∥∥∥∥∥∂x(1− ∂2x)−1
[
2∏
l=1
[
∂xη
(
t
δ
)
ul
]]∥∥∥∥∥
Zs
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Y δs . (3.27)
Combining Lemma 3.1 with Lemma 3.4, we have Lemma 3.7.
Lemma 3.8. Let u(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
functions of x. Then∥∥∥∥∥∂x
[
2∏
l=1
[
η
(
t
δ
)
ul
]]∥∥∥∥∥
Zs
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Y δs . (3.28)
Combining Lemma 3.2 with Lemma 3.5, we have Lemma 3.8.
Lemma 3.9. Let u(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
functions of x. Then∥∥∥∥∥∂x(1− ∂2x)−1
[
2∏
l=1
[
η
(
t
δ
)
ul
]]∥∥∥∥∥
Zs
≤ Cδ
j
2j+1
−2ǫ
2∏
l=1
‖ul‖Y δs . (3.29)
21
Combining Lemma 3.3 with Lemma 3.6, we have Lemma 3.9.
4. Proof of Theorem 1.1
Now we are in a position to prove Theorem 1.1. We define
Φ(u) = η(t)S(t)φ− η(t)
∫ t
0
S(t− t
′
)η(t
′
)A(u)dt
′
,
B =
{
u ∈ Y δs : ‖u‖Y δs ≤ 2C‖φ‖Hs(T)
}
, (4.1)
where
A(u) =
1
2
∂x
[
(η
(
t
δ
)
u)2
]
+ (1− ∂2x)
−1
[
(η
(
t
δ
)
u)2 +
1
2
(η
(
t
δ
)
ux)
2
]
.
By using Lemmas 2.8-2.9, 3.7-3.9, for sufficiently small δ > 0, we have that
δ
j
2j+1
−3ǫ‖φ‖Hs(T) ≤
1
4
,
which yields that
‖Φ(u)‖Ys ≤ ‖η(t)S(t)φ‖Y δs +
∥∥∥∥−12η(t)
∫ t
0
S(t− t
′
)η(t
′
)A(u)dt
′
∥∥∥∥
Y δs
≤ C1‖φ‖Hs(T) + C
∥∥∥∥η
(
t
δ
)
A(u)
∥∥∥∥
Zs
≤ C‖φ‖Hs(T) + Cδ
j
2j+1
−3ǫ‖u‖2Y δs
≤ C‖φ‖Hs(T) + Cδ
j
2j+1
−3ǫ‖φ‖2Hs(T) ≤ 2C‖φ‖Hs(T) (4.2)
For u, v ∈ B, for sufficiently small δ > 0, we have that
‖Φ(u)− Φ(v)‖Y δs
≤ Cδ
j
2j+1
−3ǫ
(
‖u‖Y δs + ‖v‖Y δs
)
‖u− v‖Y δs
≤ 2Cδ
j
2j+1
−3ǫ‖φ‖Hs(T)‖u− v‖Y δs
≤
1
2
‖u− v‖Y δs . (4.3)
From (4.3), by using the fixed point Theorem, we have that there exists a u such that
Φ(u) = u. The proof of the remainder of Theorem 1.1 is standard.
We have completed the proof of Theorem 1.1.
5. Modified energy
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In this section, we give the almost conserved law which can be used to extend the
local solution to the Cauchy problem for (1.1) to the global solution to the Cauchy
problem for (1.1).
Lemma 5.1. Let 2−j
2
≤ s < 1 and u be the solution to the Cauchy problem for (1.1) on
[0, δ]. Then ∣∣∣∣
∫ δ
0
∫
T
∂3x(Iη
(
t
δ
)
u)
[
I(η
(
t
δ
)
u)2 − (η
(
t
δ
)
Iu)2
]
dxdt
∣∣∣∣
≤ Cδ
j
2j+1
−2ǫN−j‖Iu‖3Xδ
1,12
. (5.1)
Proof. To obtain (5.1), it suffices to prove that∫
k = k1 + k2
τ = τ1 + τ2
|k|3| |m(k)−m(k1)m(k2)|∏2
l=1m(kl)
×
∣∣∣∣∣F (η
(
t
δ
)
u˜)(τ, k)
2∏
l=1
F (η
(
t
δ
)
u˜l)(τl, kl)
∣∣∣∣∣ dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫN−j‖u˜‖X
1, 12
2∏
l=1
‖u˜l‖X
1, 12
(5.2)
where
‖u˜‖X
1, 12
= ‖u‖Xδ
1, 12
, ‖u˜l‖X
1, 12
= ‖ul‖Xδ
1, 12
, l = 1, 2.
Let
Hl(kl, τl) = 〈kl〉〈σl〉
1/2
F
(
η
(
t
δ
)
u˜l
)
(kl, τl), l = 1, 2,
H(k, τ) = 〈k〉〈σ〉1/2F
(
η
(
t
δ
)
u˜
)
(k, τ).
To prove (5.2), it suffices to prove∫
k = k1 + k2
τ = τ1 + τ2
|m(k)−m(k1)m(k2)| |k|
3H(k, τ)
∏2
l=1Hl(kl, τl)
m(k1)m(k2)〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kj〉
dk1dτ1dkdτ
≤ Cδ
j
2j+1
−2ǫN−j‖H‖L2
2∏
l=1
‖Hl‖L2 . (5.3)
We define A = A1 ∪A2 ∪ A3, where
A =
{
(k1, τ1, k, τ) ∈
(
Z˙ ×R
)2
: k = k1 + k2, τ = τ1 + τ2, |k1| ≤ |k2|, |k2| ≥
N
2
}
A1 = {(k1, τ1, k, τ) ∈ A : |k1| ≪ |k2|, |k1| ≤ N}
A2 = {(k1, τ1, k, τ) ∈ A : |k1| ≪ |k2|, |k1| > N}
A3 = {(k1, τ1, k, τ) ∈ A : |k1| ∼ |k2|} .
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The integrals corrsponding to Aj(j = 1, 2, 3) will be denoted by I1, I2, I3. We consider
cases
(a) : |σ| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j,
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} ≥ C|kmin||kmax|
2j .
1. Estimate of I1. By using the mean value Theorem, we have that
m(k1 + k2)−m(k1)m(k2) = m
′(θk1 + k2)k1,
thus in region A1, we have that |θk1 + k2| ∼ |k2| which yields that∣∣∣∣m(k1 + k2)−m(k1)m(k2)m(k1)m(k2)
∣∣∣∣ = |m(k1 + k2)−m(k2)|m(k2)
≤
m′(θk1 + k2)|k1|
m(k2)
≤
C|k1|
|k2|
. (5.4)
When (a) is valid, by using (5.4), the Plancherel identity and Ho¨lder inequality as well
as Lemma 2.11, we have that in this case the left hand side of (5.3) can be bounded by∫
k = k1 + k2
τ = τ1 + τ2
|k1||k|
3H(k, τ)
∏2
l=1Hl(kl, τl)
|k2|〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−j|k1|
−1/2H(k, τ)
∏2
l=1Hl(kl, τl)
〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ CN−j‖H‖L2
2∏
l=1
∥∥∥∥F−1
(
Hl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ CN−jδ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
When (b) is valid, by using (5.4), the Plancherel identity and Ho¨lder inequality as well
as Lemma 2.12, we have that in this case the left hand side of (5.3) can be bounded by∫
k = k1 + k2
τ = τ1 + τ2
|k1||k|
3H(k, τ)
∏2
l=1Hl(kl, τl)
|k2|〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−j|k1|
−1/2H(k, τ)
∏2
l=1Hl(kl, τl)
〈σ2〉1/2〈σ〉1/2
dk1dτ1dkdτ
≤ CN−j
∫
k = k1 + k2
τ = τ1 + τ2
〈σ〉−
1
2
+ǫH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j
∥∥∥∥∥∥
∫
k = k1 + k2
τ = τ1 + τ2
〈σ〉−
1
2
+ǫ
∏2
l=1Hl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
‖H‖L2
≤ CN−jδ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2.
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When (c) is valid, this case can be proved similarly to case (b).
2. Estimate of I2. In this case, we have that
|m(k1 + k2)−m(k1)m(k2)|
m(k1)m(k2)
≤
max {m(k1 + k2), m(k2)}
m(k1)m(k2)
≤
C
m(k1)
≤ C
(
|k1|
N
)−s
.
When (a) is valid, we have that in this case the left hand side of (5.3) can be bounded
by ∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−s|k|3N sH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−s− 3
2N s|k|1−jH(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ, (5.5)
if −s − 3
2
≤ 0, by using the Plancherel identity and the Ho¨lder inequality as well as
Lemma 2.11, we have that (5.5) can be bounded by
C
∫
k = k1 + k2
τ = τ1 + τ2
N−s−
3
2N sN1−jH(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2‖H‖L2
2∏
l=1
∥∥∥∥F−1
(
Hl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
if −s− 3
2
≥ 0, since s ≥ 2−j
2
, by using the Plancherel identity and the Ho¨lder inequality
as well as Lemma 2.11, we have that (5.5) can be bounded by
C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−s−
3
2N s|k|1−jH(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−s−
1
2
−jN sH(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2‖H‖L2
2∏
l=1
∥∥∥∥F−1
(
Hl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
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When (b) is valid, by using (5.4) and the Plancherel identity and the Ho¨lder inequality as
well as Lemma 2.11, we have that in this case the left hand side of (5.3) can be bounded
by ∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−s|k|3N sH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−s− 3
2N s|k|1−jH
∏2
l=1Hl
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ, (5.6)
if −s − 3
2
≤ 0, by using the Plancherel identity and the Ho¨lder inequality as well as
Lemma 2.12, we have that (5.6) can be bounded by
C
∫
k = k1 + k2
τ = τ1 + τ2
N−s−
3
2N sN1−jH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Hl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
‖H‖L2
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
if −s− 3
2
≥ 0, since s ≥ 2−j
2
, (5.6) can be bounded by
C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−s−
3
2N s|k|1−jH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2
∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k|−s−
1
2
−jN sH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ1〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Hl
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
‖H‖L2
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
When (c) is valid, this case can be proved similarly to case (b).
3. Estimate of I3. In this case, we have that
|m(k1 + k2)−m(k1)m(k2)|
m(k1)m(k2)
≤ C
2∏
l=1
(
|kl|
N
)−s
. (5.7)
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When (a) is valid, by using (5.7) and the Plancherel identity and the Ho¨lder inequality
as well as Lemma 2.11, since 2−j
2
≤ s ≤ 1, we have that in this case the left hand side of
(5.3) can be bounded by∫
k = k1 + k2
τ = τ1 + τ2
|k|3|k1|
−2sN2sH(k, τ)
∏
l=1Hl(kl, τl)
〈σ〉1/2〈k〉
∏2
l=1〈σl〉
1/2〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−2s−2−jN2s|k|5/2H(k, τ)
∏2
l=1Hl(kl, τl)
〈k〉
∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−2s− 1
2
−jN2sH(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)∏2
l=1〈σl〉
1/2
dk1dτ1dkdτ
≤ CN−j−
1
2‖H‖L2
2∏
l=1
∥∥∥∥F−1
(
Hl
〈σl〉1/2
)∥∥∥∥
L4xt
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2.
When (b) is valid, by using (5.7) and the Plancherel identity and the Ho¨lder inequality
as well as Lemma 2.12, since 2−j
2
≤ s ≤ 1, we have that in this case the left hand side of
(5.3) can be bounded by∫
k = k1 + k2
τ = τ1 + τ2
|k|3|k1|
−2sN2sH(k, τ)
∏
l=1Hl(kl, τl)
〈σ〉1/2〈k〉〈σ2〉1/2
∏2
l=1〈kl〉
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−2s−2−jN2s|k|5/2H(k, τ)
∏2
l=1Hl(klτl)
〈k〉〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ C
∫
k = k1 + k2
τ = τ1 + τ2
|k1|
−2s− 1
2
−jN2sH(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∫
k = k1 + k2
τ = τ1 + τ2
H(k, τ)
∏2
l=1Hl(kl, τl)
〈σ〉1/2〈σ2〉1/2
dk1dτ1dkdτ
≤ CN−j−
1
2
∥∥∥∥∥∥〈σ〉−
1
2
+ǫ
∫
k = k1 + k2
τ = τ1 + τ2
∏2
l=1Hl(kl, τl)
〈σ2〉1/2
dk1dτ1
∥∥∥∥∥∥
L2
‖H‖L2
≤ CN−j−
1
2 δ
j
2j+1
−2ǫ‖H‖L2
2∏
l=1
‖Hl‖L2 .
When (c) is valid, this case can be proved similarly to case (b).
We have completed the proof of Lemma 5.1.
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Lemma 5.2. Let j−2
2
≤ s < 1 and u be the solution to the Cauchy problem for (1.1) on
[0, δ]. Then∣∣∣∣
∫ δ
0
∫
T
(∂x(Iu)
[
I(u2x)− (∂xIu)
2
]
dxdt
∣∣∣∣ ≤ Cδ j2j+1−2ǫN−j‖Iu‖3Xδ
1,12
. (5.8)
Lemma 5.2 can be proved similarly to Lemma 5.1.
Lemma 5.3. Let − j
2
≤ s < 1 and u be the solution to the Cauchy problem for (1.1) on
[0, δ]. Then∣∣∣∣
∫ δ
0
∫
T
∂x(Iu)
[
Iu2 − (Iu)2
]
dxdt
∣∣∣∣ ≤ Cδ j2j+1−2ǫN−j−2‖Iu‖3Xδ
1, 12
. (5.9)
Lemma 5.3 can be proved similarly to Lemma 5.1.
Lemma 5.4. Let 2−j
2
≤ s < 1 and u be the solution to the Cauchy problem for (1.1) on
[0, δ]. Then
∣∣‖Iu(δ)‖2H1 − ‖Iu(0)‖2H1∣∣ ≤ Cδ j2j+1−2ǫN−j‖Iu‖3Xδ
1, 12
(5.10)
Proof. By using a proof similar to (4.3) of [26], we have that
‖Iu(δ)‖2H1 − ‖Iu(0)‖
2
H1 =
∫ δ
0
∫
T
(1− ∂2x)∂x(Iu)
[
Iu2 − (Iu)2
]
dxdt
+2
∫ δ
0
∫
T
(∂x(Iu)
[
Iu2 − (Iu)2
]
dxdt
+
∫ δ
0
∫
T
(∂x(Iu)
[
I(u2x)− (∂xIu)
2
]
dxdt (5.11)
Proof. To prove (5.11), it suffices to prove that
∣∣‖Iu(δ)‖2H1 − ‖Iu(0)‖2H1∣∣ ≤
∣∣∣∣
∫ δ
0
∫
T
(1− ∂2x)∂x(Iu)
[
Iu2 − (Iu)2
]
dxdt
∣∣∣∣
+2
∫ δ
0
∣∣∣∣
∫
T
(∂x(Iu)
[
Iu2 − (Iu)2
]
dxdt
∣∣∣∣
+
∣∣∣∣
∫
T
(∂x(Iu)
[
I(u2x)− (∂xIu)
2
]
dxdt
∣∣∣∣ ≤ Cδ j2j+1−2ǫN−j‖Iu‖3Xδ
1,12
. (5.12)
(5.12) can be obtained from Lemmas 5.1-5.3.
We have completed the proof of Lemma 5.4.
6. Proof of Theorem 1.2
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We give Theorem 5.1 which is a variant of Theorem 1.1 before giving the proof of
Theorem 1.2.
We consider the Cauchy problem for
(Iu)t + ∂
2j+1
x (Iu) +
1
2
∂xI(u
2) + ∂x(1− ∂
2
x)
−1I
[
u2 +
1
2
u2x
]
= 0, (6.1)
Iu(x, 0) = Iu0(x). (6.2)
Theorem 6.1. Let s ≥ − j−2
2
and u0 be 2π-periodic function and zero x-mean and
Iu0 ∈ H
1(T). Then the Cauchy problems (6.1)(6.2) are locally well-posed.
Proof. Let Iu = v, we define
G(v) = η(t)S(t)v(0)
+η(t)
∫ t
0
[
1
2
∂xI(η
(
t
δ
)
u)2 + ∂x(1− ∂
2
x)
−1I
[
(η
(
t
δ
)
u)2 +
1
2
(η
(
t
δ
)
ux)
2
]]
dt
′
.
and
B =
{
u ∈ Y δ1 : ‖Iu‖Y δ1 ≤ 2C‖Iu0‖H1(T)
}
, (6.3)
and
E =
1
2
∂xI(η
(
t
δ
)
u)2 + ∂x(1− ∂
2
x)
−1I
[
(η
(
t
δ
)
u)2 +
1
2
(η
(
t
δ
)
ux)
2
]
−
1
2
∂x(η
(
t
δ
)
Iv)2 − ∂x(1− ∂
2
x)
−1
[
(η
(
t
δ
)
Iv)2 +
1
2
(η
(
t
δ
)
Ivx)
2
]
.
Thus, we have that
G(v) = η(t)S(t)Iu0
+η(t)
∫ t
0
[
E + ∂x(1− ∂
2
x)
−1
[
(η
(
t
δ
)
Iv)2 +
1
2
(η
(
t
δ
)
Ivx)
2
]]
dt
′
.
By using Lemmas 3.7-3.9, 5.1-5.3, we have that
‖G(v)‖Y δ1
≤ ‖η(t)S(t)Iu0‖Y δ1
+
∥∥∥∥η(t)
∫ t
0
[
∂x(1− ∂
2
x)
−1
[
(η
(
t
δ
)
Iv)2 +
1
2
(η
(
t
δ
)
Ivx)
2
]]
dt
′
∥∥∥∥
Y δ1
+
∥∥∥∥η(t)
∫ t
0
Edt
′
∥∥∥∥
Y δ1
≤ C‖Iu0‖H1 + Cδ
j
2j+1
−3ǫ ‖v‖2Y δ1
≤ 2C‖Iu0‖H1 .
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Thus, G maps B into B. By using Lemmas 3.7-3.9, 5.1-5.3, we have that
‖G(u)−G(v)‖Y δ1
≤
1
2
‖u− v‖Y δ1
.
G is a contraction mapping.
We have completed the proof of Theorem 5.1.
Now we are in a position to prove Theorem 1.2. For u0 ∈ H
s(T), from Theorem 5.1,
we have that u exists on [0, δ] and
δ ∼ ‖Iu0‖
− 2j+1
j−3(2j+1)ǫ
H1 . (6.4)
From Theorem 5.1, we have that
‖Iu‖Y δ1 ≤ 2C‖Iu0‖H1 . (6.5)
Combining (6.5) with Lemma 5.4, we have that
‖Iu(δ)‖2H1 ≤ ‖Iu0‖
2
H1 + CN
−jδ
j
2j+1
−3ǫ‖Iu0‖
3
H1 . (6.6)
If
CN−jδ
j
2j+1
−3ǫ‖Iu0‖
3
H1 ≤ 3‖Iu0‖
2
H1 , (6.7)
then, we have that
‖Iu(δ)‖H1 ≤ 2‖Iu0‖H1, (6.8)
thus, we can consider u(δ) as the initial data, repeat the above process and extend the
local solution on [0, δ] to the local solution on [δ, 2δ]. To extend the local solution to the
global on time interval [0, T ], we need to extend [Tδ−1] times, from (6.7), it suffices to
prove that
CN−jδ
j
2j+1
−3ǫ‖Iu0‖
3
H1Tδ
−1 ≤ 3‖Iu0‖
2
H1 , (6.9)
It is easily checked that
‖u‖Hs ≤ ‖Iu0‖H1 ≤ CN
1−s‖u‖Hs. (6.10)
Combining (6.4), (6.10) with (6.9), we have that
CTN [
(2j+1)(1−s)
j−3(2j+1)ǫ ](1−s)−j‖u0‖
2j+1
j−3(2j+1)ǫ
Hs ≤ 1. (6.11)
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Let f(j) = (2j+1)
j−3(2j+1)ǫ
. To obtain (6.11), it suffices to choose s > 2j+1−j
2
2j+1
and
N =
(
CT‖u0‖
f(j)
Hs
) 1
j−f(j)(1−s)
. (6.12)
From the above iteration process, we have that
sup
t∈[0,T ]
‖u(·, t)‖Hs ≤ 2‖Iu0‖H1
≤ CN1−s‖u0‖Hs ≤ C
(
CT‖u0‖
f(j)
Hs
) 1−s
j−f(j)(1−s)
‖u0‖Hs
≤ CT
1−s
j−f(j)(1−s) ‖u0‖
j
j−f(j)(1−s)
Hs . (6.13)
We have completed the proof of Theorem 1.2.
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