ABSTRACT In this paper, we propose a bandwidth aggregation protocol for hybrid visible light communication (VLC) and radio frequency (RF) communication systems. By efficiently combining the RF communication with the VLC, the proposed protocol compensates for the disadvantages of the VLC, e.g., unstable communication quality and a small coverage area, while enjoying the additional bandwidth provided by the VLC. In the hybrid VLC and RF communication system, packets which arrive at the system are scheduled to be transmitted via the VLC or RF communication. This scheduling decision has a profound impact on the overall performance of the system. Our proposed protocol employs a scheduling algorithm based on queue lengths, the goal of which is the throughput optimality. We define a Lyapunov function as a function of queue lengths and obtain the optimal scheduling policy by minimizing the drift of the Lyapunov function. We implement a real-life prototype of the hybrid VLC and RF communication system and conduct the experiments of the proposed protocol. The experimental results show that the proposed protocol is capable of successfully aggregating the bandwidth of the VLC and RF communication.
I. INTRODUCTION
Recently, visible light communication (VLC) has emerged as an alternative solution for wireless communication networks due to its vast unregulated bandwidth and dual-use as an illumination system [1] , [2] . One of the factors that supports this trend is the rapid increase in the usage of light emitting diode (LED) for illumination. LEDs have high energy efficiency, longer lifespan, and reduced usage of harmful materials among its benefits compared to fluorescent bulbs. LEDs are also capable of switching to different light intensity levels at a very fast rate. The LED switching rate is fast enough to be imperceptible by human eyes, and provides an opportunity for the light to be utilized as communication means. The importance of the VLC comes from its dual use as an illumination system as well as a wide range of untapped communication bandwidth provided by the VLC.
Despite its potential to provide high-speed data communications with improved energy efficiency, there are several challenges that need to be addressed for the VLC to be deployed as a practical networking technology. These challenges include the limited coverage and the instability in the VLC link quality. Although the VLC requires a line-ofsight (LOS) channel for optimum data transmission, constant movement and orientation changes of a VLC receiver are to be expected in practical scenarios. A limited coverage of LED and the narrow field-of-view (FOV) of a photodiode (PD) makes receiver optical power susceptible to the misalignment in positions and attitudes of LED and PD [3] . In addition, the shadowing and reflection can cause a VLC link quality to be unstable [4] , [5] . One of the solutions for the above issue is the dense deployment of VLC transmitters [6] , [7] . However, numerous LEDs that are closely located can cause severe interference to each other. Another challenge in realizing the VLC is to provide an uplink communication channel. An uplink communication channel is necessary not only for user data transmission but also for conveying control information such as acknowledgements. However, utilizing LEDs in a mobile device for uplink VLC transmission is not desirable because of a lot of energy consumption and visual disturbance to users. Moreover, constant movement of users makes it difficult to maintain a LOS channel that is required for stable VLC uplink transmission.
To overcome these challenges, a hybrid VLC and radio frequency (RF) communication system has been researched. The RF communication systems such as WiFi and LTE have a significantly larger coverage area and are more immune to link quality degradation due to mobility, compared to the VLC. Therefore, the RF communication can maintain a stable wireless connection in the case that the VLC is not available, and can conveniently provide an uplink data and control channel [8] . Most of the existing studies on the hybrid VLC and RF communication systems have focused on the resource allocation between the VLC and the RF communication (e.g., [9] - [15] ). A load balancing method between the VLC and the LTE networks is proposed in [9] . In [10] , various VLC cell formation and frequency reuse patterns are studied and cooperative load balancing problem is solved. Wang and Haas [11] have designed a load balancing scheme between WiFi and LiFi by solving a utility maximization problem. In [12] , a resource allocation problem under delay constraints for the hybrid VLC and RF femtocell networks is investigated. In [13] , the energy efficiency maximization problem in the hybrid RF and VLC networks is solved. A handover protocol is proposed for the hybrid network of VLC and orthogonal frequency-division multiple access (OFDMA) systems in [14] . Kashef et al. [15] have studied the power allocation problem for the hybrid power-line communication (PLC), VLC, and RF communication system. These existing works on the resource allocation oversimplify the hybrid RF and VLC communication systems to formulate and solve a tractable resource allocation problem. Thus, these existing works do not address a practical problem of designing a network protocol that distributes and combines data traffic flows over the VLC and RF communication links. Moreover, existing works are mostly theoretical, and lack experimental validation on a real VLC testbed.
In this paper, we propose a bandwidth aggregation protocol and a throughput-optimal scheduler for a hybrid VLC and RF communication system. The hybrid VLC and RF network model in consideration is shown in Fig. 1 . As seen in Fig. 1 , a number of VLC hotspots with limited coverage are formed by multiple VLC transmitters. The RF communication covers much larger area than a VLC transmitter do, providing ubiquitous data connections to users. A node is equipped with both the VLC and RF communication receivers, and is able to simultaneously receive data from both receivers. Therefore, a node within a VLC hotspot as well as RF coverage can enjoy bandwidth aggregation, whereas a node out of VLC hotspots can still maintain an RF connection. For bandwidth aggregation, the proposed protocol is able to distribute data packets to the VLC and RF communication links and merge these distributed packets in order again at the destination. Since the VLC is not reliable, some of the packets allocated to a VLC link can be lost. The proposed protocol is equipped with a retransmission functionality, which retransmits lost packets through RF communication for reliable communication. The proposed protocol is also capable of handover between VLC hotspots and RF coverage, adaptively directing data flows according to VLC link quality measurements reported by nodes.
The proposed protocol employs a throughput-optimal scheduler. In Fig. 1 , the gateway relays all data packets from the Internet into the hybrid VLC and RF networks.
The scheduler resides in the gateway and schedules each packet to a subset of VLC transmitters or an RF transceiver. This scheduling decision is crucial to the overall system performance since it balances the traffic load between each VLC transmitter and an RF transceiver. The proposed scheduler makes a scheduling decision based on the lengths of the queues in each VLC transmitter and an RF transceiver. Roughly speaking, the proposed scheduler assigns more packets to VLC transmitters and an RF transceiver with shorter queue lengths for load balancing. We design the scheduler based on the Lyapunov stability theory [16] . We define a Lyapunov function as a function of the queue lengths and minimize the drift of the Lyapunov function for stabilizing the queues. The resulting scheduler is throughput-optimal in the sense that the queue lengths are stable as long as the overall load is within the system capacity. We mathematically prove that the proposed scheduler achieves the throughput optimality.
For testing the proposed protocol and scheduler, we have built a prototype testbed that implements the hybrid VLC and RF networks in Fig. 1 . For prototyping the VLC, we have used off-the-shelf components such as LEDs, amplifiers, DC biases, PDs, comparators, and controllers, and implemented a physical layer of the VLC as well. The proposed protocol and scheduler are all implemented in the testbed for verifying the applicability of the proposed schemes to a real network environment.
The contribution of our work is threefold in comparison to other theoretical resource allocation works on the hybrid VLC and RF systems.
• We design a full-fledged bandwidth aggregation protocol that has all necessary functionalities for bandwidth aggregation, such as data flow distribution, packet retransmission, and handover. The proposed protocol is readily implementable in a real-world hybrid VLC and RF networks.
• We propose a throughput-optimal scheduler that is theoretically concrete as well as able to be implemented in a real hybrid VLC and RF systems together with the proposed bandwidth aggregation protocol.
• We have built a prototype testbed of a hybrid VLC and RF systems, implemented the proposed protocol and scheduler, and verified the validness of the proposed schemes in a real network environment. The rest of this paper is organized as follows. We discuss the hybrid VLC-RF system model in Section II. The VLC-RF bandwidth aggregation protocol is described in detail in Section III. The throughput-optimal VLC-RF scheduler is designed in Section IV. Section V explains the testbed setup and shows experimental results, and the paper is concluded in Section VI.
II. HYBRID VLC-RF SYSTEM MODEL
We consider a hybrid communication network based on the VLC and RF communication technologies, as depicted in Fig. 1 . The RF communication can be any local area network (LAN) or personal area network (PAN) technology such as WiFi, IEEE 802.15.4, and Bluetooth, etc. In our model, there are one gateway, K VLC transmitters (VLC-Tx's), one RF transceiver (RF-TRx), and N nodes. The VLC-Tx's transmit data to nodes by means of the VLC. On the other hand, the RF-TRx transmits and receives data to and from nodes by means of the RF communication.
A VLC-Tx can cover only a small area just under the VLC-Tx, while the RF-TRx can cover a relatively wider area, for example, a whole room in an indoor environment. Moreover, the incident angle of light to the PD of a node has an impact on the VLC performance. A more detailed model for a VLC link can be found in [4] and [5] . Due to the characteristics of the VLC, the signal-to-noise ratio (SNR) of a VLC link from a VLC-Tx to a node can be very unstable as the node moves or changes its attitude. Therefore, the VLC only provides unstable communication links with a small coverage, which should be compensated by combining the RF communication.
The gateway connects the hybrid VLC-RF communication network to the Internet. The gateway relays the downlink data traffic from the Internet to nodes, or the uplink data traffic from nodes to the Internet. The downlink data traffic is transferred via the VLC and RF communication at the same time, whereas the uplink data traffic is transferred only via the RF communication. In this paper, we focus only on the downlink data traffic.
Data packets, which arrives at the gateway from the Internet, are queued in the gateway. In the gateway, there are N separate gateway queues, each of which corresponds to each node. The packets destined to node n are stored in gateway queue n. The scheduler in the gateway selects one of the packets in the gateway queues, and decides if the selected packet is transmitted by the VLC or RF communication. If the RF communication is chosen for a packet, the packet is sent to the RF-TRx. The RF-TRx can physically coexist with the gateway, and can exchange data packets with nodes via RF communication. The packets sent to the RF-TRx are queued in the RF-TRx queue, and are transmitted to nodes in a first-in first-out (FIFO) manner.
In the case that the VLC is chosen for a packet, the scheduler sends the packet to a set of one or multiple VLC-Tx's. A node is equipped with the VLC receiver as well as the RF transceiver. Therefore, a node is capable of simultaneously receiving packets by means of the VLC and RF communications. The packets received from different network paths can be out of order. Thus, a node reorders the received packets, and delivers only an ordered sequence of packets to upper layers. Since a VLC link is quite unstable, some of the packets assigned to the VLC can be lost. These lost packets are retransmitted by the gateway via the RF communication.
To notify the gateway of packet losses, a node periodically sends a status report packet, which contains the information on the lost packets, to the gateway via the RF communication.
Since a VLC link is very unstable, it is of great importance to make use of the knowledge on the VLC link quality in real time for efficient scheduling. A node measures the link quality of each VLC link, and periodically reports the measured VLC link quality by enclosing it in status report packets. The VLC link quality is actually the packet error rate (PER) of the packets transmitted from a VLC-Tx to a node. Each node counts the number of successfully received packets from each VLC-Tx for a given period to calculate the PER.
III. VLC-RF BANDWIDTH AGGREGATION PROTOCOL
In this section, we describe the VLC-RF bandwidth aggregation protocol in detail. The gateway is in charge of managing, scheduling, and retransmitting all packets that have arrived at the gateway from the Internet. For managing packets, each packet is tagged with a sequence number. A packet for node n with the sequence number i will be called packet (n, i). The gateway maintains the following data structure to describe the current status of packet transmission.
• unacked_seq[n]: Sequence number of the first packet that is not acknowledged among the packets for node n.
• unsched_seq[n]: Sequence number of the first packet that is not scheduled among the packets for node n.
• arr_seq[n]: Sequence number of the packet for node n that will arrive next.
• pkt_state[n][i]: State of packet (n, i). The state can be VLC_unacked, VLC_acked, and RF.
•
The expire time that packet (n, i) is considered lost on a VLC link. This information is valid only for the packet with the state VLC_unacked. In Fig. 2 , we show an example snapshot of the above data structure. In the gateway, all unscheduled packets destined to node n are stored in gateway queue n. When a packet for node n arrives at the gateway from the Internet, the sequence number of that packet becomes the current value of arr_seq[n], and arr_seq[n] is incremented by one (i.e., arr_seq[n] ← arr_seq[n] + 1). Since a gateway queue contains only unscheduled packets, the first packet in the gateway queue for node n has the sequence number of unsched_seq [n] . Therefore, the number of packets in gateway queue n is equal to (arr_seq
The scheduler is periodically executed in the gateway. When the scheduler is executed, it schedules at most one packet for each node. Let us suppose that the scheduler schedules one packet for node n * . The scheduler takes out a packet at the head of gateway queue n * , the sequence number of which is i * = unsched_seq[n * ]. After one packet is taken out of the gateway queue, unsched_seq[n * ] is incremented by one (i.e., unsched_seq[n * ] ← unsched_seq[n * ] + 1). The scheduler can assign packet (n * , i * ) to either the VLC or the RF communication.
If packet (n * , i * ) is assigned to the RF communication, the scheduler sends packet (n * , i * ) to the RF-TRx and marks the state of packet (n * , i * ) as RF (i.e., pkt_state[n * ][i * ] ← RF). The RF-TRx stores packets, which are received from the gateway, in the RF-TRx queue, and transmits each packet to the corresponding node one by one in a FIFO manner. When packet (n * , i * ) is transmitted via the RF communication, node n * is also informed of the sequence number of the received packet (i.e., i * ). We assume that the RF communication is reliable due to the medium access control (MAC) layer retransmission of the RF communication. The detailed operation of the RF communication is out of the scope of this paper.
If packet (n * , i * ) is assigned to the VLC, the scheduler decides a set of VLC-Tx's that will transmit packet (n * , i * ). Let VLC_Tx_set[n][i] denote the set of the VLC-Tx's for transmitting packet (n, i). The scheduler sends packet (n * , i * ) to all VLC-Tx's in VLC_Tx_set[n * ][i * ], and marks the state of packet (n * , i * ) as VLC_unacked (i.e., pkt_state[n * ][i * ] ← VLC_unacked). For retransmission, the scheduler set the expire time of packet (n * , i * ) as
where cur_time is the current time and time_out is a constant retransmission time out parameter. We will explain the retransmission in more detail later in this section. At a VLC-Tx, the packets received from the gateway are queued in a VLC-Tx queue. A VLC-Tx sends out each packet in the VLC-Tx queue in a FIFO manner. A packet is enclosed in a VLC frame shown in Fig. 3 . In a VLC frame, the physical layer header includes the preamble and the start frame delimiter (SFD) for helping a node detect the frame. The physical layer header is followed by the MAC header consisting of the length, VLC-Tx address, node address, and sequence number fields. The length field indicates the byte length of the MAC data. The VLC-Tx address and the node address are used to identify the source and the destination of the frame. The sequence number is set to the sequence number of the enclosed packet. The data field contains the enclosed packet, and the cyclic redundancy check (CRC) code is attached to detect a frame error. As shown in Fig. 3 , the VLC frames are periodically transmitted with period T frame . Even in the case that there is no packet in the VLC-Tx queue, the VLC-Tx periodically sends a VLC frame with a dummy data field so that nodes can measure the VLC link quality. A node can decode one VLC frame at a time by using a PD. A node stores a decoded VLC frame in a node receive queue if no frame error is detected and the node address field matches its own node address. Similarly, a node also receives a packet from the RF-TRx by the RF communication, and stores the received packet in a node receive queue. As described in Fig. 4 , a node maintains the following data structure to manage the status of the received packets.
• rcv_seq: Sequence number of the first packet that is not considered as received.
• rcv_state[i]: Receive state of packet i. The receive state is 1 if packet i is received; and 0, otherwise. The receive state is initialized to 0 at first.
• last_rcv_seq: Sequence number of the received packet with the largest sequence number. Let us suppose that a node receives a packet with the sequence number of i * . If i * ≥ rcv_seq, the node changes the receive state of packet i * to 1, i.e., rcv_state[i * ] ← 1. If i * > last_rcv_seq, the node sets last_rcv_seq ← i * . Then, the node finds the largest i such that rcv_state[i] = 1 for all i < i, and sets rcv_seq ← i. All packets with the sequence number smaller than rcv_seq can be forwarded to the upper layer. A node periodically generates a status report packet that contains the status of the received packets. The status report packet is formatted as given in Fig. 5 , and it is transmitted to the gateway via the RF-TRx by using the RF communication.
In generating the status report packet, the ACK number field is set to the current value of rcv_seq. Each bit of the ACK bit pattern field is set to rcv_state[i] for all i such that rcv_seq ≤ i ≤ last_rcv_seq. Therefore, the bit length of the ACK bit pattern field is (last_rcv_seq − rcv_seq + 1). If a packet is not received for too long time due to a problem in the RF communication, the ACK bit pattern field can become too lengthy. To prevent this from happening, a node can forcefully move rcv_seq forward so that (last_rcv_seq − rcv_seq + 1) ≤ max_ACK_bit is always satisfied, where max_ACK_bit is the maximum bit length of the ACK bit pattern field. Although data can be delivered to the upper layer with some missing packets, these missing packets are expected to be handled by the upper layer.
When the gateway receives a status report packet, it updates the status of packet transmission. Suppose that a status report packet is received from node n * . First, the gateway sets unacked_seq[n * ] to the value of the ACK number field of the status report packet. Then, each bit of the ACK bit pattern field is processed as follows. The jth bit of the ACK bit pattern field corresponds to packet (n * , i * )
VLC_unacked and the jth bit of the ACK bit pattern is 1, packet (n * , i * ) is acknowledged and the state of the packet is changed to
Since the VLC is considered unreliable, the scheduler retransmits all packets assigned to the VLC but not acknowledged until time_out seconds after scheduling. A node measures the VLC link quality of each VLC-Tx.
is the probability that a VLC frame sent from VLC-Tx k is correctly received by node n. Each VLC-Tx transmits a VLC frame every T frame no matter whether there is a packet in the VLC-Tx queue or not. Therefore, if the VLC link from VLC-Tx k to node n is perfect, node n receives one VLC frame from VLC-Tx k every T frame . Each node n updates VLC_LQ [k] [n] for all k as follows every T frame .
where α is a small moving average coefficient. In (2), we define Frame_Rx[k][n] as an indicator which is 1 if VOLUME 6, 2018 node n has received a VLC frame from VLC-Tx k during the past T frame interval; and 0, otherwise. As shown in Fig. 5 , the VLC link quality is enclosed in the status report packet and is periodically reported to the gateway.
The gateway and the node operations are summarized in Algorithms 1 and 2, respectively.
IV. THROUGHPUT OPTIMAL VLC-RF SCHEDULER A. SCHEDULER OPERATION, QUEUE DYNAMICS MODEL, AND CAPACITY REGION
The scheduler is executed every T sched seconds and schedules at most one packet for each node. The time point that the scheduler is executed is called a scheduling epoch. Each scheduling epoch is indexed by t. When the scheduler schedules a packet of node n at scheduling epoch t, the scheduler selects a scheduling mode S n (t). The scheduling mode is selected out of the set {−1, 0, 1, . . . , M }. If the scheduling mode is −1 (i.e., S n (t) = −1), the scheduler does not schedule any packet of node n at scheduling epoch t.
If the scheduling mode is 0 (i.e., S n (t) = 0), the scheduler assigns the packet at the head of gateway queue n to the RF communication. On the other hand, if the scheduler decides S n (t) = m for m = 1, . . . , M , the scheduler assigns the packet to the VLC. The set of the VLC-Tx's to which the packet is sent to is denoted by (m) when the scheduling mode is m. 
The scheduler makes use of the VLC link quality information reported by nodes. Let e k,n denote the error probability of a VLC frame sent from VLC-Tx k to node n. The scheduler can calculate e k,n from the VLC link quality as
is the probability that a VLC frame is successfully received. If the scheduling mode is m(= 1, . . . , M ), a packet is sent to all VLC-Tx's in (m). Therefore, a packet assigned to the VLC is lost only if all VLC frames sent for the packet are lost. Then, the error probability of a packet assigned to the VLC is calculated as Put the packet in gateway queue n. 4: end if 5: if the scheduler is triggered then 6: for n = 1, . . . , N do 7: if the scheduler decides to schedule a packet for node n then 8: The scheduler takes out one packet at the head of the gateway queue, the sequence number of which is i = unsched_seq[n]. if the scheduler decides to assign packet (n, i) to the RF communication then 11: Sends packet (n, i) to the RF-TRx. 12 :
13:
end if 14: if the scheduler decides to assign packet (n, i) to the VLC then 15: The scheduler decides
, which is a set of VLC-Tx's that will transmit packet (n, i). The gateway sets unacked_seq[n] to the value of the ACK number field of the status report packet. if i > last_rcv_seq then 6: last_rcv_seq ← i.
7:
end if 8: while rcv_state[rcv_seq] = 1 do
9:
Forward a packet with the sequence number rcv_seq to the upper layer.
10:
rcv_seq ← rcv_seq + 1.
11:
end while 12: if last_rcv_seq − rcv_seq + 1 > max_ACK_bit then 13: Forward packets with the sequence numbers from rcv_seq to (last_rcv_seq − max_ACK_bit) to the upper layer.
14: The ACK number field is set to rcv_seq.
30:
Each bit of the ACK bit pattern field is set to rcv_state[i] for all i such that rcv_seq ≤ i ≤ last_rcv_seq.
31:
The VLC link quality field for VLC-Tx k is set to
32:
The status report packet is transmitted to the gateway via the RF communication.
33:
Trigger the status report packet transmission after a predefined interval. 34: end if where η n (m) is the probability that a packet of node n with scheduling mode m(= 1, . . . , M ) is not received by any VLC-Tx.
New packets may arrive at the gateway from the Internet between scheduling epochs t and (t + 1). Let A n (t) denote the number of arrived packets for node n at the gateway.
The packet arrival rate of node n, denoted by a n , is defined as the expected number of packet arrivals at the gateway for node n between consecutive scheduling epochs. Then, the packet arrival rate is
We define D VLC k (t) as the number of departure packets from VLC-Tx k between scheduling epochs t and (t + 1). The packet departure rate of VLC-Tx k, denoted by d VLC k , is the expected number of packet departures from VLC-Tx k between consecutive scheduling epochs. Since a VLC-Tx transmits a frame every T frame seconds, the packet departure rate of a VLC-Tx is
Let D RF (t) denote the number of departure packets from the RF-TRx from scheduling epoch t to (t + 1). The packet departure rate of the RF-TRx, denoted by d RF , depends on the data rate of the RF communication. The packet departure rate of the RF-TRx is
Now, we explain the queue dynamics of the gateway queues, VLC-Tx queues, and RF-TRx queue. Let G n (t), V k (t), and R(t) denote the queue length of gateway queue n, VLC-Tx queue k, and the RF-TRx queue, respectively, at scheduling epoch t. Here, the queue length is the number of packets in a queue. Then, the queue dynamics are given by
. (10) In (8), σ GW (m) is the indicator that is 1 if a packet is scheduled in scheduling mode m; and 0, otherwise. Therefore, we have σ GW (−1) = 0 and σ GW (m) = 1 for m = 0, . . . , M . In (10), σ VLC (m) is the indicator that is 1 if a packet is allocated to the VLC in scheduling mode m; and 0, otherwise. Therefore, we have σ VLC (−1) = 0, σ VLC (0) = 0, and σ VLC (m) = 1 for m = 1, . . . , M . In (10), E k,n (t) is the error indicator that is 1 if a packet of node n, which is scheduled VLC-Tx k at scheduling epoch t, is not received by node n; and 0, otherwise. Actually, the packet scheduled at scheduling epoch t is retransmitted after the timer for retransmission is expired. However, we assume that a packet, which is scheduled to the VLC at scheduling epoch t, is instantaneously retransmitted to the RF-TRx at scheduling epoch t if an error happens for all VLC frames for the packet.
The scheduling mode probability of scheduling mode m for node n is defined as the long-term average of the probability of scheduling mode m for node n such that
Then, we have the long-term average of the expectation of σ GW (S n (t)), σ VLC k (S n (t)), σ RF k (S n (t)), and k∈ (m) E k,n (t) are respectively 
where (12), (13), and (14) are obtained by taking a long-term average of the expectations of (8), (9), and (10), respectively. If we can find scheduling mode probabilities p n (m)'s that satisfy the conditions (12), (13), and (14) for the given arrival data rate vector a = (a 1 , . . . , a N ), the hybrid VLC-RF network can support the arrival data rate vector a. We define the capacity region, denoted by C, as the set of all supported arrival data rate vectors. C = {a | there exists p n (m) for all n and m that satisfies
As long as the arrival data rate vector is included in the capacity region (i.e., a ∈ C), we can find the scheduling mode probabilities that can support the arrival data rate vector a. These scheduling mode probabilities can be calculated by directly solving a linear feasibility problem. However, the dimension of the linear feasibility problem can be very high due to high M = 2 K , and all parameters should be known to solve the linear feasibility problem. To overcome this difficulty, we will propose a queue length-based scheduling algorithm in the next subsection.
B. QUEUE LENGTH-BASED SCHEDULING ALGORITHM
The queue length-based scheduling algorithm decides the scheduling mode of all nodes only based on the queue lengths of the gateway queues, the VLC-Tx queues, and the RF-TRx queue. The queue length vector at scheduling epoch t is defined as Z(t) = (G 1 (t) , . . . , G N (t), V 1 (t), . . . , V K (t), R(t)). We also define the scheduling mode vector at scheduling epoch t as S(t) = (S 1 (t), . . . , S N (t)). The queue length-based scheduling algorithm defines a policy that maps a queue length vector to a scheduling mode vector. Then, the scheduling mode vector at scheduling epoch t is decided as S(t) = (Z(t)).
The target of the scheduling algorithm is the throughput optimality. The throughput optimality is achieved if all queues do not blow up as long as the arrival data rate vector is within the strict interior of the capacity region. In other words, the throughput optimality is achieved if lim sup τ →∞
. . , K , and lim sup τ →∞ 1 τ τ t=1 E[R(t)] < ∞ as long as a is in the strict interior of C. For designing the scheduling algorithm, we define the Lyapunov function as
The Lyapunov drift is the drift of the Lyapunov function such that
The Lyapunov drift satisfies the following inequality.
(t)
where
+ N } and A max , D VLC max , and D RF max are the maximum value of A n (t), D VLC k (t), and D RF (t), respectively. The proof of (18) is given in Appendix A.
The proposed scheduling algorithm minimizes the right side of the inequality (18) to minimize the Lyapunov drift (t) in each scheduling epoch. That is, the proposed scheduling algorithm solves the following problem to find the optimal scheduling mode for node n at scheduling epoch t (i.e., S n (t)).
Let m * denote the optimal solution to the optimization problem (19). After obtaining m * , the scheduling algorithm uses m * as the scheduling mode for node n at scheduling epoch t (i.e., S n (t) = m * ). The target function in (19) is 0 if
It is straightforward to compare the cases m = −1 and m = 0. To compare the target function for each combination of VLC-Tx's when m = 1, . . . , M , we can use a greedy algorithm that adds one VLC-Tx at a time, which most decreases the target function, until the target function does not decrease anymore.
In Algorithm 3, we propose a greedy scheduling algorithm that finds the scheduling mode for node n at scheduling epoch t, which is a solution to the optimization problem (19). The output of Algorithm 3 are mode and vlc_tgt_set. If mode is IDLE, the scheduler sets S n (t) = −1 and 
mode ← RF 5: tgt ← −G n (t) + R(t) 6: end if 7: vlc_src_set ← {1, . . . , K } 8: vlc_tgt_set ← ∅ 9: v_sum ← 0 10: err ← 1 11: while vlc_src_set = ∅ do 12: vlc_tmp ← 0 13: for x ∈ vlc_src_set do 14: if −G n (t) + v_sum + V x (t) + R(t) × err × e x,n < tgt then 15: vlc_tmp ← x 16: tgt ← −G n (t)+v_sum+V x (t)+R(t)×err× e x,n 17: end if 28: end while does not allocate any packet. If mode is RF, the scheduler sets S n (t) = 0 and allocates one packet to the RF-TRx. If mode is VLC, the scheduler allocates one packet to all VLC-Tx's in vlc_tgt_set. In this case, S n (t) is one of {1, . . . , M } according to vlc_tgt_set. At scheduling epoch t, the scheduler has to execute Algorithm 3 for all n = 1, . . . , N .
In the following theorem, we prove the throughput optimality of the proposed queue length-based scheduling algorithm.
Theorem 1: If the scheduling mode at each scheduling epoch is the optimal solution of (19) and the arrival data rate vector a is within the strict interior of the capacity region C, all the queues are stable since the following inequalities hold:
. . , K , and
Proof: See Appendix B. Theorem 1 states that the proposed scheduling algorithm keeps the queue length from blowing up as long as the packet arrival rate can be supported by the hybrid VLC-RF system.
V. EXPERIMENTAL RESULT A. TESTBED SETUP
For testing the proposed protocol and scheduler, we have built a prototype testbed for the hybrid VLC and RF communication systems as shown in Fig. 6 . The testbed includes one gateway, one RF-TRx, two VLC-Tx's, and two nodes.
A VLC-Tx consists of a VLC-Tx controller, an amplifier, a bias tee, an LED, and a convex lens. A low-power single-board computer, called BeagleBone Black, is used as the VLC-Tx controller. The VLC-Tx controller generates a physical-layer VLC signal through a general-purpose input/output (GPIO) port. The amplifier (i.e., Mini-Circuits ZHL-6A+) amplifies the VLC signal, and a DC bias is added by the bias tee (i.e., Mini Circuit ZFBT-6GW+) and the DC power supply. This DC-biased signal drives the LED, which emits modulated light conveying the VLC signal. Finally, the convex lens is used for focusing the light to enhance the light intensity.
A node consists of a convex lens, a PD, a comparator board, a node controller, and a WiFi dongle. The light from the VLC-Tx is received by the PD (i.e., Thorlabs PDA10A-EC) through the convex lens. The received analog signal is fed into the comparator board. The comparator board converts an analog signal into a digital signal. The comparator board is a custom-made one that consists of a high-pass filter followed by a comparator chip (i.e., Linear Technology LT1016). The digital signal from the comparator board is read by a GPIO port of the node controller (i.e., BeagleBone Black). A WiFi dongle (i.e., TP-Link TL-WN727N) is used in a node for RF communication.
In our testbed, a gateway is collocated with an RF-TRx. The gateway and RF-TRx are implemented by using a BeableBone Black device and a WiFi dongle (i.e., TP-Link TL-WN727N). The gateway is connected to the VLC-Tx controllers via Ethernet.
The software stack for the proposed protocol and the scheduler, except for the physical-layer mechanism, is written in the C language and runs as user-level programs inside the BeagleBone Black devices for the VLC-Tx, node, and gateway controllers. The operating system of all BeagleBone Black devices is the Debian Linux distribution with kernel version 3.8. 13 .
We have implemented a physical-layer mechanism of the VLC in the form of a Linux driver. A Manchester-coded ON-OFF keying (OOK) is adopted as a VLC modulation method. In the Machester code, the ''1'' logical value is defined by mid-point transition from low to high, and a ''0'' is a mid-point transition from high to low. The VLC driver utilizes a programmable real-time unit (PRU) provided by an AM355x processor inside a BeagleBone Black device. The PRU is a special-purpose processor that meets real-time requirements by executing instructions in a single 5-ns cycle without pipelining or caching. To boost up the VLC bandwidth, all VLC physical-layer mechanisms such as preamble detection and OOK modulation/demodulation are written in VOLUME 6, 2018 an assembly code executed on PRU. As a result, we have achieved the VLC data rate of 1.5 Mbps by using a lowcost BeagleBone Black device. Throughout all experiments, we set the size of a data field in a VLC frame to 74 Bytes. We use the Reed-Solomon code for error correction and the CRC code for error detection.
Although we have enhanced the VLC data rate, it is not comparable to the WiFi data rate which can reach up to 150 Mbps. To achieve such a high speed in the VLC, we have to use very high cost devices, e.g., high-speed analog-to-digital (ADC) and digital-to-analog (DAC) conversion devices and field-programmable gate array (FPGA), and need to implement a sophisticated modulation technique such as the DC-biased optical OFDM (DCO-OFDM) to overcome the bandwidth limitation of LEDs. However, such a physicallayer issue is out of the scope of this paper. Therefore, rather than attempting to further increase the VLC data rate, we limit the WiFi data rate by using a traffic control (tc) utility program to balance the data rates of the VLC and WiFi. Fig. 7 shows the photos of our prototype testbed.
B. RESULT
In this subsection, we present numerical results of experiments conducted on our prototype testbed, according to three experiment scenarios given in Fig. 8 . Fig. 9 shows the performance of the VLC communication according to the distance. For this experiment, we consider Scenario I in Fig. 8 where there are one VLC-Tx and one node. We measure the packet error rate (PER) of the VLC communication according to the distance between the VLC-Tx and the node. The node tries to find a preamble in each VLC frame. If a preamble is found, the node receives the rest of the frame including the MAC data. After decoding the Reed-Solomon code in the MAC data for error correction, residual uncorrected errors are detected by using the CRC code. A packet error is categorized into two types, one is ''undetected preamble'' and the other is ''CRC failed.'' In Fig. 9 , ''undetected preamble'' means the radio of VLC frames, the preamble of which is not detected by the node. On the other hand, ''CRC failed'' means the radio of VLC frames, the CRC of which is failed, among all frames with their preambles successfully detected. In Fig. 9 , we can observe that the PER increases as we move the node further away from the VLC-Tx. This is because the output signal from the PD is weaker in a longer distance. As a result, we can see that the VLC throughput gradually decreases as more packet errors happen. However, we can see that the VLC communication still performs well up until 120 cm in our prototype testbed.
In Fig. 10 , we show the VLC and RF throughput according to the distance when there are one VLC-Tx and one node (i.e., Scenario I in Fig. 8 ). This experiment is done in the same environment as that for Fig. 9 . The RF data rate (i.e., WiFi data rate) is limited to 3.5 Mbps. We set the packet arrival rate of the node to 4 Mbps. The VLC throughput decreases as the distance increases due to more packet errors. However, the total throughput is maintained to be 4 Mbps since the loss in the VLC throughput is compensated by the increased RF throughput. Figs. 11 and 12 respectively show the throughput and the queue length according to the packet arrival rate when there are one VLC-Tx and one node (i.e., Scenario I in Fig. 8 ).
In this experiment, the distance between the VLC-Tx and the node is 20 cm. Since the RF data rate is limited to 3.5 Mbps and the VLC data rate is up to 1.5 Mbps, the total data rate is 5 Mbps at maximum. In Fig. 11 , we can see that the total throughput is the same as the packet arrival rate up until 5 Mbps, which means all arrived packets can be sent either by the VLC or RF communication. However, if the packet arrival rate is higher than 5 Mbps, the packets, which are not sent due to the data rate limit, are queued up in all queues as seen in Fig. 12 . Figs. 13 and 14 show the throughput according to the offset when there are two VLC-Tx's and one node (i.e., Scenario II in Fig. 8 ). The distance from the VLC-Tx's to the node is set to 20 cm and 40 cm in Figs. 13 and 14 , respectively. The packet arrival rate is set to 4 Mbps, and the RF data rate is limited to 3.5 Mbps. These figures show two graphs for the VLC throughput, one is from VLC-Tx 1 and the other is from VLC-Tx 2. In Figs. 13 and 14 , we can see that the node can enjoy additional throughput when it is inside the VLC hotspot of either VLC-Tx 1 or 2. We can also see that, as we move the node, the proposed protocol is able to smoothly hand over between different combinations of communication methods, i.e., RF only, RF and VLC-Tx 1, and RF and VLC-Tx 2. The VLC hotspots in the distance of 40 cm shown in Fig. 14 are wider but weaker compared to those in the distance of 20 cm shown in Fig. 13 . Fig. 15 shows the throughput over time when there are two VLC-Tx's and two nodes (i.e., Scenario III in Fig. 8 ). In this experiment, the distance between the VLC-Tx's and the nodes is set to 20 cm. In this figure, the VLC communication of node 1 is blocked and unblocked every 180 seconds by blocking the light from VLC-Tx 1. The packet arrival rates of nodes 1 and 2 are set to 4 Mbps. The RF data rate is limited to 5 Mbps. If the VLC communication of node 1 is not blocked, both nodes 1 and 2 have the throughput of 4 Mbps, which is achieved by the VLC throughput of 1.5 Mbps and the RF throughput of 2.5 Mbps. On the other hand, if the VLC communication of node 1 is blocked, the throughput of both nodes are reduced to 3.25 Mbps. In this case, the throughput of node 1 is all attributed to the RF communication while the throughput of node 2 is attained by the VLC throughput of 1.5 Mbps and the RF throughput of 1.75 Mbps.
Figs. 16 and 17 show the throughput and the queue length according to the packet arrival rate of node 1 when there are two VLC-Tx's and two nodes (i.e., Scenario III in Fig. 8 ). For this experiment, the packet arrival rate of node 2 is fixed to 5 Mbps, and the RF data rate is limited to 5 Mbps. The distance between the VLC-Tx's and the nodes is set to 20 cm. If the packet arrival rate of node 1 is only 1 Mbps, node 2 can obtain the RF throughput of 3.5 Mbps and the VLC throughput of 1.5 Mbps, which means all packets destined to node 2 are successfully transmitted. However, as the packet arrival rate of node 1 increases, the RF communication becomes shared between nodes 1 and 2. When the packet arrival rate of node 1 is higher than 4 Mbps, the total throughput of node 2 is reduced to 4 Mbps, which means that some of the packets of node 2 cannot be transmitted but queued up as seen in Fig. 17 .
Figs. 18 and 19 show the capacity region when there are two VLC-Tx's and two nodes (i.e., Scenario III in Fig. 8 ). The distance between the VLC-Tx's and the nodes is set to 20 cm, and the RF data rate is limited to 5 Mbps. The VLC communication is available for both nodes 1 and 2 in Fig. 18 , whereas the VLC communication of node 2 is blocked in Fig. 19 . To identify the capacity region, we vary the packet arrival rates of nodes 1 and 2 among the values between 0.5 Mbps to 6.5 Mbps in a 0.5 Mbps step. The packet arrival rates of Figs. 18 and 19 . If the given packet arrival rates can be supported by the proposed scheme, the throughput of each node is the same as its packet arrival rate. Figs. 18 and 19 show the throughput achieved for various combinations of the packet arrival rates. In Fig. 18 where the VLC communication is available for both nodes, each of nodes 1 and 2 can basically achieve 1.5 Mbps via the VLC communication, and nodes 1 and 2 share the RF data rate of 5 Mbps. Therefore, the region of the throughput obtained by the proposed scheme, which is shown in Fig. 18 , matches with the capacity region. If the VLC communication is blocked for node 2, the capacity region is identical to the region of the throughput shown Fig. 19 . Therefore, from Figs. 18 and 19, we can see that the proposed scheduler can achieve all points in the capacity region, which verifies the throughput optimality of the proposed scheduler.
VI. CONCLUSION
In this paper, we have proposed a bandwidth aggregation protocol for the hybrid RF and VLC networks. We have also VOLUME 6, 2018 designed a scheduler that makes a scheduling decision based on the queue lengths, and have proved that the proposed scheduler achieves the throughput optimality. The proposed bandwidth aggregation protocol and scheduler are very practical in that they can readily be implemented in a real system. We have implemented a prototype testbed which consists of one gateway, two VLC-Tx's, and two nodes. By using this testbed, we have shown the validity of the bandwidth aggregation protocol and the throughput optimality of the proposed scheduler.
It is essential to combine the RF communication with the VLC to compensate the disadvantages of the VLC such as small coverage, instability, and the difficulty in realizing uplink communication. In these days, advanced VLC hardwares and physical layer technologies have been developed by researchers, and those VLC systems can achieve ultra high-speed communication up to 10 Gbps. We believe that the combined use of such high-speed VLC devices and the proposed protocol can expedite commercial adoption of the VLC technology.
APPENDIX A PROOF OF THE INEQUALITY (18) OF THE LYAPUNOV DRIFT
By substituting G n (t + 1), V k (t + 1), and R(t + 1) in (16) and (17) with (8), (9) , and (10), we have (t) ≤ N n=1 G n (t) a n − σ GW (S n (t)) + σ VLC (S n (t)) k∈ (S n (t)) E k,n (t)}) 2
|Z(t)]
+ R(t) σ RF (S n (t)) + σ VLC (S n (t)) k∈ (S n (t)) e k,n
APPENDIX B PROOF OF THEOREM 1
Suppose that the scheduler selects the optimal scheduling mode m * which is the optimal solution to (19). Then, the following inequality holds.
(t)
≤ N n=1 G n (t) a n − σ GW (m * ) for some small > 0.
From (21), (22), (23), and (26), we have
If we take lim sup τ →∞ 1 τ τ t=1 on the both sides of (26), we have the following inequality. 
From (26), we can straightforwardly derive the inequalities in Theorem 1.
