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To Maija, Saana and Johannes
Miten mitata aikaa, petollista ja pakenevaa, joka aina liukuu käsistämme, niinkuin
hieno hiekka heikosti sihisten vuotaa tiimalasista. Jokaiselle ihmiselle on aika
erilainen, jokainen mittaa aikaa oman kehityksensä mukaan, ja aina pysähtyessään
tuokioksi katsomaan taaksepäin ihminen näkee toimintansa ja tekojensa
täydet vuodet pitkinä ja rikkaina takanaan, mutta tapauksettomat, vailla kehitystä
kuluneet vuodet ovat kuluneet ohi jälkeä jättämättä silmänrävähdyksen lailla.
Siten nuorelle miehelle pitkä matka uusine ihmisineen, vaihtelevine näkyineen ja
kokemuksineen voi mahduttaa kuukauden sisään kehityksen, joka jälkeenpäin
katsoessa vastaa kokonaisia vuosia. Vangille jokainen hetki on kuolettava ja pitkä
kärsimättömyyden, toivon ja masennuksen vuoroin vaihdellessa, mutta jälkeenpäin
hänen vankeusvuotensa ovat vierineet ohi tyhjinä ja sisällyksettä kuin kiitävin
siivin. Ei elämällä sinänsä ole arvoa ihmiselle, vaan sillä, mitä meidän sallitaan
elää.
Mika Waltari, Kaarina Maununtytär, Luku 13
Es destilliert aus Studien und Gedanken
Vielvieler Jahre spät ein alter Mann
Sein Alteswerk, in dessen krause Ranken
Er spielend manche süsse Weisheit spann.
Hinstürmt voll Glut ein eifriger Student,
Der sich in Büchereien und Archiven
Viel umgetan und den der Ehrgeiz brennt,
Ein Jugendwerk voll genialischer Tiefen.
Er sitzt und bläst ein Knabe in den Halm,
Er füllt mit Atem farbige Seifenblasen,
Und jede punkt und lobpreist wie ein Psalm,
All seine Seele gibt er hin im Blasen.
Und alle drei, Greis, Knabe und Student
Erschaffen aus dem Maya-Schaum der Welten
Zaubrische Träume, die an sich nichts gelten,
In welchen aber lächelnd sich erkennt
Das ewige Licht, und freudiger entbrennt.
Hermann Hesse, Das Glasperlenspiel, Seifenblasen
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11 Introduction
The electrocardiogram has been used to study the heart noninvasively for one hundred years since
the first recording by Einthoven in the year 1902. A standardized way of measuring and inter-
preting the electrocardiogram was proposed already in 1913 by Einthoven [29]. Since that, the
electrocardiogram has been one of the most used clinical analysis tools among auscultation by the
stethoscope and measurement of blood pressure by the blood pressure gauge. These three exami-
nation methods provide simple ways to study the heart from three different angles: the mechanical
function, the cardiac output and pressure generation, and the electrical function.
The disciplines of electro- and magnetocardiography aim at the recording and analysis of the car-
diac electromagnetic signals generated by the beating heart [139, 5]. By measuring such electro-
magnetic signals it is possible to diagnose and characterize several life-threatening diseases of the
heart, like arrhythmias, ischemia, infarction and hypertrophy, amongst others. These techniques
are completely noninvasive, and thus they are valuable tools in planning and guiding of the diag-
nosis and treatment of cardiac patients.
During the past few decades, the technologies in the field of bioelectricity and biomagnetism
have evolved significantly. The long-term trend in this development has been towards multichan-
nel measurement devices and effective analysis software for clinical use [38]. A contemporary
electrocardiographic mapping system may feature more than one hundred channels each having
characteristics similar to a high-resolution ECG system [90]. Multichannel magnetocardiographic
mapping in clinical environment, covering the whole frontal chest has also become possible in
recent years [86].
In this thesis, it is claimed that (1) advanced signal processing methods need to be developed to
be able to properly analyze and to take full advantage of the multichannel body surface potential
mapping data and magnetocardiographic data; (2) with advanced signal processing methods, body
surface potential mapping is a viable clinical tool; (3) body surface potential mapping can be used
to validate the propagation models of the heart and the anatomical models of the thorax; and (4)
realistic models of the human heart together with comprehensive body surface potential mapping
data are useful in non-invasive cardiac research. Proving these claims has provided the motivation
for the individual works in this thesis.
Since the thesis covers a range of subtopics from clinical studies and practical work to computer
modelling and electromagnetic theory, the layout of the thesis deviates from the traditional one.
It was considered most appropriate to present the details of physiology, physics and engineering
employed in this thesis to serve as a basis for understanding the modelling work. For this reason,
the results of each sub-topic have been presented in the context of the materials and methods for
the same sub-topic. In chapter 2, the anatomy, histology and electrophysiology of the human heart
are described. The sources that create the cardiac electromagnetic signals are then introduced and
analysed theoretically in chapter 3. The recording and analysis methods for the electromagnetic
signals, as well as the patient studies carried out in this work, are described in chapter 4. Modelling
of the human heart and the simulation results are presented in chapter 5. In the last chapter, the
methods and results of this work are discussed in a summarizing manner.
2 INTRODUCTION
Publications I and II present some novel signal processing methods that are suitable for the anal-
ysis of body surface potential mapping data. Publication I introduces a novel method based on
self-organizing maps for analyzing the spatiotemporal behaviour of body surface potential maps.
Publication II shows how the zero potential level during a fast ventricular tachycardia can be found
automatically. Publications III and IV present the application of body surface potential mapping to
clinical studies. Publication III extends the traditional signal averaging criteria and presents the use
of signal-averaged body surface potential mapping data. Publication IV compares the performance
of body surface potential mapping, magnetocardiographic mapping and signal-averaged orthogo-
nal three-lead electrocardiograms. Publications V and VI present the use of a realistic heart model
to model normal activation of the human heart. Publication V introduces new computational meth-
ods for the heart model, and Publication VI describes the propagation modelling and computations
of extracardiac fields in the normal heart.
32 The Heart
2.1 Anatomy of the heart
The heart has four chambers, two atria and two ventricles, through which the blood is pumped
(Fig 1). Valves control the direction of the blood flow. The wall of the heart includes a fibrous
"skeleton" for attachment of the valves, the cardiac muscle, and a specialized conduction system.
The cardiac cycle starts with the contraction of the atria, with subsequent blood flow from the atria
to the ventricles. As the ventricles are contracting during the systolic phase, blood is pumped from
the left ventricle to the systemic circulation, and from the right ventricle to the lungs. During the
diastolic phase, the atria and also to some extent the ventricles are again filled with blood. The
atrial walls are thinner than the ventricular walls, accounting to the pressure generation function
of the ventricles. Normally, the wall thickness of the right ventricle is about 0.5 cm and on the
left ventricle about 1.5 cm. However, the volume of fully expanded ventricles is approximately the
same.
The ventricular conduction system of the heart was observed by Purkinje already in 1845 on the
endocardial surface of the sheep [108]. After the discovery of the atrioventricular node and the His
bundle at the end of the last century [33, 48], Tawara presented his famous works on the conduction
system of the heart [134]. He suggested that the so far mysterious Purkinje network was in fact
a continuation of the His bundle, and that the conduction of the electrical signal took place along
this network at a faster rate than through the rest of the myocardium. Tawara presented the con-
duction network for five species, including the man, and also studied the intraspecies differences in
subjects of different ages. Later investigations confirmed the apparent differences between species
that Tawara showed [136, 88]. The interindividual variability in man has also been shown to be
significant [23, 25], not only depending on the age of the subject.
The anatomy of the human cardiac conduction system is complex [88] and the interindividual
variability is large [23, 25]. However, this complexity in the conduction network exists mainly
to provide necessary redundancy to this critical system. Therefore, it is possible to derive from
anatomical and histological studies the features that a normal conduction system must possess.
Figure 1: Four cross sections of the heart from left to right: a slice along the long axis of the heart
showing the four chambers and the papillary muscles, and three slices from the apex towards the
base corresponding to layers 50, 70 and 90 in Fig. 21.
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The ventricular conduction system starts from the atrioventricular node (node of Tawara) as the
His bundle [48]. The His bundle passes through the atrioventricular ring (the penetrating bundle)
into the membraneous interventricular septum. Usually, the bundle then travels for about 15 mm
on the left side of the septum [88], and gives off the left and right bundle branches.
Although the structure of the conduction system in the left ventricle is generally described as bi-
fascicular [109], this has no basis in the actual anatomy. The term “hemiblock" refers to functional
anomalies of the left conduction system, but it is also electrophysiologically a very crude classifica-
tion [24]. In anatomical studies, the left bundle branch has been found to be a sheet-like structure
that covers a large portion of the interventricular septum [25]. The fascicles in the branch are
highly interconnected. The anterior rim of the left bundle travels towards the left anterior papillary
muscle, while the posterior rim is oriented toward the left posterior papillary muscle.
The right bundle branch usually begins from the most distal part of the His bundle [135]. It
courses subendocardially and intramyocardially towards the right anterior papillary muscle. At
the papillary muscle, it divides into fascicles that continue as the right Purkinje network leading
the activation to the posterior papillary muscle and the right ventricular free wall.
In the human heart, the Purkinje fibers travel on the endocardial surface of the trabecular muscles.
Although Tawara claims that even the distal Purkinje fibers can be seen as such, the anatomical
investigations have usually required staining [88]. The Purkinje fibers are clearly visible in ungu-
lates, and these animals have frequently been used in the studies of the conduction system [108].
One must, however, be careful in generalizing any anatomical details from one species, as it has
been shown that the Purkinje network varies greatly between different species [134, 136]. For ex-
ample, in the human heart no connection has been shown to exist between the endocardial Purkinje
fibers and the midmyocardial (M) cells, although these cells resemble each other in their electro-
physiological properties [147]. In contrast, the Purkinje fibers run also intramurally in the pig
heart [136].
2.2 Cardiac histology
Muscle fibres contain a large number of myofibrils, which in turn are comprised of myofilaments
(actin and myosin). The organization of the filaments gives the muscle’s characteristic cross-
striations. The myofibrils are divided by Z discs crossing the fibril to sarcomeres that are the
functional units of a muscle. The contraction of a muscle happens as the two types of myofilaments
slide past each other. The energy for the contraction is provided by adenosine triphosphate (ATP).
The movement of the fibrils is initiated by the presence of calcium that has been delivered by the
sarcoplasmic reticulum of the myofibril.
The cardiac muscle fibres consist of several muscle cells aligned end to end and connected by so
called intercalated discs that convey the electrical activation between cells. The electrical connec-
tion between two cells takes place through the gap junctions present in the intercalated discs. Some
cells in the fibre may also join with two other cells creating a branching of the fibre (see Fig. 2).
The cardiac muscle cells are usually approximately 100 m long, and 10-40 m in diameter. The
shape and size of the cardiac muscle cells depends on their location in the heart, e.g., the cells on
the epicardium or on the endocardium are typically smaller in diameter than intramural cells.
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Figure 2: Organization of the cardiac muscle. Long, cross-striated muscle fibres make up the
cardiac muscle. Between cells, the electrical activation is conveyed by the intercalated discs.
Branching is also typical of the cardiac muscle cells. Adapted from [110].
The conduction system of the heart consists of specialized cardiac muscle cells. They convey the
electrical impulse at a rate approximately four times faster (1–2 m/s) than the cardiac muscle cells
(0.3–0.8 m/s) [22, 60]. The conduction system cells are responsible for the coordination of the
contraction of the atria and ventricles, as they are the only active cells present within the heart’s
fibrous skeleton.
The cells in the conduction system are smaller than myocardial cells, and there are less transverse
gap junctions between the cells [138, 87], which leads to higher conduction velocity in these cells.
From the Purkinje network, the activation is conveyed to the myocardium by transitional cells
in Purkinje-myocardial junctions (PMJs) [136]. The transitional cells amplify the current from
Purkinje cells so that the low-impedance load of the myocardium does not hamper propagation in
the conduction network [89]. This property may facilitate re-entry through the Purkinje system, as
reported in some studies [10].
2.3 Metabolism in the heart
Cardiac muscle cells need energy primarily for two purposes: to carry out mechanical work (con-
traction and relaxation) and to maintain excitability with the aid of ion pumps. Like in any muscle,
the cardiac muscle cells receive their energy from the breaking of the ATP molecules. These
molecules are constructed again in the cell if sufficient oxygen is present. The oxygenation of the
cardiac muscle cells is provided by coronary arteries and the cardiac microcirculation.
The coronary arterial circulation consists of arteries on the epicardium and in the cardiac mus-
cle. Three major coronary arteries supply the heart: left anterior descending artery (LAD), left
circumflex artery (LCX), and right coronary artery (RCA). Although all parts of the heart are sup-
plied mainly by one coronary artery, in a normal heart there are several collateral arteries taking
care of blood supply, e.g., in case of a narrowing in one coronary artery in coronary artery dis-
ease (CAD). However, these collateral arteries supply blood to subendocardial areas less than the
coronary arteries.[110]
Decrease in blood supply to the cardiac muscle results in a development of ischemia or ultimately
myocardial infarction, decreased availability of nutrition and buildup of metabolites. This syn-
drome is a result of, e.g., ischemic heart disease. The lack of blood supply causes "chest pain", i.e.
angina pectoris, or in a more severe case a "heart attack", i.e. myocardial infarction. [68]
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2.4 Membrane physics
Two processes control the transfer of active ions through membranes. The concentration gradient
causes a diffusion flux according to Fick’s first law (in one dimension)
J
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 D
i
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i
dx
 (1)
where J
i
is the diffusion flux of ion i, D
i
is the diffusion coefficient, and dc
i
dx is the concentration
gradient of the ion. The flux due to electric potential difference is given by
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where z
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is the valence, F is Faraday constant, T the temperature and R the gas constant. When
the ionic flows across the membrane due to the concentration gradient and the potential gradient
are balanced, the membrane has reached the equilibrium potential of that ion given by the Nernst
equation [47]
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where the supersripts refer to concentrations inside and outside of the membrane. If several ions
are involved in the process, as is the case in the membranes of living cells, the potential is given
by the Goldman-Hogdkin-Katz equation [37, 49]
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where P
i
is the permeability of the membrane for ion i and subscripts p refer to positive and
subscripts n to negative ions.
In addition to diffusion and electrical leakage current, the transport processes of a living cell in-
clude active transport performed by ion pumps and ion channels. The ion pumps work to maintain
preferred ionic concentrations inside the cell. The properties of these pumps and the active ion
channels determine the membrane potential of the cell in static conditions, and govern the activa-
tion process of the cell membrane.
2.5 Action potential of the cardiac cell
The resting membrane potential of a cardiac muscle cell, defined against the potential of the ex-
tracellular medium, is between -80 mV and -95 mV, close to the Nernst potential of potassium.
If this potential is raised above -60 mV due to activation from adjacent cells or leakage currents
(pacemaker cells), an action potential is generated. First, the voltage sensitive sodium channels
open letting sodium ions flow into the cell and depolarizing the membrane to +20 mV. In some
cells, this rapid transition is followed by a plateau phase at 0 mV, when permeabilities for all ions
are close to zero. The opening of the slower potassium channels starts the repolarization phase of
the membrane, and the membrane potential returns to it’s resting value, possibly through a mod-
est undershoot. Small changes in the resting membrane potential are overcome by the increased
potassium current due to deflection from the equilibrium potential of this ion.
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After the fast upstroke of the membrane potential, the conductance of sodium decreases rapidly
as the channels enter an inactive state due to depolarization of the membrane. The depolarization
activates the influx of calcium ions, further leading to a massive release of calcium from the sar-
coplasmic reticulum. The increase of intracellular calcium concentration starts the contraction of
the muscle cell by acting on the troponin C in the myofilaments. At the same time, a transient
outward current of potassium ions starts to repolarize the membrane. After the closing of calcium
channels, the outward flux of potassium ions finishes the repolarization of the membrane, and
the membrane potential returns close to the equilibrium potential of potassium. The ion pumps
and many other smaller ionic currents also take part in the action potential of the cardiac muscle
cell.[14]
Because of different forms of cells and different arrangements for action potential conduction be-
tween cells, different activation velocities appear in different tissue types. The typical conduction
velocity in a long nerve ending is 10–100 m/s, whereas the velocity in a cardiac muscle cell is only
about 0.3–0.8 m/s in longitudinal direction [22, 60]. The propagation speed depends also strongly
on cardiac muscle fibre orientation: in the transverse direction, the propagation speed is less than
half of the speed in longitudinal direction. In the cells belonging to the conduction system, the
propagation velocity can be up to 2 m/s.
2.6 Electrical activation of the myocardium
During normal electrical activation, the pace of the rhythmic contractions of the heart is given by
the sinotrial (SA) node. After the atria have activated, the impulse is picked up by the atrioven-
tricular (AV) node and conducted to the endocardial surface of the ventricles by the bundle of His,
the right and left bundle branches and the Purkinje fibres. Between the cardiac muscle cells, the
electric excitation spreads through the gap junctions in the intercalated discs. The excitation finally
spreads from the endocardium towards the epicardium, and the total volume of the cardiac muscle
is normally activated within 100 ms.
The cardiac cycle begins with the spontaneous activation of the sinotrial node, followed by the
activation of the right and left atria. The activation of the atria causes the P-wave of the ECG. Fol-
lowing the atria, the activation spreads slowly to the ventricles through the atrioventricular node
(the AV node), allowing the atria to contract fully before the activation of the ventricles. After
the AV node, the activation is conveyed rapidly to the ventricular muscle by a specialized conduc-
tion system consisting of the His bundle, the bundle branches and the network of Purkinje fibers.
The ventricles are then activated essentially in the direction from endocardium to the epicardium,
although some distinct intramural activation patterns are present due to the inhomogeneous distri-
bution of the distal Purkinje network [28]. The activation of the ventricles causes the QRS-complex
to appear on the ECG. The repolarization of the ventricles takes place more irregularly than the
activation, since the action potential duration varies throughout the myocardium, and it results in
the T-wave on the ECG. The repolarization of the atria is hidden underneath the QRS-complex.[44]
There are several disorders that can disturb the normal activation pattern of the cardiac muscle.
The cause of atrial and ventricular tachyarrhythmias can be a group of cells displaying abnormal
automaticity, or an area of slow conduction that has led to the development of a re-entrant circuit.
The former type of arrhythmia is called focal arrhythmia, where the normal activation control of the
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heart is taken over by this group of cells. The latter type is called re-entrant arrhythmia according
to its origin. The re-entrant circuit causing these arrhythmias is an area of slow conduction with
a unidirectional conduction block allowing the development of prolonged electrical activation in
this area. When the activation exits to the normal cardiac muscle, a premature activation can be
caused, and a series of these activations leads to a tachyarrhythmia.[1, 32, 70]
Atrial arrhythmias are typically caused by the development of a re-entrant circuit. The fractioned
geometry of the atria supports the development of these circuits due to the many openings for the
arteries and veins connecting to the heart. However, focal arrhythmias are also common.
Ischemia can cause the cardiac muscle cells to lose their ability to activate, and after myocardial
infarction the damaged cells on the rim of the infarction display a highly altered activation pattern.
The abnormal activation of these cells can lead to the development of areas of slow conduction and
re-entry circuits. These areas are the cause for re-entrant tachyarrhythmias and also the develop-
ment of more serious life-threatening conditions like spiral waves [61] or ventricular fibrillation.
The areas of slow conduction frequently display continuous electrical activation. The risk for this
type of ventricular arrhythmias can be recognized from the electromagnetic signals on the body
surface by the high-frequency components present during or after the QRS complex. [39, 40]
Tachyarrhythmias can also be caused by abnormal conduction of the electrical activation between
the atria and the ventricles. This type of arrhythmias include the so called Wolff-Parkinson-White
(WPW) syndrome, where there is an accessory conduction pathway (AP) between an atrium and
a ventricle. When the pathway conducts the electrical activation retrogradely, a re-entrant circuit
consisting of the atrium, the AV node, the ventricle and the accessory pathway can be created.
The accessory pathway can also conduct atrial fibrillation to the ventricles causing ventricular
fibrillation. Another arrhythmia caused by abnormal conduction is AV nodal arrhythmia, where
the AV pathway is divided in two and the other half is conducting retrogradely and presents a
slower conduction velocity.[62]
2.7 Movement of the heart
The cardiac muscle is organized in a special manner to accommodate efficiently for the pumping
task of the heart. The muscle fibres form layers of muscle that are not lined up with the long axis of
the heart but mostly encircle the chambers as they go around the heart. These layers can also pass
from the epicardium to the endocardium along their length [130, 66]. This special arrangement of
the muscle fibers is responsible for the characteristic electrical anisotropy of the myocardium [57].
This special organization of the cardiac muscle causes a very characteristic movement during con-
traction, which can be seen with modern imaging facilities. For efficient pumping, the contraction
starts from the inner parts of the cardiac muscle and spreads towards the epicardium. As the mus-
cle contracts, the ventricular volume is diminished both by the twisting motion and the shortening
of the muscle. This causes the heart to rotate and the base of the heart to move towards the apex
during the muscle contraction.
93 Electrical sources in the heart
The electrocardiogram and magnetocardiogram are generated by the electrical activation of the
cardiac muscle cells. Therefore, it is necessary to understand the origin of the cell membrane po-
tential and the activation process of a single cell. When the cells activate in phase, they form larger
entities that can best be modelled by surface sources or by multipole sources. The ECG and MCG
result from the activation of these sources alternated and distorted by the inactive tissues of the
body. Thus, the volume conductor properties of the thorax have to be modelled for calculating the
electric and magnetic fields on the body surface, caused by the sources, i.e., for solving the for-
ward problem in electro- and magnetocardiography [3, 51, 137]. The sources causing a measured
electric potential or magnetic field pattern on the body surface can also be determined by solving
the inverse problem of cardiography [52, 83, 38, 99].
3.1 Action potential models
Several models for the action potentials of different cells and the spreading of activation in the
tissue have been proposed. For example, the Beeler-Reuter model of the cardiac action potential is
based on the Goldman–Hodgkin–Katz (GHK) equations [6]. The GHK current equation describes
the steady-state ionic currents of an excitable cell under simplifying assumptions of the membrane
potential. One of the most comprehensive model for the ionic currents of an activating cardiac
muscle cell has been presented by Luo and Rudy [81]. The model accounts for all known ionic
currents of the cell by assigning a set of interdependent differential equations to the currents. Using
this model, it is possible to reproduce accurately action potentials actually recorded from a cardiac
muscle cell. To investigate the spatial behaviour of a propagating action potential, linear cable
theory or realistic simulations can be used [95, 96].
3.2 Physiological sources and the electromagnetic fields
In the quasistatic approximation of the Maxwell equations, generally acceptable for the bioelec-
tromagnetic phenomena [137], the source of the electric field is the electric charge and the source
of the magnetic field is the electric current. When the cells in the cardiac tissue are at rest, the
electric charge distribution creates a quickly vanishing field at distances large compared to the cell
dimension, since there is no monopolar or dipolar distribution of charges present. At rest, there are
no currents flowing either (in healthy tissue), and the magnetic field is also zero.
Macroscopically seen, the cardiac tissue can be considered a space, where every point is co-
occupied by the intracellular space, the extracellular space and the cell membrane [35]. Each ionic
charge is, however, occupying only either space at a time, and must move through the membrane
to flow to the other space. Such formulation of the myocardium is called the bidomain model.
When there is a propagating wave front in the myocardium, the open ionic channels in the depolar-
ized cells allow current to flow through the membrane. Due to the potential difference across the
membrane, the depolarized cells act as current generators, and this current is decharging the capac-
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itance of the neighbouring cells that have not depolarized yet. Since current must be solenoidal,
the path of intracellular current, membrane current and extracellular current is completed by dis-
placement current through the closed membrane (as we know, displacement current is not a real
current). These currents extend about 1 mm into the neighbouring cells [145], which imposes some
requirements on the modelling of the cardiac tissue; optimally, the cell size in the cardiac tissue
models should be of the order of 100 m. If a larger cell size is used, the effects of the larger
simulation cell sizes have to be taken into account (see Publication V).
3.3 Models of sources
An electric charge creates a potential distribution and an electric field around it, and the electric
field causes a current to flow according to

j
ohm
 

E  r (5)
where j
ohm
is the (Ohmic) current density, E the electric field and  the electric potential. The
above equation holds also for charge distributions, e.g., for the electric dipole. A current dipole is
constructed from a current source and a current sink in a conducting medium. Such a dipole p is
defined by
p  I
o

d (6)
where I
o
is the current flowing between the two charges and d is the dipole direction vector, usually
defined as a metric vector from the current source location to the current sink location.
As pointed out above, bioelectromagnetic sources create two types of currents: the ohmic and thus
conservative currents j
ohm
according to Eq. 5 and impressed currents J i due to the conversion of
chemical energy to energy of the currents. It is also customary to define primary currents J
p
as
consisting of the impressed currents J i and the ohmic currents driven by the impressed currents
inside the cell (the intracellular current density j
i
) [137, 38, 99]. For example, the current in Eq. 6
can consist of the intracellular ohmic currents of a cardiac muscle cell. The total current flowing
in the tissue is represented by

J  r

J
p
	 (7)
The total current includes also the ohmic currents flowing outside the source volume. According
to continuity, r  J  , and we get Poisson’s equation in an infinite, homogeneous medium:
r

 
r 

J
p

	 (8)
The solution to this equation can be shown to be [103]
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If the conductivity of the medium is not homogeneous, the solution must be corrected to incor-
porate the effect of the changing conductivity. In the human body, the conductivities of cardiac
and skeletal muscle, lungs, blood masses and other tissues differ significantly. Moreover, out-
side the body the conductivity is zero; the thorax surface causes the largest contribution to the
solution. [137, 11]
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Figure 3: The equivalent current dipole source. Microscopic current elements of individual car-
diac muscle cells can be represented by a macroscopic dipolar source, provided that the cells are
observed at a distance much larger than the cell dimensions. The activation is propagating to the
right in this figure.
The current dipole can be used as a source model for localization in cases where the the source
volume is small, as is the case in focal arrhythmias. In Wolff-Parkinson-White syndrome, the pre-
excitation due to the accessory pathway generates a dipolar field [100], as well as the exit sites
of re-entry type ventricular arrhythmias. The three dipole moments (p
x
,p
y
,p
z
) depend linearly on
the field and are approximately proportional to the excited volume. Together with the (non-linear)
spatial coordinates (x,y,z) the dipole is represented by six parameters.
In most cases, the total activation of the heart can be described with a surface source model. With
a surface source we mean a construction where the extended equivalent source of electromagnetic
field resides on a surface. In physiological conditions, the cellular activation can be modelled by
Figure 4: Surface sources: the double layer. The activation wave front consists of numerous dipolar
sources that form a double layer source. The signs plotted on the image represent the polarity of
the intracellular potential.
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Figure 5: Illustrations of membrane current J
m
and potential V
m
 
i
 
e
. The indices i and e
refer to the intracellular and extracellular media, respectively.
a simple charge or a dipole, and the corresponding surface sources are called the single layer and
the double layer, respectively [52]. The double layers are usually created from activating cells, as
shown in Fig. 4. Single layer sources arise as secondary sources on conductivity interfaces, when
the volume currents induced by the primary current source accumulate charges on these interfaces.
The cellular activity also creates both types of sources, as we will see in the following.
Let us define the single layer source as current I
s
r

 per unit area, and the double layer source as
current dipole strength r  per unit area. The potentials arising from these sources are then

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for the single layer and
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for the double layer [103]. Analogically to the boundary conditions of the electrostatic field in
matter, for the boundary conditions of an electric current field in a conducting medium we have

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e
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m
(12)
and
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where the indices i and e refer to media inside and outside the surface, respectively, V
m
is the
potential across the surface, i.e., V
m
 
i
 
e
, and J
m
is the current density through the surface
in the direction of the surface normal (see Fig. 5). The notation above is adopted from the notation
for sources in the cell membrane. The transmembrane potential and current can be related to the
double layer and single layer sources, respectively, to obtain the electric potential created by the
closed membrane of an active cell, or by any closed surface source:
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On macroscopic level, double layer sources are used, e.g., to represent the activation wave front
in the cardiac muscle. Often, the double layer is assumed to be uniform in strength, for example
to determine the activation timing by solving the inverse problem of electrocardiography [102].
It is then obvious from Eq. (14) that the potential generated by a closed uniform double layer
vanishes. Furthermore, it can be shown that the electric potentials, created by two different double
layer sources having an opening that covers the same solid angle observed from a field point, are
identical. However, often it is necessary to use the oblique double layer as a source model, wherein
the above simplifications are not possible.
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From the previous it is clear that the potential distribution on the body surface created by the
normal, activating heart can be approximated well by using a double layer as a source model. In
this representation, the epicardial breakthrough of the cardiac activation is seen to play a special
role. From Eq. 11 it can be deduced that the first large deflection in the potential on the body
surface during normal activation is actually created by the opening of the double layer when the
activation first reaches the epicardium of the right ventricle. Later, the nonuniform properties of
the cardiac muscle play a more prominent role, and the intramural, non-uniform activation of the
left ventricle also influences the body surface potential later in the course of normal activation.
3.4 Bidomain theory
In the bidomain theory for anisotropic myocardium, the intracellular and extracellular spaces co-
occupy every point in the myocardium, and they are connected everywhere via the cell mem-
brane [35]. A myocardial cell is approxomated as a long cylinder, so that the bidomain spaces
have a dominant direction of fibers in every point — hence the term anisotropic myocardium. The
fibre direction also sets the conductivity properties of the cell that govern the propagation (see
Eq. 21). A more complete description of the anisotropic bidomain can be found in Ref.[35].
Let us denote the conductivity tensors in the intracellular and extracellular media as D
i
and D
e
,
respectively [19]. According to Ohm’s law, the current densities in the intracellular (i) and extra-
cellular (e) space are

J
ie
 D
ie
r
ie
 (15)
where 
ie
are electrical potentials in these domains. Conservation of charge requires that the
divergence of total current density vanishes under the quasi-static approximation [103], that is
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This implies that the transmembrane current is
i
m
 r D
i
r
i
 r D
e
r
e
 (17)
since current can only flow from one domain to the other through the membrane. If we define a
bulk conductivity tensor D  D
i
D
e
, and notice, that the membrane potential v
m
 
i
 
e
, we
get from Eq.(16)
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This is an elliptic partial differential equation describing the source of extracellular potential. The
term r D
i
rv
m
is the divergence of impressed current density J i  D
i
rv
m
[103].
The cable equation for transmembrane current states [60]
i
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 I
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
 (19)
where  is the membrane surface area per unit volume of the tissue, C
m
the membrane capacitance
per unit area of the membrane surface, I
ion
the ionic current per unit area of the membrane surface,
and I
app
any externally applied current. Using  to express the above equation in terms of current
densities, we get
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which is a parabolic partial differential equation in v
m
. We will further make the assumption
that D
e
 kD
i
, i.e., we assume the ratios of transverse and axial conductivities to be the same
in intracellular and extracellular space. Equations (18) and (20) can then be simplified to give a
generalized cable equation [74]
c
m
v
m
t
 r D
k
rv
m
 i
ion
v
m
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 (21)
where D
k

k
k
D
i
. The generalized cable equation is computationally simpler to apply, and
even under modest deviation from the assumption D
e
 kD
i
may provide accurate results, if the
conductivities are chosen properly. Equation (21) governs the subthreshold behaviour of the model
elements. In a discrete model, the term r D
k
rv
m
can be computed from
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Alternatively, equation (21) can be simplified by taking an average of the source term over a small
volume, and transforming the resulting equation by the Gauss equality to give
Z
v
r Dr dv 
I
S
Dr  dS 
I
S

n
jrjdS (23)
where 
n
is the conductivity in the direction of the surface normal. The computation of the source
term is described in detail in Publication V.
From the cable equations, it follows that the propagation velocity of an action potential is propor-
tional to the square root of conductivity. This also holds for the generalized cable equation (21).
The model should thus reproduce the theoretical ratio of propagation velocities:
v
ax
v
tr

r

ax

tr
	 (24)
Propagation velocities v
ax
 		 m/s and v
tr
 	
 m/s, and conductivities like 
ax
 	 S/m and

tr
 	 S/m have been reported in the literature [113, 45, 18, 10].
3.5 Volume conductor models
The human body does not resemble any simple geometric shape (sphere, spheroid, cylinder) that
would allow for easy computation of the fields generated by the sources described earlier. More-
over, the body is highly inhomogeneous in the sense of conductivity, making the use of simple
models even more unjustified [99]. There are several different methods of describing the complex
shape and inhomogeneities of the human body in a computationally feasible way. These include
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Figure 6: The standard torso. The surface of the thorax has been described with 352 nodal points
and 700 triangles. For visualization purposes, a recorded potential distribution from 120 elec-
trodes needs to be interpolated to 352 the nodal points.
the finite element method (FEM), the finite difference method (FDM) and the boundary element
method (BEM). All of them have been used in the field of bioelectromagnetism, and the follow-
ing description is related to the boundary element model. Straightforward application of the finite
difference method requires the use of powerful computational facilities with substantial memory
capacity, whereas the boundary element method is computationally lighter. However, the boundary
element method is theoretically more complex [82].
The homogeneous infinite volume conductor model is the simplest way of computing the fields of a
current source, because both the forward and inverse problems of electrocardiography have unique
analytical solutions for simple source models like the dipole, provided that the measurement data
are accurate. Although simple, this volume conductor model is the basis for solutions using more
complex models incorporating inhomogeneities.
When accurate source location is required, inhomogeneus volume conductor models are used,
incorporating the conductivity regions defined by the body surface and, e.g., the lungs and the
blood masses of the heart. It has been found that the heart, the subcutaneous fat and the lungs have
a significant effect on the body surface potentials, but even more importantly, the position and
orientation of the heart needs to be correct. In fact, translation of 20 millimeters or a rotation of 15
degrees of the heart is equivalent of neglecting all the torso inhomogeneities in the computation of
the extracardiac electromagnetic fields [11].
In the boundary element method (BEM), the surfaces are usually triangularized to achieve dis-
cretization of the problems, and the conductivities within each region are assumed to be homoge-
neous. One example of the triangularization of the body surface is presented in Fig. 6, showing the
triangle mesh of a so-called standard torso used at Dalhousie University and Helsinki University
of Technology. Currently, the most accurate way of obtaining the BEM models for inverse compu-
tations is to create an individualized torso model from the data acquired with magnetic resonance
imaging (MRI). The anatomical images are first segmented to identify the boundaries of different
organs included in the model, e.g., the heart and the lungs. After segmentation, the surfaces are
triangulated to be used in the BEM calculations [80].
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3.6 Boundary element formulation of the forward problem
The computation of the electric and magnetic fields, when the sources in the heart that generate the
fields and the conductivity distribution of the thorax are known, is usually referred to as solving
the forward problem of electro- and magnetocardiography. In an infinite homogeneous medium,
the electric potential is given by


r  



Z
v

r



j
p
r


jr  r

j
dv
 (25)
and the magnetic field by

B

r 




Z
v

r



j
p
r


jr  r

j
dv

 (26)
where j
p
is the primary current distribution already appearing in Eq. (7) [103, 100]. The con-
ductivity differences in the human body cause accumulation of charge on these interfaces, which
act as secondary sources of the electric field and affect the magnetic field through altered volume
current distribution. These secondary sources are single-layer sources, the potential of which is
already presented in Eq. (10). To evaluate the effect of conductivity boundaries, the interfaces are
tessellated to surface elements S
k
, and, in the discretization, the electric potential is assumed to
be constant on each S
k
. After the contribution of the secondary sources, it can be shown that the
electric potential distribution on the boundaries is obtained from the integral equation [3]
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where M is the number of conductivity interfaces, i
j
and e
j
are the conductivities inside and out-
side the boundary surface element S
k
, and 
n
is the conductivity of Eq. (32), i.e., the conductivity
at the source location. Using Eq. (27), it can be shown that the magnetic field is [51]
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Equation (27) above is analogous to Eq. (14), which shows that the secondary sources are indeed
surface sources. It is also interesting to notice that the effect of a conductivity boundary to the
solutions is dependent on the conductivity difference  i
k
 
e
k
in Eqs. (27) and (28), as of course
should be. To compute the potential, Eq. (27) can be discretized to obtain [51, 100]
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In the previous equation, 
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are discretized vectors from r and 
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and 
l
k consists of the intertriangle solid angles multiplied with a constant depending on the
conductivity difference on each boundary l. The magnetic field can also be obtained by discretizing
Eq. (28):
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where n
k
is the number of triangles on the boundary S
k
and a
j
is the area of the j th triangle.
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The primary current can be obtained from bidomain simulations of propagated excitation under the
assumption of equal anisotropy ratios directly from the gradient of the transmembrane potential
by [20, 74]
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This primary current can be used in the forward computations [96].
In the forward computations carried out this thesis, the ventricles were assumed to be embedded in
a torso-shaped piecewise homogeneous volume conductor, including the lungs and the intracardiac
blood masses. The infinite medium potential 

was determined from the discretized equation
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where V is the ventricular volume, v is v
m
from Eq. 21, a

is the local direction of the fiber axis,
 is the thorax conductivity   	 mS/cm), 

is the transverse conductivity 

 	 mS/cm)
and 

is the difference between the axial and transverse conductivity 

 	 mS/cm) [96]. The
first term of the potential in Eq. (32) represents the contribution of the isotropic component and the
second term accounts for the anisotropic properties of the cardiac tissue.
The extracardiac magnetic field, H

, is evaluated from a corresponding equation,
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To compute the body surface potential in the inhomogeneous torso, a “fast forward solution” is
used:
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In Eqs. (34) and (35), I is the identity matrix, W is a geometry matrix consisting of the solid angles
subtended by a surface element at each node, and A is a vector-value geometry matrix taking into
account the influence of the conductivity change surfaces on the magnetic field [100].
The subcutaneous skeletal muscle layer introduces an anisotropic domain into the volume conduc-
tor [11]. This anisotropy affects the computations of the electric potential. The anisotropy of the
volume conductor can be estimated by the thorax extension method [78]. In this method, the outer
surface of the volume model is uniformly inflated by a couple of centimeters to model the lower
conductivity of the skeletal muscles in the direction of the surface normal.
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4 Body Surface Potential Mapping
4.1 The electrocardiogram and the magnetocardiogram
The electrocardiogram, or the ECG, is a time-dependent potential signal created by the activating
cardiac muscle and recorded at one location on the body surface against a reference. For clarity,
the signals recorded invasively, e.g., on the surface of the heart are called electrograms. Usually,
the so called Wilson Central Terminal (WCT) [142] is used to form the ECG reference.
In a clinical setup, the standard way of recording the ECG is to attach three limb electrodes, and
six electrodes on the precordial area along the fourth intercostal line. The WCT is computed as an
average of the potentials of the three limbs: the right and left arm and the left leg. The right leg
is usually used to equalize the potential between the recording equipment and the patient. With
this setting, the so-called twelve-lead ECG can be recorded. The leads I , II and III are potential
differences between the limb electrodes, the so-called augmented limb leads aVR, aVL and aVF
are the potentials of each limb lead recorded against the average of the potential of other limb
leads (equal to being recorded against the WCT and multiplied by 

), and the leads V —V  are
the chest leads, also recorded against the WCT (see Fig. 7).
Different cardiac diseases may cause the ECG to distinctively deviate from the normal morphology.
The deviations can be used to diagnose and characterize these diseases. For example, the ischemia
caused by the coronary artery disease (CAD) manifests itself as a baseline deviation of the S
to T segment of ECG, usually referred to as ST depression or elevation. On the other hand, a
patient having an accessory conduction pathway between the atria and the ventricles in Wolff-
Parkinson-White syndrome has a so called delta wave preceding the R wave. Finally, patients
having myocardial infarction or ventricular tachycardia show a totally different morphology of the
ECG than normal subjects [44].
In the body surface potential mapping (BSPM), from 32 to as many as 256 ECG electrodes are
simultaneously registering the potential field created by the beating heart [53]. Body surface po-
tential mapping, also called ECG mapping, can be viewed as an extensive ECG only, but BSPM is
more correctly described to be a method that yields the time-depedent potential distribution created
by the activating cardiac muscle, recorded on the whole thorax with a large number of electrodes.
Figure 7 shows the ECG signals recorded by a 120-channel BSPM device, with 9 leads of the
standard 12-lead ECG displayed separately on the top. The figure illustrates that the standard 12-
lead ECG in this case is a small subset of the potential signals recorded by BSPM. In fact, the
BSPM recordings are usually visualized in a different way that describes the potential distribution
on the thorax more clearly (see Fig. 6).
4.2 Recording hardware and software
The body surface potential mapping system used in this work has 120 channels and has been
designed to be used in clinical work, e.g., during catheterization [121]. Below, a more detailed
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Figure 7: The relation of 12-lead ECG to body surface potential mapping. Nine of the 12-lead ECG
leads form a small subset of the 120 BSPM leads. Some of the leads are not displayed because of
inferior signal quality. Due to the redundancy, the interpretation of the BSPM does not suffer from
omitting some bad channels to the extent the 12-lead ECG would. Fig. 9 presents the electrode
layout.
description of the system is given. To date, the BSPM system has been used in several hundreds
of patient recordings covering most common cardiac diseases like the ischemic heart disease [39,
40, 133], ventricular and supraventricular arrhythmias [118, 120, 119, 121].
In the body surface potential mapping equipment used in this work, there are separate amplifiers
and filters as well as analog to digital conversion circuits for each channel. These parts form
the channel units that are positioned on a motherboard that takes care of the multiplexing and
synchronization of the channels. In the patient front-end, the digital data are converted to an
optical signal that is transmitted to the computer [90]. In the computer, the signal is converted
back to digital form and buffered for acquisition to the computer memory.
The electrodes of the system used in this work are attached on flexible strips with an interelectrode
distance of 50 mm. The strips are positioned on the body surface according to Fig. 9. The level
of the fourth intercostal space used in standard 12-lead electrocardiography has been adopted for
a reference level, and the strips are aligned vertically on the body surface. The positioning of the
electrodes is similar to that used in Dalhousie University [94], which makes easy interpretation of
the data possible also in other scientific centers.
The data acquisition program used in this work was designed for ease of use in a clinical setup.
When the program is started, it checks the optical connection to the patient front-end. If something
is wrong, an error message is given, and the user is allowed to continue when the system is powered
on and the optical link is established. At this point, the user is immediately presented with a screen
where the current signal on the ECG limb leads and leads V1–V3 are shown. The user can easily
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browse through the strips confirming the signal quality on all channels. After quality control, the
user will have to enter the patient and session information before the recording can be started. The
recording is then started by pressing a button on the screen.
4.3 General analysis methods for body surface potential mapping
The main advantage of body surface potential mapping, compared to 12-lead ECG, is the ability
to present the cardiac potential distribution on the whole thorax. The program for isocontour
visualization features the creation of several different types of maps. Currently, the program allows
the creation of maps at a chosen time instant (instantaneous maps), maps at succesive time instants
(sequential maps), maps of an average potential over a time interval (e.g., QRS mean integral
maps), and maps of the difference between two potential maps (departure maps). The calculated
maps or sequences can be saved to a file for further analysis or for comparison to other maps. The
saved maps can be loaded back to the program, and they can then be selected for display from the
menu.
Before the calculation of maps, a baseline must be set. This is done by selecting an interval
from the data, usually before the QRS complex, over which an average is calculated to obtain
the baseline on each channel. The selection can be done by an expert, or an automatic method
can be applied [69]. In either case, the baseline in a rapid VT is still ambiguous, because no
isoelectric time interval is available. Therefore, alternative methods for the creation of maps have
been proposed in Publication II.
The presentation of the data on a three-dimensional surface with good enough spatial resolution
requires interpolation. A method based on the minimization of the surface Laplacian was chosen
for this purpose [101]. The matrix operations required for the calculation of the surface potential at
all nodes of the triangulated body surface have to be performed only once. Thus the interpolation
only involves one matrix multiplication at the time of map creation, if the set of known potential
values remains the same.
Figure 8: The hardware organization of the body surface potential mapping system. All the patient
front-end electronics are commercially manufactured, whereas parts of the digital data acquisition
electronics have been developed in earlier work by the author [121].
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Figure 9: Electrode positioning on the body surface. The fourth intercostal line has been drawn
to the figure as well as other anatomical landmarks used in electrode positioning. The electrode
positioning was adapted from the layout used in [94].
Figure 10: Visualized potential maps of the BSPM signals. The program is designed to plot po-
tential distributions on the standard torso as three-dimensional (upper panel) or two-dimensional
(lower panel) images. The triangular mesh used in the plotting is not restricted to the standard
torso. Interpolation of the potential signal is performed before plotting [101], as well as per
channel baseline correction and possible 50 Hz filtering.
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4.4 Arrhythmia risk assesment
Several methods have been proposed for detecting the vulnerability to life-threatening arrhythmias
from body surface potential mapping and magnetocardiographic mapping signals [39, 40]. In
such methods, the temporal signals on each channel are analysed by advanced signal processing
methods: averaging, late potential analysis, spectral turbulence analysis, QRST integral analysis
and spatial parameter maps. The use of the parameters is discussed in detail in Publication III.
In electro- and magnetocardiographic mapping, compared to 12-lead ECG, there are more signals
available for analysis, which calls for automated signal processing methods but also makes the
methods more robust to channel failures. The measured signal could also be more robust against
interindividual variations in geometry. Individual rotation or translation of the heart in relation to
the thorax from the average anatomy does not affect the outcome of the analysis greatly, since the
method always uses the most prominent leads for analysis based on the actually recorded signal.
In Publication IV, the utility of magnetocardiographic mapping, body surface potential mapping
and Frank lead signal-averaged ECG was investigated in patients with previous myocardial in-
farction. The following time domain analysis parameters were used for the electrocardiographic
methods: QRS duration, rms amplitude during the last 40 ms of the QRS complex and the du-
ration of the low amplitude signal below 40 V . Corresponding parameters were computed for
the z-components of the magnetic field from MCG. MCG and BSPM showed high correlation in
parameter values, whereas the SA-ECG parameters were complementary to the MCG parameters.
All methods performed equally well in identifying the risk for arrhythmias.
4.5 Localization by BSPM map analysis
Interpretation of the BSPM signals
The localization of arrhythmia sources during catheterization is usually based on the use of previ-
ously recorded [125, 126] or precomputed [58] databases or deductive methods like those used in
vectorcardiography. These methods are based on the assumption that a monomorphic and stable
tachycardia originating from the same area of the heart will produce similar time dependent poten-
tial distribution patterns on the body surface for every patient [125, 126]. This assumption is not
strictly valid, but the localization accuracy has proven to be sufficient for clinical use [123, 124].
On the other hand, the classification accuracy of the decision trees for standard 12-lead ECG is
between 80 and 90 % [64, 50, 73].
Localization of origins of tachycardias
For the localization of VTs, the ECGs obtained during an episode of tachycardia are averaged
at each channel, over the time interval from the Q-wave onset to the S-wave offset (QRS in-
tegral [55, 94]), and the resulting figures are plotted as a distribution on the body surface (see
Fig. 12). Essentially, this method will result in the visualization of the R-wave direction and
strength on the body surface. Several databases of body surface potential map patterns have been
published that can be used for the localization of ventricular arrhythmia sources with and without
myocardial infarction [125, 126, 123, 124, 70, 107] and for the localization of supraventricular ar-
rhythmia sources [8]. Such localization makes use of known landmarks and agreed segmentation
of the human ventricles [64, 63, 15].
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Clinical electrophysiologic testing, i.e., an electrophysiologic study (EPS), is a standard method to
investigate the electrophysiologic condition of the heart. In this method, catheters are inserted into
the heart, and electrograms are recorded from the endocardial surface with the aid of an electrode
attached to the catheter tip. The method yields information about the electrical activation of the
cardiac muscle. The localization of arrhythmia sources is usually done with this method before
any interventions [141, 148].
In the EPS, the aims for studying patients who have had sustained ventricular tachycardia are 1)
to rule out other diseases, 2) to induce the tachycardia, and 3) to localize the tachycardia source.
Usually, three multipolar pacing and recording catheters are used. First, the catheters are positioned
via the femoral vein to the right ventricular apex, the right atrium and near the bundle of His. After
supraventricular mechanisms of arrhythmia have been ruled out, the tachycardia is induced with
ventricular pacing and programmed extrastimuli at driving cycles of 600 ms and 400 ms. The
pacing is first done from the right ventricular apex and then from the right ventricular outflow tract,
if needed. Left ventricular pacing is only rarely used to induce the arrhythmia. If the arrhythmia
is not inducible, isoprenaline is sometimes used to provoke the arrhythmia, especially in patients
without structural heart disease.
The clinical procedure of the electrophysiological study is essentially unaltered by the addition
of BSPM. Before the EP study and ablation procedure, a baseline recording is made. This is a
recording lasting at least one minute while the patient is at rest and under no influence of any
antiarrhythmic medication. During the first interventional step, a tachycardia is induced by pro-
grammed stimulation so that the morphology of the induced VT is similar to that of a previously
recorded sustained VT [140, 65]. If this step is succesful, the tachycardia is recorded by the BSPM
for localization. In case this localization is for some reason inaccurate, additional recordings are
taken during cardiac pacing. The recordings are compared successively to find a match to the
patient’s tachycardia recorded before the ablation procedure. Whether it is tachycardia itself or
response to pacing that is recorded, usually at least 20 seconds of it is captured when the patient is
hemodynamically stable. After a successful ablation of the arrhythmia, it is customary to continue
the procedure for half an hour to see whether the tachycardia is still inducible. After the treat-
ment has been confirmed to be succesfull, a post-treatment BSPM recording of at least one-minute
duration is made. The course of a BSPM assisted catheter ablation procedure is outlined in Fig. 11.
After BSPM localization of the arrhythmia source, the standard clinical catheter localization pro-
cedure is followed. There is no clear rule how long the pacing phase should be continued, but
usually the localization from even a few pacings can guide the catheter close enough to the ar-
rhythmia source. The principal criteria for localization with the catheter are [93]:
1. Earliest local activity during tachycardia or continuous diastolic activity.
2. Matching of the QRS morphology of the tachycardia with the morphology produced with
pacing at the presumed site of origin of the arrhythmia.
3. Succesfull entrainment of the tachycardia with pacing, i.e., the cycle of the tachycardia can
be shortened with pacing without changing the morphology.
Points 1 and 2 represent the exit site for re-entry and point 3 the slow conduction zone of the
re-entrant circuit.
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Figure 11: Diagram of VT localization by BSPM and pace mapping. First, the QRS integral map
from induced VT is compared to a database. Then, if the arrhythmia source is not found, the exact
location of the origin is found by matching the map from ventricular pacing to the VT map.
After catheter localization, radiofrequency (RF) electrical current at the power of 10-50 W is ap-
plied to the site for up to 60 seconds. If the treatment is not successful, the search of the effective
site is continued and ablation is repeated until the tachycardia terminates. A successful ablation is
considered as clinical proof of the correct localization.
Localization by BSPM is confirmed when the clinician has found early electrical activation from
the site pointed to by the method. This indicates that the endocardially recognizable signal is also
identifiable on the body surface, and the cardiac activation created by the extraneous activity takes
place without spreading to the conduction system. On the other hand, the confirmation to the
result of an electrophysiological study is the succesful ablation of the arrhythmogenic tissue. This
criterium was presented already by Mines [93]. However, the localization results from the EPS
may differ significantly from the result given by BSPM. Thus, occasionally BSPM localization
can be confirmed, but the result of the electrophysiological study cannot.
Following the EPS protocol, a crude localization is first made from the 12-lead ECG and from the
intracardiac recordings of the atria. Then mapping with the ablation catheter is performed. For
an arrhythmia originating in the left atrium, a transseptal puncture is needed. The earliest local
activity shows the site of origin of the arrhythmia, but entrainment with pacing can also reveal the
slow conduction zone, as it does in ventricular tachycardia [30].
The localization of atrial tachycardias by BSPM follows similar guidelines as the localization of
ventricular tachycardias (see Fig. 13). The activation pattern in the atria during atrial tachycardias
is more complicated than ventricular activation patterns. The activation is fragmented due to the
complex geometry of the atria. Besides, the fundamental principles of genesis of atrial tachycardia
are not well understood. However, interpreting the P-wave potential pattern similarly to QRS mean
integral interpretation yields promising results in the case of focal and re-entrant atrial tachycardias
that originate from a small area of slow conduction. [122]
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Figure 12: VT localization by pace mapping. The figure shows a QRS mean integral map over the
shaded area during induced VT (left) and ventricular pacing (right). The morphology of the map
is strongly modified by a substantial aneurysm in the left ventricle. Initially, the tachycardia was
localized by the database to posteroseptal basal region of the LV, but by pace mapping the source
of tachycardia was found to be in the posteroseptal apical left ventricle.
Figure 13: Localization of atrial tachycardia by pace mapping. The P-wave integral maps (shaded
regions) from pacing and spontaneous atrial tachycardia are matched in a similar fashion to the
localization of VTs by pace mapping. Recently, a database has been published presenting the
different map morphologies obtained by pacing from different locations in the atria [122]. The
origin of the atrial tachycardia was found to lay anterolaterally in the low right atrium.
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Localization of an accessory pathway
An anterogradely conducting accessory pathway (AP) manifests itself in the ECG as a delta wave
before the QRS complex. The location of the pathway can be found by comparing the patient’s
delta wave map (see Fig. 14) to the distinctive patterns generated by different locations of the
accessory pathway. The pattern of the T wave can also be used for localization. Normally both
methods are used to confirm the location [8, 13, 27, 36, 67, 77, 114]. If the delta wave is poorly
distinguished during the sinus rhythm, it is possible to pace the heart from the atrium to induce
ventricular pre-excitation via the accessory pathway.
The ablation catheter is positioned to the site of the earliest ventricular activity, the insertion site
of the accessory pathway in the ventricle, or in the coronary sinus. Another possibility is to iden-
tify the earliest atrial activity in the atrium during orthodromic tachycardia or ventricular pacing
when the conduction in the accessory pathway takes place retrogradely from the ventricular to the
atrial side. The final proof of pathway localization is the disappearance of conduction in the acces-
sory pathway after radiofrequency ablation. This manifests itself as a loss of the delta wave and
elimination of the arrhythmia circuit.
The standard 12-lead ECG is an efficient tool for the localization of WPW accessory pathways, but
it frequently fails in predicting correctly the location of septal pathways. However, the accuracy of
body surface potential mapping yields more reliable results in this clinically important case. Using
the BSPM, it is possible to localize the insertion site of the pathway to the ventricles to either
right or left ventricle. This makes is possible to reduce the number of catheters used or to avoid
a transseptal puncture, which is often used in the case of left-sided pathways that are difficult to
localize.
Ischemia classification by body surface potential mapping
Ischemia in the cardiac muscle causes the magnitude of the action potential to diminish locally.
This results in a drop of the intracellular potential during the plateau phase of the action potential,
which is seen on the body surface as negativity during the ST-interval. On the other hand, if the
ischemia is transmural, the state manifests itself as a positive potential on the body surface. The
confined deflection from the zero line during the ST-segment is thus a clear indication of ischemia,
and the location of the changes on the body surface reflect the location of the ischemia in the heart.
Ischemia develops in the heart, e.g., during physical load in the supply area of a coronary artery
with a stenosis, when the flow in the vessels supplying blood to the cardiac muscle is partially
obstructed by the increased pressure generated by the muscle (supply ischemia). If the demand
for oxygen increases in the cardiac muscle due to increased workload beyond a level that can be
sustained by the coronary arteries, demand ischemia develops. [31, 68, 39]
The standard way to induce ischemia to detect coronary artery disease is to use an ergometer.
Usually, the ergometer is a bicycle that is pedalled in vertical position while the standard 12-lead
ECG is recorded. However, for the purpose of MCG and BSPM stress testing, a more suitable
non-magnetic stress ergometer has been constructed, which is pedalled in supine position [133].
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Figure 14: Localization of the accessory pathway in the Wolff-Parkinson-White syndrome using
BSPM. Like in the localization of the origin of ventricular tachycardia, maps plotted during the
premature activation (delta-wave in the ECG) present characteristic features according to the pre-
excitation site. The figure presents a delta-wave map plotted 60 ms after QRS onset (vertical line),
localizing the pathway to the lateral LV on the atrioventricular ring.
Figure 15: ST-segment changes in the BSPM, induced in ergometry. The patient had a narrowing
in the proximal LAD and developed chest pain during the ergometry. The angiographic findings
support the changes seen in the above body surface potential map.
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During the stress testing, the patient is working against a calibrated external load that is increased
gradually until the patient’s heart reaches a certain limit for the heart rate, or the patient experiences
disturbing chest pain. The changes in electrophysiology are visible best one to four minutes after
the cessation of pedalling, and their morphology on the body surface reveals the location of the
narrowing in the coronary artery (see Fig. 15) [39].
To treat ischemia in coronary artery disease, percutaneous transluminal coronary angioplasty (PTCA)
is nowadays frequently used instead of the coronary bypass surgery, if the narrowing of the artery
is well confined. In PTCA, a balloon is inserted to the coronary artery at the location of the stenotic
occlusion, and is then inflated to expand the artery. During the inflation, the cardiac muscle de-
velopes a strong but reversible ischemia from a well-defined occlusion. This makes the PTCA
a good tool for investigating acute supply ischemia, because the influence of occluding different
parts of the coronary arteries can be studied individually. This kind of data are essential for the
development of ischemia localization methdods for BSPM.
Body surface potential mapping has also been shown to be superior to 12-lead ECG in detecting
acute and old infarctions [39, 40]. The ability of BSPM stems from the distribution of electrodes,
whereby it is likely that always some electrodes are be sensitive to pick up the indicators of is-
chemia. ST-level, ST-slope, ST-integral and T-integral maps have been used for ischemia detec-
tion.
4.6 Localization by self-organizing maps
Publication I presents localization of sources of ventricular tachycardia using self-organizing maps
(SOMs). We trained a Kohonen self-organizing map [71] with body surface potential maps ob-
tained during pacing from 18 patients, altogether several hundred different potential maps. The
maps were obtained by selecting a representative QRS complex together with the baseline chosen
beforethe QRS onset. The selected QRS complexes were then sampled at 5 ms sampling interval
and suitably rescaled. The SOM then organized to comprise 12x16=192 codebook BSPM maps
(see Fig. 16).
When a new potential map is presented to the trained SOM, the best matching node is searched.
Tracing the best matching nodes for potential maps during a QRS complex of a VT results in a
trajectory on the SOM units, as shown in Fig. 16. For multiple different VT source locations, a
database of trajectories was created. The trained SOM was finally tested at six independent BSPM
recordings by comparing their trajectories to those of the database trajectories. The results of this
method can be evaluated against two criteria: the SOM has organized itself in a reasonable manner,
i.e., the adjacent cells resemble each other; 2) the QRS trajectories provide sufficient information
for reliable localization of ventricular tachycardias.
A codebook BSPM map on the trained SOM map can be interpreted as an integral map representing
a VT starting from a certain site on the endocardium. The quality of the organization can be viewed
using this criterium. In all teaching runs, the SOM organized to a good quality representation of
the endocardium, i.e., adjacent points on the endocardium mapped to adjacent points on the SOM.
Moreover, the SOM did not include any meaningless or random maps. Of all teaching runs, the
SOM that resulted in the lowest quantization error (difference between the SOM codebook maps
and input data) of the test set was chosen to be used in the classification.
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Figure 16: VT localization by trajectories on the self-organizing map. Plotting the best matching
nodes on the SOM during the QRS creates trajectories describing the morphology of the VT (left).
This can be used for the localization of arrhythmia sources by plotting trajectories from several
different pacing sites and a VT time trace (black) on the previously taught SOM (right). [119]
Figure 17: Automated creation of SOM trajectories. The best-matching nodes are first located
(some of the coloured maps), and then the trajectory is connected by interpolating the input data
linearly between the time instants whose best-matching nodes are not adjacent on the SOM.
The codebook organization could be further improved by using different distance measures, by
changing the topology of the SOM, e.g., to three-dimensional, and by using better scaling of the
codebook vector components. Especially the effect of scaling was found to be significant during
the experiments. When the original 123-channel data were used, the SOM organized strongly ac-
cording the patterns that were prominent on the precordial area, where the signals are large. When
interpolated 352-channel data were used, the significance of the precordial leads was diminished,
and more representative organizations of the SOM were achieved (unpublished observations).
The classification, i.e., VT localization, was done at the first stage by visual comparison of the
trajectories from the test set with the trajectories in the comparison set. There were two pairs of
similar VTs in the ramdomly selected teaching and test sets (see Fig. 16). The localization match
was confirmed against QRS integral maps and clinical data, and in both cases the SOM method
performed equally well as compared to the QRS integral method. Because of a small comparison
set, the rest of the test set could not be localized well with either of the methods. Currently,
automated creation of the trajectories is possible, as shown in Fig. 17.
Figure 18: Distance maps on SOM for VT localization by learning vector quantization. For each
node on the SOM, the shortest distance between the codebook vector of that node and the data
vectors during the QRS complex were calculated. After scaling, the distance distribution is plotted
on the som, and forwarded to the LVQ classification procedure. Two figures of trajectories resulting
from pacing in different sites are presented.
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The time tracings of the paced beats on the SOM were quantified for subsequent localization of
the pacing site as follows: For each node of the SOM the shortest distance between the codebook
vector associated with that node and the data vectors of the BSPM sequence were calculated.
After logarithmic scaling a distribution of distances over the SOM is obtained. This distribution is
in the following referred to as QRS distance map. Two QRS distance maps from different pacing
locations are presented in Fig. 18: In the panels, bright nodes are closer to a particular BSPM
data vector from the sequence than dark nodes. The distance maps of all paced beats are used as
input for a LVQ classifier. In the LVQ algorithm, vector quantization is used to directly define the
class borders according to the nearest-neighbor rule [72]. The accuracy of the LVQ classification
depends on the number of codebook vectors assigned to each class as well as on the learning rate.
In the future, body surface potential maps used to teach the SOM could be obtained from simula-
tions of ectopic activation in the heart model, perhaps with noise added to the maps to make the
SOM organization more robust. This approach is feasible also in the sense that it can be used to
generate a different set of data for creating the trajectories, whereby the two sets of data (training
and testing) are statistically independent. Moreover, the geometry of the thorax can be varied to
increase the variability in the training data.
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5 Modelling of electrical activity in the heart
A ventricular model of the human heart that produces correct normal activation can be used, e.g.,
to simulate the effects of ischaemia and infarction [79, 26] or arrhythmias involving the conduction
network [10]. Such a model must feature a realistic anatomical structure, including intramural fiber
rotation, and a physiologically sensible model of the conduction process. Technically, simulations
of the ventricular activation have become feasible with modern computing power. However, the
scarcity of information on the anatomy of the conduction system and on the measured activation
sequence of the human heart limits the accuracy of the models. [28, 127, 23, 24, 25, 134]
5.1 Computer models of cardiac activation
Cardiac activation has been modelled on several levels. Action potential models like the Beeler-
Reuter model and the Luo-Rudy model aim at describing the ionic currents as accurately as pos-
sible. Such models can reproduce the action potential of a single cardiac cell very well, but with
current computers, are still infeasible to be used in larger simulations. The properties of inter-
connected cells and slabs of cardiac tissue have also been studied [128, 112, 18, 46, 131], and
these studies have revealed important properties that any realistic model must have: anisotropy
due to fibrous structure, realistic fibre geometry and intramural fibre rotation and correct bound-
ary conditions. Simulations in realistic heart models have made it clear that to reproduce correct
activation of the normal heart and correct electrocardiographic signals, the model must feature re-
alistic anatomy and fibre structure, have a proper conduction system and be anatomically correctly
positioned withing a thorax model [91, 92, 105, 106, 74, 78, 95, 96, 9]. Such models can also be
used to simulate activation in abnormal conditions [79, 146, 26, 10, 56].
Overview of cardiac modelling
Clayton provides an excellent review on cellular models and tissue models, ranging from the mod-
els describing the microscopic cell-to-cell couplings to whole-heart models [16]. Clayton con-
siders the computational model to hold significant promise to supplement and replace clinical
experiments in the future. He sees that there are, however, three major challenges in the adoption
of these models. First, he emphasizes the correct selection of cell and tissue models depending
on the application of the model. Second, he considers the geometry of the model to be important.
Third, the computational power will always remain a challenge.
In a paper in 1993, Henriquez discusses the benefits and shortcomings of various models [45].
The bidomain model with equal anisotropy ratios in the intracellular and interstitial domains fails
to predict correct behaviour in extreme conditions. Furthermore, these models do not predict the
extracellular potential correctly, in fact, they assume it to be zero. Still, Henriquez hints to that
the bidomain model may be modified so that it is able to produce some effects that the traditional
bidomain model cannot, for example by adding discrete elements to mimick the behaviour of gap
junctions or by incorporating directional differences to action potential shape.
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Winfree discusses extensively the effects of choosing the diffusion coefficient D, i.e., the conduc-
tivities of any model of the myocardium [143]. Winfree relates the value of D to phenomena like
ischemia, cell-to-cell decoupling, decay into fibrillation and re-entrant arrhythmias. In fact, the
value of D is so crucial that it determines the validity of any continuum model. Yet, Winfree is
of the opinion that monodomain models are probably accurate enough to determine activation pat-
terns. He warns, however, that not just any conductivities should be accepted without questioning.
Action potential models
One of the fundamental action potential models was presented by Beeler and Reuter in 1977 [6].
The action potential model incorporates four ionic currents: the inward sodium current i
Na
, a slow
inward current i
s
mostly carried by calcium ions, a time-dependent outward potassium current
i
K
, and a time dependent outward current i
x

mostly carried by potassium ions. The model is
computationally relatively light compared to more detailed models like the Luo-Rudy model [81].
The Luo-Rudy model is a model of the ionic currents of the guineapig heart. The model features
more than fifteen ionic currents, also incorporating the currents of the sarcoplasmic reticulum. For
the verification of these models, detailed descriptions on the measured ionic currents have been
provided [14].
Shaw and Rudy simulated the effect of ischemic conditions on the cell-to-cell conduction using
the Luo-Rudy model [117]. The simulations were carried out for a fiber of 70 serially arranged
Luo-Rudy cells connected by gap junctions. They found out that applying realistic potassium
concentration elevation, hypoxia and acidosis, a conduction block could be induced. Although it is
currently infeasible to carry out this type of simulations in a whole-heart model, this work shows
that it is possible to model real cardiac conditions arising from disturbances at the level of ionic
currents.
Models of cardiac tissue and numerics
Roth has considered the effect of the boundary conditions on intracellular current by comparing
two alternative formulations for the boundary condition [112]. The first condition proposed for the
intracellular current is that it vanishes at the boundary to the extracardiac space, that is, the sealed-
end condition. The second condition proposed for the intracellular current is that it is equal to the
membrane current at the boundary. Roth found that the two boundary conditions give essentially
equal results when the space constant is large compared to the cell size.
Colli Franzone et al. demonstrates the use of an eikonal model in slab simulations [18]. They used
conductivity values of e
l
 	 mS/cm, e
t
 	
 mS/cm, i
l
 
	 mS/cm and i
t
 
	
mS/cm, and    cm and C
m
 	 Fcm
 for the membrane properties. They claim to
achieve comparable results than with, e.g., our model, without the limitation of equal anisotropy
ratios. Using the eikonal model, Colli Franzone et al. were able to demonstrate that the depth of
the initial stimulus can be deduced from the shape of the epicardial potentials [17]. Moreover, the
importance of incorporating sources due to the anisotropy of the cardiac muscle was stressed, as
this is the only way to explain non-zero potentials generated by a closed activation wavefront.
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Taccardi et al. revisit the question of the effect of intramural fibre geometry on the propaga-
tion [131]. They found in their review that the most significant factors in cardiac activation are:
the anisotropy due to the shape of the cardiac cells, rotation of the fibre direction from the epi-
cardium to the endocardium, the obliqueness of the fibres compared to the epicardial surface, and
the effect of the conduction system.
Roth provides a comprehensive study of different conductivity values reported for the bidomain
conductivities [113]. The study points our a distinctive inconsistency in the measurement, thus
virtually allowing the modeller to pick the conductivities to be used at will.
Plonsey et al. computed the current flow patterns in a two-dimensional slab under various conduc-
tivity conditions [104]. The results show, that the current flow patterns extend fairly far from the
excitation wavefront. Furthermore, it is clear that the two-dimensional results can not be directly
generalized from the one-dimensional case.
Spach et al. measured activation in specimens of cardiac tissue from 29 humans and evaluated
the directional properties of the action potential [128]. Although traditional monodomain mod-
els do not predict differences in action potential shape attributed to the direction of propagation
compared to the fibre direction, Spach et al. were able to observe such behaviour in real cardiac
tissue. The observed differences in the maximum rate of change of the membrane potential during
upstroke and the shape of the action potential foot were attributed to the membrane capacitance
being dependent on direction of propagation. Capacitances of 	 Fcm and 	 Fcm were
used to simulate propagation in the longitudinal and in the transverse direction, respectively. In
a later paper, Spach et al. hypothesized that the cell-to-cell connections at the intercalated disks
explain the differences in apparent directional capacitance and load observed by the cell [129].
In a paper in 1996, Henriquez et al. emphasize the importance of taking into account the extra-
cellular potential [46]. Evidence in favour of direction-dependent rate of rise and action potential
shape is presented, and these dependencies are attributed to the different loading conditions in
different directions as well as the fibre rotation across the wall of the heart. Henriquez et al. in-
vestigated the differences in rate of rise and shape of the action potential comparing computations
under the assumption of equal anisotropy ratios to computations with unequal anisotropy ratios.
They found that in the presence of a bath, the action potentials in the case of unequal anisotropy
ratios showed clear directional dependence, whereas in the case of equal anisotropy ratios they did
not. Henriquez et al. consider the most important characteristics of any model of cardiac tissue to
be the ability to reproduce effects due to anisotropy in both intracellular and extracellular regions,
the presence of adjacent volume conductors, fiber curvature and fiber rotation.
Braun et al. present a numerically stable method for solving partial differential equations in a
highly irregular and evolving grid [12]. The problems that are solved by this method may come
up if movement is taken into account in the heart model and the activating elements are in relative
movement. Some similarity between this method and the approach in our model can be seen. We
have used an approach similar to Braun’s natural-neighbour influence function in the calculation of
the nodal excitation, where all neighbours of the cell are allowed to influence the potential change
in the centre cell.
Harrild et al. describe a method for simulating cardiac conduction with a model that has an ir-
regular grid [41]. They compute the changes in the potential of a cell by taking into account the
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contribution of each 6 facets of the element, and using 18 points around each facet to determine
the current flow through the facet. In this sense, the method is a lot like the one used in this work
(Publication V), but is numerically much more demanding and perhaps also more accurate.
Barr et al. have computed the response of a two-dimensional excitable tissue slab to a stimulus
slightly off the surface [4]. This simplified work shows one potential application of any heart
model: the model can be used to predict responses to externally applied electrical current, which
is important for modelling, e.g., defibrillator shocks.
Heart models
One of the fundamental works in cardiac modelling are the two papers by Miller and Geselowitz
in 1978 [91, 92]. Their model incorporated 4000 activating elements and the current dipoles were
lumped to 23 sum dipoles. Their action potential model is a simple activation step followed by
linear repolarization segments. Each point in the model was assigned an activation time from Dur-
rer’s measurements [28]. Despite the simplicity of the model, the electrocardiograms produced
by the model for the normal activation were very well in line with measured data, i.e., normal
body surface potential maps and electrocardiograms. In the second paper, Miller and Geselowitz
created ischemic regions to the heart model by modifying the action potentials and assigning an
activation delay to the elements in the ischemic region. Again, the results produced by the model
were consistent with recorded data from patients with ischemic heart disease. Geselowitz and
Miller later described the computation of body surface potentials and magnetic fields from the
simulated cardiac sources [35, 34]. They provided some argumentation as to why the anisotropy
of the cardiac muscle is not significant in computing the body surface potentials. We have found
that the anisotropy is not essential, but neglecting it provides clear differences from normal elec-
trocardiograms and magnetocardiograms (unpublished observations relating to Publication VI).
Pollard and Barr describe perhaps one of the first realistic models for the human conduction sys-
tem [105, 106]. The model has been built using data recorded from the human heart to come up
with the proper activation times and a geometrical mapping of data on the anatomy of the conduc-
tion system on the heart model. The simulations show that there is marked similarity to measured
data in the activation pattern.
Lorange et al. describe a model constructed from anatomical data of a human heart, wherein the
fibre structure was generated by nesting ellipsoids in the ventricular walls and assigning realisti-
cally rotating fibre orientation [78]. The model also featured a simplistic conduction system that
was able to reproduce the initial activation sites by Durrer [28]. The body surface potentials were
computed by embedding the individual dipole sources into an inhomogeneous torso model. A
speciality of this method is the use of so-called thorax extension method, whereby the anisotropic
skeletal muscle layer below the surface of the torso is replaced by a thicker isotropic tissue. This
method was also adopted in this work and it improved the robustness of the surface potentials to
small variations in activation. Lorange et al. and Xu et al. have successfully simulated normal
electrocardiograms [78], electrocardiograms resulting from a conduction block [79] and ectopic
beats [146]. All the results have been validated against clinical data.
Dubé et al. demonstrate the ability of their heart model to simulate ischemia [26]. They show
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normal electrocardiograms and electrocardiograms from a heart with an occlusion in any of the
major arteries. All results are in good agreement with literature data as well as measured data.
With the theoretical model, they were able to show that the ST segment depression often visible
on the other side of the heart than the occlusion is simply a result of the same ischemia, whereas
earlier clinical reports had anticipated it to be a real physiological effect.
Berenfeld et al. describe a model based on the FitzHugh-Nagumo action potential model in a heart
model with cubical lattice and a cell spacing of 1 mm [9]. The effect of the FitzHugh-Nagumo
model parameters to the action potential shape and considerations on the effects of rotational
anisotropy are presented. In the core of the model, they used regular three-by-three differentia-
tion formulas, wherein the second cross derivatives are computed by using the four corner cells in
the plane of the differentiation. The heart model is fairly coarse, with only 145,000 cells in the
model. In the cardiac muscle, the propagation velocity was 1.2 m/s, but for the Purkinje fibers an
artificial boost was added to get the propagation velocity to 2.5 m/s. As a result, Berenfeld et al.
show a V5 lead in normal conditions and two different levels of ischemia. They claim that the V5
lead signal is similar to a real signal. It seems, however, that the model is not able to reproduce
the end of the QRS complex accurately, as the negative S deflection is completely missing. This
could indicate that the initial insertion sites of the Purkinje fibers that are well known are properly
positioned, but the later sites or the fiber structure of the ventricles fail to mimick reality.
In a later publication [10], Berenfeld et al. have taken the conduction system information by
Tawara [134] and applied it to their model which also incorporates the fibrous structure of a canine
heart. They show all 12-lead electrocardiographic leads as well as the activation isochrones in
three sections. Their electrocardiograms seem more normal than in their earlier work, but still fail
to demonstrate a late activation towards the posterobasal wall in the left ventricle. They claim that
the isochrones match with measured isochrones by Durrer [28], but there are at least two apparent
differences. First, there is no area in the left ventricle that would be devoid of the conduction
system. This may be because they adopted Tawara’s information as such by scanning and super-
imposing his pictures on their heart model. Tawara claims to have seen the Purkinje system on the
endocardium by naked eye, but later studies have shown that this is not possible for the distal Purk-
inje network. Moreover, Durrer’s data clearly shows that there is no conduction system present in a
CCW spiral-like zone from the apex to the base on the epicardium of the free wall of the left ventri-
cle. Secondly, the wavefront propagation disagrees markedly with Durrer’s measurements. There
is no demonstration of intramural propagation in the direction of fibers as there is in Durrer’s data,
and the activation wave fronts go rather steadily from the endocardium to the epicardium. This
may be because of the model characteristics, coarsity of the geometry or numerical effects. In fact,
the authors even indicate that the Purkinje-myocardial junctions are treated differently to avoid nu-
merical instability. Berenfeld et al. have simulated Purkinje-muscle re-entry, but in fact Ben Haim
et al. found little evidence of the occurrence of such in experiments [7], although the geometric
conditions of Purkinje-muscle junctions would probably favour this behaviour [89].
Huiskamp shows that a model with realistic fibre geometry applying the equal anisotropy ratios
can reproduce true electrocardiograms reasonably well [59]. What is suprising is that with a fairly
coarse stimulus network (four sites), good quality electrocardiograms are produced. This finding
disagrees somewhat with our findings, where the shape of the conduction system was the deter-
mining factor of the electrocardiograms’ goodness.
Winslow et al. describe the construction of a realistic heart model combining a state-of-the-art
38 MODELLING OF ELECTRICAL ACTIVITY IN THE HEART
cell model and anatomically accurate geometric model where fibre geometry has been obtained
from diffusion tensor magnetic resonance imaging (DTMRI) [144]. Mäkelä et al. have been
successfully applying modern anatomical imaging methods like deformable models for cardiac
source imaging [84, 85]. Apart from source imaging, anatomical models obtained in this manner
can be applied to model the cardiac activation individually. By using deformable models and
accurate fibre geometry, both an individualized heart model and an individualized model of the
thorax could be obtained.
Sermesant et al. describe a model where the mechanical contraction is coupled to the electrical ac-
tivation [116]. The model uses a FitzHugh-Nagumo action potential model and a geometric model
with 256 nodes. The exact activation pattern remains somewhat unclear, although the authors
report good results in the mechanical contraction as compared to imaging data from the beating
heart.
He et al. and Li et al. introduce the use of their anisotropic heart model for localizing the origin
of cardiac activity [75], for carrying out activation time mapping [42] and for determining the
transmembrane potential distribution in the heart [43]. The basic principle of this approach is
to impose goodness-of-fit measures to the propagated activation and the simulated body surface
potentials and to apply optimization to achieve the best match. The approach was validated with a
single patient, wherein the localization accuracy was found to be of the order of 5 mm [76].
5.2 The Dalhousie propagation model
Horácˇek et al. and Nenonen et al. have previously presented the salient properties of the model
used in this work [95, 96, 54, 97]. Both the anisotropic bidomain theory and the computer imple-
mentation of the model are described. Together with activation isochrones in a slab, the resulting
electromagnetic fields are shown, in comparison with some measured data. It is stressed that the
anisotropic properties are significant in the generation of extracardiac fields. For example, an
intramural source would not generate any electric signal without the anisotropic component.
Leon et al. were able to observe directional differences in the current bidomain model that has
equal anisotropy ratios for the intracellular and extracellular spaces [74]. Moreover, the model
reproduces reasonably well the shape of the electrograms recorded by Witkowski [145]. Leon
et al. also demonstrate the importance of the axial current component in the formation of body
surface potential maps, whereas in earlier uniform double layer models this contribution does not
exist (since the double layer is indeed uniform). In the present work, this contribution of the
axial current component was found to be an essential feature for producing realistic body surface
potential maps from simulated normal activation.
Hren et al., using the fibre geometry and an earlier computation engine of the present model,
were able to show that the simulated body surface potential maps computed from the propagated
activation that resulted from the artificial pacing stimulus in various locations of the ventricles
agree well with clinically recorded data [56, 125]. This demonstrates that the fiber structure of
the model is macroscopically realistic and the propagated excitation most likely reproduces the
true activation of the human heart in the case of catheter pacing. Furthermore, the results indicate
that the methods for computing the body surface potentials produce realistic results. In another
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paper, Hren et al. show that the same method can be used for localizing the accessory pathways in
Wolff-Parkinson-White patients [58].
Hren et al., again using the fibre geometry of the present model, were able to demonstrate the
effect of fibre rotation through the wall of the cardiac muscle to have an effect on the epicardial
potentials [57]. Similar effects as were seen in Hren’s simulations were measured from the dog
heart by Taccardi [132]. This demonstrates the validity of the computational model taking into
account the fibre structure and also, again, the methods for computing the electromagnetic fields.
The propagation model consists of 2.000.000 excitable elements comprising the conduction system
and the myocardium and 8.000.000 non-excitable elements making up the intra- and extracardiac
volumes. The elements are located on a cubic lattice with 0.5-mm spacing. The geometry was
reconstructed from photographic images of 1-mm frozen slices of the human heart. The assignment
of the principal fiber direction was performed separately for left-ventricular, right-ventricular and
papillary-muscle cells, with the fiber direction rotating from endocardium to epicardium [130].
Our hybrid model of the ventricular myocardium describes the subthreshold behaviour of the el-
ements according to the anisotropic bidomain theory [20], while in the suprathreshold region the
elements behave as cellular automata. The model consists of  excitable elements on a cubic
lattice with 0.5-mm spacing [57]. Each element is assigned a specific type and a vector of local
fiber direction [132]. During simulation, elements undergo a series of state transitions. Their elec-
trotonic interactions are governed by the generalized cable equation (Eq. 21), which is derived
under an assumption of equal anisotropy ratios [74, 95]. Physiological parameters for the model
are adopted from literature [128, 105, 18, 111]. The development of the numerical propagation
algorithms in this work are described in Publication V.
We computed the extracardiac fields as described in section 3.6, i.e., the anisotropy in the cardiac
muscle was taken into account. Since it is difficult to determine the effect of anisotropy on the
body surface potentials experimentally, we evaluated the effect of different levels of anisotropy
on the BSPM computed from the simulated activation. To do this, we computed the body surface
potential maps separately for the isotropic and the axial component of the source dipoles accord-
ing to Eq. (32). Subsequently, we summed the two potential maps with a weighting. We found
that the weighting of 2:1 of the isotropic and axial potential maps produced the most realistic
BSPM sequence (Publication VI). This is consistent with the effect of the extracellular medium
on body surface potentials suggested by Geselowitz: the more isotropic extracellular space should
attenuate the effect of the intracellular anisotropy [35]. The nodes closest to corresponding ECG
electrodes for the limb leads were used in the construction of the Wilson Central Terminal (WCT).
The electrocardiograms and vectorcardiograms were then computed by using the nodes closest to
corresponding ECG electrodes (see Fig. 7).
5.3 Conduction system model
In this work, we required the conduction system to produce correct body surface electromagnetic
fields — the electrocardiograms and magnetocardiograms — and activation rather than to strictly
follow any predetermined anatomical pattern. A computer program for the interactive editing
of the conduction system was created with the OpenGL capabilities of the SGI Visual PC. The
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Figure 19: The geometry of the conduction system observed from different angles. The right branch
of the His bundle (not shown) connects the topmost nodes of the left and right conduction system. In
the RV apical view (a), notice how the moderator band contains the conduction system activating
the RV free wall and the papillary muscles (arrow). The RV free wall (b) and septal (c) views
show the right conduction system, consisting of one main bundle with several smaller branches.
The views of LV septum (d) and LV free wall (e) show the more complicated structure of the left
conduction system. Notice the fan-like structure of the septal conduction system in (d), and the
vertical spiral gap (dashed area) in the conduction system in (e). The PMJs are shown as light
spheres.
program requests the user to select a surface, on which the conduction system will be designed,
and also allows some simple modifications of this surface. For this purpose, a triangulated surface
of the intracavitary blood masses was created from the corresponding volumes of the ventricular
model [80].
The user can create nodes on the surface, by pointing to the desired location, and connect these
nodes, that is, define the connection matrix for the nodes. The nodes can later be repositioned,
and the connection matrix can be modified. The nodes are automatically named to represent their
location, but the names also reflect their functionality: some nodes are just connection points for
the conduction system, while some are actual Purkinje–myocardial junction sites (PMJs), where
the activation enters the myocardium.
The geometry of the conduction system is shown in Fig. 19. The His bundle consists of a single
branch in the right ventricle, whereas it resembles a fan-like sheet of fibers in the left ventricle. The
His bundle continues on both sides as the Purkinje network that contains the Purkinje-myocardial
junction (PMJ) sites. On the right, the most prominent feature of the conduction system is the
single bundle that carries the activation from the septum to the free wall and the papillary muscles
along the moderator band. On the left, there are three major areas of activation: the septum and
the inferior and superior free wall. There is no conduction network in the posterior free wall.
The volume model for simulations was created on a 1.5-mm thick endocardial layer by first pro-
jecting the nodes onto this layer and then tracing the connections. The thickness of the connections
and PMJ sites was adjusted to ensure connectivity and proper propagation between the conduction
system and the myocardium. By changing the conductivity properties, the propagation velocity
was adjusted to approximately 2.0 m/s. The activation time of a PMJ site was completely defined
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by the propagation through the conduction system. The volume model was superimposed on the
model of the ventricular myocardium at the beginning of the simulation (see Publication VI).
5.4 Simulation of normal activation
More than 200 simulations were run to iteratively determine correct parameters for the anisotropic
bidomain model, to create an anatomically correct conduction system, and to investigate the ef-
fects of geometry on the electromagnetic fields. First, a reasonable set of parameters were chosen
for the initial analyses on the anatomy of the conduction system. Then, as the conduction system
produced a good match with experimental invasive data, the parameters were fine-tuned to give
correct QRS duration and timing for the breakthroughs. After this, initial modifications to the
thorax geometry were made by comparing the location and orientation of the heart in the thorax
model to anatomical textbooks and imaging data. Finally, after some adjustments to the conduc-
tion system, the geometry was finalized using the vectorcardiogram as a guide, still keeping the
geometry within anatomically normal limits.
The simulations were run with a time step of 50 s. Time steps between 5 s and 100 s all yielded
consistent isochrones, and the value of 50 s was chosen as a compromise between numerical
accuracy and computation speed. With a time step of 50 s, the 150 ms simulation of the QRS
took 1,5 hours on a 650 Mhz Pentium III personal computer. Correct QRS duration was achieved
by using surface-to-volume ratio of   cm for the cardiac cell, axial conductivity 
l
 	
mS/cm and transverse conductivity 
l
 	 mS/cm.
The initial shape of the conduction system was built to match the anatomical descriptions presented
earlier. Modifications were later made mostly to balance the timing of different directions of initial
activation. This was achieved by adjusting the basal location of the His bundle, by changing the
length of the right bundle branch by altering its course, and by modifications of the left bundle
branches. The thickness of the fibers was also varied, as was the spatial extent of the Purkinje-
myocardial junctions. With these modifications, we achieved a reasonable match with measured
activation sequences of the human heart.
As the geometry of the ventricles was taken from a different subject (a victim of a traffic acci-
dent) than the geometry of the thorax (normal volunteer), the heart had to be refitted inside a
thorax model manually. With a 3D-manipulator program, an experienced cardiologist determined
a normal position and orientation of the heart within the thorax, which was then evaluated against
anatomical textbooks, expert descriptions and cardiac imaging data.
The simulated activation sequence shown in Figure 21 agrees with isochrones obtained from an
isolated human heart [28]. Additionally, the activation sequence during left bundle branch block
was used for comparison in the right ventricle [21]. The ventricular activation starts in the left
ventricular septum (layer 110), matched by a right ventricular septal activation 20 ms later (layers
70–90). Almost simultaneously with the RV septal activation, the inferior (in body coordinates)
and anterior LV activation appear (layers 90–110). These are followed by the activation of the
RV free wall (layers 90–130). The RV and LV breakthroughs take place at 30 ms and 45 ms,
respectively. In the final stages of the QRS, activation propagates through the posterior LV free
wall and the pulmonary conus.
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Figure 20: The process of adapting the conduction system model to produce proper exctracardiac
fields. By modifying the geometry of the conduction system and by changing the conduction
parameters, each of the modalities of the measurable activation is affected: the isochrones, infinite
and bounded medium fields, the 12-lead electrocardiograms and the vectorcardiograms.
The calculated body surface potential maps during the initial QRS complex correlated well with
our clinical recordings on normal subjects. However, the variation in normal BSPMs is significant
due to, e.g., deviations in the individual activation sequence. Therefore, we selected here a BSPM
sequence for comparison according to the description of normal activation by Selvester et al. [115].
Figure 22 shows simulated BSPMs during the initial QRS complex. The initial maximum resulting
from left septal activation is anterior and slightly superior. Then, the minimum on the back moves
upward and travels over the right shoulder onto the right anterosuperior region, indicating apical
activation and masking of the left septal activation by the corresponding right septal activation. The
area of positive potentials then drifts to the back, as the right ventricular breakthrough happens,
and the activation in the left ventricle travels mainly to the posterior direction. Finally, a positive
area appears in the high posterior area, resulting from the activation of the pulmonary conus.
We computed the magnetocardiographic maps on a planar surface above the chest. The sensors in
the MCG recording are arranged similarly, which makes comparison easy. Due to the geometry, the
MCG “sees" primarily the sources that are parallel to the frontal plane (see the vectorcardiogram
below) [98]. The MCG is sensitive to activation wavefronts that are close to the sternum and
moving in the frontal plane, whereas other currents (deeper and other directions) need to be much
stronger to be picked up by the MCG to the same extent.
The simulated magnetocardiographic maps are shown in Fig. 23. The initial septal activation is not
very well reflected on the MCG, but the apical activation is clearly visible as a bipolar field pattern
pointing down and to the left by the right hand rule. The right ventricular brakthrough creates a
“twist" to the field pattern, and late basal activation and the activation in the pulmonary conus are
visible.
The time development of the surface potential at the locations of the 12-lead ECG is extensively
documented, and the cardiac processes producing deviations to the temporal morphology are well
understood. Moreover, the vectorcardiogram describes in great detail the electrical activation of
the heart in relation to its 3-dimensional geometry [44]. These features of the standard clinical
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Figure 21: Isochrones of simulated normal activation of the ventricles. The top left panel shows a
basal view of the ventricles, and the top right view displays the activation isochrones on layers that
are parallel to the basal ring. The middle and bottom panels display different three-dimensional
views of the activation.
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Figure 22: Simulated body surface potential maps during ventricular activation. In the computation
of the simulated BSPMs, the effects of the thorax surface and the lungs have been taken into
account [100]. The effect of anisotropic thorax muscle was modeled by the thorax extension
method [26].
Figure 23: The z-component of simulated magnetocardiographic maps during ventricular activa-
tion. Blue indicates flux coming out of the chest and red indicates flux entering the chest. The
effects of the thorax inhomogeneities (lungs and thorax surface) were taken into account as pre-
sented in [100].
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Figure 24: The limb leads II and aVF, the chest leads V2 and V6, and the horizontal, sagittal and
frontal loops of the vectorcardiogram.
tools provide the strictest means to judge our ventricular model. The prominent features of the 12-
lead electrocardiogram and the vectorcardiogram were indeed reproduced in the simulations (see
Fig. 24). However, some smaller deviations from the normal electrocardiogram are still present in
the modeled ECG, and these will be described in the discussion.
The signal morphology in the chest leads of the 12-lead electrocardiogram correctly shows an
increase in the R wave amplitude from lead V1 to V6, and simultaneously a decrease in the S wave
amplitude. The crossover from prominent S to prominent R morphology takes place between V4
and V5. The augmented limb leads show the following features: the aVR is mainly negative, and
the aVF mainly positive, while the aVL has a slightly negative but very unclear morphology. The
aVR displays abnormal late positivity. This is reflected to the leads I, II and III that are otherwise
normal.
The vectorcardiogram shows a “tight" clockwise loop pointing to low right in the frontal plane: the
frontal angle is 	. In the horizontal plane, the wide counterclockwise loop points mainly in the
left posterior direction. The sagittal loop is counterclocwise and points to low posterior direction.
Information from anatomical and electrophysiological studies on the conduction system are to
some extent contradictory. For example, bundle branch blocks are usually functional phenom-
ena, where the anatomy of the conduction may be completely intact. Moreover, very different
conduction system anatomies often produce similar normal ECGs. Therefore, it is important to
differentiate between true anatomical defects and functional anomalies: the electrophysiologically
meaningful concept of left hemiblocks often has no basis in anatomy, especially in the ischemic
heart. The modelling is further complicated by the fact that anatomical information on the conduc-
tion system is old, and no digital data are available. Furthermore, few thorough works on activation
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sequences of the human heart exist.
Several details used in our model algorithm are still under discussion in the scientific commu-
nity. For example, it is still somewhat unclear, whether simplifying the modelling of anisotropic
properties by the use of equal anisotropy ratios affects the propagation significantly. The effect
of thoracic and cardiac muscle anisotropies on the forward solution has also been discussed. Our
assumption in this paper is that anisotropy has little effect on activation, but may be important
in the forward computation. However, more fundamental features like transmurally varying cell
properties may mask the effects of anisotropy, especially in the repolarization phase. Therefore,
the effect of action potential heterogeneity (M-cells) has to be studied further [2].
The activation sequence produced by our simulations was compared to the activation sequence
measured from the isolated human heart [28]. The simulated activation of the left ventricle matched
very well the recorded one, when the cross sections are aligned. However, the data from Durrer
et al. almost totally lacks right septal activation, which is necessary to produce correct ECG.
The trabecular muscles are problematic in segmentation, and our heart model features somewhat
thicker inferior wall, and the inferior activation takes slightly too long. Also, the rigor mortis had
probably set in at the time when the model was inflated to working cardiac pressure, which makes
the ventricular walls appear thicker than in the living state.
The simulated body surface potential pattern corresponds to our recorded BSPMs with the excep-
tion of two features: the initial positive area on the anterior chest moves slightly too quickly to the
back and the late activation (positive) of the pulmonary conus is too strong on the anterior chest.
Both these features may be attributed to inaccurate positioning of the ventricular model within the
thorax. The MCG transition corresponding to right ventricular breakthrough takes place in a dif-
ferent manner than in our recorded data, which may be due to neglecting the anisotropic properties
of the thorax. Otherwise, the magnetocardiographic maps are consistent with recorded data.
The general outline on the simulated 12-lead ECG is normal. However, corresponding to the
deviation in the BSPM, the 12-lead ECG also appears “rotated" to the left, and the crossover
in chest lead morphology takes place between V4 and V5, not between V3 and V4 as usually.
The strong pulmonary activation is reflected as an abnormal late positivity in the aVR lead. The
vectorcardiogram is completely in the normal limits, the frontal angle being close to 60, although
the horizontal loop is also oriented sligthly too posteriorly.
Despite the simplifications in the model algorithm, our simulations produced correct activation se-
quence and “healthy" electro- and magnetocardiograms. Due to the lack of anatomical information
of the Purkinje network, the anatomy of the conduction system was not restricted during the iter-
ations. The final conduction system was, however, consistent with the literature on the anatomy.
The conduction system was also robust, because small changes in the shape of the conduction
system produced only unnoticeable or small effects on the electrocardiograms.
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6 Discussion
Body surface potential mapping has perhaps long been viewed as a peculiar research tool with
limited clinical utility. It is true that the distinct physical characteristics of the method — like the
number of electrodes — are always going to be a factor limiting the clinical use of the method.
However, other factors like the size and portability of the recording devices and the processing
power required to analyze the signals are already mostly solved. In fact, it seems that the next
challenge will be to develop suitable automated analysis methods for fast clinical application of
body surface potential mapping, since there are already several common cardiac disorders where
the method has proven its diagnostic power. Such analysis methods have also been introduced in
this work (see Publications I to IV).
The traditional methods for risk assesment and localization of the source of cardiac arrhythmias
have been extended in this work to multichannel electrocardiographic data. Publications III and IV
display the application of the methods to patient studies. In Publication IV, it was found that the
capability of body surface potential mapping to detect vulnerability to cardiac arrhythmias after a
myocardial infarction was at least at the same level as that of the traditional signal-averaged elec-
trocardiogram. It would be reasonable to assume that as new analysis methods are developed that
utilize the superior spatial information present in body surface potential maps compared to tradi-
tional ECG instead of only extending the traditional ECG analysis methods, the ability of BSPM to
identify patients at risk will be improved. For example, the mere addition of posterior leads in the
recordings of Publication IV could improve the sensitivity to posterior arrhythmogenic sources.
Methods like those in Publication I may also offer ways to fully utilize the spatial information in
body surface potential mapping. In localization applications it may be important to take the tem-
poral information into account to regularize the solutions. Earlier, it has not been easy to combine
the spatial and temporal information of BSPM in one analysis method. It seems, therefore, that
there is still much to be discovered in the use of BSPM data in clinical diagnosis.
Modelling cardiac electrical activity with realistic models shows a lot of potential for understand-
ing the genesis of cardiac disorders like arrhythmias and ischemia and even in diagnosis of such
disorders. Currently, there exist accurate models for the cardiac action potential, the cardiac tissue,
the activation in the whole heart and the thorax as a volume conductor. However, combining the
accuracy of these models is currently computationally too formidable a task, at least in a clinical
setting, and simplifications have to be made when the cell-to-surface modelling chain is consid-
ered. Yet, it seems that the most significant factors affecting the modelling can be incorporated.
Of course, the inclusion of details depends on the research question to which one is seeking an an-
swer, i.e., whether the viewpoint is microscopic (cellular) or macroscopic (body surface potential
and magnetic field).
This work focused on the modelling of cardiac depolarization in the normal heart. In fact, this task
is more difficult than modelling the abnormal activation, e.g., during cardiac arrhythmias, since
an accurate model of the conduction system has to be implemented. We were able to show that
a model incorporating a proper computational engine on the cellular level (Publication V), tissue
anisotropy due to fibre direction, anatomical structures like the conduction system (Publication VI)
and a volume conductor model, is able to simulate the normal electrocardigram well. This work
should now be extended by incorporating a more accurate action potential model, the contribution
of the atria, and a proper model for ischemia. After such extensions, the model could be used to
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studying the effect of drugs in silico, diagnosing ischemia, and even monitoring the efficacy of
stem cell treatment.
Development of multimodal imaging is a prerequisite for the success of cardiac modelling. In
the future, not only static anatomical data but also data on movement, fibre direction, perfusion
and activation time need to be combined to yield a realistic model for the patient being examined.
For this purpose, deformable models to match the individual anatomy, advanced magnetic reso-
nance imaging to reveal the fibre structure and perfusion, and invasive methods or eletromagnetic
source imaging to measure the activation time have been proposed. Even modelling the individual
conduction systems may one day become possible. However, clinical application of individual
modelling of cardiac activation will still require substantial research effort.
Reviewing the works of this thesis, it appears that the methods that have been presented create
a path from traditional clinical analysis of the electrocardiogram — like the 12-lead ECG — to
advanced modelling of the human heart. Publication II introduces a method that can be applied to
both traditional electrocardiographic recordings as well as body surface potential mapping, while
the need for the method is more apparent for clinical application of BSPM. Publication I presents
a novel method utilizing the spatial characteristics and the large amount of information only pro-
vided by body surface potential mapping. Together, publications I and II introduce some advanced
signal processing methods that are needed to take advantage of the multichannel body surface po-
tential mapping data and magnetocardiographic data. Publication III provides an overview of the
traditional and novel analysis methods applied to various recording methods, while publication IV
evaluates the clinical utility of different recording and analysis methods in arrhythmia risk assess-
ment. Publications III and IV demonstrate the viability of body surface potential mapping as a
clinical tool. Finally, the modelling works of this thesis in publications V and VI utilized body
surface potential mapping to validate the propagation model of the heart and the anatomical model
of the thorax that were applied to simulation of normal cardiac activation.
It is envisioned that in the future it will be possible to implement the recording, analysis and mod-
elling methods presented in this thesis on a portable device that could be carried with the person
at all times. Such devices are already available to the public: mobile communication terminals
— or cellular phones — possess significant processing and storage capabilities that in fact surpass
that of personal computers 10 years ago. Each person could carry a model of his/her body and
organs in the device, and by monitoring biological signals from the body, the models could be
kept up to date in describing the current state of the different organs. For example, fairly common
arrhythmias and ischemia could be monitored on-line by measuring the ECG at a couple of leads
— perhaps subcutaneous wireless ECG leads — and simulating the condition that reproduces the
measured signals.
It may be that the use of personal cardiac modelling will one day be as common as talking on the
cellular phone is now.
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Summary of publications
Publication I
K. Simelius, M. Stenroos, L. Reinhardt, J. Nenonen, I. Tierala, M. Mäkijärvi, L. Toivonen and
T. Katila. Spatiotemporal characterization of paced cardiac activation with body surface potential
mapping and self-organizing maps. Physiol. Meas. 24, 805–816, 2003.
Application of body surface potential mapping (BSPM) to localization of arrhythmia sources in a
clinical environment is demonstrated. The method is applied to patients suffering from ventricular
tachyarrhythmias, and the localization is carried out by the use of self-organizing maps. The
method was proven to be well suited for the analysis for the classification of the high-dimensional
spatiotemporal data generated from BSPM during catheterization.
Publication II
T. Jokiniemi, K. Simelius, J. Nenonen, I. Tierala, L. Toivonen and T. Katila. Baseline reconstruc-
tion for localization of rapid ventricular tachycardia from body surface potential maps. Physiol.
Meas. 24, pp. 641–651, 2003.
In a rapid ventricular tachycardia, there is constantly an activation or repolarization process going
on in the heart, which manifests itself on the body surface potential maps as constant electrical
activity. As the QRS complex of the following beat overlaps the T wave of the preceding beat,
a reliable baseline is difficult to establish. The method utilizes the variability in the beat-to-beat
interval to reconstruct the underlying end of the T wave in order to obtain a clean QRS complex
from the rapid tachycardia signal. The method showed good results when applied to noisy data.
Publication III
H. Väänänen, P. Korhonen, J. Montonen, M. Mäkijärvi, J. Nenonen, L. Oikarinen, K. Simelius,
L. Toivonen and T. Katila. Non-invasive arrhythmia risk evaluation in clinical environment. Herz-
schrittmachertherapie & Elektrophysiologie 11, 229–234, 2000.
Multichannel magnetocardiography and body surface potential mapping are applied to charateri-
zation of the risk of life-threatening arrhythmias. The paper presents signal processing methods
used for preprocessing the data, as well as those used to extract the parameters indicative of the
risk: late fields and potentials, spectral variability, signal fragmentation and heart rate variability.
Publication IV
P. Korhonen, I. Tierala, K. Simelius, H. Väänänen, M. Mäkijärvi, J. Nenonen, T. Katila and
L. Toivonen. Late QRS activity in signal-averaged magnetocardiography, body surface potential
mapping, and orthogonal ECG in postinfarction ventricular tachycardia patients. Ann. Noninvasive
Electrocardiol. 7, 389–398, 2002.
Three methods for the evaluation of the propensity to life-threatening arrhythmias in postinfarc-
tion patients were compared: multichannel magnetocardiography (MCG), body surface potential
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mapping (BSPM) and orthogonal three-lead signal-averaged electrocardiography (SAECG). The
parameters provided by MCG and BSPM were found to be highly correlated, whereas the SAECG
was found to be less correlated to the two others, and may therefore provide complementary in-
formation. The performance of MCG and BSPM was found to be similar or better than that of
SAECG in identification of patients prone to arrhythmias.
Publication V
K. Simelius, J. Nenonen, V. Mäntynen, J.C. Clements and B.M. Horácˇek. A Hybrid Model of
Cardiac Electrical Conduction. Helsinki University of Technology Report TKK-F-A829, 2004.
A model of the discretized myocardium based on bidomain equations is described, wherein the
elements are allowed a comparatively large size. The inaccuracies from the large unit element size
and from the computation of the second derivatives of the membrane potential are mitigated by
introducing the concept of the bulk factor to the finite-size approximation and by transforming the
Laplacian of the source term to a divergence. Together, these modifications allow a more accurate
and speedy implementation of the model of a discretized myocardium on a single computer.
Publication VI
K. Simelius, J. Nenonen and B.M. Horácˇek. Modeling cardiac ventricular activation. International
J. on Bioelectromagnetism 3, pp. 51–58, 2001.
The electromagnetic fields created by the electrical activation of the heart are computed from
excitation of a discretized model of the human ventricles through a model of the human conduction
system imposed on the model. The membrane potentials of the elements of the model are used to
compute the electrical dipoles present in the heart throughout the activation, and the extracardiac
fields are evaluated from these dipoles by positioning the heart inside an inhomogeneous model
of the thorax. The prominent characteristics of an average, measured body surface potentials and
magnetocardiographic maps were reproduced by the model.
Author’s contribution
The author was responsible in establishing the technical aspects of the clinical practice of body
surface potential mapping in Publication I, and wrote most of the text. The author also wrote the
software used in recording the BSPM data and analysing the recorded data on a personal computer
according to the first method in the publication, and the analysis was carried out together with I.
Tierala. The author invented the use of self-organizing maps on BSPM data, and assisted in the
creation of the analysis software. In publication II, the first two authors developed and described
the method together, while the first author wrote the software implementing the method. In publi-
cation III, the author was partially responsible for developing the program used in signal averaging,
and invented the "tube" method presented in Fig. 1. In publication IV, the author contributed to
the technical setup of the body surface potential mapping procedure. Publication V presents the
improvements to the earlier discretized model of the myocardium introduced by the author, and
was mostly written by the author. Publication VI presents the work by the author in modelling the
conduction system of the human heart and the simulation results from the simulation runs carried
out by the author. The last publication was completely written by the author.
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