
























В работе изучается класс операторов Якоби таких, что каждый
оператор порождается единичной борелевской мерой с носителем, со-
стоящим из конечного числа отрезков на вещественной прямой R и
конечного числа точек в C, расположенных вне выпуклой оболочки
этих отрезков и симметрично относительно R. В таком классе опе-
раторов получены асимптотика диагональной функции Грина и фор-









z − t , z ∈ C \ suppµ, (1)
– преобразование Коши положительной меры µ с компактынм носителем в
C, состоящим из конечного числа отрезков, расположенных на веществен-
ной прямой R, и конечного числа точек вне этих отрезков, расположен-
ных симметрично относительно R. А именно, suppµ = E ⊔ {ζ1, . . . , ζm},
где E =
⊔g+1
j=1 Ej , Ej = [e2j−1, e2j ] и множество {ζ1, . . . , ζm} расположено
симметрично относительно вещественной прямой и не пересекается с Ê –
выпуклой оболочкой E. В дальнейшем предполагается, что на E мера µ







−h(x) > 0, x ∈ E, (2)
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где функция h(z) =
∏2g+2
j=1 (z − ej), причем в области D = Ĉ \ E выбра-
на та ветвь квадратного корня, которая положительна при положительных
значениях аргумента. Тем самым,
√
−h(x) > 0 при x ∈ [e2g+1, e2g+2]; на
остальных отрезках значение корня определяется аналитическим продол-
жением. Весовая функция ρ предполагается голоморфной и отличной от




λkδ(ζ − ζk) dζ, (3)













z − ζk , z /∈ suppµ, (4)
suppµ = S ∪ {ζ1, . . . , ζm}.
Хорошо известно (см., например,[2]), что при отсутствии вырождения
функция f с помощью функционального аналога классического алгоритма
Евклида разлагается в непрерывную J-дробь (или, иначе говоря, чебышёв-
скую непрерывную дробь; см. [3], [1]):
f(z) : =
1
z − b1 − f1(z) =
1
z − b1 −
a21
z − b2 − f2(z)
(5)
≃ 1
z − b1 −
a21




Коэффициенты an и bn непрерывной дроби (6) строятся непосредственно
по коэффициентам sk разложения функции µ̂ в ряд Лорана в бесконечно










ζk dµ(x), k = 0, 1, 2, . . . ,
– моменты меры µ. Следовательно, все параметры an, bn – вещественные.
Классическая теорема Маркова (см. [4] (3.5, теорема 3.5.4), [5], [1]) утвер-
ждает, что при suppµ ⊂ R J-дробь (6) сходится к функции µ̂ равномерно
внутри (т.е. на компактных подмножествах) области Ĉ \ [A,B], где [A,B] –
выпуклая оболочка suppµ. По функции µ̂ мера может быть восстановлена
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с помощью формулы Стилтьеса–Перрона:
µ(ζ2 + 0) + µ(ζ2 − 0)
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Im µ̂(x+ iε) dx
(8)
(здесь интеграл в представлении (8) для µ̂ понимается в смысле Римана–
Стилтьеса, т.е. µ рассматривается как функция ограниченной вариации).
Однако непосредственно ни алгоритмическая процедура (5), ни форму-
ла (8) не дают ответа на вопрос о том, как те или иные свойства “регулярно-
сти” меры µ связаны с “регулярностью” последовательностей a и b, точнее –
с асимптотическим поведением коэффициентов an и bn чебышёвской непре-
рывной дроби (6) при n→∞.
Наиболее изученным в этом отношении является классический случай,




, bn → 0. (9)
Как хорошо известно (см., например, [6], [2]), при этом условии ess suppµ =
[−1, 1] и на R \ [−1, 1] мера µ имеет не более чем счетное число точечных
масс, которые могут накапливаться лишь к точкам ±1 – концам отрезка
∆ := [−1, 1]. В свою очередь, соотношение (9) справедливо [7], [8], [5] для
мер µ, удовлетворяющих условию µ′(x) = dµ/dx > 0 п.в. на ess suppµ = ∆
и имеющих конечное число точечных масс на R вне ∆.
Соотношения (9) означают, что коэффициенты an и bn предельно посто-
янны. Эти соотношения, очевидно, не выполняются, если в Eµ := ess suppµ
имеется хотя бы одна лакуна. Случай предельно периодических с периодом
N > 2 коэффициентов an и bn соответствует ситуации, когда в Eµ име-
ется N − 1 лакуна1 (αj , βj), j = 1, 2, . . . , N − 1, тем самым Eµ = [−1, 1] \⋃N−1
j=1 (αj , βj). При этом Eµ = {x : T2N(x) ∈ [−1, 1]}, где T2N – полином с ве-
щественными коэффициентами степени 2N . Тем самым, компакт Eµ состо-
ит из N компонент равной гармонической меры ωj(∞) = 1/N , j = 1, . . . , N .
Условия регулярности асимптотического поведения an и bn, вполне анало-
гичные приведенным выше условиям для классического случая, позволяют
сделать определенные заключения о регулярности меры µ и в предельно
периодическом случае (подробнее см. [11]).
В настоящей работе мы обобщаем результаты работы [12] и заранее пред-
полагаем, что существенная часть Eµ носителя меры µ состоит ровно из N
непересекающихся отрезков, а сама мера на Eµ удовлетворяет определен-
ному условию регулярности (подробнее см. § 2). Однако при этом мы не
налагаем никаких априорных ограничений на взаимное расположение ком-
понент компакта Eµ, в частности, они могут находиться “в общем положе-
нии” (такому случаю соответствуют рационально независимые гармониче-
ские меры ω1(∞), . . . , ωN(∞)). При этом условии устанавливаются асимпто-
тические формулы для коэффициентов an и bn чебышёвской непрерывной
1Предполагается, что все лакуны “открытые”.
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дроби (6), “заменяющие” классические соотношения (9). Отметим, что из
этих формул вытекает, что an и bn являются “предельно квазипериодич-
ными” при n → ∞ с группой периодов ω1(∞), . . . , ωN−1(∞) (см. § 2, теоре-
ма 2). Эти предельные соотношения являются следствием асимптотической
формулы для диагональной функции Грина самосопряженного оператора
Якоби J = Ja,b, порожденного парой a, b, или, эквивалентно, мерой µ (тео-
рема 1).
1.2
Пусть последовательности a, b возникают из (2) {ej}∞j=1 – стандартный ба-
зис в ℓ2 = ℓ2(N), 〈 · , · 〉 – скалярное произведение. На этом базисе стан-
дартным образом определим симметрический оператор Якоби J : ℓ2→ ℓ2,
J = Ja,b = Jµ:
Je1 = b1e1 + a1e2,
Jen = an−1en−1 + bnen + anen+1, n = 2, 3, . . . .
(10)
Хорошо известно [1], что при рассматриваемыфх здесь условиях оператор J
единственным образом продолжается как самосопряженный оператор на
все ℓ2, при этом µ – спектральная мера J , а спектр σ(J) оператора J сов-
падает с носителем меры µ: σ(J) = suppµ. Функция m(z) := 〈e1, (J −
z)−1e1〉 = −µ̂(z) называется функцией Вейля оператора J , Gn,m(z) :=
〈en, (J − z)−1em〉, n,m ∈ N, – его функция Грина, Gn(z) := Gn,n(z) =
〈en, (J−z)−1en〉 – диагональнаяфункция Грина (см., например, [10], [14], [16]).
Пусть qn(x) = knζ
n + · · · , kn > 0, n = 0, 1, . . . , – последовательность
многочленов, определенная рекуррентными соотношениями
an−1qn−2(x) + bnqn−1(x) + anqn(x) = xqn−1(x), n = 1, 2 . . . , (11)
где a0 = 1 (это связано с условием µ(R) = 1), q−1(x) ≡ 0, q0(x) ≡ 1. Нетрудно
увидеть, что en = qn−1(J)e1 и в соответствии со спектральной теоремой











Следовательно, полиномы {qn}∞n=0 ортонормированы относительно спек-
тральной меры µ. Для соответствующих многочленов второго рода pn(z)













z − x . (13)
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Тем самым,
rn(z) = (qnµ̂− pn)(z) = 1
knzn+1
+ · · · , z →∞. (14)
Из (12) и (13) вытекает, что последовательности функций pn(z) и rn(z)
также удовлетворяют рекуррентным соотношениям (11), но с другими на-
чальными условиями:
p−1(z) ≡ −1, p0(z) ≡ 0, r−1(z) ≡ 1, r0(z) = µ̂(z).








, z →∞. (15)
Тем самым, рациональная функция pn/qn есть n-я подходящая дробь к че-
бышёвской непрерывной дроби (6) или, иначе говоря, n-я диагональная ап-
проксимация Паде ряда (7).





z − x dµ(x) =
{
qn−1(z)rm−1(z), n 6 m,





z − x dµ(x) = qn(z)rn(z), z /∈ suppµ. (16)
Настоящая работа построена следующим образом. В § 2 формулируют-
ся основные результаты работы. Третий параграф посвящен доказательству
теоремы 1, четвертый – доказательству теоремы 2. В § 5 приводятся некото-
рые стандартные сведения о гиперэллиптических римановых поверхностях,
используемые в работе, и выводится явное представление Ψ-функции в тер-
минах абелевых дифференциалов.
В заключение отметим, что близкие по содержанию результаты полу-
чены в работах [14], [16], [26], но при этом исходные данные в них фор-
мулируются непосредственно в терминах чебышёвских коэффициентов an
и bn.
2 Формулировка основных результатов
2.1
Нам будет удобно перейти к новым обозначениям. Будем считать, что но-
ситель меры µ состоит из непересекающихся отрезков ∆j = [e2j−1, e2j ],
j = 1, . . . , g + 1, расположенных на вещественной прямой R, g > 1, e1 <
5
· · · < e2g+2, и конечного числа точек ζk ∈ R, k = 1, . . . ,m. Меру µ будем
считать абсолютно непрерывной на E =
⊔g+1








−h(x) > 0 на S, (17)
E = ess suppµ. В (17) функция h(z) =
∏2g+2
j=1 (z − ej), причем в области
D = Ĉ \ S выбрана та ветвь квадратного корня, которая положительна
при положительных значениях аргумента. Тем самым,
√
−h(x) > 0 при
x ∈ [e2g+1, e2g+2]; на остальных отрезках значение корня определяется ана-
литическим продолжением. Весовая функция ρ предполагается голоморф-




λkδ(x− ζk) dx, (18)














z − ζk , z /∈ suppµ, (19)
suppµ = E ∪ {ζ1, . . . , ζm}.
Через ωj(z) = ω(z; ∆j , D), j = 1, . . . , g + 1, условимся обозначать гармо-
ническую меру (в точке z ∈ D) отрезка ∆j относительно области D = Ĉ\E;
g(z,∞) = gD(z,∞) – функция Грина области D с особенностью в бесконеч-
но удаленной точке z =∞.
Пусть R – гиперэллиптическая риманова поверхность рода g, задан-
ная уравнением w2 = h(z). Будем считать, что R реализована как дву-
листное разветвленное в точках ej, j = 1, . . . , 2g + 2, накрытие римано-
вой сферы Ĉ таким образом, что переход с одного листа на другой осу-
ществляется по верхнему ∆+j и нижнему ∆
−
j берегам отрезков ∆j . Тем
самым, над каждой точкой Ĉ за исключением точек ветвления ej лежат
ровно две точки римановой поверхности, а каждому отрезку ∆j соответ-
ствует на R замкнутая аналитическая (в комплексной структуре R) кри-
вая Γj , j = 1, . . . , g + 1, – цикл на R; положим Γ =
⊔g+1
j=1 Γj . Выбранная
в D ветвь квадратного корня удовлетворяет условию
√
h(z)/zg+1 → 1 при
z → ∞. Функция w, w2 = h(z), однозначна на R. Первым (открытым)
листом D(1) поверхности R будем считать тот, на котором w =
√
h(z).
На втором листе D(2) имеем w = −√h(z). Для точек римановой поверх-
ности R будем использовать обозначение z = (z, w), где w = ±
√
h(z);
при этом для точек первого листа z(1) = (z,
√
h(z) ), а для точек второго
z(2) = (z,−
√
h(z) ). Вместо z = (z,±
√
h(z) ) иногда будем писать коротко
z = (z,±). Область D(1) будем, как правило, отождествлять с “физической”
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областьюD. Для z = z(1) будем иногда писать просто w(z) вместо w(z); тем
самым, приобретает смысл и запись w±(x) =
√
h(x± i0), x ∈ E. Канониче-
ская проекция pr: R→ Ĉ определяется соотношением pr z = z, в частности,
prD(1) = prD(2) = D, prΓ = E. Замкнутые циклы на R, соответствующие
замкнутым лакунам [e2j , e2j+1], j = 1, . . . , g, будем обозначать через Lj . Тем
самым, prLj = [e2j , e2j+1].
Если на R\Γ задана функция F (z), то под F (1)(x) понимаются ее “нека-
сательные” предельные значения при z(1) → x ∈ Γ, z(1) ∈ D(1), если они
существуют; аналогичный смысл придается и F (2)(x):
F (1)(x) := lim
z(1)→x
F (z(1)), F (2)(x) := lim
z(2)→x
F (z(2)).
Другие стандартные сведения о гиперэллиптических римановых поверх-
ностях, которые нам здесь понадобятся, приведены в [13] (приложения A
и B), см. также [29], [30].
2.2
Рассмотрим следующую систему из g дифференциальных уравнений от-
носительно (неупорядоченного) набора g точек z1(t), . . . , zg(t) на R, t ∈ R










dx, j = 1, 2, . . . , g. (20)
Как показано в [20] (теорема 2) (см. также [13] (приложение B, п. 6)), ес-
ли все zj(0) = pr zj(0) ∈ [e2j , e2j+1], j = 1, . . . , g, то система (20) инте-
грируется в явном виде преобразованием Абеля, ее решение задается ква-
зипериодической функцией непрерывного переменного t с группой пери-
одов ω1(∞), . . . , ωg(∞) и со значениями в g-мерном вещественном торе.
Тем самым, все zj(t) ∈ Lj , j = 1, . . . , g, при t > 0. Следовательно, все
zj(t) = pr zj(t) ∈ [e2j , e2j+1], j = 1, . . . , g, при t > 0. Отметим, что систе-
ма (20) приводит к системе уравнений Видома–Рахманова [31], [32]
g∑
j=1











k = 1, . . . , g,
описывающих движение дивизора d(t) = z1(t) + · · · + zg(t) на торе L1 ×
· · ·×Lg, где εj = ±1 в зависимости от точки zj = (zj ,±). Учитывая геомет-
рический смысл гармонической меры (см. [33], а также [13](приложение B,
п. 7)), уравнения (21) естественно трактовать следующим образом: дивизор
d(t) = z1(t) + · · ·+ zg(t), удовлетворяющий системе (20), движется с посто-
янной “угловой” скоростью (подробнее см. [13](приложение B, п. 6)).
Основными результатами настоящей работы являются теоремы 1 и 2.
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Теорема 1 Пусть выполнены условия (17)–(18). Тогда равномерно внутри
Ĉ \ suppµ имеем




+ o(δn), n→∞, (22)
где δ ∈ (0, 1) зависит от меры µ, величины z1(n), . . . , zg(n) соответству-
ют решению z1(t), . . . , zg(t) системы (20), взятому при t = n ∈ N; на-
чальные условия z1(0), . . . , zg(0) определяются мерой µ, при этом zj(0) ∈
[e2j , e2j+1] для всех j = 1, . . . , g.
Доказательство теоремы 1 основано на стандартной технике [20], [15], [13]
исследования асимптотических свойств многочленов, ортогональных на несколь-
ких отрезках, и состоит в сведении задачи об асимптотике к исследованию
свойств Ψ-функции и свойств решения (обобщенного) сингулярного инте-
грального уравнения Наттолла (см. (40)). Эти же свойства лежат в основе
доказательства следующего результата.
Теорема 2 Пусть выполнены условия (17)–(18). Тогда справедливы следу-
ющие асимптотические формулы следов для коэффициентов an и bn чебы-









zj(n− 1) + o(δn), n→∞, (23)












(1 + o(δn)), n→∞,
(24)
где δ ∈ (0, 1) зависит от меры µ.
Здесь g(z,∞) – однозначное продолжение функции Грина gD(z,∞) об-
ласти D на всю риманову поверхностьR, capE – логарифмическая емкость
компакта E.
Отметим, что при отсутствии у меры µ точечных масс асимптотическая
формула (24) вытекает непосредственно из результатов Видома [31] (§ 6,
теорема 6.2 и § 9, теорема 9.1), но с o(1) вместо o(δn) как в (24).
2.3
Рассмотрим на римановой поверхности R следующую краевую задачу Ри-
мана.
Задача (R) При фиксированном n ∈ N, n > g, найти функцию Ψ =
Ψ(z;n) такую, что
1) Ψ (кусочно) мероморфна на R \ Γ = D(1) ⊔D(2);
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3) на Γ выполнено краевое условие: ρ(x)Ψ(1)(x) = Ψ(2)(x), x ∈ Γ.
В п. 2) точки zj – “свободные” нули Ψ-функции – зависят от n, под
Ψ(1)(x) в п. 3) понимаются предельные значения функции Ψ(z(1);n) при
z(1) → x ∈ Γ, аналогичный смысл придается иΨ(2)(x). Так как вес ρ марков-
ский (см. (17)) и все λk > 0, то zj ∈ Lj , т.е. в каждой лакуне Lj = [e2j , e2j+1]
лежит ровно по одной точке zj. При этом допускается, чтобы какая-нибудь
из точек zj ∈ Γ ∩ Lj , т.е. совпадала бы с краем лакуны: zj = e2j или
zj = e2j+1. В таком случае эта точка считается как нулем Ψ
(1), так и ну-
лем Ψ(2). При этом, так как функция ρ голоморфна на Γ, сохраняются все
нужные нам свойства Ψ-функции, в том числе представление (25)–(29) (см.
ниже).
Функция Ψ, решающая задачу (R), всегда существует. Так как род по-
верхности R положителен, то нули и полюсы Ψ на R оказываются связан-
ными определенными соотношениями, аналогичными соотношениям Абеля
для мероморфной функции на R, а дивизор d = z1 + · · · + zg является
решением проблемы обращения Якоби. Анализ данных этой проблемы по-
казывает, что при условиях (17)–(18) на вес ρ и постоянные λk ее решение
всегда таково, что zj = pr zj ∈ [e2j , e2j+1], т.е. в каждой замкнутой лакуне
Lj = prL между отрезками ∆1, . . . ,∆g+1 лежит ровно по одной точке pr zj .
Значит, дивизор d = z1 + · · · + zg неспециальный, а следовательно, такая
проблема обращения Якоби имеет единственное решение. Отсюда вытекает,
что Ψ-функция, решающая задачу (R), единственна с точностью до нор-
мировки и имеет в бесконечно удаленной точке z =∞(1) полюс в точности
n-го порядка. При этом оказывается (подробнее см. § 3, предложение 1),
что равномерно внутри области Ĉ \ (Ê ∪ {ζ1, . . . , ζm}), где Ê – выпуклая
оболочка E, справедлива асимптотическая формула
Qn(z) = Ψ(z
(1);n)(1 + o(1)), n→∞;
здесь полиномы Qn(z) = const · qn(z), const 6= 0, нормированы так: старший
коэффициент Qn равен коэффициенту при степени z
n в главной части Ψ-
функции, z →∞.




(z − zj), const 6= 0.





2Таким условием Ψ-функция определяется однозначно с точностью до знака “±”, вы-
бор знака уточняется в дальнейшем.
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Нетрудно найти и явный вид этой функции. При z ∈ R \ Γ и в предполо-
жении, что zj ∈ (e2j , e2j+1), имеем:
Ψ(z;n) = Φ(z)n−geA(z;ρ)Fn(z)Π(z). (25)
Здесь Φ(z) = eG(z,∞) – (многозначная) отображающая функция, G(z,∞) =
g(z,∞) + ig∗(z,∞) – комплексная функция Грина области D,































log ρ(x) dΩ+k (x);
при g = 0





















величины θk = θk(n) = ℓk(n) + {(n − g)ωk(∞)}, целые числа ℓk(n) ∈ Z
равномерно ограничены при n → ∞, а дивизор d = z1 + · · · + zg, где zj =







log ρ(x) dΩ+k (x) −
g∑
j=1







k = 1, . . . , g.
(Здесь и в дальнейшем через { · } обозначается дробная часть соответству-




Отметим, что равномерно ограниченные целые числа ℓk(n), k = 1, . . . , g,
возникают в (27) (см. формулу для величин θk) в связи с неоднозначно-
стью абелевых интегралов Ωk(z) для z ∈ ∂R˜ при интегрировании по путям,
лежащим в R˜, R˜ – рассеченная риманова поверхностьR (подробнее см. [13]
(приложения A и B)). Полином Xg,n(z) :=
∏g
j=1(z − zj) является фактиче-











Так как функция ρ голоморфна и отлична от нуля на E, то правая часть
представления (25) имеет смысл как голоморфная функция и при z ∈ D(1)⊔
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Γ для дивизора d = z1 + · · · + zg, удовлетворяющего условиям (28). Тем
самым, под функцией Ψ(z;n), z ∈ D(1) ⊔ Γ, естественно понимать правую
часть представления (25). Аналогичное справедливо и для функции Ψ(z;n)
при z ∈ D(2) ⊔ Γ. На Γ эти два голоморфных продолжения не совпадают:
для них выполняется краевое условие п. 3), где, вообще говоря, функция
ρ 6≡ 1.
Подробный вывод явных формул (25)–(29) для Ψ-функции при отсут-
ствии точечных масс дан в работе [13] (приложение В). Для рассматри-
ваемого здесь общего случая вывод соответствующего представления для
Ψ-функции вполне аналогичен; ниже в § 5 приводится краткая схема дока-
зательства представления (25)–(29).
3 Доказательство теоремы 1
3.1
Для доказательства теоремы 1 нам понадобится рассмотреть и решить несколь-
ко более общую, чем (R), следующую “модифицированную” краевую задачу
(R′). Пусть ζj , ηj ∈ R \ Ê, j = 1, . . . ,m, – произвольные различные точки.
Задача (R′) При фиксированном n ∈ N, n > g, найти функцию ψ =
ψ(z;n) такую, что
1′) ψ (кусочно) мероморфна на R \ Γ = D(1) ⊔D(2);
2′) дивизор (ψ) = (n− g)∞(2) + z1 + · · ·+ zg + ζ(1)1 + · · ·+ ζ(1)m − y(2)1 − . . .
− y(2)m − n∞(1);
3′) на Γ выполнено краевое условие: ρ(x)ψ(1)(x) = ψ(2)(x).
Существование и единственность решения задачи (R′) доказываются
стандартным способом (см. [20], [?], а также § 5 ниже): из предположения,
что решение существует, вытекает его явное представление; непосредствен-
но проверяется, что полученная в итоге функция является решением крае-
вой задачи. Отметим, что из условий этой задачи вытекает, что






(z − zj) (30)
при z ∈ D, где const 6= 0. Как обычно, будем придерживаться той нормиров-
ки ψ-функции, которая дает const = 1. Решение задачи (R′) понадобится
нам при n→∞ и в ситуации, когда ηj = ζj,n → ζj , j = 1, . . . ,m. Постанов-
ка модифицированной задачи (R′) связана с наличием у меры µ точечных
масс.
Соотношение (15) определяет диагональную аппроксимациюПаде [n/n]µ̂ =
pn/qn функции µ̂. Непосредственно из теоремы Рахманова [32] (§ 2, теоре-
ма 1) (см. также [15]) о сходимости диагональных аппроксимаций Паде для
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рациональных возмущений марковских функций вытекает, что в условиях
теоремы 1 к каждой точке ζj , j = 1, . . . ,m, при n→∞ стремится со скоро-
стью геометрической прогрессии ровно по одному полюсу n-й диагональной
аппроксимации Паде функции µ̂ – нулю ζj,n ортогонального полинома qn.
Всюду в дальнейшем предполагается, что функция ψ = ψ(z;n) – решение
задачи (R′) при n > g и ηj = ζj,n → ζj, n → ∞. Функция ψ определена
однозначно и имеет следующий вид:
ψ(z;n) = Φ(z)n−geA(z;ρ)Fn(z)Πn(z). (31)
Здесь









































где величины θk = θk(n) = ℓk(n)+{(n−g)ωk(∞)+δn}, δn = o(δn), δ ∈ (0, 1),
целые числа ℓk(n) ∈ Z равномерно ограничены при n → ∞, а дивизор








log ρ(x) dΩ+k (x) −
g∑
j=1























Функция [n/n]µ̂ = pn/qn не зависит от нормировки ортогональных мно-
гочленов. Имеем [n/n]µ̂ = Pn/Qn, где полиномы Pn, Qn, degPn 6 n− 1,
degQn 6 n, Qn 6≡ 0, могут быть найдены из соотношения





, z →∞. (36)
При таком подходе функцию Rn принято называть функцией остатка,
Qn – знаменателем, а Pn – числителем рациональной дроби [n/n]µ̂. Всюду
в дальнейшем мы предполагаем, что ψ-функция задана формулами (31)–
(35) (тем самым, выполняется соотношение (30) с const = 1), а полино-
мы Qn = const · qn нормированы условием Qn(z) = κnzn + · · · , где κn >
0 – коэффициент при zn в разложении функции ψ(z(1);n) в ряд Лорана
в окрестности бесконечно удаленной точки.
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3.2
В этом пункте мы выведем стандартным образом [?], [15], [13] сингулярное
интегральное уравнение Наттолла для некоторой функции, мероморфной
на R \ Γ и связанной с функциями ψ, Rn и Qn (см. ниже формулу (38)),
и покажем, что асимптотика свободных нулей Rn и “блуждающих” нулей
Qn (иначе говоря, “ложных” полюсов диагональных аппроксимаций Паде
Pn/Qn) полностью определяется асимптотическим при n → ∞ поведением
точек z1(n), . . . , zg(n), удовлетворяющих проблеме обращения Якоби (34),
а асимптотика самих функций Rn и Qn – асимптотическим поведением
функции ψ(z;n).
Непосредственно из определения (36) функции остатка Rn и представ-
ления (19) получаем, что
R+n (x) −R−n (x) =
2Qn(x)ρ(x)
w+(x)
, x ∈ E \ {e1, . . . , e2g+2}. (37)
Определим кусочно мероморфную на R \ Γ функцию F (z;n) следующим
образом:
F (z;n) := ψ(z;n) ·
{
Rn(z)w(z), z ∈ D(1),
2Qn(z), z ∈ D(2),
(38)
где функция ψ(z;n), z ∈ R \ Γ, определена в (31)–(35). Функция F имеет
полюсы только в точках ∞(1),∞(2), каждый порядка g, а из (37) вытекает,
что для скачка F на Γ имеем
F (1)(x;n)− F (2)(x;n) = V (2)(x) 1
ρ(x)
, x ∈ Γ, (39)
где функция V (z) = −ψ(z;n)Rn(z)w(z) = ψ(z;n)Rn(z)w(z), z ∈ D(2), ме-
роморфна на втором листе. Действительно, положим ψ1(z) := ψ(z
(1);n),
ψ2(z) := ψ(z
(2);n), z ∈D. Из краевого условия 3′) задачи (R′) вытекает, что
ρ(x)ψ±1 (x)=ψ
∓
2 (x) при x ∈ E. Умножим обе части (37) на w+(x)ψ+1 (x) и,






−(x)ψ−2 (x) = 2Qn(x)ψ
−








−(x)ψ−1 (x) = 2Qn(x)ψ
+
2 (x), x ∈ E.
В совокупности эти соотношения и дают краевые условия (39) для функции
F (z;n), заданной равенством (38).
Интегральная формула типа Коши [13] (формула (A.11)) для F прини-
мает следующий вид:




















Соотношение (40) представляет собой сингулярное интегральное уравнение
Наттолла для функции F (ср. с [25], где подобное уравнение полу-
чено другим методом для классического случая g = 0 и E = [−1, 1]).
Рассмотрим эту формулу для z ∈ D(1). Так как функция ρ(ζ) голоморф-
на на каждой связной компоненте ∆j компакта E, то ρ(ζ) голоморфна на
каждой кривой Γj . Поэтому контур Γ можно, не меняя значения интегра-
ла (40), покомпонентно продеформировать в близкий контур Γ(2), также
состоящий из (g + 1)-й компоненты и целиком расположенный на втором
листе D(2) в некоторой окрестности Γ, в которой голоморфна и отлична от
нуля функция ρ(ζ) (напомним, что функция V (ζ) определена и мероморф-
на на всем втором листе D(2)). Полученная интегральная формула задает
голоморфное продолжение функции F (z;n), z ∈ D(1), через контур Γ на
второй лист римановой поверхности вплоть до контура Γ(2) (отметим, что
для z ∈ D(2) это продолжение не совпадает с функцией F (z;n), z ∈ D(2),
определенной (38)). Таким образом, получаем для z ∈ D:







dΩ(ζ(2); z(1)) + pn(z).
Непосредственно из определения функций F (z;n) и V (z) = V (z(2)) и с уче-






имеем для ζ ∈ D(2):
















равномерно вне D\{ζ1, . . . , ζm}. Нетрудно видеть, что операция инволюции
z
∗ = (z,∓w) при z = (z,±w) обладает следующим свойством: dΩ(ζ∗, z) =
dΩ(ζ, z∗). Следовательно, dΩ(ζ(2), z(1)) = dΩ(ζ(1), z(2)), и с учетом сохра-
нения положительной (относительно области D(1)) ориентации кривых ин-




(1)) и z ∈ D преобразуется к следующему виду:






























dΩ+(ζ(1); z(2)) + pn(z). (41)
Аналогично, для F2(z) := F (z
(2);n) = 2ψ(z(2);n)Qn(z) при z ∈ D имеем:










dΩ+(ζ(1); z(1)) + pn(z) (42)
(ср. (41)–(42) с формулой (4.2) из [25], где рассмотрен классический случай
g = 0, E = [−1, 1]). Подчеркнем, что эти представления справедливы в об-
щем случае – при любом расположении точек zj на R. Действительно, при
zj 6= e2j , e2j+1 функции, стоящие под знаком интеграла в (41)–(42), голо-
морфны на Γj и Γj+1, так как функция ψ не обращается в нуль на этих
компонентах Γ. Если же zj совпадает с краем лакуны, то нуль в знаменате-
ле, происходящий от функции ψ2, компенсируется нулем функции F (z;n)
на Γ в точке zj и нулем полинома Xg,n(z).
Формулы (41)–(42) лежат в основе наших последующих рассуждений.
Поясним, какого рода информацию мы собираемся из них извлечь. Пред-
положим, например, что по некоторой подпоследовательностиΛ ⊂ N имеем:
zj(n) ⋐ (e2j , e2j+1) при n→∞, j = 1, . . . , g. Тогда из (41) мы получим, что
для n ∈ Λ асимптотики функции F1(z) := F (z(1);n) и полинома pn в области
D совпадают. Функция F1(z) имеет в D нули в тех точках zj , для которых
zj = z
(1)
j . Следовательно, полином pn обращается в нуль в близких точ-
ках. Аналогичный результат вытекает из (42) для полинома pn и функции
F2(z) := F (z
(2);n). Из определения функций F1 и F2 вытекает, что их нули,
порожденные нулями z1, . . . , zg функции ψ, различны между собой. Следо-
вательно, для достаточно больших n ∈ Λ полином pn, степень которого 6 g,
имеет ровно g нулей в D. Тем самым, deg pn = g и при должной нормировке
асимптотика pn совпадает с асимптотикой полинома
∏g
j=1(z − zj(n)). От-
сюда уже вытекает асимптотика оставшихся нулей функций F1 и F2 в D.
Но их нулями в D, отличными от точек zj , могут быть только нули Rn и









, n→∞, n ∈ Λ.





+ o(1), n→∞, n ∈ Λ.
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3.3
Изложим теперь приведенные выше соображения более формально и в пол-
ной общности, не ограничиваясь каким-либо частным случаем в поведении
точек zj(n). Подчеркнем, что цель наших исследований – доказать, что
асимптотическое поведение нулей z1(n), . . . , zg(n) функции ψ полностью
определяет асимптотическое поведение других возможных нулей функции
F , которыми, как следует из (38), могут быть лишь нули функции остат-
ка Rn или ортогонального полинома Qn.
Для произвольного ε > 0 положим Dε = {z ∈ Ĉ : g(z,∞) > ε}, Eε =
{z ∈ Ĉ : g(z,∞) < ε} – окрестность компакта E, Γε = ∂Dε = {z ∈ Ĉ :
g(z,∞) = ε}, D0 = D. Выберем ε0 > 0 так, чтобы все ζj ∈ Dε0 , а функ-
ция ρ 6= 0 и голоморфна в Eε0 . В дальнейшем мы рассматриваем только
ε ∈ (0, ε0). Зафиксируем произвольное ε ∈ (0, ε0) и некоторую последова-



















Тем самым, Xg,n(z) =
∏g
j=1(z − zj) 6= 0 и pn(z) 6= 0 при z ∈ Γεn . Так
как функция F1(z) := F (z
(1);n) голоморфна в D \ {∞} и дифференциал
dΩ(ζ(1); z(2)) не имеет особенности при z, ζ ∈ D (см. [13] (формула (A.12))),
то в (41) для z ∈ D мы можем заменить контур интегрирования Γ ⊂ R на
контур Γεn :









dΩ(ζ(1); z(2)) + pn(z), (44)
причем формула (44) будет справедлива и для z ∈ Γεn = ∂Dεn . В таком
случае, учитывая найденное ранее представление для функции ψ и выбор
величин εn (см. (43)), получаем, что равномерно по z ∈ Γεn выполняется
следующее соотношение:
|F1(z)− pn(z)| = o(1) · max
ζ∈Γεn




|F1(ζ)|, o(1) = O(δn), δ = δn = e−2εn < e−2ε/3 < 1.
Нетрудно видеть, что из (45) вытекает соотношение
mn := max
z∈Γεn
|pn(z)| = Mn(1 + o(1)).
Тем самым, из (45) с учетом (43) получаем
|F1(z)− pn(z)| = o(1) ·mn = o(1) min
z∈Γεn
|pn(z)| < |pn(z)|, z ∈ Γεn .
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Отметим, что непосредственно отсюда по теореме Руше вытекает, что для
функций F1 и pn разность числа их нулей и полюсов в области Dεn одина-
кова. Пусть теперь t = 3ε/4 > εn,
mn(t) = max
z∈Γt
|pn(z)|, Mn(t) = max
z∈Γt
|F1(z)|.
Так как pn – полином степени 6 g, то mn 6 mn(t). Аналитическая функция
(F1(z)−pn(z))/Φg(z) многозначна в D, но имеет однозначный модуль (здесь
и далее Φ(z) = eG(z,∞) – отображающаяфункция). Поэтому к ней применим










|F1(z)− pn(z)| = o(1) ·mn = o(1) ·mn(t). (46)
Отсюда уже легко вытекает, что
Mn(t) = mn(t) · (1 + o(1)).
Заменим теперь в (42) для F2(z) := F (z
(2);n) контур интегрирования
Γ ⊂ R на контур Γεn ⊂ D и рассмотрим эту формулу для z ∈ Γt (напомним,
что t = 3ε/4 > 2ε/3 > εn):









dΩ(ζ(1); z(1)) + pn(z), z ∈ Γt.
Тогда, учитывая выбор параметра t и полученные выше соотношения меж-
ду Mn, mn, Mn(t) и mn(t), получаем
max
z∈Γt
|F2(z)− pn(z)| = o(1) ·Mn = o(1) ·mn = o(1) ·mn(t). (47)
Введем теперь временно новую нормировку: положим mn(t) = 1 и сохра-
ним прежние обозначения для остальных величин. Тогда из (45) и (47)




g(z), имеющих в D однозначные модули, получаем∣∣∣∣F1(z)Φg(z) − pn(z)Φg(z)
∣∣∣∣ = o(1) равномерно по z ∈ Dt, (48)∣∣∣∣F2(z)Φg(z) − pn(z)Φg(z)
∣∣∣∣ = o(1) равномерно по z ∈ Dt (49)
(предполагается, что в левых частях (48) и (49) выбирается одна и та же
ветвь многозначной функции Φ). Рассмотрим последовательность функ-
ций {pn/Φg}. По принципу максимума модуля для аналитических функций
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с однозначным модулем имеем: |pn(z)/Φg(z)| 6 e−tg при z ∈ Dt равномер-
но по n (здесь мы учли новую нормировку mn(t) = 1). С другой стороны,
применяя принцип максимума модуля к полиномам pn в области Eτ при
произвольном τ > t, получаем maxz∈Γτ |pn(z)| > mn(t) = 1. Тем самым,
функция, тождественно равная нулю, не является предельной точкой по-
следовательности {pn/Φg} (в топологии равномерной сходимости на ком-
пактных подмножествах области Dt). Следовательно, если мы применим
к последовательностям функций {F1/Φg}, {F2/Φg} и {pn/Φg} теорему Гур-
вица, то в силу соотношений (48) и (49) получим, что асимптотическое по-
ведение нулей этих функций, расположенных в области Dt, одинаково. Так
как |Φ(z)| 6= 0 в D и любая однозначная в окрестности точки z = ∞ ветвь
Φ имеет полюс первого порядка в точке z =∞, то, значит, асимптотическое
поведение нулей и полюсов функций F1, F2 и pn, расположенных в обла-
сти Dt, также одинаково. Поскольку deg pn 6 g, то отсюда сразу следует,
что функции F1 и F2 имеют в Dt не более чем по g нулей.
Сделаем теперь дальнейшие выводы из того, что функции F1 и F2 име-
ют асимптотически одинаковое поведение нулей в Dt. Из явного вида (38)
функции F (z;n) вытекает, что возможные нули функции F1 – это или точки
zj при zj = z
(1)
j , или нули функции остатка Rn, а возможные нули функции
F2 – это или точки zj при zj = z
(2)
j , или нули полинома Qn. В силу доказан-
ного и те, и другие точки порождают асимптотически близкие к ним нули
полинома pn. Если общее число асимптотически различных нулей функций
F1 и F2 равно g, то, значит, имеется ровно g близких к ним нулей полино-
ма pn. Так как deg pn 6 g, то получаем полное асимптотическое описание
полинома pn, deg pn = g, в терминах нулей F1 и F2.
Предположим теперь, что для некоторой последовательности Λ ⊂ N
имеем: все zj(n) ⋐ (e2j , e2j+1), j = 1, . . . , g, n ∈ Λ. Так как t = 3ε/4, а ε > 0
произвольно, то для достаточно малого ε все zj ∈ Dt и попарно различны
между собой. Те точки zj, для которых zj = z
(1)
j , являются нулями F1 и
в силу доказанного “притягивают” нули pn. Остальные zj, zj = z
(2)
j , – это
нули F2, которые также “притягивают” нули pn. Так как все точки z1, . . . , zg
различны между собой и число их равно g, то мы получили полное описание
всех нулей pn. Точнее, deg pn = g для всех достаточно больших n ∈ Λ и
α−1n pn(z) = Xg,n(z) + o(1), n ∈ Λ, n → ∞, где αn – старший коэффициент
pn.
Наконец, рассмотрим случай, когда для некоторого k ∈ {1, . . . , g} точка
zk(n) стремится к краю лакуны: zk(n) → e2k или zk(n) → e2k+1 при n →
∞. Покажем, что и в этом случае deg pn = g для достаточно больших n,
а нули pn бесконечно близки к точкам z1(n), . . . , zg(n) при n→∞. Выберем,




ε = {z : g(z,∞) = ε}, ε ∈ (0, ε0), и запишем это представление для z ∈ D
в следующем виде (см. (44)):











dΩ(ζ(1); z(2)) + pn(z).
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Будем считать, что этой формулой функция F1 задана на D
(1), т.е. для
z ∈ D(1):












dΩ(ζ(1); z∗) + pn(z). (50)
В силу свойств дифференциала dΩ(ζ; z) правая часть этого равенства голо-
морфно продолжается по z на D(2) вплоть до кривой Γ
(2)
ε , лежащей на вто-
ром листе D(2) “над” кривой Γε = Γ
(1)
ε . Тем самым, функция F1(z), z ∈ D(1),
голоморфно продолжается на второй лист D(2) вплоть до кривой Γ
(2)
ε (это
продолжение, вообще говоря, не совпадает с функцией F (z;n), z ∈ D(2)).
С учетом определения функции F1(z) := F (z
(1);n) получаем, что на вто-
рой лист голоморфно продолжается произведение ψ(z(1);n)Rn(z)w(z), z ∈
D. Обратимся теперь к краевым условиям на функцию ψ: ρ(x)ψ(1)(x) =
ψ(2)(x), x ∈ Γ. Функция ρ голоморфна и отлична от нуля в некоторой
окрестности E. Поэтому, заменив в этих краевых условиях кривую Γ на
кривую Γ
(2)
ε при произвольном ε ∈ (0, ε0), мы, как легко увидеть, получим
краевую задачу, решением которой является та же самая функция ψ (это
видно и непосредственно из явных формул (31)–(35)). Таким образом, функ-
ция ψ(z(1);n), z ∈ D, голоморфно продолжается на второй лист вплоть до
кривой Γ
(2)
ε . Выберем теперь εn ∈ (ε/3, 2ε/3) так, чтобы при n→∞ выпол-
нялись соотношения (43). Рассуждения, вполне аналогичные приведенным
выше и опирающиеся на принцип максимума модуля и теорему Гурвица
для многозначных аналитических функций в областиD(n) = D(1)⊔Γ⊔S(2)εn ,
показывают, что в этой ситуации имеет место аналог соотношения (48):∣∣∣∣F1(z)Φg(z) − pn(z)Φg(z)
∣∣∣∣ = o(1) равномерно по z ∈ D(n), (51)
а все нули полинома pn “притягиваются” к точкам z1, . . . , zn при n → ∞.
Поясним более подробно ту часть рассуждений, которая касается анали-
тического продолжения функций с первого листа D(1) через кривую Γ на
второй лист D(2). Предположим для определенности, что zk → e2k при
n → ∞, тем самым, фактически речь идет о продолжении через кривую
Γk, prΓk = ∆k = [e2k−1, e2k]. Будем считать для простоты, что ∆k = [−1, 1].
Тогда с помощью функции Z = z +
√
z2 − 1, обратной функции Жуковско-
го, двулистная гиперэллиптическая риманова поверхность R конформно
отображается на риманову сферу Ĉ, из которой удалены 2g отрезков вида
[αj , βj ], [1/βj, 1/αj], j = 1, . . . , g, где все отрезки [αj , βj ] лежат во внеш-
ности единичного круга |Z| > 1, а соответствующие им парные отрезки
[1/βj, 1/αj] – внутри него. При этом верхние берега парных отрезков отож-
дествляются (“склеиваются”) между собой; аналогичное правило действует
и для нижних берегов. При таком отождествлении получаем, очевидно, сфе-
ру с g ручками. Первому (открытому) листу D(1) римановой поверхностиR
соответствует внешность единичного круга |Z| > 1 с разрезами по отрезкам
[αj , βj ], j = 1, . . . , g, второму листу D
(2) – внутренность единичного круга
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|Z| < 1 с разрезами по отрезкам [1/βj, 1/αj ], j = 1, . . . , g; см. [13] (рис. 1).
Обратное отображение с помощью функции Жуковского z = 12 (Z+1/Z) за-
дает параметрическое представление R и делает очевидным процесс анали-
тического продолжения через кривую Γk = {z(Z) : |Z| = 1} с первого листа
римановой поверхности на второй. Действительно, для весовой функции ρ











Отметим, что из такого симметричного представления вытекает, что каж-




2 (Z + 1/Z)
)
. Это означает, что продолженная на второй лист функция
F1(z) также имеет в окрестности точки e2k два нуля: один нуль происходит
от функции ψ(z;n), а второй – от функции остатка Rn(z) (см. (38)).
Итак, мы показали, что в общей ситуации, во-первых, deg pn = g для
достаточно больших n и, во-вторых, асимптотика g нулей полинома pn пол-
ностью определяется асимптотическим поведением точек z1(n), . . . , zg(n),
точнее,
α−1n pn(z) = Xg,n(z) + o(1), n→∞,
где αn – старший коэффициент pn. С учетом последнего равенства нетрудно
видеть, что полученные выше соотношения (48)–(49) сохранятся, если вме-
сто нормировки mn(t) = 1 мы будем считать, что старший коэффициент
полинома pn равен 2: pn(z) = 2z
g + · · · . Тем самым, при n→∞
pn(z) = 2Xg,n(z) + o(1) равномерно внутри C,
pn(z) = 2Xg,n(z)(1 + o(1)) равномерно на Γεn .
(52)
Следовательно, во всех полученных выше соотношениях pn можно заменить
на 2Xg,n. Кроме того, как нетрудно видеть, в этих соотношениях величина
o(1) = o(δn), где δ ∈ (0, 1) и зависит от µ.
3.4
С помощью соотношений (48)–(49) и (52) уже легко завершается доказа-
тельство теоремы 1. Действительно, в силу определения функций F1 и F2
из (48)–(49) и (52) получаем, что при n→∞ равномерно на Γεn
ψ(z(1);n)Rn(z)w(z) = 2Xg,n(z)(1 + o(1)),
ψ(z(2);n)Qn(z) = Xg,n(z)(1 + o(1)).
(53)
Перемножим теперь левые и правые части этих соотношений и воспользу-








+o(1) равномерно на Γεn .

































n(ζk) = 2 + o(1), n→∞. (55)




+ o(δn), n→∞, δ ∈ (0, 1),
равномерно в Dε = {z : g(z,∞) > ε}. Поскольку ε > 0 произвольно, а





равномерно внутри D \ {ζ1, . . . , ζm}. Теорема 1 доказана.
3.5
Отметим, что при подходящей нормировке полиномов Qn(z) – знаменателей
диагональных аппроксимаций Паде функции µ̂ – их сильная асимптотика
внутри области Ĉ\ Ê и на компакте E описывается в терминах Ψ-функции,
решающей задачу (R), следующим образом.
Предложение 1 Пусть голоморфная на E функция ρ удовлетворяет ус-
ловию (17), Ψ = Ψ(z;n) – решение задачи (R) при n ∈ N, Ψ1(z) := Ψ(z(1);n).
Тогда при подходящей нормировке полиномов Qn(z) имеем:
1) Qn(z)=Ψ1(z)(1+o(δ
n)), n→∞, равномерно внутри Ĉ\(Ê∪{ζ1, . . . , ζm});
2) Qn(x)Xg,n(x) = (Ψ
+
1 (x) + Ψ
−
1 (x))Xg,n(x) + o(δ
n), n → ∞, равномерно
на E.
Здесь под Ψ+1 (x) (Ψ
−
1 (x)) понимаются верхние (соответственно нижние)
предельные значения Ψ1(z) на E. Функция Ψ, решающая задачу (R), имеет
в точке z = ∞(1) полюс в точности n-го порядка. Так как degQn = n
при всех n и Ψ(z(1);n)/zn → Kn ∈ R \ {0} при z → ∞, то в условиях
предложения 1 естественно нормировать Qn условием Qn(z) = Knz
n + · · · .
С помощью представления (25)–(29) величину Kn нетрудно найти и в явном
виде (см. [13] (приложение B)), при этом, так как Kn ∈ R \ {0}, можно
считать, что Kn > 0; таким выбором знака у Kn однозначно определяется
и сама Ψ-функция.
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Доказательство (предложения 1) Пункт 1) предложения вытекает
непосредственно из соотношения (53) и тождества
Ψ(z(1);n)Ψ(z(2);n) = Xg,n(z).
Для доказательства п. 2) поступим следующим образом. Из (51) и (52)
вытекает, что равномерно на Γ имеем
F1(z) = 2Xg,n(z) + o(1), n→∞, o(1) = o(δn).
Пользуясь определением функций F1 и F , перепишем последнее соотноше-










Умножим обе части первого равенства на Ψ−1 (x), второго – на Ψ
+
1 (x),
сложим получившиеся соотношения и воспользуемся равенствами (37) и
ρ(x)Ψ+1 (x)Ψ
−
1 (x) = Xg,n(x). Получим
Qn(x)Xg,n(x) =
(





что и требовалось доказать.
4 Доказательство теоремы 2
4.1
Первая часть теоремы 2 – формула (23) – вытекает непосредственно из




















+ o(δn), n→∞, δ ∈ (0, 1), (57)
равномерно внутри D′ε, где D
′
ε = {z : g(z,∞) > ε} \ {ζ1, . . . , ζm}, ε > 0 про-
извольно. Пользуясь (56), разложим функцию qn(z)rn(z) в ряд по степеням


































Непосредственно из рекуррентной формулы (11) вытекает, что d1 = bn+1.
В силу (57) коэффициенты d0, d1, . . . с точностью до o(δ
n) совпадают с соот-
ветствующими лорановскими коэффициентами c0, c1, . . . функцииXg,n(z)/
√
h(z).










































Для доказательства (24) поступим следующим образом. Из рекуррентной















kn > 0 – старший коэффициент ортонормированного полинома qn. Из (55)
получаем, что kn и κn > 0 – старший коэффициент полинома Qn – свя-
заны соотношением κn = kn(
√
2 + o(1)), где o(1) = o(δn). Следовательно,
an = κn−1/κn(1 + o(1)). Но величина κn = κn(ψ) связана с нормировкой
ψ-функции: ψ(z(1);n)/zn → κn при z → ∞. Пользуясь явным представ-
лением (31)–(35) для ψ-функции, найдем теперь асимптотику отношения
величин κn−1 и κn при n→∞.
Так как ζj,n → ζj со скоростью геометрической прогрессии, то (см. п. 3.5)
κn(ψ) = Kn(Ψ)(1 + o(δ
n)). Таким образом, достаточно найти асимптотику
































где первый сомножитель ведет себя как (capE)2g−2nz2n−2g+· · · , при z →∞
















Преобразуем теперь величину Fn(z
(1))/Fn(z


















По правилу перестановки пределов интегрирования и параметров для a-
нормированных абелевых дифференциалов (см. [13] (формула (A.7))) имеем











dΩ(z(1), z(2); ζ) (mod 2πi).
Так как при x ∈ R \ E
dG(ζ(1), ζ(2), ζ) + 2πi
g∑
j=1
ωj(x) dΩj(ζ) + dΩ(ζ
(1), ζ(2), ζ) = 0
(см. [13] (формула (A.6))), то при z > e2g+2∫
zj
∞(1)






















где βj(n) ∈ R. Воспользуемся теперь тем, что Ωk(z(1))−Ωk(z(2)) = 2Ωk(z(1)),


















θj(n) · 2Ωj(z(1)) + iβ(n) + C1(z), (63)
где β(n) ∈ R, θj = θj(n) = ℓj(n) + {(n − g)ωj(∞)}, величины ℓj(n) ∈ Z и
равномерно ограничены при n → ∞, а C1(z) не зависит от n. Поменяем
в (63) порядок суммирования во втором слагаемом и воспользуемся тем,
что (см. [13] (формула (A.8)))
g∑
k=1
ωk(z)Bkj = −2i ImΩj(z(1)), z ∈ D.

































g(zj , z) + iβ(n) + C2(z),








































Асимптотическая формула (24), а вместе с ней и теорема 2 доказаны.
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5 Доказательство существования, единственно-
сти и вывод явных формул для ψ-функции
Единственность
Для доказательства единственности решения краевой задачи (R′) предпо-
ложим, что существуют два решения этой задачи: ψ с дивизором свободных
нулей d = z1 + · · ·+ zg и ψ˜ с дивизором свободных нулей d˜ = z˜1 + · · ·+ z˜g.
Так как zj , z˜j ∈ Lj , то каждый из дивизоров d и d˜ неспециальный. Функция
F (z;n) := ψ(z;n)/ψ˜(z;n) – однозначная мероморфная функция на всей ри-
мановой поверхностиR с дивизором (F ) = d−d˜ = z1+· · ·+zg−z˜1−· · ·−z˜g. Из
хорошо известного свойства (см. [29], [13] (приложение A, п. 4)) эквивалент-
ных дивизоров, заданных на гиперэллиптической римановой поверхности,
вытекает, что zj = z˜j , j = 1, 2, . . . , g, тем самым, (F ) = 0 и F ≡ const.
Существование
Доказательство существования ψ-функции при условии, что ηj = ζj,n и
ζj,n → ζj при n → ∞, проведем по следующей стандартной схеме. Предпо-
ложив сначала, что все zj ∈ (e2j , e2j+1), найдем явный вид этой функции
в терминах абелевых интегралов на R. После чего можно непосредственно
проверить, что найденная функция является решением задачи (R′), а явная
формула дает искомое решение задачи и в случае, когда хотя бы одна точ-
ка zj совпадает с краем лакуны e2j или e2j+1. При этом окажется, что точки
z1, . . . , zg удовлетворяют проблеме обращения Якоби [13] (формула (A.2))
с правой частью, имеющей специальный вид (см. (34)). В [13] (приложе-
ние B) показано, что такая специальная задача всегда имеет единственное
решение и притом такое, что все zj ∈ [e2j , e2j+1].
5.1
Итак, пусть ψ – решение задачи (R′), причем такое, что все zj ∈ (e2j , e2j+1).
Положим v(z) := ψ(z(1);n)ψ(z(2);n), z ∈ D′ = D \ {ζ1, . . . , ζm}. Легко уви-
деть, что эта функция продолжается на всю риманову сферу Ĉ как (одно-
значная) мероморфная функция с полюсом порядка g в точке z =∞, про-
стыми полюсами в точках ζ1,n, . . . , ζm,n и простыми нулями в точках ζ1, . . . , ζm
и точках z1, . . . , zg. Следовательно, v(z) – рациональная функция, точнее,















(z − zg). (64)
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Этим соотношением ψ-функция определена однозначно с точностью до зна-
ка “±”; в дальнейшем мы уточним выбор знака. Отметим, что фактиче-
ски Xg,n(z) =
∏g
j=1(z − zj) является “полиномиальным параметром” за-
дачи (R′). Для функции ψ1(z) := ψ(z












(x − zj), x ∈ E. (65)
Действительно, пусть z → x ∈ ∆j , j ∈ {1, . . . , g + 1}, причем Im z > 0.
Тогда ψ(z(1);n) → ψ+1 (x) и в силу краевого условия ρ(x)ψ(1)(x) = ψ(2)(x),
x ∈ Γ, имеем ψ(z(2);n)→ ρ(x)ψ−1 (x). Теперь (65) вытекает непосредственно
из (64).
5.2
Стандартным образом [13] (приложение B, пп. 1–4) устанавливается следую-
щее представление для функции ψ(z(1);n), справедливое в предположении,
что все zj ∈ (e2j , e2j+1):












































































где Φ(z) = eG(z,∞) – (многозначная) отображающая функция,
θk = θk(n) = ℓk(n) + {(n− g)ωk(∞) + δn}, δn = o(δn), δ ∈ (0, 1),













, vk = 2
∫
E
log ρ(x) dΩ+k (x).
3В классическом случае g = 0 непосредственно из этого краевого условия уже выте-
кает нужное представление функции ψ.
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Нетрудно видеть, что для функции ψ2(z) := ψ(z
(2);n), z ∈ D, выпол-
няется краевое условие ψ+2 (x)ψ
−
2 (x) = ρ(x)Tn(x)Xg,n(x), x ∈ E (ср. с [13]
(формула (B.2))). Отсюда уже легко вытекает следующее представление
для ψ-функции при z = z(2):















































































Подведем итог. Мы показали, что в предположении zj ∈ (e2j , e2j+1),
j = 1, . . . , g, существование решения задачи (R′) эквивалентно тому, что
точки z1, . . . , zg являются решением проблемы обращения Якоби (34) со
специальной правой частью. Одновременно мы нашли явное представле-








Теперь уже нетрудно проверить непосредственно, что эти явные формулы
сохраняют смысл, если при некотором j ∈ {1, . . . , g} точка zj совпадает
с одним из краев j-й лакуны Lj. Каждую такую точку zj будем считать
как нулем функции ψ(1)(x), так и нулем функции ψ(2)(x), x ∈ Γ. При этом
соглашении кусочно мероморфная на R функция (66)–(67) дает решение
задачи (R′) в общем случае. Заметим, что так как вес ρ – голоморфная на
Γ функция, то как функция ψ(z(1);n), z(1) ∈ D(1), так и функция ψ(z(2);n),
z(2) ∈ D(2), голоморфно продолжаются через Γ на другой лист римановой
поверхности. Поскольку, вообще говоря, ρ 6≡ 1, то на Γ эти два голоморфных
продолжения не совпадают.
В заключение отметим, что классическому случаю g = 0 и suppµ =










где ϕ(z) = z +
√
z2 − 1, λ(ζk, ζk,n) → 1, n → ∞, и D(z; ρ) – функция Сегё
(см. [15] (§ 5)).
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