Many nonseasonally breeding mammals demonstrate some degree of synchrony in births, which is generally associated with ecological factors that mediate fecundity. However, disruptive social events, such as alpha male replacements, also have the potential to affect the timing of female reproduction. Here, we examined reproductive seasonality in a wild population of geladas (Theropithecus gelada) living at high altitudes in an afro-alpine ecosystem in Ethiopia. Using 9 years of demographic data (2006)(2007)(2008)(2009)(2010)(2011)(2012)(2013)(2014), we determined that, while females gave birth year-round, a seasonal peak in births coincided with peak green grass availability (their staple food source). This post-rainy season "ecological peak" in births meant that estimated conceptions for these births occurred when temperatures were at their highest and mean female fecal glucocorticoid concentrations were at their lowest. In addition to this ecological birth peak, we also found a separate birth peak that occurred only for females in groups that had experienced a recent replacement of the dominant male (i.e., a takeover). Because new dominant males cause abortions in pregnant females and kill the infants of lactating females, takeovers effectively "reset" the reproductive cycles of females in the group. This "social birth peak" was distinct from the ecological peak and was associated with higher rates of cycling and conceptions overall and higher glucocorticoid levels immediately following a takeover as compared to females that did not experience a takeover. These data demonstrate that social factors (in this case, male takeovers) can contribute to population-level reproductive seasonality above and beyond group-level reproductive synchrony.
INTRODUCTION
The ways in which ecology interacts with reproductive timing can be characterized as a continuum, reflecting various species-specific energy-use strategies and patterns (Negus and Berger 1972; Drent and Daan 1980; Brockman and van Schaik 2005; Janson and Verdolin 2005) . In the strictest sense, income breeders, at one end of the continuum, rely on external cues (e.g., photoperiod) to time conceptions so that vulnerable stages of the reproductive cycle, such as births or weaning periods, coincide with optimal ecological conditions. As a result, income breeders are typically strict seasonal breeders, with a discrete breeding season and birth season each year (though there may be some flexibility in birth timing in certain cases, e.g., Tecot 2010; Carnegie et al. 2011) . Capital breeders, at the other end of the continuum, rely on internal cues of condition (e.g., energy balance, or the ratio between energy intake and energy expenditure: Valeggia and Ellison 2004) , which allows for reproduction at any point in the year, as long as energetic requirements are met. Therefore, the timing of births for capital breeders depends on the seasonality and predictability of the environment: in a highly seasonal and predictable environment, capital breeders may demonstrate a strict birth season, much like income breeders do. On the other hand, in a less seasonal or less predictable been shown to increase with an individual's recent exposure to ecological and/or social challenges (e.g., Fardi et al. 2017 ; reviewed in Dantzer et al. 2014; Beehner and Bergman 2017) . Activation of the hypothalamic-pituitary adrenal axis (HPA-axis), which results in an increase in GCM secretion, has also been repeatedly associated with reproductive suppression (via the inhibition of pulsatile leutenizing hormone : Wasser 1996; Landys et al. 2006; Breen et al. 2007 ). Therefore, GCM profiles used in conjunction with measurements of challenging conditions (ecological or social) can help identify circumstances where reproductive constraints might be greatest.
Group-living animals must contend with challenging social environments in addition to any harsh climatological conditions; correspondingly, the social environment can also alter the timing of female reproduction. For example, reproductive synchrony among females (where births cluster together within a year) can arise in response to social as well as ecological forces (reviewed in Ims 1990) . One salient social threat to female reproduction known to promote reproductive synchrony is infanticide by males (reviewed in Agrell et al. 1998) . Infanticide occurs when nonsire males kill the dependent offspring of females to expedite reproductive cycling and mating receptivity in the mother (Sugiyama 1965; Hrdy 1974; reviewed in: Hrdy 1979; Fedigan 2003; Palombit 2015) . Perhaps in response to the threat of infanticide, lactating females often prematurely wean their dependent offspring (i.e., accelerated weaning: e.g., vervet monkeys, Chlorocebus pygerythrus: Fairbanks and McGuire 1987 ; siamangs, Symphalangus syndactylus: Morino and Borries 2017 ; reviewed in Smuts and Smuts 1993) . Similarly, nonsire males can cause the death of a fetus in utero directly (i.e., sexually-selected feticide, Zipple et al. 2017) or indirectly (i.e., the Bruce effect: Bruce 1959; e.g., prairie voles, Microtus ochrogaster: Fraser-Smith 1975; wild horses, Equus caballus : Berger 1983 ; geladas, T. gelada: Roberts et al. 2012) . Therefore, the arrival of nonsire males represents a challenging social environment that is known to "reset" the reproductive cycles of females. In social species, such as primates, the arrival of a nonsire male poses an infanticidal threat primarily when he takes over the dominant male position of a group (i.e., a takeover: Teichroeb and Jack 2017) . Takeovers impact all females in a group simultaneously-effectively synchronizing their estrous cycles in the months that follow (e.g., Packer and Pusey 1983; Colmenares and Gomendio 1988; Ims 1990 ) and altering the timing of subsequent births.
As a result, male takeovers have the potential to alter reproductive timing to such an extent that ecological patterns of reproductive seasonality is disrupted, which may result in fitness costs for affected females. In some species, females may need to delay conceiving until ecological conditions improve, while in others, females may conceive immediately following the death of their infant, resulting in births that fall outside any seasonal birth peak. If such "mis-timed" births occur during periods of negative energy balance, then it stands to reason that females will suffer downstream costs (e.g., neonatal loss, slow infant development and/or a prolonged interbirth interval) over and above the costs of infanticide alone. For example, in recent decades many species are experiencing rapid changes in their ecology due to climate change; these changes are causing slight shifts in birth timing that can result in mis-timed and, as a result, less successful births (e.g., in cattle, Bos taurus L.: Burthe et al. 2011; reviewed in Bronson 2009; Campos et al. 2017) . Moreover, if male takeovers are seasonal (e.g., in whitefaced capuchins, Cebus capucinus: Schoof and Jack 2013; reviewed in Teichroeb and Jack 2017) , then takeovers themselves may produce a distinct "social birth peak" in addition to (or instead of) the usual "ecological birth peak."
Here, we examined the impact of male takeovers on reproductive seasonality in a population of wild primates, the gelada (T. gelada), living in the Simien Mountains National Park, Ethiopia. Geladas are an ideal species for this inquiry for a number of reasons. First, the social structure of geladas allows us to study dozens of groups, or "reproductive units," at once. Reproductive units (hereafter, "units") comprise the core groups of gelada multi-level society, and are composed of a dominant leader male, 1-12 adult females and their offspring, and possibly one or more subordinate follower males (Dunbar 1980; Snyder-Mackler et al. 2012b ). Bachelor males form peripheral "all-male groups," and challenge dominant leader males for reproductive control of the females within a unit (Dunbar and Dunbar 1974; Dunbar 1984) . Second, male takeovers (i.e., when a bachelor male defeats a dominant leader male), are a frequent occurrence in this population (0.32 takeovers/unit/year, Beehner and Bergman 2008) and have severe consequences on female reproduction. Following takeovers, incoming males are known to commit infanticide (killing up to half of unit infants: Beehner and Bergman 2008), they trigger pregnancy termination (via the Bruce effect in 80% of females: Roberts et al. 2012) , and they may cause lactating females to begin cycling sooner than they would otherwise (Dunbar 1980) . Moreover, because male takeovers in this population follow a seasonal pattern themselves (with a peak between February to April each year, Pappano and Beehner 2014) , takeovers have the potential to not only disrupt reproductive patterns for females that experience a takeover but to also produce their own seasonal peak in reproduction for these same females.
Third, geladas represent an opportunity to examine the separate ecological effects of rainfall and temperature (as proxies for green grass availability and thermoregulatory constraints, respectively) on reproductive timing. Availability of green montane grass, the staple food for geladas, fluctuates throughout the year and peaks following the rainy season (Jarvey et al., In press ). However, this optimal period of green grass availability also coincides with the least optimal temperatures for this region, when temperatures routinely fall below freezing (Iwamoto and Dunbar 1983; Ohsawa and Dunbar 1984) . Previous research has demonstrated that male geladas in this same population exhibited the highest fecal GCMs during these cold-wet months (Beehner and McCann 2008) , however, seasonal patterns of GCMs in females have never been examined. Females geladas (like males) should also be sensitive to thermoregulatory constraints, but females (unlike males) are expected to be sensitive to fluctuations in green grass availability due to the energetic demands of reproduction (Crook and Gartlan 1966; reviewed in Schülke and Ostner 2012) . Indeed, for this same population of geladas, Dunbar (1980) identified a seasonal pattern to births that included not one, but 2 distinct birth peaks-one during the dry season and another during the wet season. He suggested that the 2 peaks reflected a compromise between the constraints of food and temperature: females were more likely to conceive when food availability was high, but also avoided giving birth to vulnerable infants during the cold-wet season.
Our first aim in this study is to confirm the nature of reproductive seasonality in geladas with a larger dataset across nearly a decade (9 years) in conjunction with seasonality in rainfall and temperature. Our second aim is to use fecal hormone profiles (GCMs) to test 2 separate predictions about seasonal causes of metabolic stress. If green grass availability represents a significant metabolic constraint for females, then we expect to see the highest female GCMs during the dry season, when green grass is scarce. Alternatively, or additionally, if thermoregulatory pressures represent a significant metabolic constraint for females, then we expect to see the highest GCMs during the late rainy season, when temperatures are lowest. We predicted that, as capital breeders, the onset of female gelada reproduction would coincide with periods of low metabolic demands as indicated by low GCM profiles overall. Our third aim is to assess the extent to which male takeovers, with their known effects on female reproduction, explain seasonal variation in birth patterns. We predicted that male takeovers would be associated with higher GCM profiles and within-unit reproductive synchrony for affected females. Moreover, due to the seasonality of takeovers, we predicted that takeovers would produce some degree of across-unit reproductive seasonality. Finally, to consider the costs of giving birth outside of the ecological birth peak, we compared infant survival for births within versus outside of the ecological birth peak.
METHODS

Study site and subjects
The data for this study were collected between 2006 and 2014 from a population of wild geladas living in the Simien Mountains National Park, in northern Ethiopia (13°13.5′ N latitude). The Simien Mountains Gelada Research Project (SMGRP -formerly called the University of Michigan Gelada Research Project) has collected behavioral, demographic, genetic, and hormonal data from individuals since January 2006. All gelada subjects are habituated to human observers on foot and are individually recognizable. Here, we used longitudinal data from 167 adult females comprising 25 reproductive units. All adult females had known or estimated birth dates from which we calculated age (mean age = 11.4 years; range = 4.3-27.0 years). Most estimated birth dates (N = 51) were calculated by subtracting the mean female age at major life-history milestones from known dates for each milestone (e.g., maturation, first birth: Roberts et al. 2017) . For a subset of older females (N = 60), date of birth was estimated based on age of oldest offspring, or number of known offspring.
Reproductive events
We recorded all known births (N = 341; "births dataset") and then assigned an estimated conception date for each birth based on the mean gestation length for this population (183 days; Roberts et al. 2017 ; "conceptions dataset"). For many of these births, the day of birth was known within 7 days (n = 291), but in cases where it was not, the birth date was estimated for the missed observation days as the mid-point of the period from which we last saw the mother until the time we saw the mother again with the new infant (n = 50 births; mean range = 37 ± 5.3 SE days; see Beehner and Bergman 2008 for more detail on assigning birth dates). The return to cycling for postpartum females was assigned as the first day we observed sexual swellings (i.e., swollen, bead-like vesicles surrounding a patch of exposed skin on the chest and neck, Roberts et al. 2017 ; "return to cycling" dataset) following the period of postpartum amenorrhea. The return to cycling dataset was independently observed from the conceptions and births datasets; and not all conceptions and births are included in the return to cycling dataset (e.g., females conceiving for the first time, females that were never observed to resume postpartum sexual swellings). By contrast, the conceptions dataset is not independent from the births dataset (i.e., the conception dates are derived from the birthdates). Nevertheless, we analyzed these 2 datasets separately to understand how the climatological data that correspond to each event contribute (or not) to the timing of female reproduction. In this way, we were able to separately examine the weather surrounding conceptions from the weather surrounding births. We have no cases where we included a conception that did not result in a live birth (since, for this dataset, live birth was how we estimated the date of conception). With respect to examining the costs of birth seasonality, we selected infant survival to 2 years as our fitness measure because the mean age at weaning in this population is approximately 1.5 years (Roberts et al. 2017 ) and thus the 2-year mark is sure to include the majority of weaned infants in our analyses. We opted against using additional measures that overly restricted our dataset (e.g., interbirth-intervals) or did not adequately account for infant losses prior to weaning (e.g., infant survival prior to 2 years).
Weather data
As part of our long-term climatological monitoring, we recorded daily cumulative rainfall and maximum and minimum temperature. Seasonal patterns of green grass availability in this area are known to be positively correlated with rainfall from the previous 90 days (Jarvey et al., In press ). Therefore, because we did not directly collect food abundance data (or intake rates) across the entire study period, we used the total rainfall over the 90 days prior to each reproductive event (or hormone sample) as our proxy for green grass availability (e.g., Hill et al. 2000; McFarland et al. 2014) . The physiological effects of temperature on reproduction are more direct than rainfall (via changes in core body temperatures). Therefore, as our proxy for thermoregulatory constraints, we calculated the mean maximum and minimum daily temperatures for the 30 days preceding each reproductive event or hormone sample (e.g., Dunbar et al. 2002) .
Takeovers
We recorded the dates of all observed male takeovers (n = 72) of known reproductive units. Most takeovers were recorded within days of occurrence (n = 62; range = 0-7 days). For takeovers that were not directly observed (n = 18), we were able to assign the day of takeover to within a mean of 30.7 ± 5.3 SE days of occurrence. These takeovers were assigned the mid-point of the missing observation period. Because we were primarily concerned with how takeovers might alter the timing of reproductive events (e.g., due to infanticide, the Bruce effect, or accelerated weaning: Beehner and Bergman 2008; Roberts et al. 2017) , we labeled any return to cycling and conception dates that occurred during the 3 months following a takeover as takeover return to cycling/conception dates, and those that did not follow a takeover we labeled nontakeover return to cycling/conception dates. The 3-month window was chosen based on the observation that most known or suspected infanticides occur during this 3-month window (in rare cases, infanticide may occur up to 9 months after a takeover, but we wanted to reflect the immediate impact of takeovers on female reproduction in the seasonality analysis: Beehner and Bergman 2008) . Similarly, we labeled all births that occurred between 6-9 months following a takeover as takeover births (this time period reflects all births that resulted from conceptions by the new dominant male during his first 3 months as leader male, plus the period of gestation, 183 days, or just over 6 months; Roberts et al. 2017) . Births that did not occur between 6-9 months after a takeover were labeled nontakeover births.
Hormone collection and analysis
We collected fecal samples from 148 known adult females between 2006 and 2014 (N =3,841 hormone samples; mean = 26 samples per female; range: 1-150 samples per female). Fecal samples were collected using noninvasive methods developed by the SMGRP for hormone extraction and preservation under field conditions (Beehner and Whitten 2004; Beehner and McCann 2008) . In brief, we mixed the full fecal samples prior to placing a small aliquot in 3 ml of a methanol:acetone solution (4:1). Samples were vortexed and later filtered and extracted using a solid-phase cartridge. All samples were washed with 2.0 ml of 0.1% sodium azide (NaN 3 ) solution, placed in a sterile Whirl-pak bag with a silica desiccant, and stored frozen until shipment to J. Beehner's endocrine laboratory at the University of Michigan for radioimmunoassay (RIA). Dry fecal weights from all samples were obtained to the nearest ± 0.0001 g, and hormones values were calculated as ng/g dry feces.
At the University of Michigan, all samples were assayed for glucocorticoid metabolites (GCMs) using reagents from the ImmuChem TM double antibody corticosterone 125 I RIA kit (MP Biomedicals, LLC, Orangeburg, NY). This antibody has been validated both analytically and biologically for use in geladas (Beehner and McCann 2008) . The primary antibody in this kit cross-reacts 100% with corticosterone, 0.34% with desoxycorticosterone, 0.1% with testosterone, 0.05% with cortisol, 0.03% with aldosterone, and 0.02% with progesterone. We ran all standards, controls, and samples in duplicate. We used a low (~20% binding) a mid-(~50% binding) and a high (~80% binding) fecal pool control in all assays. The respective interassay coefficients of variation (CVs) were: low fecal pool: 20.69%; mid fecal pool: 21.43%; high fecal pool: 20.93%; high kit control: 24.03%; and low kit control: 18.85% (N = 177 assays). Our intra-assay CV for a high and low fecal pool was 6.3% (N = 10 assays) and 8.7% (N = 10 assays), respectively, with a high kit control CV of 6.3% (N = 12 assays) and a low kit control of 4.1% (N = 12 assays).
Data analyses
We conducted 5 sets of models (described in detail below) that correspond to each of the 5 outcome variables (GCMs, return to cycling, conceptions, births, infant deaths).
Model averaging
For each of the first 4 sets of models (GCMs, return to cycling, conceptions, and births), we took an information theoretic approach based on Akaike's Information Criterion (using AIC for the GCMs model; AICc, corrected for small sample sizes, for the return to cycling, conceptions, and births models; Anderson and Burnham 2002) to mean all candidate models for each outcome variable (Table 1; Johnson and Omland 2004) . Candidate models represent all combinations of the predictor variables of interest and their interactions (mean maximum temperature, mean minimum temperature, cumulative rain, and takeover, Table 1 . Model averaging was done using the Mu-MIn package (version 1.15.6: Barton 2016) in R (R Core Team 2016: Version 3.3.2) to produce estimates of predictors within an averaged model. We considered predictors to have a meaningful effect on the outcome variable if the 95% confidence intervals of the averaged effect size did not overlap zero (i.e., "reliable" predictors: Table 3, though see Supplementary  Table S1 for full averaging results).
Glucocorticoid seasonality
To assess the effects of ecological and social seasonality on GCMs, we first log-transformed GCM values to approximate a normal distribution, and then modeled logGCMs as a function of the following candidate predictors (including interaction terms; see Table 1 for descriptions): 1) mean maximum temperature, 2) mean minimum temperature, 3) cumulative rainfall, and 4) takeover (yes/ no). We controlled for the repeated measures of individual identity, unit, and year as random effects, as well as the known effects of age and reproductive state on GCMs by including an interaction term between reproductive state (pregnant, cycling, or lactating) and age (both as a linear and as a quadratic term; see Supplementary Figure S1 for full averaged model results). We constructed 41 candidate linear mixed-effects models (including an intercept model and a model controlling for age and reproductive state alone) with the lme4 package in R (version 1.1-12: Bates et al. 2015) . The candidate models represent all combinations of predictor variables and their interactions (mean maximum temperature, mean minimum temperature, cumulative rain, and takeover), and the model fits were compared using AIC and Akaike model weights (Anderson and Burnham 2002) .
Initiating reproduction
To assess how ecological (i.e., rainfall, temperature) and social (i.e., male takeover) factors were associated with the initiation of reproduction, we considered 2 different events that could indicate the start of a reproductive event for gelada females: 1) the resumption of cycling from postpartum amenorrhea (based on observational data on each female), and 2) the date of conception for each birth (estimated backwards from each observed birth). We conducted 2 separate analyses using binomial general linear mixed models (GLMMs). We coded the reproductive events as binomial variables by month, where females either returned to cycling or not, or conceived or not. Because we were interested in populationlevel patterns of reproductive seasonality (since populations, and not individuals, exhibit birth peaks), we analyzed reproductive seasonality across the entire population, not at the level of the unit. Therefore, the dependent binomial variable for the first model was Return to Cycling (or the number of postpartum females in the population that had resumed cycling in a given month out of the total females in the study population that month). The dependent binomial variable for the second model was Conceptions (or the number of females in the population that had conceived in a given month out of the total females in the study population that month). We also coded these reproductive events according to whether or not the event occurred within the context of a takeover. Using conceptions as an example, in a given month we calculated how many of all of our known females conceived in that month out of the total number of known females. This variable was calculated separately for females that did not experience a takeover in the previous 3 months (nontakeover conceptions) and those that did (takeover conceptions). Therefore, each month of the study is featured twice in the dependent variable column, once for reproductive events following takeovers and once for reproductive events not following takeovers.
For each outcome variable (the number of Return to Cycling and the number of Conception events), we created 40 models (including an intercept model) predicting the number of reproductive events for each month based on a set of candidate predictor variables and their interactions (Table 1) . Specifically, we considered the following predictors (as well as all interactions between them): 1) mean maximum daily temperature (across the previous 30 days), 2) mean minimum daily temperatures (across the previous 30 days), 3) cumulative rainfall (across the previous 90 days), and 4) the categorical predictor of whether or not a takeover had occurred prior (yes or no). Because each month was represented twice in our dataset, all models also included month and year as random effects to control for any potential monthly differences that were unrelated to the predictor variables.
Birth seasonality
To identify fluctuations in birth rates across the year due to either ecological or social factors (e.g., birth peaks and/or birth valleys), we first characterized the degree of seasonality in births qualitatively. We used cut-offs to distinguish between moderate seasonality (where 33-67% of births occur in a 3-month period), strict seasonality (where more than 67% of births cluster in a 3-month period), or no seasonality (where births occur all year with no clear peak; see van Schaik et al. 1999) . We also characterized the degree to which these patterns changed (i.e., became more or less seasonal, or shifted in timing) when we considered takeover versus nontakeover births separately. Second, we constructed a third set of binomial GLMMs (with the lme4 package version 1.1-12: Bates et al. 2015) to assess when females were most likely to give birth (Table 1) . For the births model, the dependent binomial variable was the number of females in the population that gave birth in a given month out of the total females in the study population that month. As with the cycling and conceptions models, we calculated this outcome variable as a function of whether or not each female had experienced a takeover, but rather than a 3-month window, this time we considered the 6-9 months prior to the birth (to identify births resulting from conceptions in the 3 months following a takeover plus the ~6 months of gestation).
Again, we created 40 models (including an intercept model) predicting the number of births each month based on the same set of candidate predictor variables and their interactions used in the Return to Cycling and Conception models, reflecting hypotheses about which ecological and social variables influenced birth timing (Table 1) . Specifically, we considered the following predictors (as well as all interactions between them): 1) mean maximum daily temperature (across the previous 30 days), 2) mean minimum daily temperatures (across the previous 30 days), 3) cumulative rainfall (across the previous 90 days), and 4) the categorical predictor of whether or not a takeover had occurred prior (yes or no). Again, because each month was represented twice in our dataset (once for births following takeovers, and once for births that did not follow takeovers), all models also included month and year as random effects to control for any potential monthly differences that were unrelated to the predictor variables.
Costs to birth timing
To assess whether there was a cost to giving birth at a certain time of the year, we considered the effect of birth timing on survival to 2 years of age (extending beyond the mean age of weaning in this population, 1.5 years of age, to be sure to include all weaned infants; Roberts et al. 2017) . Specifically, because we identified a birth peak (see Birth seasonality in Results), we were interested in the potential costs of giving birth outside of this peak (which we defined as a 3-month period where 33-67% of births occurred: van Schaik et al. 1999 ). We constructed a series of binomial GLMMs to assess whether being born during the birth peak predicted infant survival to 2 years of age (yes/no). For each model, our predictor was whether the infant had been born "in-peak" or "off-peak" according to the seasonality analysis described above. First, we considered births and deaths for all infants until they reached 2 years of age (births = 306; deaths = 69; note that this dataset is slightly reduced from the one used in the seasonality analysis. To assess survival to 2 years of age we could only include births prior to 2014). Second, to focus solely on infant deaths due to "ecological reasons" we removed all suspected infanticide deaths (n = 33) and constructed another binomial GLMM with births (n = 273) and noninfanticide deaths (n = 36). Third, because takeovers force females to shift their reproductive cycles (see Birth seasonality in Results), we conducted a third binomial GLMM removing all births following takeovers to determine whether there was a cost to nonpeak births outside of the potential influence of takeovers (nontakeover births: n = 195; noninfanticide deaths: n = 26). For each model, we controlled for the repeated effects of birth year and the identity of the mother.
RESULTS
Ecological and social seasonality
The climate in the Simien Mountains National Park can be broadly divided into 3 distinct seasons: a cold-dry season, a hot-dry season, and a cold-wet season (Figure 1) . The cold-dry season typically occurred between October to January and featured the lowest minimum temperatures and very little rainfall (mean daily minimum temperature = 7.02 °C ± 1.39 SD; mean daily maximum temperature = 16.46 °C ± 1.64 SD; mean daily precipitation = 1.25 mm ± 4.61 SD). The hot-dry season typically occurred between February to May, and featured the warmest temperatures seen throughout the year with low (but variable) levels of rainfall (daily minimum temperature = 9.03 °C ± 1.39 SD; mean daily maximum temperature = 20.59 °C ± 2.19 SD; mean daily precipitation = 2.21 mm ± 6.64 SD). Finally, the cold-wet season typically occurred between June to September and featured the lowest maximum temperatures with the highest levels of daily precipitation (mean daily minimum temperature = 8.34 °C ± 1.38 SD; mean daily maximum temperature = 15.58 °C ± 2.42 SD; mean daily precipitation = 13.03 mm ± 17.35 SD). Typically, peak rainfall occurred between June to August, which corresponds with a peak in green grass availability between October to November (Figure 2a) .
In total, we observed 72 takeovers during the study period, which demonstrated a moderately seasonal pattern (a subset of these data were already analyzed and reported in Pappano and Beehner 2014): 45.8% of all takeovers occurred during a 3-month period (February to March, n = 33, Figure 1) , and the highest number of takeovers out of all months occurred in March (n = 16).
Seasonality of glucocorticoid metabolites
Log glucocorticoid metabolites (logGCMs) were highly seasonal: high temperatures predicted low logGCMs (Figure 2b,d) . LogGCMs decreased during the hot-dry season, reaching a nadir from April to July, and increased in the colder months, peaking twice: September to October and December to January (Figure 2b ). Mean maximum and minimum temperatures were included as predictors in the top 4 models, which together contributes 90% of model weight and performed substantially better than the intercept only null model (Table 2 ). In the averaged model, mean maximum temperature (estimate = −0.0378, SE = 0.119, z-value = 3.179; Table 3 ) and mean minimum temperature (estimate = −0.0368, SE = 0.008, z-value = 4.563; Table 3 ) were strong and reliable negative predictors of logGCMs (i.e., 95% confidence intervals of mean estimates did not overlap zero, Figure 3a ). This effect size corresponds to a 1.4% or a 2.9% decrease in GCMs for every 1 °C increase in mean maximum or mean minimum temperature, respectively (see Figure 2d for a comparison between mean residual GCMs in hot versus cold months, categories which were used for visualization purposes only). Rainfall, on the other hand, was not a strong or reliable predictor of logGCMs in the averaged model (estimate = −0.0075, SE = 0.011, z-value = 0.660; Table 3), although it was included as a predictor in one of the top 4 models (Table 2) . Together, these results suggest that females are cold-stressed, and that thermoregulation rather than green grass availability may limit female energy balance.
Seasonality of postpartum return to cycling
We identified a seasonal peak in when females returned to cycling following postpartum amenorrhea, which mirrored the seasonality of logGCMs: 51.7% of all nontakeover cycling events occurred within a 3-month period during the hot-dry season (76 out of 147 total, March to May; Figure 4a : Return to cycling). Mean maximum temperature was included as a predictor in the top model (which comprised 19.1% of the model weight, Table 2 ), and was highly reliable based on 95% confidence intervals in the overall averaged model (Figure 3b ). Mean maximum temperature significantly predicted the number of postpartum returns to cycling observed (estimate = 0.641, SE = 0.202, z-value = 3.175; Table 3 ), corresponding to a 35.6% increase in the number of females that returned to cycling for every 1 °C increase in maximum temperature.
Seasonality of conceptions
The number of conceptions also exhibited a moderate peak at the beginning of the hot-dry season, with 35.9% of nontakeover conceptions occurring between February and April (89 out of 248, Figure 4a : Conceptions). Rainfall was included in the top 3 models based on AICc comparison, which all performed better than the intercept only null model and together contributes over 90% of the model weight (ΔAICc = 37.03, Table 2 ). In our averaged model, rainfall (estimate = −0.3761, SE = 0.1223, z-value = 3.074; Figure 3c ; Table 3 ) reliably predicted fewer conceptions, and every additional 1 mm of rain corresponded to a 0.07% decrease in the number of conceptions.
Effect of takeovers on reproductive seasonality
Females that experienced a takeover demonstrated 6.2% higher GCMs than females that did not experience a takeover (estimate = 0.0598, SE = 0.0238, z-value = 2.509, Figure 2c ; Table 3 ). Takeovers also resulted in significantly different seasonal patterns for both postpartum return to cycling and conceptions (Figure 4b ). After takeovers, the seasonal pattern of returns to cycling was more distinct than that observed outside of takeovers, with 57.6% of all takeover cycling events occurring within the same 3-month period (34 out of 59 total, March to May, Figure 4b : Return to cycling). However, females that experienced a takeover were also significantly more likely to return to cycling than females that did not experience a takeover, regardless of the time of year (estimate = 1.145, SE = 0.2019, z-value = 5.669; Table 3 ). This translated to a more than 200% increase in the number of females that returned to cycling post-takeover compared to the number of nontakeover females that returned to cycling.
Females that experienced a takeover conceived later in the year than females that did not experience a takeover, and takeover conceptions demonstrated a clear peak at the start of the wet season, from June to August (52.8% of all takeover conceptions, 38 out of 72 total, Figure 4b : Conceptions). Takeovers also had a reliably positive effect on the number of conceptions a) Cumulative seasonality predictors in relation to peak green grass availability, indicated by the shaded region (July to November). All models included the following variables as predictors: mean maximum (downward triangles; solid line) and minimum (upward triangles; solid line) daily temperature across the previous 30 days as a proxy for thermoregulatory requirements and cumulative rainfall (grey squares; dashed line) across the previous 90 days (as a proxy for green grass availability). (b) Seasonal patterns of mean residual log-transformed glucocorticoid metabolites (logGCMs) ± 95% confidence intervals (after controlling for the effects of reproductive state, age, and experiencing a takeover 30 days prior to sample collection). Warm and cold months were determined by taking the average of the mean maximum and mean minimum daily temperatures over the previous 30 days for each month (see Figure 2a ; note that these categories were used for visualization purposes only). Background shades indicate the 4 warmest months (March to June) and the 4 coldest months (August to September; December to January). (c) Mean residual logGCMs ± standard error (after controlling for the effects of reproductive state, age, and temperature) for females that did not experience a takeover in the previous 30 days (gray box) vs. females that did (white box). (d) Mean residual logGCMs ± standard error (after controlling for the effects of reproductive state, age, and takeover) for females during the 4 warmest months (March to June; shaded box labeled "HOT" in Figure 2b ) and during the 4 coldest months (August to September and December to January; shaded boxes labeled "COLD" in Figure 2b ). For both (c) and (d), mean = solid line; standard error = box outline; 95% confidence intervals = whiskers.
that occurred in the following 3 months, regardless of the season (estimate = 0.7821, SE = 0.1472, z-value = 5.312, Figure 3c ). Females that experienced a takeover were 118.6% more likely to conceive than females that did not experience a takeover. Furthermore, the interaction between rainfall and takeovers was highly reliable (estimate = 0.407, SE = 0.1973, z-value = 2.063, Figure 3c ), reflecting a shift in conceptions by 4 months (from March to July, Figure 4a : Conceptions) if a takeover had occurred. In other words, if a female experienced a takeover, she was 50.2% more likely to conceive during the cold-wet season, when temperatures were at their lowest, than during the hot-dry season. 
Birth seasonality
We found 2 distinct birth patterns depending on whether or not births followed a takeover. First, while female geladas gave birth throughout the year (mean monthly birth rate = 0.03 births per female ± 0.03 SD), 37.4% of all nontakeover births occurred between August and October (102 out of 273 total, mean birth rate = 0.05 births per female ± 0.03 SD, Figure 4a : Births). This nontakeover peak was tightly coupled with seasonal patterns in both rainfall and mean minimum temperature, and both were included as predictors in the top 2 birth models (which together represent over 90% of the model weight, Table 2 ). Rainfall was the strongest predictor of the number of births (estimate = 0.4739, SE = 0.1336, z-value = 3.556, Table 3; Figure 3d ): an increase of 1mm of rainfall corresponded to a 0.1% increase in births. In contrast, mean minimum temperature was negatively associated with births (estimate = −0.3128, SE = 0.132, z-value = 2.369, Table 3 ; Figure 3d ); an increase of 1 °C corresponded to a 35.7% decrease in births. Nontakeover births peaked at the end of the cold-wet season, which also corresponded with peak food availability (Figure 4a : Births).
On the other hand, takeover births peaked later in the year: 54.4% of all takeover births occurred between December and February, during the cold-dry season (37 out of 68 total, mean birth rate = 0.14 births per female ± 0.09 SD, Figure 4b : Births). In our averaged model, takeovers positively predicted births (estimate = 1.016, SE = 0.1525, z-value = 6.663, Table 3 ), and experiencing a takeover resulted in 176.2% more births 6-9 months later than observed for those females that did not experience a takeover. Because takeovers themselves followed a seasonal pattern, we observed a "birth valley" between April and July, immediately following the takeover season, when only 7.4% of takeover births occurred (5 out of 68, Figure 4b : Births). However, birth rates recovered sharply, and during the takeover birth peak, birth rates were double those observed during the nontakeover birth peak (e.g., the mean takeover birth rate in January = 0.13 births per female ± 0.07 SD, while the mean nontakeover birth rate in September = 0.06 births per female ± 0.03 SD). This increase likely reflects the synchronizing effect that takeovers had on the reproductive timing of females within the same unit. Finally, the interaction between takeovers and rain was a reliable negative predictor of the number of 
Figure 3
Model-averaged coefficient estimates ± 95% confidence intervals for averaged models for each outcome variable: (a) log glucocorticoid metabolites (here showing only predictors of interest; each model also controlled for reproductive status and age-squared: see Supplementary Figure S1 ), (b) return to cycling, (c) conceptions, and (d) births. Coefficient estimates less than zero result in a lower than expected outcome while those greater than zero result in a higher than expected outcome. Note that these plots depict the direction and reliability of each estimate (i.e., predictors are considered reliable when the 95% confidence intervals do not cross zero), not the relative effect size. Predictors are displayed in descending order of relative importance assigned by the MuMIn comparison.
births (estimate = −0.6493, SE = 0.1781, z-value = 3.646, Table 3 ; Figure 3d ), reflecting the shift in the takeover birth peak to the colddry season, which is when we see minimal rainfall. In other words, the takeover birth peak is characterized by a 47.8% increase in births during the driest months of the year.
Costs to birth timing
We found no evidence that there were costs associated with giving birth outside the birth peak. Of the 306 births observed (from our reduced dataset of infants born prior to 2014), 69 of the infants subsequently died before reaching 2 years of age (rate = 0.225 infant deaths per birth). Approximately half of these deaths were attributed to infanticide and half were attributed to other factors (n = 33 possible infanticide deaths; n = 36 noninfanticide deaths; Supplementary Figure S2 ). Being born during the birth peak (August to October) versus outside of the birth peak (November to July) did not significantly predict whether an infant died before reaching 2 years of age (in-peak: estimate = −0.021, SE = 0.309, z-value = −0.069). When we removed infanticide deaths from the analysis, we still found no effect of being born in-peak on infant survival (in-peak: estimate = −0.405, SE = 0.470, z-value = −0.862). Finally, when we completely removed the potential influence of takeover (i.e., births that followed a takeover and deaths due to infanticide), we still found no effect of being born in-peak (in-peak: estimate = 0.021, SE = 0.966, z-value = 0.022).
DISCUSSION
Our results highlight the effect that male takeovers can have on the timing of female reproduction: in addition to the direct effects from infanticide (reviewed in Hrdy 1979; Fedigan 2003; Palombit 2015) and from the Bruce effect and/or accelerated weaning (reviewed in Smuts and Smuts 1993) , we demonstrated that takeovers can disrupt reproductive seasonality within a population across years. conceptions where a takeover did not occur within the previous 3 months; and births where a takeover did not occur within the previous 6-9 months. (b) Reproductive events following takeovers: post-partum return to cycling observed within 3 months of a takeover; conceptions where a takeover did occur within the previous 3 months; and births where a takeover did occur within the previous 6-9 months. In all panels: left axis = total observed (bars); right axis = mean rates ± standard error (i.e., the number of reproductive events per female per month; black squares). Background shades indicate season: hot-dry (February to May); cold-wet (June to September); cold-dry (October to January).
Specifically, we identified 2 distinct seasonal birth patterns: one that we believe is shaped by energetic constraints related to thermoregulation ("ecological birth peak") and one shaped by the timing of male takeovers ("social birth peak"). These results demonstrate the separate effects that ecological and social variables can have on seasonal patterns of female reproduction. Although female geladas are not seasonal breeders, births follow a moderately seasonal pattern (as defined by van Schaik et al. 1999) , with 37.4% of all nontakeover births occurring at the end of the cold-rainy season (August to October). This ecological birth peak corresponds with a peak in conceptions that occurs in the middle of the hot-dry season (February to April). The hot-dry season is also when we observed the lowest concentrations of glucocorticoid metabolites and a peak in the number of females that returned to cycling. The seasonal variation in female glucocorticoid metabolites mirrors the pattern previously identified in cold-stressed males (Beehner and McCann 2008) . These data indicate that, for some females in this population, thermoregulatory requirements due to cold temperatures may be a significant barrier to the onset of reproduction.
Although food scarcity has been associated with poor energetic condition and reproductive performance in a number of species (reviewed in Di Bitetti and Janson 2000 and van Schaik 2005; though see: Weingrill et al. 2004 ), we were unable to detect a relationship between the initiation of reproduction and the availability of green grass-the staple food source of geladas (Jarvey et al., In press ). However, we acknowledge that green grass availability may be a poor proxy for energy intake in this population. Although the hot-dry season is when the availability of green grass is at its lowest, we also know that geladas readily switch to fallback foods during this time (e.g., underground storage organs and tubers: Jarvey et al., In press), which may provide sufficient energy to offset any additional costs associated with foraging for them (Hunter 2001) . Furthermore, although females are able to give birth at other points in the year, the ecological birth peak aligns with the peak in green grass availability (ecological birth peak = August to October; peak green grass = July to November), suggesting that females that give birth at this time may be able to maintain better body condition throughout the energetically-costly period of lactation. Therefore, although our data suggest that the constraints of temperature are more significant than the constraints of green grass availability, it remains likely that food availability may still shape gelada reproductive patterns. Addressing this important question will require a cross-year assessment that includes periods of intense scarcity (e.g., in yellow baboons, Papio cynocephalus: Lea et al. 2015) .
By contrast, the birth pattern following takeovers was characterized by a decrease in the number of births during the months immediately following a takeover (e.g., a birth valley: Lancaster and Lee 1965), followed by a birth peak 6-9 months after the "takeover season." This social birth peak differed from the ecological birth peak in 2 ways. First, it occurred later in the year than the ecological birth peak (in the cold-dry season instead of the cold-rainy season). Second, it resulted in a significantly higher birth rate than that recorded for the ecological birth peak, indicating that births following a takeover were more synchronized than births solely tracking fluctuations in temperature and/or rainfall.
From an evolutionary perspective, reproductive synchrony among females is hypothesized to be a counterstrategy to male reproductive tactics such as coercion, male monopolization, or infanticide. Some of the benefits of synchronous mating may include, for example, a higher degree of female mate choice (Ostner et al. 2008; Roberts et al. 2014 ), higher rates of extrapair fertilizations (Stutchbury and Morton 1995) , and a reduced risk of harassment and/or infanticide (Boness et al. 1995; Gilchrist 2006; Hodge et al. 2011; Riehl 2016) . Although the exact mechanism causing reproductive synchrony may vary by species, the end result is thought to be increased female fitness.
These potential fitness benefits do not explain the results we report here for the gelada system: geladas live in polygynous groups where female mate choice is limited (Snyder-Mackler et al. 2012a ) and synchrony appears to result from, rather than prevent, the fitness costs associated with male takeovers (i.e., due to infanticide and/or the Bruce effect). At the proximate level, females show higher rates of postpartum resumptions of cycling only after experiencing a takeover, regardless of their reproductive state at the time of takeover (cycling, lactating, or pregnant) or the time of year. For most of these females, we were unable to distinguish "deceptive" signals of fertility (i.e., nonovulatory and/or nonconceptive swellings), a known female counterstrategy to infanticide (e.g., Zinner and Deschner 2000) , from "true fertility." Nevertheless, although we expect that some postpartum returns to cycling were indeed deceptive, male takeovers were also associated with high conception rates in the following months, suggesting that the majority of females truly returned to cycling after a takeover.
Two additional lines of evidence suggest that male takeovers drive reproductive synchrony in geladas and not the reverse. First, experiencing a takeover (even during the ecological peak in conceptions) actually delayed the conception peak by 4-6 months for the majority of females in these units as compared to females unaffected by takeovers. Second, most of the females that return to cycling following a takeover were pregnant or lactating at the time of takeover. We have hormonal evidence that 80% of females terminate pregnancies after a takeover (Roberts et al. 2012 ); and we have statistical evidence that incoming males kill nearly half of the infants of lactating females (Beehner and Bergman 2008) . Although we have not examined reproductive changes across individual females, the overall pattern indicates that female receptivity increases after, and not before, male takeovers.
In addition, because takeovers themselves are seasonal in this population (this manuscript; see also Pappano and Beehner 2014) , the post-takeover reproductive synchrony described here also produced a distinct pattern of birth seasonality. Why are male takeovers seasonal? In some systems, seasonal periods of female cycling and receptivity appear to attract male takeovers and/or influxes of males (e.g., Sugiyama and Ohsawa 1974; Borries 2000; Cords 2000; Morelli et al. 2009; Zhao et al. 2011; Hongo et al. 2016 ). However, most of these examples come from strict seasonal breeders, where females only conceive during a narrow window of time due to ecological constraints, and males target that seasonal peak in reproductive activity. Although we do not yet have a complete answer as to why takeovers cluster during one time of the year, we do not believe male geladas target a conception season in quite the same way, in part because geladas are not strict seasonal breeders. In addition, our finding that takeovers alter subsequent patterns of female fertility (i.e., the takeover precedes the increase in females that return to cycling and delays the birth peak) suggests that the timing of male takeovers does not simply "mirror" female reproductive seasonality. Finally, previous research in this population has suggested that relative male body condition is one important factor determining the outcome of male takeovers (Pappano and Beehner 2014) . Therefore, we suggest that the timing of male takeovers is more or less independent from the timing of female reproductive seasonality, and we are currently conducting a more fine-grained analysis in order to determine the causal factors involved.
Together, the evidence we report here for reproductive synchrony and seasonality following male takeovers is in line with the neuroendocrine literature on chemosensory mechanisms that stimulate or inhibit female reproduction. Specifically, in rodents, we see male-mediated resumption of cycling in females (the Whitten effect: Whitten et al. 1968) , male-mediated female maturation (the Vandenbergh effect: Vandenbergh et al. 1972 ) and male-mediated pregnancy termination (the Bruce effect: Bruce 1959) , in addition to sexually selected infanticide (Hrdy 1979 ). While we have yet to identify the mechanism(s) at work in geladas, our results suggest that such male-mediated proximate mechanisms shape gelada birth patterns. Further research will help untangle the evolutionary significance of such a response, which requires an analysis of individual females to see whether those that "reset" have a reproductive advantage over those that do not. We suspect that this kind of male-mediated birth seasonality could help explain seasonal reproductive patterns in species that experience infanticide, feticide, and/or the Bruce effect, or where alpha male replacements themselves (or their equivalent) are seasonal. For example, in white-faced capuchins, male takeovers are seasonal, and often result in infanticide (Fedigan 2003; Schoof and Jack 2013) . Births show a seasonal peak in March, but also increase roughly 5 months after the peak takeover season (Carnegie et al. 2011) .
Here, we found no evidence that infants born outside of the ecological birth peak were more likely to die before 2 years of age. As likely capital breeders, this result is perhaps unsurprising: reproduction in capital breeders can only occur once females reach a certain condition threshold, which is thought to represent the appropriate energetic stores required to successfully carry a pregnancy to term. As such, any costs associated with reproduction should be paid upfront via infertility and/or miscarriage. We were unable to identify pregnancy loss in our dataset (we did not have hormones for most of these pregnancies) to address this directly. However, we expect that infertility is the primary "bottleneck" for reproduction in this population because females routinely give birth during offpeak periods. In this study, we were unable to identify pregnancy loss in the absence of hormonal monitoring because females continue to produce sexual swellings well into pregnancy (Roberts et al. 2017) . Nevertheless, we do not suspect that pregnancy loss is a significant cost to breeding out-of-peak in this population, mainly because we routinely record births during off-peak periods. Instead, birth seasonality is likely due to periods of infertility.
Still, there may be more subtle costs associated with birth timing. That is, births that occur out-of-peak (and not during the period of maximum food availability) may carry costs relating to maternal condition or to infant growth and development. Because our analysis was at the population-level, we did not examine individual-level characteristics that may influence infant survival. Therefore, the next questions are: 1) whether there is variability in infant survival if we factor in individual characteristics of the mother such as age, dominance rank, or unit size; and 2) whether there are any life history or developmental costs to giving birth outside of the ecological birth peak beyond the one we use here (infant survival to 2 years of age). For example, a female that gives birth outside of the peak may have a longer subsequent interbirth interval or suffer decreased longevity herself. Birth timing may also impact the availability of weaning foods at critical developmental periods for the infant (e.g., Koenig et al. 1997) , or show overall effects on infant growth and development. The 2 birth peaks described here are reminiscent of those first described by Dunbar (1980) . However, we give them very different interpretations. First, Dunbar (1980) described a dry season birth peak (November to January) that he attributed to a prospective strategy for females to avoid giving birth to vulnerable infants during the cold-wet season. By contrast, our dry season birth peak is driven by post-takeover females that give birth about 4 months after the population-wide seasonal birth peak. Second, Dunbar (1980) attributed his early wet-season birth peak (June to August) to a capital breeding strategy for females to exploit the plentiful food following the short rains (rain that we did not detect in our dataset). By contrast, while our late cold-wet season birth peak (August to October) falls within the window of peak green grass availability, it is also tightly associated with warm weather and low glucocorticoid metabolites at the time of conception. Therefore, our current working hypothesis is that reproduction in female geladas is limited by the energetics of thermoregulation in a cold, hypoxic environment. Testing this hypothesis further will require physiological data on energy balance.
Finally, although the takeover birth peak helps explain some of the variation in birth timing observed, we still do not know why some females give birth outside of either birth peak. It may be that females that are shifted from the general ecological pattern (e.g., as the result of a takeover) have difficulties shifting themselves back to the ecological birth peak again. If costs to giving birth outside of the ecological peak are low (as our results suggest), then perhaps the time it takes to delay a reproductive event is a higher cost than just giving birth at a less opportune time. Future exploration of developmental costs associated with off-peak births will help elucidate whether our data are consistent with this hypothesis.
