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ABSTRACT
In ultrasound imaging, the axial resolution depends on the source bandwidth. Re-
cently, a novel coded excitation and pulse compression technique, known as Resolution
Enhancement Compression (REC), was developed. REC enhances the -6 dB band-
width of an ultrasonic imaging system. In this dissertation, the limitations of the REC
technique were explored and speciﬁc imaging applications were examined.
Several factors that could limit the improvements in ultrasonic imaging aﬀorded by
REC were assessed. First, it was hypothesized that a Wiener ﬁlter could adversely aﬀect
the compression performance of coded excitation because it had the potential to boost
the harmonics due to nonlinear distortion. When the Wiener ﬁlter operated near an
inverse ﬁlter the harmonics were boosted, resulting in increased sidelobes. Pre-ﬁltering
of the harmonics was found to solve this problem. Second, it was hypothesized that the
larger the bandwidth boost desired, the smaller the voltage that could be applied at the
center frequency. When doubling the bandwidth, the center frequency voltage was 6
dB below the band edges of the pre-enhanced chirp. Finally, the eﬀects of attenuation
were evaluated. Because of the attenuation, a larger shift in the center frequency due
to the larger bandwidth was identiﬁed.
Several applications for the REC technique in biomedical imaging were explored. It
was hypothesized that the variance of the speckle could be reduced further when using
frequency compounding and REC. By using the bandwidth enhancement delivered by
REC, the trade oﬀ between improved contrast and axial resolution was extended. Sim-
ilarly, REC was combined with quantitative ultrasound (QUS) techniques to improve
parametric images of estimated scatterer diameter. Larger bandwidths were observed to
lead to a smaller variance in spectral estimates, thereby improving QUS image contrast.
Finally, novel techniques for improving the compression of codes in ultrasonic imag-
ii
ing were developed and assessed. The eﬀects of the spatially varying nature of a trans-
ducer’s impulse response and echo signal-to-noise ratio (eSNR) throughout the depth
of ﬁeld of the source were evaluated. Signiﬁcant improvements in image quality were
realized through the use of Wiener ﬁlters that accounted for the spatially varying eSNR.
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CHAPTER 1
INTRODUCTION
Spatial resolution in ultrasonic imaging is one of many parameters that impact image
quality. Therefore, mechanisms to improve system spatial resolution could result in
improved ultrasound imaging and diagnostic performance including earlier cancer de-
tection and screening, accuracy in tumor staging, and accuracy of thrombus detection
and many other improvements to diagnostic imaging [1]. Spatial resolution in an ultra-
sonic imaging system is dictated by the beam and focal properties of the source (focal
number, source bandwidth, etc.), tissue attenuation, nonlinearity of the medium, tissue
inhomogeneity (phase abberation, spatial variations in the refractive index), and sound
speed [1].
In ultrasound, axial resolution is improved as the bandwidth of the transducer is
increased, which typically occurs for higher center frequencies. However, the attenua-
tion of sound typically increases as frequency increases, which results in a decrease in
penetration depth. Therefore, there is an inherent tradeoﬀ between spatial resolution
and penetration in ultrasonic imaging. One way to increase the penetration depth with-
out reducing axial resolution is by increasing the excitation pulse amplitude. However,
increased excitation amplitude results in increased pressure levels that could result in
unwanted bioeﬀects, e.g., heating or damage to tissues [2]. Therefore, increasing the
excitation pulse amplitude is not always a viable solution.
An alternate solution would be to increase the excitation pulse duration by using
coded excitation which increases the total transmitted energy and allows for the mini-
mization of the transmitted peak power [3, 4]. However, elongating the signal duration
has the negative eﬀect of decreasing the axial resolution of the ultrasonic imaging sys-
tem. In order to restore the axial resolution after excitation with a coded signal, pulse
compression is used. Pulse compression can be realized by using many ﬁltering meth-
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ods such as matched ﬁltering, inverse ﬁltering, and mismatched ﬁltering. The main
disadvantage of using coded excitation and pulse compression would be the introduc-
tion of range sidelobes that can appear as false echoes in an image. The introduction
of range sidelobes is a detriment to ultrasonic image quality because it can reduce the
contrast resolution [5]. The main advantage cited for using coded excitation is that
it is known to improve the echo signal-to-noise ratio (eSNR) by increasing the time-
bandwidth product (TBP) of the coded signal. This improvement in eSNR results in
greater depth of penetration in the range of a few centimeters for ultrasonic imaging
and improved image quality; i.e., increased eSNR can actually increase contrast resolu-
tion. Furthermore, this increase in penetration depth allows the possibility of shifting
to higher frequencies with larger bandwidths in order to increase the spatial resolution
at depths where normally it would be diﬃcult to image.
1.1 Coded Excitation: Literature Review
Coded excitation and pulse compression techniques have been used successfully in radar
since the early 1950s. Originally, radar work performed at Sperry Gyroscope Company
[6] used an FM chirp to obtain a 10 dB increase in average signal power, all the while
increasing the range detection by 78% with their coded excitation and pulse compression
scheme. Other areas such as communications use spread spectrum techniques that
utilized phase codes with a transversal ﬁlter for pulse compression.
In ultrasound, coded excitation (Golay code) and pulse compression was ﬁrst tack-
led by Takeuchi [7, 8] in 1979. In this work, Takeuchi established the diﬀerences in
signal processing between radar and ultrasound coded systems; speciﬁcally, clutter sup-
pression vs. object detection, and TBPs on the order of 104 vs. 20, respectively.
Takeuchi attributed the limitation in the TBP in ultrasonic imaging to the interaction
of frequency-dependent attenuation in tissues and the imaging system time-gain com-
pensator. Although not discussed in Takeuchi’s research, a limited TBP results in a
decrease of signal-to-noise ratio. In addition, ultrasound suﬀers from hardware com-
plexity and implementation problems. As a result, coded excitation was not studied in
the medical ultrasound community until the 1990s.
In 1992, O’Donnell [9] used a coded excitation (pseudochirp) and pulse compression
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(equalization ﬁltering) technique to improve the eSNR of an ultrasound phased array
imaging system by 15-20 dB. The coded excitation and pulse compression technique
contained sidelobes around the -45 dB amplitude level. Nonetheless, the system devel-
oped by O’Donnell still had some stringent requirements for practical implementation
and signiﬁcant sidelobes levels.
By the late 1990s, a plethora of manuscripts regarding the subject of coded excitation
and pulse compression in ultrasound had been published. In 1994, Rao [10] extended
the work performed by Takeuchi by evaluating the eﬀects of attenuation on a linear
chirp, which resulted in eSNR degradation. Pollakowski and Ermert [11] evaluated the
use of nonlinear coded signals that match the spectrum of the ultrasonic transducer. In
1996, Shen and Ebbini [12,13] developed a new approach for the compression using the
pseudo-inverse operator. Moreover, Passmann and Ermert [14] developed a system that
improved dermatological and ophthalmological ultrasound images by using a nonlinear
frequency modulated chirp along with very high frequencies. Haider et al. [15] developed
a pulse elongation and deconvolution scheme that used a stabilized inverse ﬁlter to
reduce sidelobe artifacts.
In 2005, IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Con-
trol published a special issue on coded waveforms in ultrasonic imaging that included
a comprehensive study on coded excitation and pulse compression by Misaridis and
Jensen [5, 16, 17]. Misaridis and Jensen established the basic principles of pulse com-
pression, evaluated design methods of linear FM signals and mismatched ﬁlters, and
investigated methods to increase the frame rate in ultrasonic imaging when using mod-
ulated excitation signals. In 2006, Oelze [18] developed a coded excitation and pulse
compression scheme that improves the axial resolution of an ultrasonic imaging sys-
tem without introducing large range lobes. The technique developed by Oelze, which
is known as resolution enhancement compression or REC, is the foundation of this
dissertation; therefore, a more detailed explanation is provided in the following section.
1.2 REC: Resolution Enhancement Compression
REC [18] is a coded excitation and pulse compression technique that uses convolution
equivalence (shown in Fig. 1.1) to improve the axial resolution and enhance the band-
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width of an ultrasonic imaging system. In REC, a desired pulse-echo impulse response,
h2(t) (Fig. 1.1(d)), is synthetically generated so that time duration is less when com-
pared to the true ultrasonic system pulse-echo impulse response, h1(t) (Fig. 1.1(a)). As
a result, the corresponding bandwidth of h2(t) is larger than the bandwidth of h1(t).
To obtain the desired impulse response for the imaging system, a pre-enhanced chirp,
vpre(t) (Fig. 1.1(b)), is used to excite the source. The pre-enhanced chirp is obtained
through convolution equivalence which is described by the following expression:
vpre(t) ∗ h1(t) = vlin(t) ∗ h2(t), (1.1)
where vlin(t) is the linear chirp shown in Fig. 1.1(e). The pre-enhanced chirp is used to
selectively excite an ultrasonic source with diﬀerent energies at chosen frequencies. By
exciting the transducer with the pre-enhanced chirp, the bandwidth can be enhanced
due to the increase of energy in the frequency bands that normally would be ﬁltered
in some measure by the bandpass nature of the transducer. Conceptually, to obtain
a constant eSNR per frequency channel across the desired bandwidth, the additional
amount of energy required on transmit at the outer frequency bands will depend on the
original transducer’s bandwidth and the amount of bandwidth boost desired.
Once the source is excited with a pre-enhanced chirp, the received echo is compressed
using a Wiener ﬁlter based on convolution equivalence. The resulting backscattered
signal has an impulse response h2(t). Wiener ﬁltering is described by the following
equation:
βREC(f) =
V
′∗
lin(f)
|V ′lin(f)|+ γeSNR
−1(f)
, (1.2)
where f is frequency, and γ is a smoothing parameter that controls the tradeoﬀ between
bandwidth enhancement (axial resolution), gain in eSNR, and sidelobe levels. V
′
lin(f)
is the Fourier spectrum of a modiﬁed linear chirp that is used to restore convolution
equivalence as the signal is slightly altered and ﬁltered by electronics. V
′
lin(f) is deﬁned
as:
V
′
lin(f) =
H∗2 (f)
|H2(f)|2 + |H2(f)|−2 ·Hout(f), (1.3)
where H2(f) is the Fourier spectrum of the desired response, h2(t), and Hout(f) is the
Fourier spectrum of an echo obtained from a planar reﬂector located at the focus upon
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excitation with a pre-enhanced chirp. eSNR(f) is the average eSNR [19] per frequency
channel and is deﬁned as:
eSNR(f) =
|H2c(f)|2E{|F (f)|2}f
E{|η(f)|2}η , (1.4)
where |F (f)|2 is the power spectral density (PSD) of the object function, |η(f)|2 is the
PSD of the noise, and |H2c(f)|2 is the PSD of the echo signal over noise, h2c(t), which
is deﬁned as
h2c(t) = E{g(t)}noise, (1.5)
where E is the expectation value of the argument and g(t) is the echo signal over noise.
To obtain eSNR experimentally, a measure of the noise per frequency channel is ﬁrst
obtained by estimating the mean of the PSD of a noise measurement from a water bath
that contains no imaging target while using the same equipment settings. Thereafter,
the signal (which contains noise) power is divided by the noise per frequency channel
to get eSNR.
Figure 1.2 illustrates the enhanced bandwidth of REC by displaying the PSD of the
conventional pulsing (CP) and REC waveforms due to a reﬂection from a point scatterer
in a simulated attenuating medium. In the simulation, the attenuation parameter α was
set to 0.5 dB MHz−1cm−1. The simulated source has a center frequency of 10 MHz and
the point scatterer is located at an axial distance of 50 mm. The bandwidths at -6
dB were 7.2 MHz and 12.1 MHz for CP and REC, respectively. The original source
bandwidths at -6 dB before the inclusion of attenuation and scattering eﬀects into the
simulation were 7.9 MHz and 15.5 MHz for CP and REC, respectively. This result
illustrated that with REC the bandwidth can be enhanced over conventional ultrasonic
imaging methods.
1.3 Outline of Research Topic
A proof of concept for the REC technique has been developed by Oelze [18]. However,
the impact that the REC technique may have in improving the diagnostic capabilities
of conventional and quantitative ultrasound (QUS) imaging has not been established.
Therefore, the overall goal of the studies in this dissertation were classiﬁed into two
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categories:
1. Characterization of the REC technique: The REC technique allows the bandwidth
and the axial resolution of an ultrasonic imaging system to be enhanced. An im-
portant piece of information regarding the use of the REC technique in diagnostic
imaging would be to establish the practical limitations of the technique. To char-
acterize the technique, some imaging quality metrics must be used to quantify the
improvements obtained or to establish potential tradeoﬀs. The eﬀects of nonlinear
distortion and frequency-dependent attenuation on the pre-enhanced chirp were
evaluated. The potential of transducer heating by excitation of a pre-enhanced
chirp was evaluated. Finally, the eﬀects of the spatially varying nature of a trans-
ducer’s impulse response and the spatial dependence of the eSNR throughout the
image were evaluated. These studies represent an in-depth examination of the
limitations of coded excitation for ultrasound imaging in general and for the REC
technique speciﬁcally.
2. Exploration of potential applications where REC could be beneﬁcial: Three appli-
cations were evaluated where the improved axial resolution and increased band-
width available from REC could be beneﬁcial. First, REC was evaluated in com-
bination with frequency compounding to extend the tradeoﬀs between axial res-
olution and improved contrast. In the second application, REC was assessed for
improving contrast and spatial resolution in QUS imaging.
This dissertation is organized into ﬁve parts: introductory remarks (Chapter 1),
characterization of the REC technique (Chapter 2), applications where the larger band-
width obtained using REC helped to improve ultrasound images (Chapter 3), the spa-
tially varying Wiener ﬁlter (Chapter 4), a brief summary of the ﬁndings (Chapter 5).
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1.4 Figures
Figure 1.1: Convolution equivalence scheme from a MATLAB simulation: (a) pulse-
echo impulse response for a source with an 80% -6-dB bandwidth, (b) pre-enhanced
chirp used to excite the 80% bandwidth source, (c) convolution of 80% source with pre-
enhanced chirp, (d) pulse-echo impulse response of a desired source with a 150% -6-dB
bandwidth, (e) linear chirp used to excite the 150% bandwidth source, (f) convolution
of 150% source with linear chirp.
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Figure 1.2: Simulated power spectrum of CP and REC (compressed) from a point
scatterer in an attenuated medium with α = 0.5 dB MHz−1cm−1 using a 10 MHz
source. The frequency shift for REC and CP were insigniﬁcant as the shape of the
frequency response was not symmetrical.
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CHAPTER 2
CHARACTERIZATION OF THE REC TECHNIQUE
2.1 The Eﬀects of Nonlinear Distortion on the Compression of
REC Echoes
2.1.1 Introduction
In ultrasound, when the excitation waveform is low in pressure amplitude, wave propa-
gation is described by the linear wave equation. In the development of the linear wave
equation, the higher order terms in the general acoustic equations (equation of state,
equation of continuity, Euler’s equation of force) are negligible. The one-dimensional
linear wave equation [20] is
∂2ξ
∂t2
= c0
∂2ξ
∂x2
(2.1)
where c0 is the small signal speed of sound, ξ is the particle displacement, and t is time.
In cases where low pressure amplitudes are used, the eSNR may be relatively low,
which in turn provides poor sensitivity. Therefore, larger pressure amplitudes may be
necessary to improve the eSNR but at the expense of possible nonlinear eﬀects of the
medium that distort the pressure wave. To further understand the eﬀects of nonlinearity,
the development of the linear wave equation must be modiﬁed to include higher order
terms.
In the derivation of the linear wave equation the higher order terms from the Taylor
series expansion of the equation of state were assumed to be negligible. For the non-
linear equation of state the quadratic and linear terms of the Taylor series are used.
Speciﬁcally, the nonlinear equation of state [21] is expressed as
p = As +
B
2
s2, (2.2)
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where s is the condensation. Furthermore, A and B are deﬁned as:
A = ρ0(
∂P
∂ρ
) = ρ0c20 (2.3)
B = ρ20(
∂2P
∂ρ2
), (2.4)
where ρ0 is the ambient density, ρ is density, and P is the total pressure. Moreover, the
one-dimensional nonlinear continuity equation [21] can be described by
s = −∂ξ
∂x
(1− ∂ξ
∂x
), (2.5)
where x is the spatial coordinate. If expression (2.5) was substituted into (2.2) and
then only the linear and quadratic terms were kept, the resulting development can be
obtained:
p = −A∂ξ
∂x
+ Aβn(
∂ξ
∂x
)2, (2.6)
where βn [22] is a parameter that quantiﬁes the nonlinear properties of the medium and
is referred to as the Beyer parameter or the coeﬃcient of nonlinearity. The Beyer [22]
parameter is given by
βn = 1 +
B
2A
, (2.7)
where the ratio B/A [20] is
B/A =
ρ0
c20
(
∂2P
∂ρ2
). (2.8)
The expression in (2.6) can be substituted into the 1D Euler’s equation [20] which yields
−∇xp = −∂p
∂x
. (2.9)
The resulting expression is the nonlinear wave equation:
∂2ξ
∂t2
= c
∂2ξ
∂x2
, (2.10)
where c is deﬁned as
c = c0[1− 2βn(∂ξ
∂x
)]. (2.11)
A comparison between the linear and nonlinear wave equations suggests that any vari-
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ation in the pressure is a result of changes in the speed of sound. In fact, the speed of
sound term can be approximately written as [21]
c = c0 + βnu (2.12)
where u is the particle velocity. For a linear system, β is zero and the nonlinear wave
equation reverts to the classical wave equation. In the nonlinear case, the speed of
sound will be a function of the small signal speed of sound and particle velocity. For
a plane wave, pressure is proportional to particle velocity. Therefore, the nonlinear
eﬀects arise from the fact that the speed of the wave is a function of pressure. The
compressional portion of the pressure wave travels faster than the rarefactional portion,
which causes the overall waveform to distort as shown in Fig. 2.1. This distortion
comes from the transfer of energy from the fundamental into higher harmonics. Besides
nonlinear propagation resulting from the medium characteristics, odd harmonics can be
generated by the crystal geometry of the transducer.
In terms of coded excitation and pulse compression, it was hypothesized that non-
linear distortion could be detrimental to the compression performance when using a
Wiener ﬁlter with a smoothing parameter. If the operating point of the Wiener ﬁlter
were to approach an inverse ﬁlter, then the harmonics could be signiﬁcantly ampli-
ﬁed causing a large mismatch between the excitation signal and the received signal.
Nonetheless, several researchers have taken advantage of the nonlinear distortion to
improve the contrast-to-tissue ratio (CTR) when using coded excitation. Borsboom et
al. [23, 24] found that with a chirped excitation the response of a microbubble was 3
and 6 dB higher for the second and third harmonics, respectively, when compared to
conventional pulsing techniques. In that work, compression was performed by using a
matched ﬁlter based on the harmonic components resulting in a sidelobe-to-mainlobe
ratio of -60 dB. Chiao and Xiaohui [3] evaluated simulations of nonlinear distortion
using phase codes to quantify the tradeoﬀ of penetration depth and resolution by us-
ing a matched ﬁlter. However, the eﬀects that nonlinear distortion may have on the
compression of coded signals when using a Wiener ﬁlter have not been fully evaluated,
speciﬁcally in an experimental setting.
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2.1.2 Methods and procedures
In this study, the eﬀects of nonlinear distortion on the compression of coded excitation
echoes when using a Wiener ﬁlter were evaluated. Typically, when nonlinear distortion
is not present, operating the Wiener ﬁlter as an inverse ﬁlter reduces the sidelobe levels
and provides the best performance in terms of axial resolution. However, an inverse ﬁlter
has the side eﬀect of boosting the noise outside of the transducer’s passband. When
nonlinear distortion is present, using a Wiener ﬁlter that closely approximates an inverse
ﬁlter will result in ampliﬁcation of the harmonics in the signal. The ampliﬁcation of the
harmonics from the ﬁlter could result in a loss of the axial resolution enhancement and
increased sidelobe levels. One possible solution to this problem would be to preﬁlter
the echo signals to remove the higher harmonics before applying the compression ﬁlter.
Image quality metrics
To evaluate the eﬀects that nonlinear distortion may have on the compression of coded
excitation echoes, the following image quality metrics were used:
1. Compressional-to-rarefactional pressure amplitude ratio (CRPR): CRPR is used
to quantify the asymmetry in the amplitude of the pressure wave as result of
nonlinear distortion [25]. CRPR was evaluated pre- and post-compression.
2. Second-harmonic-to-fundamental ratio (SHFR): SHFR is the ratio of the ampli-
tude of the center frequency of the second harmonic to the amplitude of the center
frequency of the fundamental [25]. The higher the SHFR, the more signiﬁcant the
nonlinear distortion will become. SHFR was evaluated pre- and post-compression.
3. Sidelobe-to-mainlobe ratio (SMR): SMR is an important metric used to determine
the quality of the compression and is deﬁned by quantifying sptial sidelobes using
SMR(x) = 20 · log10
(
g
′
sidelobe(x)
g
′
mainlobe(x)
)
, (2.13)
where g
′
(x) is the echo waveform. There is no gold standard in terms of acceptable
sidelobe levels; however, [15] suggests that -45 dB is acceptable for most ultrasonic
imaging purposes. For this work, short range sidelobes will be deﬁned as those
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sidelobes within one mainlobe width from the mainlobe while long range sidelobes
are deﬁned as all other sidelobes.
4. Modulation transfer function (MTF): MTF [26] is an important metric for de-
termining axial resolution of an imaging system. MTF is the magnitude of the
optical transfer function and is deﬁned by
MTF (k) =
∣∣∣∣H(k)H(0)
∣∣∣∣, (2.14)
where H(k) is the spatial Fourier transform of the envelope of the compressed
waveform. The wave number value, k0, where the value of the MTF curve is
0.1, is used to determine the axial resolution of the imaging system. The axial
resolution is deﬁned as
λ = 1/2 · (2π)/k0. (2.15)
Experimental setup
To evaluate the eﬀects of nonlinear distortion, experimental measurements were acquired
in pulse-echo mode with a single-element (f/3) transducer (Panametrics, Waltham, MA)
having a center frequency of 5 MHz and a -6 dB bandwidth of 74%. The bandwidth
was increased to 148% using REC. The experimental setup consisted of generating a
pre-enhanced chirp in MATLAB (The Mathworks Inc., Natick, MA). The resulting
waveform was then downloaded to an arbitrary waveform generator (Tabor Electronics
W1281A, Tel Hanan, Israel). The excitation signal was sampled at a rate of 100 MHz
and ampliﬁed by an RF power ampliﬁer (ENI 3251, Rochester, NY). The ampliﬁed signal
(50 dB) was connected to the transducer through a diplexer (Ritec RDX-6, Warwick,
RI). The echo signal was received by a pulser-receiver (Panametrics 5800, Waltham,
MA), which was displayed on an oscilloscope (Lecroy 9354 TM, Chester Ridge, NY) for
visual veriﬁcation. The echo signal was recorded at a rate of 100 MHz by a 12-bit A/D
(Strategic Test Digitizing Board UF3025, Cambridge, MA) for further processing by a
PC. In addition to pulse-echo measurements, a Marconi hydrophone was used to obtain
pressure measurements at the focus of the source. When in pulse-echo mode, the target
used for imaging was a Plexiglas reﬂector located at the focus of the source.
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To quantify the eﬀects of nonlinear distortion on the compression, the pre-enhanced
chirp was evaluated at four diﬀerent output excitation voltage levels from the Tabor
arbitrary waveform generator: 18 mV, 178 mV, 355 mV, and 710 mV. These voltages,
which correspond the the peak amplitude in the pre-enhanced chirp, were ampliﬁed by
50 dB with a power ampliﬁer. The pressure waves at the focus of the transducer were
acquired with a calibrated hydrophone. The respective rarefactional pressure levels were
estimated at: 69.7 kPa, 1.3 MPa, 2.7 MPa, and 4.0 MPa, respectively.
To predict the nonlinear distortion of the waveforms based on the pressure values,
the discontinuity distance was calculated. The discontinuity distance is deﬁned as the
distance where signiﬁcant nonlinear distortions of the waveform occur. The discontinu-
ity distance, Ld, [20] is given by:
Ld =
1
βMk
. (2.16)
B/A is equal to 5 for water at 20 ◦C. M [20] is the mach number which is deﬁned as
M =
U0
co
=
P0
ρc2o
, (2.17)
where U0 and P0 are the particle velocity and pressure of the wave, and ρ and c0 are the
density and the speed of sound of the medium, i.e., water. Finally, k is the acoustic wave
number. From (2.16), the pressure needed to produce signiﬁcant nonlinear distortion
of the waveform at a distance of 57 mm with a 5 MHz source proapagating in water is
517 kPa. Hence, at 517 kPa it is expected that signiﬁcant eﬀects of nonlinear distortion
will start to occur.
2.1.3 Results
The pre-compression CRPRs for the aforementioned pressure levels were 1.14, 1.18, 1.16,
and 1.23, respectively, suggesting higher waveform assymetry for the higher pressure val-
ues used. Similarly, the pre-compression SHFRs were -30.3 dB, -30.7 dB, -31.7 dB, and
-24.9 dB, respectively, suggesting more energy was transferred to the higher harmonics
with the increased pressure. The results from the ﬁrst three pressure levels were not
very diﬀerent from each other. Therefore, these results indicated that nonlinear distor-
tion eﬀects were most visible for the 4.0 MPa case. Therefore, to simplify the discussion,
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the 1.3 MPa and the 4.0 MPa cases were examined in further detail.
The PSD of REC compressed signals evaluated for three diﬀerent γ parameters along
with the CP reference are shown in Fig. 2.2(a). The three γ parameters were chosen
in order to establish the eﬀects of nonlinear distortion on the compression performance
when matched ﬁltering, inverse ﬁltering and the operating state in between matched
and inverse ﬁltering were used. The SHFRs after compression for the 1.3 MPa and the
4.0 MPa cases as the Wiener ﬁlter approached a matched ﬁlter were -70 dB and -36 dB,
respectively. These results suggest that a matched ﬁlter aids in the reduction of the
nonlinear eﬀects as the 1.3 MPa case resulted in an approximate decrease of 40 dB in
the SHFR while the 4 MPa case saw an approximate reduction of 11 dB in the SHFR.
However, a matched ﬁlter is known to introduce sidelobes as observed in Fig. 2.2(b).
For example, the SMR results have short-range sidelobes at -25 dB and -20 dB and
long-range sidelobes at -37 dB and -32 dB for the 1.3 MPa and 4 MPa REC cases,
respectively. Another detriment of matched ﬁltering is that the resolution suﬀers as
the signal length increases due to the correlation. As a consequence, the MTF results
shown in Fig. 2.2(c) indicate that the axial resolution for CP was 209 μm while the
axial resolutions for the 1.3 MPa and 4 MPa cases were 300 μm and 298 μm. Overall,
nonlinear distortion did not signiﬁcantly aﬀect the compression results when using a
Wiener ﬁlter that approached a matched ﬁlter. However, for improving axial resolution
and maintaining small sidelobes, the matched ﬁlter is not ideal.
On the other extreme, as the Wiener ﬁlter approached an inverse ﬁlter the opposite
eﬀects were encountered. In Fig. 2.2(a) it is clearly visible that the second harmonic
and even the third harmonic (for the 4 MPa case) were stronger than the fundamental.
As the Wiener ﬁlter approached an inverse ﬁlter the SHFR after compression for the
1.3 MPa and the 4.0 MPa cases were -0 dB. These results suggest that when nonlinear
distortion is present, an inverse ﬁlter based on the impulse response of the system is
detrimental as the 1.3 MPa case was characterized by an approximate increase of 17 dB
in second harmonic amplitude while the 4 MPa case was characterized by an approxi-
mate increase of 25 dB in second harmonic amplitude. This increase in harmonic power
led to larger sidelobe levels as shown in Fig. 2.2(b), which is especially noticeable when
comparing the two pressure levels. For the 4 MPa case, the SMR short-range sidelobes
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started at -10 dB while the long-range sidelobes were at -20 dB. For the 1.3 MPa case,
the SMR short-range sidelobes started at -14 dB while the long-range sidelobes were
at -30 dB. Furthermore, the MTF results revealed that the axial resolution for the
4 MPa case suﬀered because of the harmonic boost caused by the Wiener ﬁlter as it ap-
proached an inverse ﬁlter. Speciﬁcally, the evaluation of the MTF in Fig. 2.2(c) resulted
in estimated axial resolution values for the 1.3 MPa and 4 MPa cases of 138 μm and
269 μm, respectively. Overall, nonlinear distortion negatively aﬀected the compression,
speciﬁcally by increasing the sidelobes and decreasing the axial resolution, when using
a Wiener ﬁlter that approached an inverse ﬁlter.
A middle approach would be to use the gamma parameter to select a point between
these the inverse and matched ﬁlter. Figure 2.2(a) indicates that for the case where
the Wiener ﬁlter was between an inverse and matched ﬁlter response, the SHFR for the
1.3 MPa and the 4.0 MPa cases were -31 dB and -17 dB, respectively. For the 1.3 MPa
case, the SMR was -30 dB for the short-range sidelobes and was -35 dB for the long-
range sidelobes. For the 4 MPa case, the SMR was -32 dB for short-range sidelobes and
was -34 dB for the long-range sidelobes. The values for the axial resolution determined
by the MTF was 166 μm for the 1.3 MPa case and 151 μm for the 4 MPa case. In this
approach, improvements in axial resolution were achieved compared to the matched
ﬁltering case. Furthermore, sidelobe levels were moderately improved when compared
to both matched ﬁltering and inverse ﬁltering. These results along with the results for
the matched ﬁltering and inverse ﬁltering case are summarized in Table 2.1
Pre-compression ﬁltering
In the previous analysis, only changes in the gamma parameter were used to address
the eﬀects of nonlinear distortion. However, alternate schemes can be used to address
nonlinear distortion eﬀects in pulse compression. By applying a band-pass ﬁlter prior
to compression, the harmonic content introduced by the nonlinear distortion could be
suppressed and, as a consequence, improve the performance of the compression. To
illustrate, a simple frequency domain Tukey window band-pass ﬁlter with a 50% taper
ratio was applied to the pre-compressed echo data as shown in Fig. 2.3. The equation
describing the Tukey window is as follows:
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w(n) =
⎧⎪⎪⎨⎪⎪⎩
1.0, 0 ≤ |n| ≤ αN2
1/2(1 + cos(π n−α
N
2
2(1−α)N
2
)), αN2 ≤ |n| ≤ N2 .
(2.18)
The PSDs of REC compressed results evaluated for three diﬀerent gamma param-
eters along with the CP reference are shown in Fig. 2.4(a). For all three Wiener ﬁlter
scenarios, the SHFR values after compression for both the 1.3 MPa and the 4.0 MPa
cases were well below -50 dB. The matched ﬁlter had SMR values of -19 dB for the
short-range sidelobes and and -50 dB for the long-range sidelobes in the 1.3 MPa case.
For the 4 MPa case, the SMR was -20 dB and -47 dB for the short- and long-range
sidelobes, respectively.
In the case of an inverse ﬁlter, the sidelobe levels had an SMR of -22 dB for the short-
range sidelobes and -45 dB for the long-range sidelobes for both 1.3 MPa and 4 MPa
cases. These results suggest that the pre-compression ﬁltering not only improved the
compression results by removing the harmonics introduced by nonlinearities as shown
in the 4 MPa case, but also aided in the reduction of sidelobe levels when the harmonic
content was not as dominating as in the 1.3 MPa case.
MTF analysis resulted in estimates of the axial resolution for CP of 209 μm. The
values of the axial resolution determined through the MTF using pre-compression ﬁl-
tering and then an inverse ﬁlter were 128 and 127 μm for the 1.3 MPa and 4 MPa
cases, respectively. For the matched ﬁlter case, the axial resolution values were 148 and
137 μm for the 1.3 MPa and 4 MPa cases, respectively. Based on these results, the
pre-compression ﬁltering of the echo signals resulted in signiﬁcant beneﬁts in terms of
reduction in sidelobe levels and improvements in axial resolution.
The eﬀects of attenuation on nonlinear distortion when exciting with a pre-enhanced
chirp
In soft tissues, ultrasonic attenuation typically increases with frequency. Consequently,
the eﬀects of nonlinear distortion are minimized in some fashion when imaging soft
tissues due to the frequency-dependent attenuation. Speciﬁcally, the eﬀects of nonlin-
ear distortion are reduced because the higher frequency harmonic content is attenuated
more rapidly than the fundamental. As a result, nonlinear distortion result in ex-
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cess attenuation of the signal. Values highlighting the attenuation coeﬃcients [27] of
several human soft tissues are listed in Table 2.2. To evaluate the eﬀects of frequency-
dependent attenuation on the echoes that have been distorted by nonlinear propagation,
the uncompressed echo data were modiﬁed by multiplying with a frequency-dependent
attenuation term to simulate the eﬀects of tissue attenuation synthetically on experi-
mental data. Based on the range of attenuation coeﬃcient values listed in Table 2.2 [28],
attenuation coeﬃcients of 0.0, 0.1, 0.3, 0.5, and 1.0 dB MHz−1cm−1 were evaluated.
The SHFR results for the aforementioned attenuation coeﬃcient values are listed in
Table 2.3. Furthermore, in Fig. 2.5 it can be observed from the PSD that the harmonic
content was reduced as the attenuation coeﬃcient increased. These results indicate
that frequency-dependent attenuation aided the compression by mitigating some of the
eﬀects caused by nonlinear distortion of the signal. Even though attenuation appears to
be beneﬁcial, i.e., it ameliorated some of the eﬀects brought on by nonlinear propagation,
attenuation naturally reduced the bandwidth of the imaging system as shown in Fig. 2.5.
Consequently, as the bandwidth was reduced the center frequency was shifted to lower
frequency. The eﬀects of the shift in center frequency due to attenuation on the REC
technique will be discussed in Section 2.2.1.
2.1.4 Conclusion
The results of this study indicate that unless the harmonics are ﬁltered prior to com-
pression, the use of a Wiener ﬁlter operating as an inverse ﬁlter should be avoided in
order to obtain adequate compression performance that minimizes sidelobe levels. The
tradeoﬀs in moving away from an inverse ﬁlter are that the improvements in the axial
resolution are minimized and sidelobes can be increased. When the echo signals were
ﬁltered prior to compression, signiﬁcant improvements in both sidelobe levels and axial
resolution were achieved by forcing the Wiener ﬁlter closer to an inverse ﬁlter state. Fi-
nally, attenuation could be a signiﬁcant contributor in removing some of the distortion
eﬀects caused by nonlinear propagation, which would allow for improved compression
performance.
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2.2 Practical Limitations of the REC Technique
During the course of this study there were several limitations or hypothetical limitations
encountered and characterized involving the REC technique. These limitations will be
highlighted in the subsequent sections.
2.2.1 Center frequency shift and bandwidth reduction due to attenuation
The eﬀects of frequency-dependent attenuation on coded signals have been investigated
by several researchers [5, 10]. Therefore, the most signiﬁcant eﬀect that needed to be
quantiﬁed in terms of the REC technique was the shift in center frequency caused by
frequency-dependent attenuation and the amount of bandwidth reduction. It was hy-
pothesized that the bandwidth using REC would have a larger shift in center frequency
due to frequency-dependent attenuation as it contains a larger bandwidth compared to
CP methods. The shift in center frequency can be modeled by describing the impulse
response as a Gaussian function deﬁned by
H(f) = Ae−
(f−f0)2
2σ2 , (2.19)
where f is the frequency, A is the amplitude of the bandwidth at the center frequency,
f0, and σ is the standard deviation of the Gaussian distribution which would be rep-
resentative of the bandwidth. The eﬀects of frequency-dependent attenuation can be
determined by multiplying the impulse response by the attenuation term assuming the
attenuation coeﬃcient is linear with frequency,
H(f, x) = Ae−
(f−f0)2
2σ2 × e−4α0fx, (2.20)
where α0 is the attenuation coeﬃcient (Np MHz−1 cm−1) and x is the propagated
distance into the media (in cm). After simpliﬁcation the modiﬁed impulse response is
given by
H(f, x) = Ae−
(f2−2ff0+f20−4α0fx2σ
2)
2σ2 . (2.21)
To obtain the new center frequency, the maximum peak value was found by taking
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the derivative of the expression in (2.21) and equating to zero,
d
df
{
f2 − 2ff0 + f20 − 4α0fx2σ2
2σ2
}
= 0 (2.22)
−f − 4α0xσ2 − f0
σ2
= 0. (2.23)
Solving for f , which is the new center frequency, the following is obtained:
f = f0 − 4α0xσ2. (2.24)
The expression in (2.24) indicates that by using the REC technique the center fre-
quency will shift by a larger amount than CP because REC has a larger bandwidth. This
phenomenon was further investigated by evaluating the eﬀects of frequency-dependent
attenuation in an experimental setting. The pre-ﬁltered uncompressed echo data from
the nonlinear propagation study was modiﬁed by multiplying with a frequency-dependent
attenuation term to simulate the eﬀects of tissue attenuation synthetically on experi-
mental data. Based on the attenuation coeﬃcient values listed in Table 2.2, attenuation
coeﬃcients of 0.0, 0.1, 0.3, 0.5, and 1.0 dB MHz−1cm−1 were evaluated. The experi-
mental ﬁndings regarding center frequency shift for CP and REC (both a Wiener ﬁlter
approaching an inverse ﬁlter (IF) and a Wiener ﬁlter approaching a matched ﬁlter (MF))
are summarized in Table 2.4. The bandwidth for CP was slightly less than REC-MF
which was less than the bandwidth of REC-IF. The relative center frequency shift is
shown in Fig. 2.6. Examination of Fig. 2.6 indicates that the smallest center frequency
shift occurred with REC-MF. REC-MF obtained a small shift in center frequency be-
cause of the tremendous amount of bandwidth loss that resulted from the mismatch
between the transmitted and received signals upon compression. Furthermore, as ex-
pected, the largest center frequency shift was obtained for REC-IF. This larger center
frequency shift was a result of having the largest bandwidth.
Decreases in bandwidth due to attenuation were also observed (see Table 2.5 and
Fig. 2.7). Interestingly, it was observed that the CP bandwidth increased for some
attenuation values and then decreased for as the attenuation values got larger. This
phenomenon occurred because the actual shape of the spectrum was asymmetrical.
This phenomenon is shown in Fig. 2.8. For the pulse from the transducer, a sharper
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falloﬀ was observed in the bandwidth after the center frequency then before the center
frequency. Therefore, when multiplying by a decaying exponential (attenuation) the
bandwidth became larger for some small attenuation values. With REC, this increase
in center frequency was not present as the pre-enhanced chirp boosted the frequencies
in a manner such that the resulting bandwidth would be more symmetrical. Figure 2.9
shows regression analysis performed on the bandwidth data from Fig. 2.7. The points in
the CP data that corresponded to increased bandwidth were not used in the regression
analysis. For α = 0.5, the -6 dB bandwidths for CP, REC-IF, and REC-MF were the
same. Furthermore, for α < 0.5 REC-IF provided the best results because the -6 dB
bandwidth was larger, which means improved resolution. For α > 0.5, CP provided
the best results in terms of the -6 dB bandwidth. Of course, attenuation is depth-
dependent and for this particular scenario the measurements were performed at the
focus. Therefore, as the object is moved closer to the source, the performance for REC-
IF and REC-MF is enhanced when compared to CP. As the object moves farther away
from the source, CP may perform better in terms of bandwidth. The energy in the
higher frequencies in REC is still greater than for CP due to the pre-enhanced chirp
used to excite the source. Therefore, with appropriate depth-dependent ﬁltering, the
enhanced bandwidth of REC may be partially restored.
2.2.2 Transducer heating due to coded excitation
When sources are excited with a coded signal, it is possible that the source can heat
leading to the possibility of burning tissue or skin if the probe is placed against the
skin. The use of a pre-enhanced chirp was hypothesized to lead to even more heating
tha a conventional linear chirp because it was expected that the excitation of the in-
eﬃcient bands of the transducer would transfer more energy to heat. The idea is that
preferentially exciting the ineﬃcient bands with more energy would increase the surface
temperature of the transducer, which could be potentially harmful to the patient being
imaged.
The standard which characterizes the procedure for thermal measurements of sources
(IEC 60601-2-37) indicates that surface temperature measurements should be conducted
in air. However, measurements performed in air cause a reﬂection of the acoustic power
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because of the impedance mismatch, which causes self-heating. Therefore, these mea-
surements are considered to be a worst-case scenario. The temperature at which damage
to the skin starts to occur is 56 ◦C [29].
To evaluate the eﬀects of heating, measurements were performed with a single-
element transducer (f/3) having a center frequency of 3 MHz and a -6 dB bandwidth
of 33%. A noncontact infrared thermometer (Fluke 61, Everitt, WA) with a nominal
manufacturer speciﬁed resolution of 0.2 ◦C and an accuracy of ± 2 ◦C was used. The
measurements were performed in air with the thermometer at 152.4 mm away from the
transducer. At this distance, the infrared thermometer provided an eﬀective spot size
of 19.05 mm, which was equivalent to the diameter of the transducer. The experiment
consisted of exciting the transducer at diﬀerent frequencies using a continuous sinusoidal
excitation at diﬀerent voltage levels. Speciﬁcally, frequencies ranging from 1 MHz to
6 MHz in increments of 1 MHz and excitation voltages of 50 mV, 100 mV, and 200 mV
out of the Tabor AWG were used. These voltages were ampliﬁed by a 50 dB power
ampliﬁer (ENI 2300L, Rochester, New York). The results of the measurements are
shown in Fig. 2.10. The results provide suﬃcient evidence that heating mostly occured
at the fundamental frequency of the transducer and not at the band edges.
A pre-enhanced chirp with pulse repetition frequencies of 0.5 kHz, 1 kHz, and 2 kHz
and a various excitation voltages (50 mV, 100 mV, and 200 mV) were tested. For
the 0.5 kHz, and 1 kHz pulse repetition frequencies, the measured temperatures were
near room temperature (¡ 1% variation). The thermal measurements obtained when
exciting with a pre-enhanced chirp for the 200 mV case are shown in Fig. 2.10. The
results of this test did not support the hypothesis that exciting with more energy in the
ineﬃcient bands of the transducer would lead to more heating over conventional linear
chirps. Therefore, a new hypothesis was proposed that exciting the transducer with
a pre-enhanced chirp resulted in more energy at the ineﬃcient bands to be reﬂected
back to the power ampliﬁer. This new hypothesis will have to be further tested in the
future by using a KLM model (developed by Krimholtz, Leedom, and Matthaei [30])
to characterize the pressure versus voltage characteristics of a piezoelectric transducer
with a pre-enhanced chirp excitation to predict heating in the source. However, the
pre-enhanced chirp was not observed to produce signiﬁcant heating beyond a linear
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chirp excitation.
2.2.3 Pressure-limited vs. voltage-limited chirps and their eﬀect on eSNR
The main goal of the pre-enhanced chirp is to pump more energy into the band edges
in order to obtain a wider and ﬂatter system response in terms of bandwidth. Conse-
quently, less energy is applied at the frequencies near the center frequency compared
to the band edges. In this scenario, the pre-enhanced chirp is considered to be voltage-
limited when the maximum voltage that can be applied to the transducer corresponds to
the maximum value of the pre-enhanced chirp. If the pre-enhanced chirp was compared
to a linear chirp and if the peak voltage of both signals applied to the transducer were
the same, then a drop in the pressure output would be observed for excitation using the
pre-enhanced chirp. A drop in pressure could be viewed as an advantage in that there
is less potential for bioeﬀects or for nonlinear distortion. However, the disadvantage is
that the eSNR would be smaller because less energy is contained in the pre-enhanced
chirp compared to the linear chirp.
The drop in eSNR was evaluated by generating several pre-enhanced chirps in MAT-
LAB for various sources with diﬀerent fractional bandwidths. The results of this study
are shown in Fig. 2.11. Examination of Fig. 2.11 suggests that the lower the original
bandwidth of the source and the more axial resolution boost from REC, the smaller
the eSNR. Therefore, in the voltage-limited case a tradeoﬀ between the eSNR and the
amount of axial resolution boost achievable with REC was observed. Most sources used
in this REC study had a fractional bandwidth on the order of 75%. If the bandwith was
doubled to 150%, according to Fig. 2.11, a 7 dB drop in eSNR would be obtained when
compared to a linear chirp excitation. This lower eSNR comes from the fact that the
amplitude of the pre-enhanced chirp at the center frequency is lower than the amplitude
of the pre-enhanced chirp at the band edges. However, a linear chirp excitation would
have a higher pressure output level, which could introduce bioeﬀects and increase the
possiblity of nonlinear eﬀects, and would not have the beneﬁts of a larger bandwidth
provided by REC.
Although a decrease in eSNR when exciting with a pre-enhanced chirp is dependent
on source bandwidth and pre-enhanced chirp boost, a gain in eSNR is obtained after
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compression by a factor related to the TBP. Therefore, consideration must be taken in
the design of the code in terms of desired boost and code length (i.e., the larger the
code the longer the dead zone in the image). For example, assume that an ultrasound
system that was excited with a linear chirp (TBP = 40) resulted in an eSNR of 50 dB
prior to compression when using a 10 MHz (75% bandwidth) transducer. If the source
bandwidth was doubled to 150% using a pre-enhanced chirp with a TBP of 40, a reduc-
tion of 7 dB in eSNR would be obtained according to Fig. 2.11. Therefore, the resulting
eSNR prior to compression would be 43 dB. In coded excitation schemes, the eSNR
increases upon compression by a factor related to the TBP. Because the TBP was the
same for the linear chirp and the pre-enhanced chirp, the eSNR was eﬀectively smaller
for REC when compared to the linear chirp, but higher than the precompressed output
eSNR. Moreover, because the bandwidth in REC was larger and TBP for the linear
chirp and the pre-enhanced chirp were the same, the time duration of the pre-enhanced
chirp was smaller, resulting in a smaller dead zone. Finally, the increase in bandwidth
resulted in an improved image because of the improved axial resolution.
The case when the maximum pressure output was the same for both codes was also
studied. This case is contrasted with the previous case where the voltage input was
the limiting value. In this scenario, the linear chirp was considered to be pressure-
limited in that the input voltage to the transducer was not the limiting factor but
the subsequent output pressure was the limiting factor. Because the intensity levels of
diagnostic ultrasound are regulated by the FDA, as long as the transducer can handle
high voltages, the only limitation may be the output pressure from the excitation levels,
i.e., a transducer is more likely to be pressure-limited vs. voltage-limited in a clinical
system. When a pressure-limited linear chirp was compared to a pre-enhanced chirp it
was observed that the eSNR was slightly higher for REC because both chirps had equal
energy at the center frequency but the pre-enhanced chirp boosted the energy in the
band edges. Consequently, the transducer was being excited with more energy using
pre-enhanced chirp. The drawback for the linear chirp was that, because the voltage
was reduced, the eSNR was reduced. The results of this study lead to the conclusion
that as long as the output intensity is within regulations, driving the transducers at
the highest possible voltages yield the best performance. The driving voltages would
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need to be optimized for individual transducers taking into account the durability of
the transducers to higher voltages at the ineﬃcient bands.
The main limitation in experimental scheme was that the power ampliﬁers used
to provide the high voltage signals in to the transducers resulted in a voltage-limited
scenario. These ampliﬁers had an input voltage limitation of 1VRMS . Therefore, if a
pre-enhanced chirp had a peak value at 1VRMS , the voltage at the center frequency
would be at best 0.5VRMS if the bandwidth was only doubled. The implications were
that the maximum linear chirp voltage would be 0.5VRMS , which means that the voltage
of the linear chirp was being limited by the power ampliﬁer. As a result, the linear chirp
was voltage-limited in that improved results could be achieved with a voltage higher
than 0.5VRMS .
Another item of importance is the maximum voltage that can be applied to trans-
ducers. Transducers have a voltage limit that is dictated by the Curie temperature of
the crystal. If a transducer reaches the Curie temperature, then the transducer’s crystal
depolarizes which makes the transducer useless. Therefore, special care must be taken
so that the voltage input does not exceed this limit at the band edges. For a transducer
with a lithium niobate crystal the Curie temperature is 1415 ◦ C [31].
2.3 Conclusions
In the previous sections, the REC technique was characterized and practical limitations
were discussed. The detrimental eﬀects of nonlinear distortion on the compression of
REC echoes were evaluated. Overall, ampliﬁcation of the harmonics when the Wiener
ﬁlter operated near inverse ﬁlter mode aﬀected the compression performance the most
compared to a matched ﬁlter. When the harmonics were ampliﬁed the sidelobe lev-
els being produced were signiﬁcantly higher than when no harmonics were present.
Consequently, the compression performance was improved by pre-ﬁltering the higher
harmonics to reduce sidelobe levels.
The eﬀects of frequency-dependent attenuation and pre-enhanced chirp construc-
tion limitations were examined. Speciﬁcally, the eﬀects that attenuation had on REC
because of its larger bandwidth were examined. Overall, attenuation caused a larger
center frequency shift and resulted in a larger bandwidth loss with REC than with CP.
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Furthermore, the pre-enhanced chirp was evaluated in terms of center frequency ampli-
tude versus peak amplitude. It was concluded that pressure-limited case should results
in the best performance of REC in terms of eSNR and compression. However, by ex-
citing the transducers with higher voltages, the crystal stability could be compromised
and the lifetime of the transducer could be reduced.
Finally, the possible heating of the source when excited with a pre-enhanced chirp
was evaluated. The pre-enhanced chirp did not produce any signiﬁcant source heating
greater than would be achieved with a similar linear chirp. Therefore, it was concluded
that heating of the source was not of greater concern using the REC method.
Overall, the engineering tradeoﬀs encountered during the practical limitation studies
were: nonlinear distortion vs. sidelobes, bandwidth boost vs. eSNR, attenuation vs.
center frequency shift, and attenuation vs. bandwidth.
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2.4 Figures and Tables
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Figure 2.1: An ultrasonic waveform (a) exhibiting and (b) not exhibiting the eﬀects of
nonlinear distortion.
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Figure 2.2: (a) PSD as a function of frequency, (b) normalized envelope as a function
of axial distance, and (c) MTF as a function of wave number. From left to right shows
the eﬀects of changing the Wiener ﬁlter gamma parameter. CP is shown in black while
REC values are shown in blue (1.3 MPa), and red (4 MPa). Note that the CP result is
only shown as a reference and does not undergo distortion due to nonlinear propagation.
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Figure 2.3: Application of a Tukey window on a pre-compressed echo to remove the
higher harmonics caused by nonlinear propagation.
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Figure 2.4: (a) PSD as a function of frequency, (b) normalized envelope as a function of
axial distance, and (c) MTF as a function of wave number for the case that includes a
post-ﬁlter to remove harmonics introduced due to distortion. From left to right shows
the eﬀects of changing the Wiener ﬁlter gamma parameter. CP is shown in black while
REC values are shown in blue (1.3 MPa), and red (4 MPa). Note CP result is only
shown as a reference and does not undergo distortion due to nonlinear propagation.
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Figure 2.5: PSD as a function of frequency for diﬀerent attenuation coeﬃcients: (a)
0.1, (b) 0.5, (c) 0.7 and (d) 1.0 dB MHz−1cm−1.
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Figure 2.6: Relative frequency shift as a function of attenuation coeﬃcient for CP and
REC. REC was evaluated under two compression scenarios: a Wiener ﬁlter approaching
an inverse ﬁlter (REC-IF) and a Wiener ﬁlter approaching a matched ﬁlter (REC-MF).
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Figure 2.7: Relative bandwidth loss as a function of attenuation coeﬃcient for CP and
REC. REC was evaluated under two compression scenarios: a Wiener ﬁlter approaching
an inverse ﬁlter (REC-IF) and a Wiener ﬁlter approaching a matched ﬁlter (REC-MF).
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Figure 2.8: Example showing how a nonsymmetrical system function can become larger
by an attenuating function. Items in orange show the original system function with
the smaller bandwidth and the items in red show the system function with the larger
bandwidth. Note that the ordinate is normalized amplitude and that in the scenario
where the system function was attenuated the scale shifts due to normalization. fc
represents the center frequency while fNEW represent the shift in center frequency.
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Figure 2.9: Bandwidth as a function of attenuation coeﬃcient for CP and REC. REC
was evaluated under two compression scenarios: a Wiener ﬁlter approaching an inverse
ﬁlter (REC-IF) an a Wiener ﬁlter approaching a matched ﬁlter (REC-MF).
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Figure 2.10: Thermal measurements of a 3 MHz transducer as a function of frequency
for a continuous sinusoid excitation. Dashed line indicates the temperature at which
skin starts to burn.
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Figure 2.11: Reduction of eSNR as a function of the fractional bandwidth. The legend
represents the original transducer bandwidth while the x-axis represents the bandwidth
value achieved using REC. These results were obtained for a TBP of 40.
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Table 2.1: A summary of SHFR, SMR (long-range (LR) and short-range (SR)), and
MTF for the nonlinear eﬀects study. The operating point of the Wiener ﬁlter was
adjusted to obtain an inverse ﬁlter (IF), a matched ﬁlter (MF) and a middle approach
between these extremes (MA).
Parameter Pressure IF MA MF
SHFR 1.3 MPa 0 dB -31 dB -70 dB
4.0 MPa 0 dB -17 dB -36 dB
SMR-LR 1.3 MPa -30 dB -30 dB -37 dB
4.0 MPa -20 dB -34 dB -32 dB
SMR-SR 1.3 MPa -14 dB -30 dB -25 dB
4.0 MPa -10 dB -32 dB -20 dB
MTF 1.3 MPa 138 μm 166 μm 300 μm
4.0 MPa 269 μm 151 μm 298 μm
Table 2.2: Attenuation coeﬃcients of some common human soft tissues.
Tissue Type αdB (dB MHz−1cm−1)
Blood 0.20
Breast 0.75
Fat 0.48
Kidney 1.0
Liver 0.5
Muscle 1.09
Skin 0.35
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Table 2.3: SHFR results when applying attenuation to the distorted signals due to
nonlinear propagation at the focal depth (55 mm) of a 5 MHz (f/3) source.
Attenuation Coeﬃcient Inverse Filter Matched Filter
1.3 MPa 4 MPa 1.3 MPa 4 MPa
(dB MHz−1cm−1) (unitless) (unitless) (unitless) (unitless)
0.0 -0 -0 -70 -36
0.1 -0 -8 -72 -50
0.3 -26 -50 ≤-100 -75
0.5 ≤-100 -71 ≤-100 ≤-100
1.0 ≤-100 ≤-100 ≤-100 ≤-100
Table 2.4: Center frequency shift after synthetically adding attenuation to the pre-
compressed echoes. CP center frequency shift shown as reference.
CP REC
Attenuation Coeﬃcient Inverse Filter Matched Filter
(dB MHz−1cm−1) (MHz) (MHz) (MHz)
0.0 0.00 0.00 0.00
0.1 -0.17 -1.27 -0.10
0.3 -1.91 -2.88 -0.83
0.5 -2.84 -3.60 -1.51
0.7 -3.47 -3.85 -1.58
1.0 -3.57 -3.89 -2.33
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Table 2.5: Bandwidth after synthetically adding attenuation to the pre-compressed
echoes. CP bandwidths shown as reference.
CP REC
Attenuation Coeﬃcient Inverse Filter Matched Filter
(dB MHz−1cm−1) (MHz) (MHz) (MHz)
0.0 3.52 7.19 4.72
0.1 4.09 6.43 4.34
0.3 4.59 4.21 3.55
0.5 3.96 2.70 3.02
0.7 2.84 1.81 2.57
1.0 2.75 1.17 2.02
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CHAPTER 3
APPLICATIONS FOR THE REC TECHNIQUE
In this chapter, potential applications where REC could be beneﬁcial are explored.
Speciﬁcally, three applications were evaluated where the improved axial resolution and
increased bandwidth available from REC could be beneﬁcial. First, REC was used to
enhance the contrast of B-mode images using frequency compounding. Second, REC
was used to improve contrast and spatial resolution of quantitative ultrasound (QUS)
images.
3.1 Speckle Reduction and Contrast Resolution Enhancement of
B-mode Images using REC
3.1.1 Introduction
Speckle, the granular structure in ultrasonic images, reduces the ability to detect low-
contrast targets. Speckle is formed by subresolution scatterers that cause constructive
and destructive interference of backscattered ultrasonic signals within the resolution cell
volume of an ultrasonic source [32]. Furthermore, speckle is considered to be a deter-
ministic process because when an object is imaged under the same operating conditions
no changes in the speckle pattern occur. For these reasons, speckle is not reduced by
signal averaging over time. Therefore, considerable eﬀort has been spent over the last
few decades in developing techniques to reduce speckle in ultrasonic images.
Portions of Section 3.1 have been reprinted, with permission, from J. R. Sanchez and M. L. Oelze,
“An ultrasonic imaging speckle-suppression and contrast-enhancement technique by means of frequency
compounding and coded excitation,” IEEE Trans. Ultrason. Ferroelect. Freq. Contr., vol. 56, pp.
1327-1339, Jul. 2009, c©2009 IEEE, and from J. R. Sanchez and M. L. Oelze, “An ultrasonic imaging
speckle suppression and contrast enhancement technique by means of frequency compounding and coded
excitation,” Proceedings of the 2007, IEEE Ultrasonics Symposium, pp. 464-467, 2007. c©2007 IEEE.
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Why speckle reduction?
In imaging, small structures or an object can be identiﬁed if the contrast between the
target and the surrounding area are diﬀerent [33]. Figure 3.1 shows a 1-D example
of the eﬀects that speckle can have on the detectability of low contrast targets. In
ultrasonic imaging, the diﬀerence in contrast between diﬀerent soft tissues can be very
small. Therefore, with the use of speckle reduction techniques, image contrast can be
improved by removing the interference pattern created by speckle. This intereference
pattern created by speckle is also known as speckle noise and reduction of speckle noise
can enhance the detectability of structures having low contrast with the background [34].
Consequently, speckle reduction techniques have been used clinically and applied to
commercial systems in order to improve the detection of small structures and lesions [35].
Speckle reduction techniques
Speckle reduction techniques can be classiﬁed into two categories: post-processing tech-
niques and compounding methods. Examples of post-processing techniques are adap-
tive ﬁltering (linear and nonlinear) [36–40], deconvolution [41,42], and wavelet despeck-
ling [43,44]. The compounding speckle reduction methods include spatial and frequency
compounding. These schemes rely on making separate images that have uncorrelated or
partially correlated speckle patterns. The separate images are then averaged to reduce
the speckle while maintaining the mean intensity of the image but at the expense of spa-
tial resolution. Originally for spatial compounding, the source aperture was translated
laterally or at diﬀerent angles to make images from diﬀerent orientations [45, 46]. The
main drawbacks of these techniques are loss in lateral resolution, and image misalign-
ment due to motion which causes image artifacts. In addition, the need for multiple
images would mean a decrease in the frame rate. Recently, manufacturers have em-
ployed receive-aperture-only spatial compounding which is not subject to frame rate
losses or motion-based image registration errors because all processing is performed af-
ter the data is collected. Other advances in spatial-compounding [47,48] use electronic
beam-steering to obtain images at diﬀerent angles to overcome some of these tradeoﬀs
by using advanced image registration.
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Frequency compounding
Another method, known as frequency compounding (FC), can be applied on transmit
mode by using multiple sources at diﬀerent frequencies or on receive mode as a post-
processing speckle reduction technique by dividing the spectrum of the radio-frequency
(RF) echoes into subbands to make separate and partially uncorrelated images [49–55].
The latter instance is also known as frequency diversity [50, 55], or split spectrum pro-
cessing [53]. Compounding is performed by averaging the images generated from each
subband. As a result of compounding, a reduction in the speckle variance is obtained
while maintaining the mean intensity of the signal. As the width of the subband becomes
smaller, the eﬀective bandwidth used to create individual images decreases, which trans-
lates into a decrease in axial resolution. Therefore, the main disadvantage introduced
by using frequency compounding is the inherent tradeoﬀ between axial and contrast
resolution. In fact, if a lesion is too small, loss of axial resolution may actually decrease
contrast because signals from the lesion and background can smear together. Conse-
quently, if the axial resolution and the bandwidth of an ultrasonic imaging system could
be increased, these tradeoﬀs between axial and contrast resolution could be extended.
The ﬁrst researchers that applied FC to medical ultrasound were Abbott and Thur-
stone [49]. In the study, they compared laser speckle to ultrasound speckle and suggested
several techniques to generate independent speckle patterns including FC. Magnin et
al. [51] observed that decorrelation of speckle patterns is dependent upon the excita-
tion bandwidth and obtained increases in speckle signal-to-noise ratio (sSNR) of 26%
in B-mode images using a phased array system. The sSNR is deﬁned as the ratio of
the mean to the standard deviation of the echo amplitude [32]. Melton et al. [52] de-
veloped a model to predict the amount of speckle reduction in A-mode scans based
upon correlation coeﬃcients. Trahey et al. [46] discussed a method for optimal speckle
reduction based on the number of images that should be acquired within the available
system bandwidth. Gehlbach et al. [50] studied frequency diversity using digital ﬁltering
techniques to determine a method to maximize sSNR and increase the ability to detect
low-contrast targets. In addition, it was observed that a 10 to 15 percent increase in
sSNR could be achieved by increasing the number of ﬁlters and ﬁlter overlap. Stetson et
al. [56] used frequency diversity techniques with the combination of gray level mapping
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to improve the contrast-to-noise ratio (CNR) of low-contrast targets. CNR assess image
quality and describe the ability to perceive a target from the background region [34].
Overall, these studies suggested that FC is an eﬀective tool for image contrast improve-
ment. Therefore, by combining FC techniques with REC, it is hypothesized that further
reductions in the variance caused by speckle could be obtained because of the larger
bandwidth available.
3.1.2 Methods and procedure
The objective of using FC was to reduce the speckle noise and enhance the contrast
in ultrasonic B-mode images. In the FC study, the received wideband RF spectrum
was partitioned into N subbands by using Gaussian band-pass ﬁlters of smaller band-
width than the original spectrum. These narrowband subbands were used to create
separate images that had partially uncorrelated speckle patterns,i.e., up to 60% decor-
relation [51]. Typically, improvements in sSNR and CNR are proportional to
√
N ;
however, because these separate images were partially correlated, the improvements
should be proportional to a factor less than the square root of the sum of uncorrelated
images [32]. These separate images were ﬁrst normalized and then added together to
reduce the speckle by reducing the image intensity variance. However, the axial reso-
lution deteriorates because the compounded image was generated by averaging smaller
subband images. The block diagram in Fig. 3.2 depicts the operation of FC for a system
of N = 3. An example of FC for a system with N = 4 is shown in Fig. 3.3.
By using REC, a larger bandwidth was available, which allowed larger subbands
to be used, or more importantly, an increase in the number of subbands that could be
applied for a particular desired axial resolution. For this application the goal was to
combine the REC technique with FC, which will be described as REC-FC, to extend
the tradeoﬀ of loss in axial resolution versus improvements in contrast. Accordingly, a
parameter of interest was the bandwidth of these subbands. Therefore, in simulations
and experiments, four cases were evaluated in terms of the subband width when applying
FC to the REC technique. The ﬁrst case consisted of using subbands that were the same
width of the true impulse response bandwidth, designated as full width. The resolution
of the compounded image in the full width case would be the same as that using CP
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but the contrast resolution should improve due to FC. Other cases consisted of using
subbands smaller than the full width, speciﬁcally, half-, third- and fourth-width of the
original impulse response bandwidth. A plot showcasing the sizes of the subbands for
all cases in addition to the original bandwidths of CP and REC is shown in Fig. 3.4.
The cases of genuine interest are full and half width as the intention of this work was to
improve the contrast without suﬀering a large amount of axial resolution loss. However,
for study completion the later two cases, third- and fourth-width, were also evaluated.
Other ﬁlter bank parameters that were considered and evaluated through simulations
and experiments when applying FC to the RF spectrum were subband center frequency
separation, ﬁrst subband center frequency starting point, and the number of subbands.
The values of these parameters were chosen so that they optimized the image quality
metrics, which are deﬁned in the following section.
Image quality metrics
To evaluate the performance of the REC-FC technique compared to CP and CP-FC the
following image quality metrics were used:
1. Contrast-to-noise ratio (CNR): CNR [34], also known as contrast-to-speckle ratio,
is a common quantitative measure that can assess image quality and describe the
ability to perceive a target from the background region. CNR is deﬁned as
CNR =
∣∣∣∣ μB − μT√σB + σT
∣∣∣∣, (3.1)
where μB and μT are the mean intensity of the background and the target lesion,
and σ2B and σ
2
T are the variance of the background and target, respectively. To
avoid possible errors in the calculations due to attenuation, the evaluated regions
of interest in the background and the target lesion were the same size and were
located at the same depth.
2. Speckle signal-to-noise ratio (sSNR): sSNR [57] is a measure of the ﬂuctuations in
the speckle of a particular region of interest and is deﬁned as
sSNR =
μ
σ
, (3.2)
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where μ and σ are the mean and the standard deviation of the amplitude in
the region of interest, respectively. Speciﬁcally, sSNR was evaluated for same-
sized regions (900 x 20 samples, axially and laterally) in the target lesion and the
background that were located at the same depth. For Rayleigh statistics, sSNR
approaches 1.91 [32].
3. Histogram pixel intensity (HPI): HPI is the mean of the frequency distribution of
grayscale pixel intensities and is described by
HPI = E{B}. (3.3)
B is the histogram being evaluated and is described by
B(i) = ci, (3.4)
where ci represents the number of pixels in the image within a particular intensity
level, i, which is an integer between 0 and 255 that represents the grayscale levels
used in B-mode images. Histograms were made for same-sized regions (900 x 20
samples, axially and laterally) for the target lesion and the background and located
at the same depth. Ideally, for superior target detectability, there is no overlap
present between the target histogram and the background histogram. Therefore,
histogram overlap (HO), which is the percentage of overlapping pixels between
these two regions, was also considered.
4. Lesion signal-to-noise ratio (lSNR): lSNR [57] is a ratio of contrast-detail and
resolution, and therefore considers both contrast and spatial resolution for target
detection. Contrast detail is an analytical measurement of image quality that
quantiﬁes the ability of the ideal observer/imaging device to detect an isolated
object of minimum size at a ﬁxed contrast, at a given level of observer conﬁdence
and for a given noise level [58]. The metric relates to the ideal observer in that
it yields the dependence of lesion contrast on lesion diameter at the observer’s
threshold for detection [57]. The lSNR relation is deﬁned as:
lSNR =
C · d · √N√
Scx · Scz
, (3.5)
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where d is the diameter of the target lesion, N is the number of uncorrelated images
generated with FC (N = 1 otherwise), Scx and Scz are the average resolution cell
size in the lateral and axial direction, respectively, and C [58] is the contrast of
the target and is deﬁned by
C =
ψ1 − ψ2√
ψ1 + ψ2
, (3.6)
where ψ1 and ψ2 are the mean-square scattering strength (backscatter intensity)
of the background and the target lesion, respectively. The average cell size is
obtained using the normalized autocovariance function [59]. It is noteworthy to
state that although the correlation function can be evaluated for the compounded
image, the results generated are inaccurate because the uncorrelated speckle pat-
terns are averaged, which would morph the speckle size. As a result, the average
correlation function was evaluated by using one of the subband images generated.
lSNR is a valuable metric in that it allows quantiﬁcation of the tradeoﬀs between
axial resolution, lesion size, and contrast between diﬀerent imaging systems.
Computer simulations
Computer simulations were carried out in MATLAB (Mathworks, Natick, MA) to char-
acterize the performance of the REC-FC technique. The simulations used a received
pulse-echo pressure ﬁeld model [60] described as
g′(x, y, t) = h1(t) ∗ f(x, y) ∗ hpe(y, t), (3.7)
where x represents the axial spatial coordinate, y represents the lateral spatial coordi-
nate, h1(t) is the pulse-echo impulse response of the transducer, f(x, y) is the scattering
function, and hpe(y, t) is the modiﬁed pulse-echo spatial impulse response that takes into
consideration the geometry of the transducer and the spatial extent of the scattered ﬁeld
(beam diﬀraction). The pulse-echo impulse response, h1(t), for CP was generated by
gating a sinusoid of four cycles with a Hanning window
w(n) =
⎧⎪⎪⎨⎪⎪⎩
0.5 · (1− cos( 2πnLH−1)), 0 ≤ n ≤ LH − 1
0, otherwise,
(3.8)
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where n is an integer and LH is the number of samples in the window. The window
and sinusoid parameters where chosen such that they matched the transducer used in
experiments. As a result, the generated pulse-echo impulse response was located at the
focus of a 2.25 MHz single-element transducer (f/2.66) with a fractional bandwidth of
50% at -3 dB, which would correspond to a window length of N = 128. For REC, the
desired impulse response function, h2(t), was constructed to have double the fractional
bandwidth, or 100% at -3 dB, compared to the CP method. Therefore, a Hanning
window of half the length, N = 64, was used to construct the REC impulse response.
The spatial response for a circular focused piston source can be approximated as a
circular Gaussian beam [61] which is deﬁned as
hpe(y, t) = δ(t− 2Rd
c
)e
−y2
σ2y , (3.9)
where Rd is the distance from the source to target in space, c is the speed of sound
of the medium and σy, which was set to be equal to 1.28 mm, is the nominal lateral
beamwidth of the source at -6 dB, which is the full width at half maximum.
The object being imaged was a simulated phantom that was 20 mm in length, 30 mm
in width and 1.92 mm in height. The received RF backscatter data were sampled at
a rate of 100 MHz. The transducer was translated laterally across the surface of the
phantom in increments of 0.1 mm. A cylindrical target with a radius of 7.5 mm was
located at the center of the phantom. To generate a hyperechoic target with a contrast
of approximately +6 dB, the amplitude of the scattering strength from scatterers in the
target lesion region was twice the amplitude of the scattering strength from scatterers in
the background. To achieve fully developed speckle, the phantom contained an average
of 20 point scatterers per resolution cell volume. In this dissertation, a resolution
cell volume for a circular transducer is deﬁned as a pulse length times the area of
a cylinder, where the cylinder width is the lateral beamwidth. The scatterers were
uniformly distributed throughout the phantom and spatially at random.
A total of 50 phantoms were simulated and evaluated with the image quality metrics
discussed in Section 3.1.2. Attenuation and noise were not modeled in the simulations
in order to examine the relationship of FC to the speckle reduction only. In simulations,
no optimization of the γ parameter in the Wiener ﬁlter (Eq. (1.2)) was used. However,
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in this study the γ parameter (Eq. (1.2)) was set to unity and then slightly adjusted
until it forced the Wiener ﬁlter towards an inverse ﬁlter in order to increase the axial
resolution.
Experimental setup
Experiments were performed to validate the simulations. A single-element, weakly fo-
cused (f/2.66) transducer (Panametrics, Waltham, MA) with a nominal center frequency
of 2.25 MHz and a 50% (at -3 dB) fractional bandwidth (measured) was used to image
a phantom by translating the transducer laterally across the phantom. There were two
diﬀerent experimental setups utilized: one for CP methods and another one for REC
experiments. These setups would contain diﬀerent noise levels due to the use of diﬀerent
excitation systems. Therefore, to avoid errors in the comparisons, the noise levels were
normalized to an eSNR of 28 dB. Normalization of eSNR was accomplished by adding
zero-mean Gaussian white noise to the CP RF echo waveform. The two experimental
setups are described as follows:
1. Conventional pulsing experimental setup: The transducer was excited by a pulser-
receiver (Panametrics 5800, Waltham, MA) and the receive waveform was dis-
played on an oscilloscope (Lecroy 9354 TM, Chester Ridge, NY) for visual ver-
iﬁcation. The echo signal was recorded at a rate of 100 MHz by a 12-bit A/D
(Strategic Test Digitizing Board UF3025, Cambridge, MA) for further processing
by a PC. A diagram of the experimental setup for CP is shown in Fig. 3.5(a).
2. REC experimental setup: The pre-enhanced chirp was generated in MATLAB
(The Mathworks Inc., Natick, MA) and downloaded to an arbitrary waveform gen-
erator (Tabor Electronics W1281A, Tel Hanan, Israel). The excitation signal was
sampled at a rate of 100 MHz and ampliﬁed by an RF power ampliﬁer (ENI 3251,
Rochester, NY). The ampliﬁed signal (50 dB) was connected to the transducer
through a diplexer (Ritec RDX-6, Warwick, RI). The echo signal was received by
a pulser-receiver (Panametrics 5800, Waltham, MA), which was displayed on an
oscilloscope (Lecroy 9354 TM, Chester Ridge, NY) for visual veriﬁcation. The
echo signal was recorded at a rate of 100 MHz by a 12-bit A/D (Strategic Test
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Digitizing Board UF3025, Cambridge, MA) for further processing by a PC.
A tissue-mimicking phantom (ATS Laboratories Model 539, Bridgeport, CT) and a
hydrogel cone phantom were used to assess the performance of REC-FC with the image
quality metrics described in Section 3.1.2. The material from the ATS tissue-mimicking
phantom consisted of urethane rubber with a speed of sound of 1450 m/s ± 1.0% at 23
◦C and an attenuation coeﬃcient of 0.5 dB MHz−1 cm−1 ± 5.0%. A 15 mm diameter
echogenic grayscale target structure with a constrast of +6 dB located at a depth of
4 cm into the phantom was imaged and the four FC cases were applied. Therefore,
the goal of imaging with the ATS phantom was to evaluate and quantify the contrast
improvements versus changes in spatial resolution for lesions of the same size but with
diﬀerent contrasts.
A hydrogel cone phantom was designed and fabricated at the Ultrasonic Imaging
Laboratory at the Beckman Institute at the University of Illinois at Urbana-Champaign.
The phantom contained a cone inclusion with a 15 mm diameter at the top. By imag-
ing cross-sectional planes of the cone at diﬀerent heights of the cone, lesions of diﬀerent
sizes could be imaged and evaluated. The materials (and relative amounts by weight)
for the cone inclusion were type-A gelatin (Fisher Scientiﬁc, Pittsburgh, PA) (5.5%),
n-propanol (9.0%), distilled and deionized water (83.4%), formaldehyde (0.1%), and
powdered graphite (2.0%). The materials (and relative amounts by weight) for the
surrounding medium around the cone were type-A gelatin (5.5%), n-propanol (9.0%),
distilled and deionized water (84.8%), formaldehyde (0.1%), and powdered graphite
(0.5%). The powdered graphite scatterers were positioned at random locations through-
out the phantom by rotating the phantom before the gel congealed. In addition, the
concentration diﬀerence of the powdered graphite between the cone lesion and the back-
ground provided cone-to-background contrast of +6 dB. The speed of sound and the
attenuation coeﬃcient slope of the phantom were measured to be approximately equal
to 1540 m/s and 0.49 dB MHz−1 cm−1, respectively, when using a 2.25 MHz source.
The goal of imaging with the hydrogel cone phantom was to evaluate and quantify the
contrast improvements by varying the size of the lesion while maintaining the same
lesion-to-background contrast.
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All measurements of phantoms were conducted at room temperature (approx. 23
◦C) in a tank of degassed water. Furthermore, in experimental measurements, no op-
timization of the γ parameter in the Wiener ﬁlter (1.2) was used. Moreover, the same
technique to determine the γ as described in Section 3.1.2 was used for the experimental
measurements.
3.1.3 Results
Computer simulations
Descriptions of the ﬁlter banks designed for the computer simulations are given in
Table 3.1. The resulting axial and lateral resolutions are given in Table 3.2. The axial
resolution should deteriorate as the subband width decreases. Moreover, the values
obtained for CNR and sSNR for all four cases (full-, half-, third-, and fourth-width)
in addition to the reference scans (CP and REC with no compounding) are listed in
Table 3.3. The values for HPI, HO, and lSNR are summarized in Table 3.4. From
Table 3.3 it can be observed that both CNR and sSNR improved as the number of
subbands increased and the subband width became smaller. These improvements in
terms of CNR, sSNRB, and sSNRT are also illustrated in Fig. 3.6(a,b,c). These graphs
indicate that as the number of subbands increased the contrast as quantiﬁed by these
metrics also increased.
The B-mode images representing the results are displayed in Fig. 3.7. Examination
of the reference scans in Figs. 3.7(a) reveals that by using the REC technique without
any compounding the speckle size was ﬁner than when compared to CP. The smaller
speckle size (i.e., better spatial resolution) resulted in the object boundaries being more
well-deﬁned because there was more detail compared to CP images. The spatial reso-
lution boost was then traded away to improve contrast resolution by applying FC with
subbands that had the same bandwidth as CP (full width) as shown in Fig. 3.7(b). For
the full-width case, the CNR, sSNRB, and sSNRT improved by 71%, 53%, and 51% over
CP. Essentially, a gain of CNR and sSNR was achieved while maintaining the same spa-
tial resolution that would be obtained by using CP methods. Through examination of
Fig. 3.6(d), the lSNR values were higher for REC than for CP. Therefore, the increasing
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lSNR suggests that the target detectability was increased with REC-FC compared to
CP. The lSNR for REC without compounding was 15% better than that for CP with-
out compounding. This implies that the same lSNR value would be obtained for both
CP and REC, if a target of approximately 13 mm in diameter was imaged with REC
compared to 15 mm imaged using CP. In other words, according to the lSNR metric,a
smaller lesion would be more detectable with REC than with CP because of the spatial
resolution boost.
In addition to improvements in contrast, the boundaries of the target were more
deﬁned with REC-FC when compared to CP. This edge enhancement was due to the
resolution enhancement in the REC reference image which led to increased detail as
shown in Fig. 3.8b. The images in Fig. 3.8 were generated by applying a -6 dB threshold
on the envelopes of CP, REC, and REC-FC (full width) and then estimating the margin
strength [62]. The diﬀerence in contrast between the background and the target was 6
dB; therefore, a threshold of -6 dB was considered. A threshold was applied to segment
the target from the background, i.e., pixel values greater than -6 dB were considered
part of the target and were assigned a value of one while all other pixel values were
assigned a value of zero. Margin strength was then estimated to detect the strength of
the distinct boundaries generated by applying the -6 dB threshold. Margin strength [62]
is deﬁned by the following equation:
MS = E
{√√√√(dROI
dx
)2
+
(
dROI
dy
)2}
, (3.10)
where ROI is a two-dimensional region-of-interest within the envelope. From images of
the margin strength, shown in Fig. 3.8, the targets’ edges were more clearly deﬁned and
outlined for REC-FC when compared to CP. For REC this was not the case. However,
when carefully examining REC versus CP, it was evident that REC had less background
content around the target edges when compared to CP, allowing the boundaries to be
traced.
The other cases evaluated were half-, third-, and fourth-width of CP impulse re-
sponse, which would translate into a reduction by a factor of two, three and four in
terms of axial resolution, respectively. The half-, third-, and fourth-width case FC ﬁlter
banks were applied to both CP and REC as shown in Fig. 3.7(c-e). In simulations it
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was observed that the lSNR values decreased with smaller subbands in the FC. There-
fore, the decreasing lSNR values suggest that the corresponding loss in axial resolution
outweighed the increase in contrast obtained. In the REC-FC simulations, the lSNR
for the fourth-width case suﬀered a signiﬁcant drop, which was attributed to the deteri-
oration of axial resolution. However, REC-FC was still better than CP-FC in terms of
lSNR. A slight decrease in lSNR of 2% was encountered when comparing CP to REC-
FC (fourth-width). In terms of lSNR, the improvements obtained up to the third-width
case quantiﬁed signiﬁcant beneﬁts of REC-FC over CP and CP-FC.
Histograms of the background and target regions for all four cases are shown in
Fig. 3.9. From examination of the reference scans in Fig. 3.9(a), a large overlap in the
distribution of grayscale pixel intensities between the background and the target existed.
The overlap was due to the large spread in the standard deviation about the mean pixel
value of these regions. In fact, the overlap of these regions for the CP and REC reference
scans was 28%. A large overlap between these two regions was undesirable because it
would decrease the ability to detect the target against the background. By using FC,
the overlap was reduced to 18% for the full width case as shown in Fig. 3.9(b). This
decrease in overlap can be attributed to a reduction of 11.6 and 11.7 in the standard
deviation of pixel intensities about the mean for the background and the target regions,
respectively. Moreover, as expected (Figs. 3.9(c-e)), the percent overlap for the half-,
third-, and fourth-width for CP-FC cases decreased. However, the overlap obtained
with CP-FC was higher than than with REC-FC.
Experimental results: ATS phantom +6 dB contrast lesion
Descriptions of the ﬁlter banks designed for the experimental implementation are given
in Table 3.5. The ﬁlter banks deviated slightly from the values obtained for the computer
simulation as the bandwidth of the source was slightly diﬀerent. The resulting axial and
lateral resolutions are given in Table 3.6. Again, as the subband width became smaller, a
decrease in axial resolution was observed. Moreover, values of CNR and sSNR obtained
for all four cases (full-, half-, third-, and fourth-width) in addition to the reference scans
(CP and REC with no compounding) are provided in Table 3.7. Values for HPI, HO,
and lSNR are summarized in Table 3.8. A trend similar to that observed in simulations
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was observed in experiments in that the CNR and sSNR improved as the subband
width became smaller. Furthermore, the improvements in terms of CNR, sSNRB, and
sSNRT are shown in Fig. 3.6(a,b,c). The B-mode images representing these results are
displayed in Fig. 3.10.
Examination of the reference scans in Fig. 3.10(a) revealed that by using the REC
technique the speckle size was ﬁner when compared to CP, which was also evident in
the simulations. Next, FC was applied with subbands corresponding to the bandwidth
of the original impulse response of the source under CP methods (full width) to improve
contrast as shown in Fig. 3.10(b). For the full width case, the CNR, sSNRB, and sSNRT
using REC-FC improved by 121%, 41%, and 57% over CP. Increases in CNR and sSNR
were obtained while maintaining the same axial resolution that would be obtained by
using CP methods. Similar to the simulations, the deﬁnition of object boundaries was
enhanced in the experimental results because the REC B-mode image contained more
detail when compared to CP. Therefore, when applying REC-FC this extra information
could enhance the image boundaries obtained when compared to CP. Evaluating lSNR
results shown in Fig. 3.6 suggests that by using REC the lSNR improved by 48% over
CP, indicating improved target detectability. This would imply that the same lSNR
value would be obtained for both CP and REC if a target of approximately 7.8 mm
in diameter was imaged with REC rather than 15 mm as in CP. Use of the REC
technique on an ultrasound imaging system signiﬁcantly improved the detectability of
small targets.
A comparison of experimental results with simulations revealed the improvement for
the full width case in terms of sSNRB and sSNRT remained approximately the same,
while the improvement in terms of CNR was larger in the experiment (121%) than in
simulations (71%). The next case evaluated was half-width of CP impulse response. The
half-width case was applied to both CP and REC as shown in Fig. 3.10(c). In comparing
experimental results to simulations it was observed that the improvements for the half-
width case in terms of sSNRB and sSNRT were quite similar, while the improvement in
terms of CNR were larger in the experiment (231%) than in simulations (137%). There
were two other cases evaluated, shown in Figs. 3.10(d) and 3.10(e). For the third-
and fourth-width REC-FC cases, the lSNR dropped, but maintained higher values than
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CP, with increases of 139% and 130%, respectively. This decrease was related to the
visible eﬀects of target edge blurring due to the resolution decrease in B-mode images.
Although the lesion is still detectible for the third- and fourth-width REC-FC cases, it is
not recommended to drive REC-FC beyond the half-width case if the best performance
criteria for detecting a lesion is desired. This performance criteria is associated to the
decision theoretic lSNR [57].
Histograms of the background and target regions for all four cases are shown in
Fig. 3.11. Examination of the reference scans shown in Fig. 3.11(a) revealed that there
was a large overlap in the distribution of grayscale pixel intensities between the back-
ground and the target. This overlap was due to the large spread in the standard
deviation about the mean pixel intensity of these regions. In fact, the overlap of both
these regions for the CP and REC reference scans was 35%. By using REC-FC, the
overlap was reduced to 33% for the full width case as shown in Fig. 3.11(b). A 2% drop
is signiﬁcant in that it was achieved with no cost in axial resolution because the axial
resolutions for CP and REC were the same. A major diﬀerence between simulations
and experiments was that the mean pixel intensity value for the background region
increased during simulations while the value decreased for experimental measurements.
The mean pixel intensity values for the target increased for both simulation results
and experimental measurements. This change in the mean pixel value may help explain
how the CNR results improved drastically during experiments compared to simulations.
Another factor that may have led to the greater improvement in CNR for experimen-
tal measurements versus simulations was the fact that the simulations did not contain
noise. In using a coding technique and FC, noise may be further reduced leading to
enhanced CNR over just the compounding eﬀect alone. Furthermore, the overlap for
the half-, third-, and fourth-width for CP-FC cases (Fig 3.11(c,d,e)) decreased; however,
the overlap obtained with CP-FC was higher when compared to REC-FC. Moreover,
the simulations only considered the position of the scatterers laterally. In other words,
the amplitude did not vary throughout the axial extent of the image. Consquently, the
mean of the pixels in the background did not drop because the amplitude was relatively
constant. Nonetheless, it should be noted that although the overlap in pixel intensities
between these two regions was reduced, the reduction in axial resolution was deteriorat-
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ing image quality for the third- and fourth-width cases. This reduction in image quality
could reduce the ability to detect small targets. This eﬀect was not as noticeable in the
simulation results except for the fourth-width case.
Experimental results: hyrdrogel phantom with lesions of diﬀerent sizes
The B-mode images obtained for the hydrogel cone phantom for various target lesion
diameters are displayed as follows: 8 mm in Fig. 3.12, 5 mm in Fig. 3.13, and 3 mm in
Fig. 3.14. The values of CNR, sSNRT and sSNRB for the hydrogel phantom for various
lesion sizes and using various FC cases are shown in Tables 3.9, 3.10, and 3.11. The
ﬁlter banks applied in this particular study were consistent with the parameters shown
in Table 3.5.
The results for the 5 mm and 3 mm diameter cases can be characterized by large
variability in the CNR and sSNR values. The variability in the results occurred because
the regions of interest used to obtain the statistical measures of CNR and equivalently
sSNR became smaller as the lesion diameter became smaller. Evaluation of the statis-
tical measures in smaller regions of interest when using FC was problematic because
of the widening of the speckle patterns as the subband widths became smaller. A
MATLAB simulation was performed to evaluate the relationship between the number
of pixels used in the calculation of CNR and the variance of the CNR estimates. The
simulation consisted of a phantom with two regions: one representing the background
and one the lesion as shown in Fig. 3.15(a). A total of 25 phantoms were imaged using
CP methods and the properties of the background and lesion regions were represented
by the parameters of the experimental study (i.e., the contrast between them was +6
dB). From the simulations it was estimated that around 10,000 pixels were needed to
obtain a CNR with a standard deviation of 0.10 as shown in Fig. 3.15(b). The regions of
interest contained 15,000, 4000, and 2250 pixels for the 8 mm, 5 mm, and 3 mm cases,
respectively. The results in Fig. 3.15(b) suggests that the sample sizes were too small
to obtain a precise estimate of the statistical estimates of CNR and sSNR for the 5 mm
and 3 mm cases. Similar conclusions can be established regarding the sample size for
the lSNR metric as it is heavily dependent on contrast. Therefore, values listed for the
CNR and lSNR for the smaller lesion sizes are not as reliable as those listed for larger
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lesions where more samples are available.
Combination of REC-FC images: Enhanced REC-FC
Although improvements in contrast are obtained, a detriment of REC-FC is that the
smaller the subband width the more the axial resolution is degraded. As a result, the
REC-FC images appeared blurry as the subband width became smaller. A method
was proposed that could provide the improvements in contrast obtained with REC-
FC without sacriﬁcing as much axial resolution. The proposed method was to sum a
collection of compounded images constructed from diﬀerent subband widths. For the
purpose of this document, this study shall be known as enhanced REC-FC, or eREC-
FC. In this study, eREC-FC utilized the sum of the following images: REC reference
image, REC-FC (full width), REC-FC (half width), REC-FC (third-width), REC-FC
(fourth-width), and REC-FC (eighth-width) to form an enhanced ﬁnal REC-FC image.
Theoretically, by summing all the compounded images along with the reference, the
ﬁnal enhanced image hawould have an axial resolution that appeared similar to the full
width or equivalently the original resolution obtained with CP. The results of summing
the envelope of the reference and subbands is shown in Fig. 3.16. Evaluation of the
pulse-width of the eREC-FC envelope at -10 dB in Fig. 3.16 indicated that the axial
resolution was slightly better than the REC-FC full width case and the CP reference
but worse than the REC reference.
The B-mode images for the various ATS phantom targets when applying eREC-FC
are displayed as follows: +6 dB in Fig. 3.17, +3 dB in Fig. 3.18, -3 dB in Fig. 3.19, and -6
dB in Fig. 3.20. The CNR results obtained with eREC-FC are listed in Table 3.12. Ex-
amination of the eREC-FC and the reference B-mode images in Fig. 3.17-3.20 suggests
that the spatial resolutions of the two images were quite similar; however, the eREC-FC
image had improved image contrast (CNR) by an average of 133%. The CNR results
obtained with eREC-FC were similar to the results obtained for the REC-FC third-
width case regardless of the reference CNR value. These results were expected because
averaging the images obtained for the full-, half-, third-, fourth-, and eight-width along
with reference would provide a middle point between the third and fourth-width cases.
The B-mode images for the various hydrogel targets when applying eREC-FC are
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displayed as follows: 8 mm in Fig. 3.21, 5 mm in Fig. 3.22, and 3 mm in Fig. 3.23.
The CNR results obtained with eREC-FC are also listed in Table 3.12. Examination of
the eREC-FC and the reference B-mode images in Figs. 3.21- 3.23 also suggested that
the spatial resolutions of the two images were quite similar; however, the eREC-FC
image had improved image contrast (CNR) by an average of 132%. The CNR for the
hydrogel cone phantom obtained with eREC-FC were similar to the results obtained for
the REC-FC third-width case regardless of the diameter of the lesion.
Therefore, with eREC-FC the B-mode images were drastically improved by increas-
ing the CNR, which was between the CNR values estimated for the third-width and
fourth-width REC-FC cases. Furthermore, these contrast improvements were achieved
without sacriﬁcing the axial resolution by a signiﬁcant amount, which would occur under
normal FC procedures.
3.1.4 Conclusion
A pulse compression and coded excitation technique, REC, was used to double the
axial resolution, which translated into an increase in system bandwidth. The speckle
reduction technique known as FC utilized this larger available bandwidth to improve
image contrast in ultrasonic B-mode images. FC partitions the useable bandwidth by
using subbands that are smaller than the system bandwidth to improve image contrast
and reduce speckle noise but at the expense of axial resolution. Therefore, the major
objective of this study was to establish the beneﬁts of applying FC to REC to take
advantage of the larger useable bandwidth to increase the number of subbands.
Simulations and experimental measurements were used to establish the usefulness
of the REC-FC technique in enhancing image contrast and reducing speckle noise for
various targets with diﬀerent contrasts and diameters. The results from simulations and
experiments suggested that REC-FC was a useful tool to obtain substantial improve-
ments in image contrast and to enhance the boundaries between the target and the
background. CNR, SSNRB, and SSNRT were increased in both simulations and exper-
iments for all cases. Furthermore, in simulations and experiments, the overlap between
the background and the target regions in the histograms of image intensity values was
signiﬁcantly reduced as the subbands decreased in width. lSNR increased in simulations
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for all cases except the fourth-width case. However, lSNR from experiments suggested
that pushing REC-FC to the third- and fourth-width cases may be unfavorable. In
general, it was observed that REC-FC was always a step ahead of CP/CP-FC in terms
of contrast improvement. This was due to the doubling of the axial resolution of the
ultrasonic imaging system by using REC which allowed an increase in the number of
subbands.
The REC-FC technique would require certain hardware infrastructure for an ultra-
sonic imaging system. The main component required would be an arbitrary waveform
generator that can output the pre-enhanced chirp excitation signals. In addition, a
digital signal processor is required in order to compress the received echoes. However,
most ultrasonic imaging systems already contain digital signal processors, and versions
capable of producing arbitrary waveforms on excitation are possible now. An additional
experimental cost to using REC-FC in an ultrasonic imaging system is the requirement
of acquiring the pulse-echo impulse response of the imaging system. Nonetheless, the
approximate pulse-echo impulse response can be easily obtained by placing a known
reﬂector at the focus of the source and exciting with a pulse.
3.2 Improving Quantitative Ultrasound using Coded Excitation
Techniques
3.2.1 Introduction
In ultrasound a two-dimensional brightness image, known as a B-mode image, yields
mostly qualitative information from a cross-section of the tissue being interrogated.
These B-mode images are generated by digitally sampling radio-frequency signals backscat-
tered from tissue which are then converted into a grayscale image by detecting the en-
Portions of Section 3.2 have been reprinted, with permission, from J. R. Sanchez, D. Pocci, and
M. L. Oelze, “Use of a novel coded excitation scheme to improve spatial and contrast resolution of
quantitative ultrasound imaging,” IEEE Trans. Ultrason. Ferroelect. Freq. Contr., vol. 56, 10, pp.
2111-2123, Oct. 2009, c©2009 IEEE, from J. R. Sanchez, D. Pocci and M. L. Oelze, “Using resolution
enhancement compression to reduce variance of scatterer size estimates from ultrasonic backscattered
signals,” Proceedings of the 2008 IEEE Ultrasonics Symposium, pp. 36-39, 2008, c©2008 IEEE, and from
D. P. Hruska, J. R.Sanchez, and M. L. Oelze, “Improved diagnostics through quantitative ultrasound
imaging,” Proceedings of the 2009 IEEE Engineering in Medicine and Biology Society, pp. 1956-1959,
2009, c©2009 IEEE.
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velope. This process removes the frequency-dependent information contained in the
backscattered radio frequency signal. However, additional quantitative information
about the underlying tissue microstructure, structures that are smaller than the ultra-
sound wavelength, can be extracted from the frequency dependence of the backscattered
radio frequency signals [63].
Quantitative ultrasound (QUS) imaging techniques based on ultrasonic backscatter
have been used to characterize tissue and to successfully diagnose and monitor disease.
Much of the theoretical foundation for tissue characterization using ultrasound spectral
analysis was laid out by Lizzi et al. [63]. Applications where the frequency-dependent
backscatter information was used to quantify tissues include ocular tumors [64–71],
liver and kidney tissue characterization [71–75], prostate tumors [76,77], breast tumors
[78–84], and vascular abnormalities [85, 86]. These applications have established the
potential importance of QUS in the ultrasonics community.
To model the scattering process for tissue characterization it is assumed that tis-
sues conduct sound as an inhomogeneous ﬂuid [87]. Furthermore, the model assumes
scatterers of ﬁnite sizes that can be approximated by simple geometric shapes and
therefore characterized by a size and concentration [82]. Moreover, the size and shape
of the scatterers determine the magnitude at which a speciﬁc frequency of sound will
be scattered [82]. Therefore, with QUS, the normalized backscattered power spectrum
from a region of interest (ROI) can be parameterized and related to tissue microstruc-
ture [82]. For example, the eﬀective scatterer diameter (ESD) and eﬀective acoustic
concentration of underlying scatterers can be estimated from the normalized backscat-
tered power spectrum [82]. Parametric images can be constructed by associating the
estimated scatterer properties with ROIs at diﬀerent spatial locations. These ROIs
correspond to pixels in the parametric image whose color or intensity corresponds to a
particular parameter value. The size of the ROI corresponds to the spatial resolution
of the parametric image and is dictated by the number of independent scan lines in the
lateral extent and axially by the spatial distance delineated by a range gating function.
By decreasing the sizes of the ROIs, the spatial resolution of the parametric image is
improved. Unfortunately, a tradeoﬀ exists between the accuracy and precision of the
scatterer property estimates and the sizes of the ROIs [88]. Furthermore, one of the
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most important factors reducing the eﬀectiveness of QUS imaging techniques is the low
contrast resolution between diseased tissues and normal tissues or between benign and
malignant tumors. The contrast resolution of QUS images depends on the variance of
QUS estimates. The variance of QUS estimates decreases with increasing bandwidth of
the imaging system [82]. Therefore, an imaging system with larger bandwidth would
yield lower variance in spectral estimates. A decrease in estimate variance will result in
an increase of contrast resolution for QUS images.
The usefulness of parametric imaging for characterization and diagnosis of diseased
tissue has improved due to the advancement of signal processing techniques that improve
the accuracy of the estimates from backscatter. Recently, Kanzler and Oelze [89] im-
proved QUS estimates of ESD in tissue-mimicking phantoms by using coded excitation
and pulse compression. In that study, the increase in echo signal-to-noise ratio (eSNR)
achieved through coded excitation resulted in increased depths (50%) at which accurate
ESD estimates could be obtained versus conventional pulsing (CP) techniques. Kanzler
and Oelze also observed that the coded excitation and pulse compression scheme had a
minimal eﬀect on the estimate variance because it reduced the estimate variance at a
majority of depths by only a few percent.
The REC technique [18] was explored for improving both the bias and variance of
QUS estimates, i.e., ESD estimates. The REC technique can increase the bandwidth of
the ultrasonic imaging system by a factor of two without the presence of large sidelobes
often observed with other coding and pulse compression techniques. In addition to the
bandwidth enhancement, the REC technique has the typical coded excitation beneﬁts,
such as deeper penetration which is due to increases in the eSNR. Furthermore, a larger
eSNR translates into a larger useable bandwidth of the imaging system. Usable band-
width in this study of QUS imaging was deﬁned as the segment of the backscattered
power spectrum that is 6 dB above the noise ﬂoor. Chaturvedi and Insana [90] ob-
served that the standard deviation in ESD estimates was inversely proportional to the
bandwidth of the imaging system when using a spherical Gaussian model for scattering.
Therefore, the goal of this study was to combine the REC technique with QUS, which
will be described as REC-QUS, and evaluate the improvements in standard deviation of
ESD estimates due to the enhanced bandwidth and gain in eSNR. Another goal was to
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extend the tradeoﬀ of estimate standard deviation and the spatial resolution of the para-
metric image (ROI size). Both a broadening of the bandwidth and gain in eSNR should
yield improved QUS estimates, which in turn would improve the diagnostic capabilities
of QUS imaging techniques for clinical applications.
3.2.2 Methods and procedures
QUS
The ESD can be estimated from the frequency dependence of the normalized backscat-
tered power spectrum. To estimate the ESD from the normalized backscattered power
spectrum, the following assumptions were made: multiple scattering was negligible,
the scatterers were uniformly and randomly located spatially, and the distribution of
scatterer sizes was small relative to the mean size. In soft tissues, the frequency de-
pendence of the normalized backscattered power spectrum has been modeled by the
acoustic intensity form factor, F , which is related to a 3D spatial autocorrelation func-
tion that describes the material properties of the scatterers [63,91]. For soft tissues, the
theoretical power spectrum [91] is formulated by
Ptheor(f) = B(L, q)C(aeff , nz)f4F (f, aeff ), (3.11)
where f is the frequency; B is a constant that depends on L, which is the axial length
of the range gate, and on q, which is the ratio of the source radius to distance from the
ROI; C is a constant depending on the average eﬀective radius aeff of the scatterers; and
nz is the eﬀective acoustic concentration (product of the number density of scatterers
times square of the relative impedance diﬀerence between the scatterers and surrounding
tissues) [82].
The normalized power spectrum is calculated through [92]
Pnorm(f) =
A(f, L)
N
(
R
2
)2 N∑
n=1
Pm(f)
Pref
, (3.12)
where A is an attenuation compensation function, N is the number of gated scan lines
in the ROI to be averaged, Pref is a reference power spectrum, R is the reﬂectivity of
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a planar surface used to obtain the reference power spectrum, and Pm(f) is the power
spectrum calculated from a range gated signal. The reference power spectrum, Pref ,
was obtained by measuring the output of the transducer when a Plexiglas surface was
positioned at the focus of the source [63].
QUS: Attenuation compensation
Frequency-dependent attenuation alters the shape of the power spectrum as attenuation
increases with frequency. Hence, if the attenuation is not compensated for, the ESD
will be overestimated. In simulations and experiments, a point compensation scheme
was used. Point compensation [91] is described by
Apc(f, x) = e4α(f)R1 , (3.13)
where α(f) is the frequency-dependent attenuation and R1 is the distance between the
front-end of the object and the front-end of the the gated region.
QUS: Bandwidth
As previously stated, QUS techniques that make use of spectral information would be
greatly improved by larger bandwidth imaging systems. Larger bandwidth leads to
smaller variance in spectral estimates in QUS. Smaller variance in spectral estimates
means that tissues will be more diﬀerentiable with QUS imaging techniques. The vari-
ance of ESD estimates when assuming a Gaussian form factor is inversely proportional
to the bandwidth squared of the imaging system and is described by the following
equation [82,90]:
varD̂ =
2.09× 10−2
D2
[
M∑
j=1
f4j −M · E{f2}2
]−1
, (3.14)
where D̂ is the estimated ESD, D is the actual ESD in the ROI, f is frequency, fj are
frequency points in the analysis bandwidth that are uncorrelated, and M is the total
number of data points used in the analysis bandwidth. Furthermore, (3.14) indicates
that the variance in scatterer property estimates is inversely proportional to the ESD
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squared. Note that although the expression in (3.14) is only true for monodisperse
scattering ensembles, the bandwidth-variance relationship still holds for a distribution
of scatterer sizes.
Computer simulations
Computer simulations were carried out in MATLAB (Mathworks, Natick, MA) to char-
acterize the performance of the REC-QUS technique. The simulations used a received
pulse-echo pressure ﬁeld model [93] described as
g′[x, y, t] = h1(t) ∗ f(x, y) ∗ hpe(y, t), (3.15)
where x represents the axial spatial coordinate, y represents the lateral spatial coordi-
nate, f(x, y) is the scattering function, and hpe(y, t) is the modiﬁed pulse-echo spatial
impulse response that takes into consideration the geometry of the transducer to the
spatial extent of the scattered ﬁeld (beam diﬀraction).
The pulse-echo impulse response, h1(nT, x), for CP was approximated by
h1(t) = e
− t2−τ
σ2
t cos(ωt), (3.16)
where σ2t is the second central moment of the Gaussian pulse which dictates the band-
width of the pulse. A shift, τ , was added to h1(t) to make the pulse causal. The
generated pulse-echo impulse response was located at the focus of a 10 MHz single-
element transducer (f/4) with a -6 dB fractional bandwidth of 80%.
For REC, the impulse response function, h2(t), was constructed to have a -6 dB
fractional bandwidth of 150% by gating a sinusoid of four cycles with a Hanning window
w(n) =
⎧⎪⎪⎨⎪⎪⎩
0.5(1− cos( 2πnLH−1)), 0 ≤ n ≤ LH − 1
0, otherwise,
(3.17)
where n is an integer and LH is the number of samples in the window. A Hanning
window of length LH = 24 was used.
The spatial response for a circular focused piston source was simulated as a circular
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Gaussian beam which is deﬁned as
hpe(y, t) = δ(t− 2Rd
c
)e
−y2
σ2y , (3.18)
where Rd is the distance from the source to target in space, c is the speed of sound of
the medium which was set to 1540 m/s, and σy is the -6 dB lateral beamwidth which
is equal to 0.62 mm.
Three diﬀerent phantom types, S1, S2, and S3 were simulated. Ten simulations
were performed for the ﬁrst two types of phantoms, S1 and S2, while one simulation
of the third type, S3, was performed. Descriptions of the ﬁrst two simulated phantoms
are shown in Table 3.13. Descriptions of the third phantom are shown in Table 3.14.
Phantoms S1, S2, and S3 contained an average of 15 point scatterers per resolution cell
volume. These scatterers had an f4 dependence on the backscattered power spectrum.
However, to model soft tissue scattering and to obtain ESD estimates, the simulated
phantoms were modiﬁed by the spherical Gaussian form factor [91]. The spherical
Gaussian form factor was used to model soft tissue scattering which is described by
FGauss(f) = e
−12.159f2a2eff . (3.19)
The spherical Gaussian form factor has been used by various researchers to model
the scattering of soft tissues [66, 82, 91, 94–96]. In addition, the backscattered data
was reduced by the frequency-dependent attenuation corresponding to the distance
of the scatterer from the source. The attenuation was set to 0.5 dB MHz−1 cm−1.
Phantom S1 was used to evaluate the eﬀects that REC had on the spatial resolution
of QUS images due to the increase in bandwidth. Phantom S2 consisted of the same
parameters of phantom S1 except that it contained a cylindrical lesion of 6 mm radius
that was centered in a background region. Phantom S2 was used to evaluate the eﬀects
of REC on the contrast resolution of QUS images due to the improvements in standard
deviation of ESD estimates. Phantom S3 consisted of the same parameters of phantom
S2 except that it contained three cylindrical lesions of 6 mm radius. Phantom S3 was
used to evaluate the contrast resolution achievable from lesions with diﬀerent scatterer
diameters that were imaged with the same source. Phantoms S1, S2, and S3 were placed
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40 mm from the simulated source which had a focal depth of 50 mm.
The backscatter coeﬃcient estimates [92] were obtained by
σb(f) =
3.87(R0 + R1)2
AoL
Pnorm(f), (3.20)
where Ao is the surface area of the transducer, R0 is the on-axis distance between
the transducer and the front-end of the object being imaged, and R1 is the distance
between the front-end of the object and the front-end of the the gated region. From the
frequency dependence of the backscatter coeﬃcient the parametric images of ESD can
be obtained.
The received simulated radio frequency backscatter data were sampled at a rate of
100 MHz and the transducer was translated laterally in increments of 0.31 mm (50%
beam overlap). For phantom S2 and S3, the sizes of ROIs were selected based on recom-
mendations from previous analysis of ROI versus estimate bias and variance [88]. Axi-
ally, individual scan lines were gated with a rectangular window of a length correspond-
ing to 5.5 CP axial pulse lengths. Laterally, a distance of ﬁve lateral beamwidths was
used, corresponding to 10 scan lines because data were acquired with a 50% beamwidth
overlap between scan lines. Therefore, each ROI was a rectangle 1.52 mm x 4.15 mm.
However, ROIs were overlapped both laterally and axially by 66%; therefore, the eﬀec-
tive ROI size after averaging was 0.50 mm x 1.38 mm. For phantom S1, the size of the
ROI was varied in the axial extent as the goal of this study was to evaluate the estimate
bias and standard deviation as a function of gate length.
Estimates of ESD were obtained by approximating the measured power spectrum
by a best-ﬁt line technique [82]. Speciﬁcally, estimates were obtained by comparing the
logarithm of the measured backscattered power spectrum (3.12) with the logarithm of
the theoretical power spectrum (3.11) through the equation,
10 log10 Pnorm(f)− 10 log10 f4 ≈ m(aeff )f2 + b(nz, aeff , L, q). (3.21)
Equation (3.21) describes a straight line, y = mx+b where x = f2, m is the slope and is
a function of aeff , and b is the intercept and is a function of aeff , nz, q, and L. Finally,
estimates were obtained by using least-squares analysis to ﬁnd the best-ﬁt line to the
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measured and processed data from (3.21) using an analysis bandwidth corresponding
to the -6 dB bandwidth of the simulated source.
Experimental Setup
Scatterer property estimates from experiments were obtained to validate the improve-
ments aﬀorded by the REC-QUS technique in an experimental setting. A single-element
weakly-focused (f/4) transducer with a center frequency of 10 MHz was used to image
phantoms by translating the transducer laterally across the phantom. The transducer
had a -6 dB pulse-echo bandwidth of 80% along with a -6 dB pulse-echo beamwidth
of 0.67 mm. These parameters were estimated using the wire technique [97] for trans-
ducer characterization. Using REC the -6 dB pulse-echo bandwidth was enhanced to
155%. There were two diﬀerent experimental setups utilized; one for CP and another
one for REC experiments. These setups would contain diﬀerent noise levels due to the
use of diﬀerent excitation systems. Therefore, to avoid errors in the comparisons, the
noise levels were normalized so that they contained the same eSNR before compression.
Normalization of eSNR was accomplished by adding zero-mean white Gaussian noise
to the CP radio frequency echo waveforms because REC had the lower eSNR before
compression. The two experimental setups are described by Fig. 3.24.
1. Conventional pulsing experimental setup: The transducer was excited by a pulser-
receiver (Panametrics 5900, Waltham, MA) which was connected to a Ritec diplexer
(Warwick, RI). The echo waveform was received by a diﬀerent pulser-receiver
(Panametrics 5800, Waltham, MA) which then was displayed on an oscilloscope
(Lecroy 9354 TM, Chester Ridge, NY) for visual veriﬁcation. The echo signal
was recorded at a rate of 100 MHz by a 12-bit A/D (Strategic Test Digitizing
Board UF3025, Cambridge, MA) for further processing by a PC. A diagram of
the experimental setup for CP is shown in Fig. 3.24.
2. REC experimental setup: The pre-enhanced chirp was generated in MATLAB
and downloaded to an arbitrary waveform generator (Tabor Electronics W1281A,
Tel Hanan, Israel). The excitation signal was ampliﬁed by a radio frequency
power ampliﬁer (ENI 2100L, Rochester, NY). The ampliﬁed signal (50 dB) was
67
connected to the transducer through a diplexer (Ritec RDX-6, Warwick, RI). The
echo signal was received by a pulser-receiver (Panametrics 5800, Waltham, MA),
which was displayed on an oscilloscope (Lecroy 9354 TM, Chester Ridge, NY)
for visual veriﬁcation. The echo signal was recorded at a rate of 100 MHz by a
12-bit A/D (Strategic Test Digitizing Board UF3025, Cambridge, MA) for further
processing by a PC. A diagram of the experimental setup for REC is shown in
Fig. 3.24.
Measurements from four physical phantoms were obtained to evaluate the perfor-
mance of REC-QUS versus conventional QUS methods. Descriptions of the four phys-
ical phantoms used in the experiments are shown in Table 3.15 and Table 3.16. The
phantoms were cylindrical samples bounded within an acrylic housing that contained a
25 μm Saran Wrap plastic ﬁlm (Dow Chemical, Midland, MI) [98] on the parallel ﬂat
surfaces. The Saran Wrap layer served as a window for transmission of the ultrasound
waves between water and the tissue-mimicking phantom. Therefore, to obtain correct
estimates of phantom parameters the frequency-dependent transmission coeﬃcients of
the Saran Wrap layers need to be compensated. The transmission coeﬃcient for a single
layer of Saran Wrap is given by [98]
T (k) =
2Zf
(Zi + Zf ) cos(ksaranl) + j(Zsaran +
ZiZf
Zsaran
) sin(ksaranl)
, (3.22)
where Zi is the acoustic impedance of the incident material (Zi = 1.49 MRayls), Zf
is the acoustic impedance of the ﬁnal material (Zf = 1.49 MRayls), and Zsaran is the
acoustic impedance of the Saran Wrap layer of length l. ksaran is the wave number in
the layer and is described by
ksaran =
2πf
csaran
− jα(f), (3.23)
where csaran is the speed of sound and α the frequency-dependent attenuation coeﬃcient
of the Saran Wrap layer. More information about phantoms A and B can be found
in [98]; likewise, more information about phantoms C and D can be found in [99].
The received radio frequency backscatter data were sampled at a rate of 100 MHz and
the transducer was translated laterally in increments of 0.33 mm (50% beam overlap).
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The sizes of ROIs were again selected from recommendations of appropriate ROI size
versus estimate bias and variance [88]. Axially, individual scan lines were gated with
a rectangular window of a length that would correspond to 15 CP axial pulse lengths.
Laterally, ﬁve lateral beamwidths were used, which corresponds to 10 scan lines because
data were acquired with a 50% beamwidth overlap between scan lines. Therefore, each
ROI was a rectangle 3.3 mm x 3 mm. However, ROIs were overlapped both laterally
and axially by 66%; therefore, the eﬀective ROI size after averaging was 1.1 mm x 1 mm.
Estimates of ESD were obtained by minimizing the average squared deviation (MASD)
as a function of ESD,
D̂ = min
ASD
(E{(X(f,ESD)− E{X(f,ESD)})2}), (3.24)
where X(f,ESD) is 10 log10(σb/σ0). σ0 is the theoretical backscatter coeﬃcient ob-
tained from Faran’s theory [100, 101] and σb is the backscatter coeﬃcient from the
phantom. σb was estimated by using a broadband substitution method for weakly fo-
cused transducers [92]. Estimates of the backscatter coeﬃcient were obtained using
Eq. (3.20). The mean of X(f,ASD) was subtracted from X(f,ASD) because the ESD
estimate depends only on the frequency dependence of the backscatter coeﬃcient and
not the magnitude.
During experiments, large echoes from the front surface of the phantoms were clipped
because the A/D card had a voltage limitation of ±0.5 V. This was an engineering
tradeoﬀ because gain was applied so that the backscatter behind the front surface fully
spanned the dynamic range of the A/D card. However, a consequence of clipping AM
and FM modulated signals is that after compression large sidelobes are introduced. As
a result, the portion of the signal that was being clipped was replaced with zero-mean
white Gaussian noise that contained the same variance introduced by the system [89].
In measurements, the phantoms were placed in a tank of 20 ◦C degassed water such
that the fronts of the phantoms were perpendicular to the beam axis of the transducer
as shown in Fig. 3.25. Measurements of backscatter for all phantoms were obtained for
three distances of R1: 10 mm, 15 mm, and 20 mm. Each distance represents a shift in
the placement of the focus within the phantom. R0 was decreased by the same amount
R1 was increased in order to maintain the sum of R0 and R1 constant. QUS parametric
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images for experimental measurements were generated by compounding the estimates
for all three distances listed above. Reference pulses were obtained by reﬂecting an
incident pulse oﬀ a Plexiglas surface for both CP and REC. Because estimates require
a normalization with a reference spectrum that is located at the center of the gate,
reference pulses were obtained in increments of 500 μm that spanned the entire depth-
of-focus.
Quality metrics
To assess the REC-QUS technique, numerical simulations were implemented, and exper-
imental measurements were acquired. The simulations and experiments used REC to
increase the -6 dB bandwidth of the imaging system for QUS analysis and results were
compared to CP methods. Therefore, to evaluate the performance of the REC-QUS
technique against CP the following quality metrics were used:
1. Standard deviation: Estimate standard deviation quantiﬁes the estimation pre-
cision and is arguably the most important metric of QUS imaging. The main
limitation of QUS imaging techniques when diﬀerentiating and characterizing tis-
sues is the overlapping of estimate values due to the size of estimate standard
deviation. By reducing estimate standard deviation, QUS imaging techniques will
be more sensitive to tissue diﬀerences and improve diagnostic capability.
2. Bias: Estimate bias is the deviation of the simulated or measured QUS parameter
from a reference scatterer diameter. The accuracy of the underlying structure
was quantiﬁed by the bias of the scatterer property estimates. However, when
evaluating the experiments with physical phantoms, estimate mean was used over
estimate bias because the phantoms contained scatterers with varying diameters.
In these cases, the out of range, i.e., the percentage of size estimates that were not
bounded between the maximum and minimum scatterer diameter, were tallied to
obtain a measure of correctness of estimation (estimates that do not deviate from
the range).
3. Contrast-to-noise ratio (CNR): CNR is a quantitative measure that was used
to assess image quality and describe the ability to perceive a lesion from the
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background region or lesion-free region. CNR [34] is deﬁned as
CNR =
∣∣∣∣∣ μB − μL√σ2B + σ2L
∣∣∣∣∣ (3.25)
where μB and μL are the mean brightness of the background and the target lesion
and σ2B and σ
2
L are the variance of the background and target, respectively. To
avoid possible errors in the calculations due to attenuation, the evaluated ROIs
in the background and the target lesion were of the same size and located at the
same depth. CNR is a unitless quantity.
4. Histogram overlap: Histogram overlap is the percentage of pixels in the back-
ground and target lesion histograms that share the same pixel intensity. His-
tograms were made for same-sized regions for the target lesion and the background
adjacent to the target. Like CNR, the histogram overlap is a measure of the de-
tectability of the lesion from the background. Note that the number of points in
the histograms varied based on the sizes of the ROIs.
3.2.3 Results
Simulations
The results form simulations of phantom S1 consisted of estimates obtained with varying
sizes of the axial gate. The axial gate lengths evaluated for CP and REC were dictated
by the pulse length at -15 dB. One CP pulse length corresponded to 0.277 mm while
for REC one pulse length corresponded to 0.169 mm. The bias and standard deviation
of ESD estimates for phantom S1 are shown in Fig. 3.26.
Simulations of phantom S2 consisted of obtaining ESD estimates for the target lesion
and the background region. The purpose of this simulation was to evaluate the quality
of REC-QUS parametric images when two simulated tissues have a small diﬀerence in
ESD values. Changes in standard deviation of ESD estimates were obtained by varying
the size of the axial gate with the simulations of phantom S2. For this study, the image
quality metrics were the CNR and the histogram overlap, which were generated by
assessing the lesion and background regions of the QUS parametric images. For a gate
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length corresponding to the 15 REC pulse lengths (2.54 mm), the CNR was 1.28 ±
0.52 for CP and 2.47 ± 0.42 for REC. Comparisons of CNR as a function of CP pulse
lengths for phantom S2 are shown in Fig. 3.27.
Histogram analysis further highlighted the improvements obtained by using REC-
QUS over conventional QUS. CNR allowed quantiﬁcation of the improvement in contrast
while histogram overlap was used to evaluate the overlap in intensity between QUS
pixels in the lesion and background regions. In addition, histogram overlap allowed
quantiﬁcation of the optimal gate length when examining the tradeoﬀ between axial
resolution and contrast resolution. Note that analysis of the overlap regions did not
contain ROIs that were near the perimeter of the lesion. Histogram overlap as a function
of pulse length for phantom S2 is shown in Fig. 3.27.
Conventional B-mode images for phantom S2 are shown in Fig. 3.28. The CNR
values for the B-mode images of CP and REC shown in Fig. 3.28 were both 0.14. The
parametric images for the QUS estimates of ESD for the following axial gate lengths:
0.61 CP pulse lengths (1 REC pulse length), 3.05 CP pulse lengths (5 REC pulse
lengths), 6.10 CP pulse lengths (10 REC pulse lengths), and 9.15 CP pulse lengths
(15 REC pulse lengths), are shown in Figs. 3.29. Histograms corresponding to these
are shown in Figs. 3.30. Bias, standard deviation, histogram overlap and CNR for the
parametric images shown in Figs. 3.29 and the values versus CP pulse length are listed
in Table 3.17-3.18.
Simulations of phantom S3 consisted of obtaining ESD estimates for the target
lesions and the background region. The purpose of this simulation was to evaluate the
quality of REC-QUS parametric images when using one source for imaging simulated
tissues with diﬀerent ESDs (30, 60 and 90 μm) with respect to a background medium
(50 μm). For this study, the image quality metric utilized was CNR. CNR values were
generated by assessing the lesion and background regions of the QUS parametric images.
Conventional B-mode images for phantom S3 are shown in Fig. 3.31. The parametric
images for the QUS estimates of ESD are shown in Fig. 3.32. CNR results for the axial
length [88] of 15 REC pulse lengths (2.54 mm) along with the standard deviation of the
ESD estimates are shown in Table 3.19.
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Experiments
B-mode images for CP and REC along with a parametric image overlay for all phantoms
are shown in Fig. 3.33. Furthermore, the ESD and standard deviation of ESD estimates
as a function of depth for all phantoms are shown in Fig. 3.34. The results for out of
range and standard deviation of ESD estimates for all depths combined are shown in
Table 3.20.
The ESD results in Fig. 3.34 demonstrate that REC-QUS obtained improved esti-
mates when compared to conventional QUS methods using CP. Moreover, the standard
deviation of ESD estimates in Fig. 3.34 corroborate that improvements in standard de-
viation were obtained by increasing the useable bandwidth through REC. Furthermore,
by using REC over CP a decrease in the standard deviation of ESD estimates of 34%,
75%, and 71% were obtained for phantoms A, C, and D, respectively.
3.2.4 Discussion and conclusions
Simulations
For phantom S1, the bias results in Fig. 3.26a demonstrated that REC-QUS obtained
improved estimates when compared to conventional QUS methods using CP. Addition-
ally, the standard deviation results in Fig. 3.26b provided evidence that the bandwidth
enhancement generated by using REC resulted in signiﬁcant improvements in estimation
error. For ROIs of CP axial pulse lengths of one through four, a mean decrease of 52%
in standard deviation was obtained by using REC. Furthermore, by using REC over CP
an approximate 43% decrease in the standard deviation of ESD estimates was obtained
for ROIs with axial pulse lengths greater than four. More importantly, standard devia-
tion when obtaining estimates with an axial length of 15 CP pulse lengths was 7.09 for
CP. For REC the same standard deviation was achieved with an axial length of 1.33 CP
pulse lengths. These results suggest that the same standard deviation obtained with
conventional QUS can be achieved by using REC-QUS but with a smaller axial pixel
size for the parametric image. In fact, the axial pixel in the parametric image would
be approximately less than twice the size of the axial pixel length in a conventional
B-mode image.
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For phantom S2, ﬁtting the CNR data of Fig. 3.27 with a line in the least-squares
sense provided a slope of 0.09 and an intercept of 0.41 for CP, while a slope of 0.20 and an
intercept of 0.64 was obtained for REC. These results suggested that a greater increase
in contrast occurred using REC, in addition to an improvement in axial resolution. In
fact, REC-QUS parametric images achieved an average of 38% increase in contrast when
compared to the conventional QUS parametric images generated using CP. Furthermore,
observation from Fig. 3.27 indicates that for REC-QUS, histogram overlap reached
approximately 0% for a gate length of 9.5 CP pulse lengths, while for conventional QUS
0% was achieved at 17.3 CP pulse lengths. These results indicate that the optimal
axial gate length, where the parametric image using REC yielded optimal contrast, was
around 10 CP pulse lengths. By using REC-QUS with a gate length of 10 CP pulse
lengths as opposed to conventional QUS with a gate length of 17 CP pulse lengths, a
gain of 70% in axial resolution in the parametric image was achieved.
Examination of the REC parametric images in Figs. 3.29 reveals that by using REC-
QUS the lesion was more clearly observed in all cases when compared to conventional
QUS methods for the same gate length. The contrast increased as the gate length
increased. Furthermore, histogram analysis extended the notion of improved contrast
and target detectability by illustrating the increased separation between the target
and background as the gate length increased. These observations were supported by
the improvements in contrast and reduction of histogram overlap as shown in Fig. 3.27.
CNR results indicated that with both REC-QUS and conventional QUS an improvement
in contrast can be achieved when compared to the conventional B-mode images shown in
Fig. 3.28. Moreover, the decrease in histogram overlap using REC-QUS led to improved
detection and diﬀerentiation of the lesion from the background when compared to CP.
A further beneﬁt of REC-QUS is observed by comparison of the bias and standard
deviation for the background regions in REC and CP as shown in Table 3.17 and
Table 3.18. For example, for ROIs of 15 REC pulse lengths (9.15 CP pulse lengths) [88],
the bias for CP was -3.76 μm for the background and -2.01 μm for the lesion while the
bias for REC was 2.71 μm for the background and -7.28 μm for the lesion. Similarly,
the standard deviation for ROIs of 15 REC pulse lengths (9.15 CP pulse lengths) for CP
was 6.89 μm for the background and 5.41 μm for the lesion while for REC the standard
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deviation was 2.66 μm for the background and 2.08 μm for the lesion. These results
suggest that for conventional QUS the standard deviation of ESD deteriorated as the
diameter of the scatterer decreased. Conversely, using REC the performance of QUS
was increased because it resulted in accurate estimates for a smaller scatterer diameter
due to the large ka range obtained by increasing the useable bandwidth. This larger
ka range suggests that by using REC-QUS, scatterers with diﬀerent diameters could be
quantiﬁed by using the same transducer as opposed to conventional QUS where multiple
source may be needed.
Recall that the diﬀerence in scatterer diameter between the lesion and the back-
ground was 10 μm for phantom S2. The small diﬀerence in scatterer diameter was
evaluated to establish the tradeoﬀ between axial length and standard deviation. Figure
3.29(a) has poor contrast when compared to Fig. 3.29(d); however, the axial pixel length
was the same as the B-mode image in Fig. 3.28, which would allow smaller targets to
be detected. Conversely, Fig. 3.29(d) has good contrast when compared to Fig. 3.29(a).
However, the axial pixel length was 15 times the axial pixel length of the B-mode image
in Fig. 3.28. As a result, this axial pixel length provided a smooth high contrast image
but at the expense of potentially not detecting smaller targets. Naturally, targets could
be easily detected if the diﬀerence in scatterer diameter were larger. In summary, the
studies with phantom S2 suggested that REC-QUS could be used to extend the tradeoﬀ
between axial length and contrast to improve target detectability.
For phantom S3, the results in Table 3.19 indicate that REC-QUS obtained improved
results over CP in terms of CNR. Speciﬁcally, for the 30 μm scatterer diameter lesion,
the CNR improved by 45%. For the 60 μm and the 90 μm scatterer diamter lesions,
the improvements increased to 152%. In terms of estimate standard deviation, REC
obtianed improved results over conventional QUS by 77%, 90%, and 62% for the 30, 60,
and 90 μm scatterer diameter lesions, respectively. A lateral proﬁle of the parametric
image in Fig. 3.32 is shown in Fig. 3.35. This proﬁle illustrates how closely REC-QUS
tracks the actual scatterer diameter and how CP failed to obtain accurate estimates
as the scatterer diameter became smaller. The signiﬁcance of these results lies in the
fact that contrast improvements and reduction of estimated standard deviation were
achieved by using one source instead of multiple sources. Multiple sources with diﬀerent
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center frequencies could be used to obtain ka ranges that might be optimal to the ESD
estimates in phantoms. However, by using REC the ka range increased signiﬁcantly
to the point that targets with various scatterer diameters could still be evaluated with
minimum estimation error.
Experiments
The ESD results in Figs. 3.34 demonstrated that REC-QUS had a better ability to
obtain improved estimates when compared to conventional QUS methods using CP.
Moreover, the standard deviation of ESD estimates in Figs. 3.34 corroborates that
improvements in standard deviation were obtained by increasing the useable bandwidth
through REC. Furthermore, by using REC decreases in the standard deviation of ESD
estimates of 34%, 75%, and 71% were obtained for phantoms A, C, and D, respectively,
compared to CP.
The standard deviations from combining all QUS ESD estimates for phantom B
(Table 3.20) were 9.6 for CP and 10.9 for REC. At ﬁrst glance, for this particular
phantom these results suggest that conventional QUS was preferable over REC-QUS.
Evaluating the results in Fig. 3.34(b), the standard deviation of REC-QUS was always
lower than conventional QUS by using CP at any particular depth. However, analysis
using Fig. 3.33(b) along with Fig. 3.34(b) helps explain why the standard deviation
of QUS ESD estimates using all depths combined was larger for REC than for CP. In
REC-QUS the ESD decreased as the depth increased, causing a large standard deviation
when calculating the standard deviation from all depths combined. As a consequence,
conventional QUS had a better overall standard deviation but a poor predictive ability
because the majority of estimated values were out of the range of scatterers in the
phantom.
Overall, as the penetration depth increased, the improvements in the standard devi-
ation of ESD estimates using REC increased. This improvement was due to the increase
in eSNR by using coded excitation and the increase in the bandwidth. REC-QUS re-
sulted in more accurate ESD estimates because REC-QUS obtained a larger percentage
of estimates that were within the true range of scatterer diameters.
REC-QUS extended the results by Kanzler and Oelze [89]. In [89], improved es-
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timation bias versus penetration depth was obtained because of the increase in eSNR
by using coded excitation. REC can achieve similar results as it produces an increase
in eSNR by exciting the source with a pre-enhanced chirp. Moreover, the extension to
their work comes from using the pre-enhanced chirp, which also increased the useable
bandwidth by a factor of two. Therefore, the results were extended by combining REC
with QUS techniques as the larger useable bandwidth resulted in a reduction in the stan-
dard deviation of ESD estimates. Smaller standard deviations aid in the classiﬁcation
of tumors and tissue typing.
Previous studies have indicated that simple QUS techniques can diﬀerentiate be-
tween diﬀerent kinds of tumors in animal models of cancer [83,84]. Speciﬁcally, a study
by Oelze and Zachary [83, 84] evaluated conventional QUS techniques in vivo on mice
with transplanted 4T1 mammary carcinomas and EHS sarcomas. The objective of the
study was to classify the two types of tumors. However, estimates of ESD and eﬀec-
tive acoustic concentration contained a signiﬁcant amount of overlap. Furthermore, in
that study statistical diﬀerences were only observed when the bandwidth was limited
to certain regions of the power spectra. By having more available bandwidth for es-
timates, it is more likely that with REC-QUS regions of bandwidth could be chosen
that would yield estimates that produce statistically signiﬁcant diﬀerences. Therefore,
in pre-clinical and clinical settings, REC-QUS has a greater potential to markedly im-
prove the diﬀerentiation between these diﬀerent types of tumors because of the reduced
estimate variance, lesion-to-background contrast, larger ka range, and smaller axial
pixel length. A signiﬁcant advantage that REC-QUS has over conventional techniques
is that because of the increased available bandwidth, diﬀerent scales of structure may
be observed because of diﬀerent scales of structure dominate the scattering at diﬀerent
frequencies. In other words, REC-QUS has the potential to assess tissues using multi-
ple scales with one source as opposed to conventional QUS techniques where multiple
sources with diﬀerent center frequencies may be needed.
A potential limitation of REC-QUS is the fact that sources with larger bandwidth
tend to have a large center frequency shift due to the frequency-dependent attenuation.
Besides the center frequency shift, a decrease in the -6 dB bandwidth is encountered
which would eﬀectively reduce the variance improvements obtained with REC-QUS.
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However, if bandwidth is deﬁned as the 6 dB level above the noise, REC-QUS will still
provide a larger bandwidth for analysis. Furthermore, it should be noted that Phantom
C and Phantom D contained scatterers in the range of 45 to 53 μm diameter but with
diﬀerent attenuation coeﬃcients 0.5 and 0.8 dB MHz−1cm−1, respectively. Therefore,
because of the higher attenuation coeﬃcient in Phantom D, the standard deviation of
the ESD estimates increased by 18% when using REC-QUS. As a comparison, with
conventional QUS a 1% increase in the standard deviation of the ESD was observed.
Nonetheless, a 70% decrease in the standard deviation of ESD was obtained when using
REC-QUS over conventional QUS.
3.3 Figures and Tables
Figure 3.1: Example showing what speckle does to an ultrasound image. (a) An ideal
image of a lesion (except the upper left corner which shows a region full of speckle), (b)
the axial proﬁle of the ideal lesion (the ideal scan line), (c) the resulting scan line after
the lesion is scanned with ultrasound.
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Figure 3.2: Block diagram of an FC scenario with three subbands. Each subband
consists of a narrowband ﬁlter that contains a diﬀerent center frequency when compared
to other subbands.
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Figure 3.3: The ﬁrst column shows the B-mode image from the REC reference. The
second column shows the partitioning of RF-data with Gaussian subbands. The third
column shows the B-mode images with partially uncorrelated speckle patterns. These
B-mode images were generated by taking the envelope and log-compressing the RF
output from each subband. The ﬁnal column shows the compounded B-mode image
with improved contrast.
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Figure 3.4: Illustration of the bandwidth for all four FC cases applied in conjunction
with the bandwidth of the reference signals for CP and REC. Note: REC center fre-
quency was shifted to eliminate any dc-component in the spectrum.
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Figure 3.5: (a) Block diagram of experimental setup for CP, and (b) block diagram of
experimental setup for REC.
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Figure 3.6: (a) Normalized CNR vs. pulse length increase factor, (b) normalized sSNRB
vs. pulse length increase factor, (c) normalized sSNRT vs. pulse length increase factor,
(d) normalized lSNR vs. pulse length increase factor. For simulations and experiments,
the quality metric values were normalized to the data corresponding to conventional
pulsing with a pulse length increase factor of one. (Simulated results are depicted by
a solid line, experimental measurements are shown in a dashed line, REC results are
marked by diamonds, and CP results are marked by circles.)
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Figure 3.7: B-mode images of simulated results for: (a) CP and REC reference scans,
(b) REC-FC full width case, (c) CP-FC and REC-FC half-width cases, (d) CP-FC and
REC-FC third-width cases, and (e) CP-FC and REC-FC fourth-width cases. Image
dynamic range = -50 dB.
84
CP (reference)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
REC (reference)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
(a)
REC−FC (full−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
(b)
CP−FC (half−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
REC−FC (half−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
(c)
CP−FC (third−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
REC−FC (third−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
(d)
CP−FC (fourth−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
REC−FC (fourth−width)
Lateral Distance [mm]
A
xi
al
 D
is
ta
nc
e 
[m
m]
0 10 20 30
40
45
50
55
60
65
70
(e)
Figure 3.8: Edge detection images of simulated results using thresholding and margin
strength for: (a) CP and REC reference scans, (b) REC-FC full width case, (c) CP-
FC and REC-FC half-width cases, (d) CP-FC and REC-FC third-width cases, and (e)
CP-FC and REC-FC fourth-width cases.
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Figure 3.9: Histograms of simulated results for: (a) CP and REC reference scans,
(b) REC-FC full width case, (c) CP-FC and REC-FC half-width cases, (d) CP-FC
and REC-FC third-width cases, and (e) CP-FC and REC-FC fourth-width cases. The
pixel intensity is represented by the grayscale bar shown underneath the plot. (Color:
background region is blue, and target region is green. Grayscale: background region is
dark, and target region is light.) 86
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Figure 3.10: B-mode images of experimental measurements for the ATS +6 dB contrast
target: (a) CP and REC reference scans, (b) REC-FC full width case, (c) CP-FC and
REC-FC half-width cases, (d) CP-FC and REC-FC third-width cases, and (e) CP-FC
and REC-FC fourth-width cases. Image dynamic range = -50 dB.
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Figure 3.11: Histograms of experimental measurements for the ATS +6 dB contrast
target: (a) CP and REC reference scans, (b) REC-FC full width case, (c) CP-FC and
REC-FC half-width cases, (d) CP-FC and REC-FC third-width cases, and (e) CP-FC
and REC-FC fourth-width cases. The pixel intensity is represented by the grayscale
bar shown underneath the plot. (Color: background region is blue, and target region is
green. Grayscale: background region is dark, and target region is light.)
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Figure 3.12: B-mode images of experimental measurements of the hydrogel phantom
for a lesion diameter of 8 mm: (a) CP and REC reference scans, (b) REC-FC full width
case, (c) CP-FC and REC-FC half-width cases, (d) CP-FC and REC-FC third-width
cases, and (e) CP-FC and REC-FC fourth-width cases. Image dynamic range = -50 dB.
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Figure 3.13: B-mode images of experimental measurements of the hydrogel phantom
for a lesion diameter of 5 mm: (a) CP and REC reference scans, (b) REC-FC full width
case, (c) CP-FC and REC-FC half-width cases, (d) CP-FC and REC-FC third-width
cases, and (e) CP-FC and REC-FC fourth-width cases. Image dynamic range = -50 dB.
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Figure 3.14: B-mode images of experimental measurements of the hydrogel phantom
for a lesion diameter of 3 mm: (a) CP and REC reference scans, (b) REC-FC full width
case, (c) CP-FC and REC-FC half-width cases, (d) CP-FC and REC-FC third-width
cases, and (e) CP-FC and REC-FC fourth-width cases. Image dynamic range = -50 dB.
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Figure 3.15: (a) One of 25 phantoms used to evaluate CNR as a function of number of
pixels. (b) Bias and standard deviation of CNR as function of number of pixels. Note
that the bias was obtained by using the mean of the values in the range of 40 to 58
kilopixels.
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Figure 3.16: (a) Individual envelopes of the diﬀerent frequency compounded images,
and (b) resulting envelope from summing the individual envelopes.
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Figure 3.17: B-mode images of experimental measurements of the ATS phantom for a
contrast of +6 dB. The left panel represents the reference REC-FC image, the center
panel represents the eREC-FC image, and the right panel corresponds to the REC-FC
third-width case because it contains similar contrast. Image dynamic range = -50 dB.
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Figure 3.18: B-mode images of experimental measurements of the ATS phantom for a
contrast of +3 dB. The left panel represents the reference REC-FC image, the center
panel represents the eREC-FC image, and the right panel corresponds to the REC-FC
third-width case because it contains similar contrast. Image dynamic range = -50 dB.
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Figure 3.19: B-mode images of experimental measurements of the ATS phantom for a
contrast of -3 dB. The left panel represents the reference REC-FC image, the center
panel represents the eREC-FC image, and the right panel corresponds to the REC-FC
third-width case because it contains similar contrast. Image dynamic range = -50 dB.
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Figure 3.20: B-mode images of experimental measurements of the ATS phantom for a
contrast of -6 dB. The left panel represents the reference REC-FC image, the center
panel represents the eREC-FC image, and the right panel corresponds to the REC-FC
third-width case because it contains similar contrast. Image dynamic range = -50 dB.
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Figure 3.21: B-mode images of experimental measurements of the hydrogel cone phan-
tom for a contrast of +6 dB and a lesion diameter of 8 mm. The left panel represents
the reference REC-FC image, the center panel represents the eREC-FC image, and the
right panel corresponds to the REC-FC third-width case because it contains similar
contrast. Image dynamic range = -50 dB.
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Figure 3.22: B-mode images of experimental measurements of the hydrogel cone phan-
tom for a contrast of +6 dB and a lesion diameter of 5 mm. The left panel represents
the reference REC-FC image, the center panel represents the eREC-FC image, and the
right panel corresponds to the REC-FC third-width case because it contains similar
contrast. Image dynamic range = -50 dB.
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Figure 3.23: B-mode images of experimental measurements of the hydrogel cone phan-
tom for a contrast of +6 dB and a lesion diameter of 3 mm. The left panel represents
the reference REC-FC image, the center panel represents the eREC-FC image, and the
right panel corresponds to the REC-FC third-width case because it contains similar
contrast. Image dynamic range = -50 dB.
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Figure 3.24: Experimental setup used for CP and REC. Note that solid lines indicate
components used in both CP and REC experiments, while ⇒ indicates a path only
taken during CP experiments whereas  indicates a path only taken during REC
experiments.
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Figure 3.25: Distance relationship between the transducer and phantoms used to obtain
measurements. R0 is the distance from transducer surface to phantom surface, while
R1 is the distance from phantom surface to the start of the gated region of length L.
The focal depth is at R0 + R1.
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Figure 3.26: (a) Bias and (b) standard deviation of eﬀective scatterer diameter estimates
as a function of pulse length for 10 simulations of Phantom S1. Each tick mark on the
abscissa is normalized to a CP pulse length of one (0.277 mm). Therefore, one REC
pulse length (0.169 mm) would correspond to 0.610 CP pulse length.
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Figure 3.27: CNR and histogram overlap as a function of pulse length from 10 simula-
tions of Phantom S2. Each tick mark on the abscissa is normalized to a CP pulse length
of one (0.277 mm). Therefore, one REC pulse length (0.169 mm) would correspond to
0.610 CP pulse length.
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Figure 3.28: B-mode images of phantom S2 for CP and REC.
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(a) 0.61 CP pulse lengths (b) 3.05 CP pulse lengths
(c) 6.10 CP pulse lengths (d) 9.15 CP pulse lengths
Figure 3.29: Parametric images of eﬀective scatterer diameter for phantom S2 for CP
and REC for various axial lengths. Actual scatterer diameters for lesion and background
region were 60 μm and 50 μm, respectively.
106
(a) 0.61 CP pulse lengths (b) 3.05 CP pulse lengths
(c) 6.10 CP pulse lengths (d) 9.15 CP pulse lengths
Figure 3.30: Histograms of pixel intensity for the background and target regions for
phantom S2 for various axial lengths. The pixel intensity is represented by the grayscale
colorbar shown underneath the plot. (Color: background region is blue, and target
region is green. Grayscale: background region is dark, and target region is light.)
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Figure 3.31: B-mode images of phantom S3 for CP and REC.
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Figure 3.32: Parametric images of ESD for phantom S3 for CP and REC for the recom-
mended axial length of 15 REC pulse lengths. Actual scatterer diameters for the three
lesions (in order from left to right) and background region were 30 μm, 60 μm, 90 μm,
and 50 μm, respectively.
109
(a) Phantom A (b) Phantom B
(c) Phantom C (d) Phantom D
Figure 3.33: B-mode images for CP and REC with a parametric image overlay of ESD.
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(a) Phantom A
(b) Phantom B
(c) Phantom C
(d) Phantom D
Figure 3.34: ESD and standard deviation of ESD estimates as a function of axial dis-
tance. The range of scatterers is indicated by solid lines across as a function of depth.
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Figure 3.35: A lateral slice of the parametric image of Phantom S3 at an axial distance
of 50 mm.
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Table 3.1: Filter bank descriptions for the 50 cases of simulated RF data for a 15 mm
target.
Filter Banks
Bandwidth Separation
Techniquea Descriptionb (MHz) (MHz) Quantity
CP reference scan 1.1 – 0
REC reference scan 2.2 – 0
REC-FC full width of CP BW 1.1 1.3 3
CP-FC 1/2 width of CP BW 0.6 0.6 4
REC-FC 1/2 width of CP BW 0.6 0.6 7
CP-FC 1/3 width of CP BW 0.4 0.4 6
REC-FC 1/3 width of CP BW 0.4 0.4 10
CP-FC 1/4 width of CP BW 0.3 0.3 8
REC-FC 1/4 width of CP BW 0.3 0.3 13
a CP = conventional pulsing, REC = resolution enhancement compres-
sion, FC = frequency compounding
b BW = bandwidth
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Table 3.2: Axial and lateral correlation length for the 50 cases of simulated RF data for
a 15 mm target.
Resolutionc
Axial Lateral
Techniquea Descriptionb (mm) (mm)
CP reference scan 0.30 ± 0.03 1.27 ± 0.44
REC reference scan 0.20 ± 0.01 1.37 ± 0.49
(33%) (8%)
REC-FC full width of CP BW 0.44 ± 0.05 1.70 ± 0.57
(47%) (34%)
CP-FC 1/2 width of CP BW 0.82 ± 0.13 1.66 ± 0.65
(169%) (31%)
REC-FC 1/2 width of CP BW 0.89 ± 0.16 1.78 ± 0.54
(194%) (40%)
CP-FC 1/3 width of CP BW 1.17 ± 0.23 1.70 ± 0.49
(285%) (34%)
REC-FC 1/3 width of CP BW 1.37 ± 0.32 1.76 ± 0.50
(351%) (39%)
CP-FC 1/4 width of CP BW 1.48 ± 0.29 1.70 ± 0.53
(386%) (34%)
REC-FC 1/4 width of CP BW 1.77 ± 0.39 1.74 ± 0.51
(485%) (37%)
a CP = conventional pulsing, REC = resolution enhancement
compression, FC = frequency compounding
b BW = bandwidth
c The resolution values in the table are described in terms of the
mean plus/minus one standard deviation. Values in parenthe-
ses represent the absolute percent change of REC-FC vs. CP
reference.
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Table 3.3: CNR and sSNR for the 50 cases of simulated RF data for a 15 mm target.
Techniquea Descriptionb CNRc sSNRBc sSNRT c
CP reference scan 0.74 ± 0.14 1.94 ± 0.11 1.90 ± 0.11
REC reference scan 0.74 ± 0.10 1.94 ± 0.10 1.89 ± 0.08
(0%) (0%) (0%)
REC full width of CP BW 1.27 ± 0.17 2.98 ± 0.24 2.87 ± 0.19
(71%) (53%) (51%)
CP 1/2 width of CP BW 1.41 ± 0.26 3.22 ± 0.33 3.05 ± 0.27
(89%) (65%) (60%)
REC 1/2 width of CP BW 1.77 ± 0.23 3.97 ± 0.36 3.71 ± 0.32
(137%-25%) (103%-23%) (95%-22%)
CP 1/3 width of CP BW 1.73 ± 0.31 3.88 ± 0.49 3.44 ± 0.35
(133%) (99%) (81%)
REC 1/3 width of CP BW 2.14 ± 0.30 4.77 ± 0.60 4.08 ± 0.38
(187%-24%) (144%-23%) (114%-18%)
CP 1/4 width of CP BW 2.01 ± 0.38 4.47 ± 0.64 3.49 ± 0.35
(170%) (129%) (83%)
REC 1/4 width of CP BW 2.46 ± 0.37 5.49 ± 0.77 4.00 ± 0.40
(231%-22%) (181%-23%) (110%-15%))
a CP = conventional pulsing, REC = resolution enhancement compression, FC
= frequency compounding
b BW = bandwidth
c The values are described in terms of the mean plus/minus one standard devia-
tion. In parentheses: the absolute percent change of REC-FC vs. CP reference
- absolute percent change of REC-FC vs. CP-FC for the same case.
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Table 3.4: HPI, HO and lSNR for the 50 cases of simulated RF data for a 15 mm target.
Techniquea Descriptionb HPIBc HPIT c HO lSNRc
CP reference scan 169.3 ± 28.1 199.0 ± 28.6 28 15.86 ± 2.80
REC reference scan 165.3 ± 27.9 194.9 ± 28.4 28 18.21 ± 3.00
(2%) (2%) (15%)
REC full width of CP BW 181.5 ± 16.3 211.3 ± 16.7 18 18.77 ± 3.62
(7%) (6%) (18%)
CP 1/2 width of CP BW 187.6 ± 14.9 217.7 ± 15.3 16 15.85 ± 3.32
(11%) (9%) (0%)
REC 1/2 width of CP BW 192.1 ± 11.8 222.1 ± 12.1 10 18.29 ± 3.51
(13%-2%) (12%-2%) (15%-15%)
CP 1/3 width of CP BW 194.4 ± 12.1 224.5 ± 12.6 11 15.55 ± 3.06
(15%) (13%) (2%)
REC 1/3 width of CP BW 196.8 ± 10.0 227.6 ± 10.3 6 17.33 ± 3.37
(16%-1%) (14%-1%) (9%-11%)
CP 1/4 width of CP BW 198.8 ± 10.4 228.9 ± 10.8 8 14.60 ± 3.22
(17%) (15%) (8%)
REC 1/4 width of CP BW 198.8 ± 10.4 229.0 ± 18.8 4 15.52 ± 3.16
(17%-0%) (15%-0%) (2%-6%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC = fre-
quency compounding
b BW = bandwidth
c The values are described in terms of the mean plus/minus one standard deviation. In
parentheses: absolute percent change of REC-FC vs. CP reference - absolute percent
change of REC-FC vs. CP-FC for the same case.
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Table 3.5: Filter bank descriptions for the experimental results for the +6 dB, 15 mm
diameter target from the ATS phantom and the hydrogel cone phantom.
Filter Banks
Bandwidth Separation
Techniquea Descriptionb (MHz) (MHz) Quantity
CP reference scan 1.2 – 0
REC reference scan 2.4 – 0
REC-FC full width of CP BW 1.2 1.1 4
CP-FC 1/2 width of CP BW 0.6 0.6 3
REC-FC 1/2 width of CP BW 0.6 0.6 6
CP-FC 1/3 width of CP BW 0.4 0.4 6
REC-FC 1/3 width of CP BW 0.4 0.4 10
CP-FC 1/4 width of CP BW 0.3 0.3 10
REC-FC 1/4 width of CP BW 0.3 0.3 15
a CP = conventional pulsing, REC = resolution enhancement compres-
sion, FC = frequency compounding
b BW = bandwidth
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Table 3.6: Axial and lateral correlation length for the experimental results for the +6
dB, 15 mm diameter target from the ATS phantom.
Resolutionc
Axial Lateral
Techniquea Descriptionb (mm) (mm)
CP reference scan 0.39 1.2
REC reference scan 0.21 1.2
(46%) (0%)
REC-FC full width of CP BW 0.37 1.2
(5%) (0%)
CP-FC 1/2 width of CP BW 0.68 1.2
(74%) (0%)
REC-FC 1/2 width of CP BW 0.45 1.0
(15%) (16%)
CP-FC 1/3 width of CP BW 0.80 1.2
(105%) (0%)
REC-FC 1/3 width of CP BW 0.65 1.4
(67%) (16%)
CP-FC 1/4 width of CP BW 1.25 1.2
(221%) (0%)
REC-FC 1/4 width of CP BW 1.34 1.2
(244%) (0%)
a CP = conventional pulsing, REC = resolution en-
hancement compression, FC = frequency compound-
ing
b BW = bandwidth
c Values in parentheses represent the absolute percent
change of REC-FC vs. CP reference.
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Table 3.7: CNR, and sSNR for the experimental results for the +6 dB, 15 mm diameter
target from the ATS phantom.
Techniquea Descriptionb CNRc sSNRBc sSNRT c
CP reference scan 0.33 2.09 1.71
REC reference scan 0.42 1.93 1.84
(25%) (7%) (8%)
REC full width of CP BW 0.74 2.95 2.68
(121%) (41%) (57%))
CP 1/2 width of CP BW 0.71 2.99 2.34
(112%) (43%) (37%)
REC 1/2 width of CP BW 1.11 4.13 3.49
(231%-56%) (98%-38%) (104%-49%)
CP 1/3 width of CP BW 1.11 4.24 3.08
(233%) (102%) (80%)
REC 1/3 width of CP BW 1.35 5.27 4.20
(302%-21%) (152%-24%) (146%-36%)
CP 1/4 width of CP BW 1.37 5.36 3.56
(309%) (156%) (108%)
REC 1/4 width of CP BW 1.65 6.03 4.84
(391%-20%) (189%-13%) (183%-36%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC
= frequency compounding
b BW = bandwidth
c Values in parentheses represent the absolute percent change of REC-FC vs.
CP reference.
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Table 3.8: HPI, HO and lSNR for the experimental results for the +6 dB, 15 mm
diameter target from the ATS phantom.
Techniquea Descriptionb HPIBc HPIT c HO lSNRc
CP reference scan 180.0 ± 26.4 193.8 ± 31.5 35 9.9
REC reference scan 176.8 ± 27.1 193.5 ± 29.6 35 14.6
(2%) (0%) (48%)
REC full width of CP BW 158.0 ± 22.5 183.1 ± 25.4 33 17.6
(12%) (6%) (78%)
CP 1/2 width of CP BW 174.9 ± 20.0 197.4 ± 24.5 33 15.0
(3%) (2%) (52%)
REC 1/2 width of CP BW 159.8 ± 18.1 190.8 ± 21.3 28 26.1
(11%-9%) (2%-3%) (164%-74%)
CP 1/3 width of CP BW 161.3 ± 18.8 197.0 ± 25.7 28 17.8
(10%) (2%) (80%)
REC 1/3 width of CP BW 139.3 ± 20.0 182.4 ± 25.0 21 23.6
(23%-14%) (6%-7%) (139%-33%)
CP 1/4 width of CP BW 157.6 ± 16.9 199.5 ± 25.5 25 17.5
(12%) (3%) (78%)
REC 1/4 width of CP BW 138.5 ± 19.6 190.4 ± 24.8 19 22.7
(23%-12%) (2%-5%) (130%-30%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC =
frequency compounding
b BW = bandwidth
c Values in parentheses represent the absolute percent change of REC-FC vs. CP
reference.
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Table 3.9: CNR experimental results for the +6 dB hydrogel phantom at various diam-
eters.
Lesion Diameterc
Techniquea Descriptionb 8 mm 5 mm 3 mm
CP reference scan 0.82 1.22 1.40
REC reference scan 0.95 1.23 1.66
(16%) (1%) (19%)
REC full width of CP BW 1.53 2.50 3.65
(87%) (105%) (161%)
CP 1/2 width of CP BW 1.68 4.09 4.24
(104%) (235%) (202%)
REC 1/2 width of CP BW 2.14 4.40 2.42
(161%-27%) (261%-8%) (73%-42%)
CP 1/3 width of CP BW 1.99 3.90 3.56
(142%) (219%) (154%)
REC 1/3 width of CP BW 2.58 5.56 5.41
(283%-30%) (355%-43%) (301%-52%)
CP 1/4 width of CP BW 2.01 4.34 7.44
(145%) (255%) (431%)
REC 1/4 width of CP BW 3.00 7.22 5.00
(265%-50%) (491%-66%) (257%-48%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC
= frequency compounding
b BW = bandwidth
c In parentheses: absolute percent change of REC-FC vs. CP reference - abso-
lute percent change of REC-FC vs. CP-FC for the same case.
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Table 3.10: sSNRB experimental results for the +6 dB hydrogel phantom at various
diameters.
Lesion Diameterc
Techniquea Descriptionb 8 mm 5 mm 3 mm
CP reference scan 1.56 1.79 2.01
REC reference scan 1.66 2.31 2.06
(6%) (29%) (3%)
REC full width of CP BW 2.33 2.87 3.47
(49%) (60%) (72%)
CP 1/2 width of CP BW 2.08 3.51 2.38
(33%) (96%) (18%)
REC 1/2 width of CP BW 2.81 4.46 3.04
(80%-27%) (149%-27%) (51%-27%)
CP 1/3 width of CP BW 2.78 5.73 2.85
(78%) (220%) (41%)
REC 1/3 width of CP BW 3.81 2.07 4.82
(144%-37%) (15%-33%) (139%-69%)
CP 1/4 width of CP BW 2.65 3.87 6.88
(70%) (48%) (242%)
REC 1/4 width of CP BW 4.35 1.98 7.48
(179%-64%) (11%-48%) (272%-8%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC
= frequency compounding
b BW = bandwidth
c In parentheses: absolute percent change of REC-FC vs. CP reference - abso-
lute percent change of REC-FC vs. CP-FC for the same case.
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Table 3.11: sSNRT experimental results for the +6 dB hydrogel phantom at various
diameters.
Lesion Diameterc
Techniquea Descriptionb 8 mm 5 mm 3 mm
CP reference scan 2.10 2.05 2.36
REC reference scan 2.16 2.86 1.77
(3%) (40%) (25%)
REC full width of CP BW 3.17 4.26 6.41
(51%) (108%) (172%)
CP 1/2 width of CP BW 3.99 3.26 9.23
(90%) (59%) (291%)
REC 1/2 width of CP BW 5.25 4.22 6.25
(150%-17%) (106%-1%) (165%-32%)
CP 1/3 width of CP BW 4.50 4.28 3.33
(114%) (108%) (41%)
REC 1/3 width of CP BW 6.71 3.99 7.79
(220%-49%) (95%-7%) (230%-134%)
CP 1/4 width of CP BW 4.43 4.64 5.33
(110%) (126%) (126%)
REC 1/4 width of CP BW 8.51 2.42 4.77
(305%-92%) (18%-47%) (102%-11%)
a CP = conventional pulsing, REC = resolution enhancement compression, FC
= frequency compounding
b BW = bandwidth
c In parentheses: absolute percent change of REC-FC vs. CP reference - abso-
lute percent change of REC-FC vs. CP-FC for the same case.
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Table 3.12: CNR results for the eREC-FC B-mode images and for the REC reference
B-mode images.
CNR
Phantom Description REC (reference) eREC-FC
ATS +6 dB 0.42 1.01
ATS +3 dB 0.46 1.04
ATS -3 dB 0.74 1.36
ATS -6 dB 0.44 1.24
Hydrogel 8 mm 0.95 2.40
Hydrogel 5 mm 1.23 3.03
Hydrogel 3 mm 1.66 3.27
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Table 3.13: Simulated Phantom (S1 and S2) properties.
Phantom
Property S1 S2
lesion background
Phantom Dimensions - length, width, height (mm) 20 x 30 x 1.2 20 x 30 x 1.2
Scatterer Type Gaussian Gaussian Gaussian
Scatterer Diameter (μm) 50 60 50
Lesion Diameter (mm) - 12 -
Nominal sound speed (m/s) 1540 1540 1540
Nominal Attenuation (dB/(MHz cm)) 0.5 0.5 0.5
CP: ka (10 MHz @ -6 dB) 0.61 - 1.42 0.73 - 1.71 0.61 - 1.42
REC: ka (10 MHz @ -6 dB) 0.26 - 1.79 0.30 - 2.14 0.26 - 1.79
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Table 3.14: Simulated Phantoms (S3) properties.
Phantom
Property S3
lesion 1 lesion 2 lesion 3 background
Phantom Dimensions - l,w,h (mm) 20 x 30 x 1.2
Scatterer Type Gaussian Gaussian Gaussian Gaussian
Scatterer Diameter (μm) 30 60 90 -
Lesion Diameter (mm) 12 12 12 -
Nominal sound speed (m/s) 1540 1540 1540 1540
Nominal Attenuation (dB/(MHz cm)) 0.5 0.5 0.5 0.5
CP: ka (10 MHz @ -6 dB) 0.37 - 0.85 0.73 - 1.71 1.46 - 3.42
REC: ka (10 MHz @ -6 dB) 0.15 - 1.07 0.30 - 2.14 0.60 - 4.28
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Table 3.15: Experimental Phantom properties: Part I.
Phantom
Property A B
Scatterer Glass spheres Glass spheres
Materials Agarose/n-propanol/ Agarose/n-propanol
milk/H20 milk/H20
Scatterer diameter (μm) 75 - 90 9 - 43
Nominal sound speed (m/s) 1540 1540
Nominal Attenuation (dB/(MHz cm)) 0.5 0.7
CP: ka (10 MHz @ -6 dB) 1.70 - 4.37 0.20 - 2.19
REC: ka (10 MHz @ -6 dB) 0.97 - 6.04 0.12 - 3.02
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Table 3.16: Experimental Phantom properties: Part II.
Phantom
Property C D
Scatterer Glass spheres Glass spheres
Materials Agarose/n-propanol/ Agarose/n-propanol/
graphite/H20 graphite/H20
Scatterer diameter (μm) 45 - 53 45 - 53
Nominal sound speed (m/s) 1540 1540
Nominal Attenuation (dB/(MHz cm)) 0.5 0.7
CP: ka (10 MHz @ -6 dB) 1.02 - 2.58 1.02 - 2.58
REC: ka (10 MHz @ -6 dB) 0.58 - 3.56 0.58 - 3.56
128
Table 3.17: Bias ± one standard deviation results for QUS images of 10 S2 phantoms
using ROIs with diﬀerent axial sizes in terms of CP pulse lengths.
bias
μm
CP Pulse Lengths CP REC
lesion background lesion background
0.61 -0.10 ± 15.59 2.46 ± 18.30 7.69 ± 5.85 17.69 ± 6.60
3.05 -2.23 ± 9.69 -3.78 ± 12.97 -2.11 ± 3.35 7.88 ± 4.08
6.10 -2.07 ± 6.78 -3.85 ± 9.52 -5.44 ± 2.56 4.55 ± 3.17
9.15 -2.01 ± 5.41 -3.77 ± 6.89 -7.28 ± 2.08 2.71 ± 2.66
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Table 3.18: Histogram overlap, and CNR ± one standard deviation results for QUS
images of 10 S2 phantoms uisng ROIs with diﬀerent axial sizes in terms of CP pulse
lengths.
histogram overlap CNR
% unitless
CP Pulse Lengths CP REC CP REC
lesion background lesion background
0.61 36.70 ± 1.36 36.08 ± 1.99 0.31 ± 0.09 0.52 ± 0.07
3.05 21.70 ± 3.29 15.72 ± 6.08 0.72 ± 0.23 1.36 ± 0.28
6.10 13.75 ± 4.30 3.71 ± 4.66 1.02 ± 0.36 1.98 ± 0.45
9.15 9.14 ± 4.28 1.27 ± 3.18 1.36 ± 0.46 2.47 ± 0.42
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Table 3.19: CNR and standard deviation results for Phantoms S3 at a recommended
axial length of 15 REC pulse length.
CNR ESD Standard Deviation
unitless μm
Scatterer Diameter CP REC CP REC
30 2.28 3.31 8.56 4.04
60 1.45 3.66 4.78 1.51
90 6.67 16.80 1.71 1.05
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Table 3.20: Experimental results of out of range, ESD, and standard deviation of ESD
estimates for all depths (axial distance) combined for the physical phantoms.
Out of range ESD Standard deviation(ESD)
% μm μm
phantom CP REC CP REC CP REC
A 17.9 4.4 83.0 82.6 6.4 4.2
B 87.2 37.9 52.4 33.8 9.6 10.9
C 93.4 61.3 65.6 54.1 10.8 2.7
D 87.2 20.5 63.6 50.1 10.9 3.2
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CHAPTER 4
EVALUATION OF THE COMPRESSION
PERFORMANCE OF REC ECHOES USING A
SPATIALLY VARYING WIENER FILTER
4.1 Introduction
The focus of the chapter is to evaluate techniques that improve the image quality using a
coding and pulse compression technique by either reducing the sidelobe levels, improving
spatial resolution, or increasing the signal-to-noise ratio beyond what is available when
using a Wiener ﬁlter. The techniques evaluated in this chapter were applied directly
to the REC technique but could also be applied to general techniques involving coded
excitation and pulse compression. In previous chapters, compression was based on
the simpliﬁcation that the spatially varying nature of the echo signals was negligible.
Under this simpliﬁcation, the Wiener ﬁlter used for compression did not include a
spatially varying response. However, it was hypothesized that a Wiener ﬁlter containing
adaptive variables based on the spatial location of the region being evaluated would
lead to improved image quality. Simulations and experiments were conducted to test
the hypothesis.
This chapter is subdivided into two sections, with each section evaluating a diﬀerent
variable being adjusted in the Wiener ﬁlter. The ﬁrst section will evaluate the eﬀects
on the compression when the adjustable parameter in the Wiener ﬁlter is the linear
chirp that depends on the spatially varying pulse-echo impulse response. The second
section will evaluate the eﬀects on the compression when the adjustable parameter is
the spatially varying echo-signal-to-noise ratio.
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4.2 Spatially Varying Wiener Filter with a Spatially Varying
Linear Chirp Parameter
In the original design of the pre-enhanced chirp, the overall system impulse response
was approximated by the impulse response of the source measured at the focus. In other
words, a non-spatially-varying impulse response of the transducer was assumed. When
imaging targets that were not located at the focus, a mismatch between the transmit-
ted signal that had been optimized for the focus and the received echo could occur.
Therefore, because of the assumption that the impulse response did not vary spatially,
the compression performance away from the focus was hindered because sidelobe levels
were observed to increase and a loss of axial resolution occurred.
In this subsection, the eﬀects of the spatially varying nature of the impulse response
were evaluated. In addition, techniques to compensate for the spatial impulse response
in the compression scheme (Wiener ﬁlter) were examined. The overall objective was
to remove any system dependencies in order to make all compressed echoes throughout
the depth of ﬁeld behave as if they were imaged at the focus of the source.
4.2.1 Spatial impulse response
In ultrasound, the overall system response can be described symbolically as follows:
g(x, y, z, t) = e(t) ∗ emirt(t) ∗ sirt(x, y, z, t) ∗ sirr(x, y, z, t) ∗ emirr(t) (4.1)
where t is the range time; x, y, and z are the spatial coordinates; g(x, y, z, t) is the
echo waveform; e(t) is the excitation signal; emirt(t) and emirr(t) are the transmit
and receive electromechanical impulse responses of the transducer; and sirt(x, y, z, t)
and sirr(x, y, z, t) are the transmit and receive spatial impulse responses. The spatial
impulse response is deﬁned as the pressure wave radiated from a point at some location
in space resulting from the velocity of the aperture [102–104]. The spatial impulse
response [103] is described by the following expression:
sir(x, y, z, t) =
∫
σ
δ(t− |r−r0|c )
2π|r − r0| dS, (4.2)
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where t is time, r0 is the position on the source (Fig. 4.1), r is the position of the ﬁeld
point of interest, σ is the area of the source, and S the surface of the source.
The expression in (4.2) uses the Rayleigh integral, which is valid for a piston source.
However, for a weakly-focused source the Rayleigh integral is still valid and provides an
excellent approximation [105–107]. Therefore, at the focal point of a focused transducer
the pressure waves from all the points on the transducer surface arrive at approximately
the same time and as a result the spatial impulse response is represented by a δ-function
in time. This is shown in the Field II simulation [108, 109] in Fig.4.2. Field II is a
software package that can be used in conjunction with MATLAB to simulate ultrasound
transducer ﬁelds and to perform imaging of phantoms. Field II uses the concept of the
spatial impulse response as described by Tupholme-Stepanishen [102–104] to calculate
linear ﬁelds. Therefore, the symbolic expression in (4.1) at the focus reduces to
g(x, y, z, t) = e(t) ∗ emirt(t) ∗ emirr(t). (4.3)
The spatial impulse response before (Fig. 4.3) and after (Fig. 4.4) the focus behaves
like a low-pass ﬁlter, although the spatial impulse response changes more slowly after
the focus.
In the development of the REC technique, the compression was achieved throughout
the depth of ﬁeld of a source by assuming the spatial impulse response was constant or
non-spatially-varying. The pre-enhanced chirp was obtained by convolution equivalence
[18] as follows:
Vpre(f) = Vlin(f)× H2(f)
H1(f)
. (4.4)
The pre-enhanced chirp as constructed in (4.4) was optimized for imaging targets at
the focus of the source. As the target moves away from the focus, in either direction,
the spatial impulse response is no longer a δ-function, which changes the characteristics
of the echo and as a result deteriorates the quality of the compression due to this
mismatch. To prevent a mismatch, the pre-enhanced chirp could be designed for each
spatial location as follows:
Vpre(f, x) = Vlin(f, x)× H2(f, x)
H1(f, x)
. (4.5)
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However, while such a solution is feasible, the tradeoﬀ is that multiple excitations would
reduce the imaging frame rate. In certain applications this is not desirable. An alter-
native would be to compensate for these spatially varying changes in the compression
or the receive stage rather than in the transmission of the excitation signal. In this
scenario H2 is kept constant throughout x.
In the compression of REC echoes, a modiﬁed linear chirp, V
′
lin(f), is generated
in order to restore convolution equivalence and obtain a better match between the
MATLAB generated linear chirp, Vlin(f), and the actual received echo. Previously,
V
′
lin(f) was generated by the expression in (1.3). However, to compensate for the
spatially varying nature of the impulse response, (1.3) was modiﬁed as follows:
V
′
lin(f, x) =
H∗2 (f)
|H2(f)|2 + |H2(f)|−2 ·Hout(f, x), (4.6)
where Hout(f, x) represents echoes from a planar reﬂector obtained as a reference at
diﬀerent axial locations x within the depth of ﬁeld. The hypothesis is that these refer-
ences would result in improved compression because the references more closely follow
(4.1), i.e., they include the spatial impulse response corresponding to the spatial location
of the target. Therefore, by having multiple references generated at various locations
throughout the depth of ﬁeld, a spatially varying Wiener ﬁlter could be constructed:
βREC(f, x) =
V
′∗
lin(f, x)
|V ′lin(f, x)|+ γeSNR
−1(f)
. (4.7)
4.2.2 Experimental setup
Experiments were performed to test the spatially varying Wiener ﬁlter compression
scheme. A single-element weakly focused (f/2.66) transducer (Panametrics, Waltham,
MA) with a center frequency of 2.25 MHz and a 50% (at -3-dB) fractional bandwidth
was used. These parameters were measured using the wire technique [97] for transducer
characterization. The experimental setup utilized is described as follows:
The pre-enhanced chirp was generated in MATLAB and downloaded to an arbitrary
waveform generator (Tabor Electronics W1281A, Tel Hanan, Israel). The excitation
signal was ampliﬁed by a radio frequency power ampliﬁer (ENI 2100L, Rochester, NY).
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The ampliﬁed signal (50 dB) was connected to the transducer through a diplexer (Ritec
RDX-6, Warwick, RI). The echo signal was received by a pulser-receiver (Panametrics
5800, Waltham, MA), which was displayed on an oscilloscope (Lecroy 9354 TM, Chester
Ridge, NY) for visual veriﬁcation. The echo signal was recorded at a rate of 200 MHz
by a 14-bit analog-to-digital converter (Signatec PDA14-200, Newport Beach, CA) for
further processing by a PC.
Measurements from a Plexiglas planar reﬂector, a 100 μm tungsten wire target
surrounded by degassed water and a 120 μm nylon wire in a urethane rubber material
were obtained to evaluate the compression performance of the spatially varying Wiener
ﬁlter (4.7) vs. the conventional Wiener ﬁlter in (1.2). At a minimum, measurements
were obtained for objects placed at the focus and at the depths before and after where
the pressure amplitude was 6 dB below the focus.
4.2.3 Image quality metrics
To substantiate the improvements in the performance of the spatially varying Wiener
ﬁlter, the following imaging quality metrics were used:
1. Sidelobe-to-mainlobe ratio (SMR): See Sec. 2.1.2 for more information.
2. Modulation transfer function (MTF): See Sec. 2.1.2 for more information.
4.2.4 Results
Planar reﬂector study
Experimental measurements from a planar reﬂector were obtained in increments of
a wavelength throughout the depth of ﬁeld. The resulting echoes were compressed
using two methods: Compression with the conventional Wiener ﬁltering with a V
′
lin(f)
reference from the focus as outlined by Oelze [18] and compression with a spatially
varying Wiener ﬁlter that accounted for spatially varying V
′
lin(f, x) references.
A snapshot of a few of the results highlighting the whole depth of ﬁeld are displayed
in Fig. 4.5. Note that in Fig. 4.5(a-c) multiple reﬂections from the planar reﬂector were
visible and were only included to show the whole extent of the depth of ﬁeld. The
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results in Fig. 4.5(a) indicated that a maximum reduction in the sidelobe levels of 15
dB for the spatially varying Wiener ﬁlter was achieved. However, the average reduction
in sidelobe levels when using the spatially varying Wiener ﬁlter was 10 dB. As the
target approached the focus, Fig. 4.5(b), the reduction in sidelobe levels when using the
spatially varying Wiener ﬁlter decreased with the maximum reduction at 13 dB and
the average reduction at 8 dB. Furthermore, for targets closer to the focus, as shown in
Fig. 4.5(c), the sidelobe levels for the spatially varying Wiener ﬁlter decreased with the
maximum reduction at 10 dB and the average reduction of 5 dB. The echoes for both
ﬁlters, the conventional Wiener ﬁlter and the spatially varying Wiener ﬁlter, should
provide the same result when at the focus because the references used for compression
were the same. This result is veriﬁed in Fig. 4.5(d). The results in Fig. 4.5(e-g) show
the compression results when the target was located after the focus. Overall, the results
in Fig. 4.5 suggest that the SVWF was more helpful at reducing the sidelobe levels as
the target moved away from the focus.
Spatial resolution estimates based on the MTF for the plots in Fig. 4.5 are shown
in Table 4.1. As expected, the spatial resolution when compressing with the Wiener
ﬁlter and the spatially varying Wiener ﬁlter at the focus were the same, i.e., 302 μm.
Moreover, when compressing targets outside the focus with the spatially varying Wiener
ﬁlter, the spatial resolution estimates were consistently around the same spatial reso-
lution value as the focus. When using the conventional Wiener ﬁltering scheme, the
spatial resolution estimates outside the focus degraded compared to the estimates at
the focus. When using the conventional Wiener ﬁlter, the axial resolution deteriorated
by 45% for the target located prior to the focus at the edge of the -6 dB depth of ﬁeld.
In addition, the axial resolution using the conventional Wiener ﬁlter at the same loca-
tion was actually 2% worse than the axial resolution of CP. For the spatially varying
Wiener ﬁlter, a gain of 43% in spatial resolution was obtained at the same location
when compared to REC compressed with a conventional Wiener ﬁlter. These results
suggest that the spatially varying Wiener ﬁlter was able to make all targets within the
depth of ﬁeld appear as if the target was being imaged at the focus. Therefore, the
spatially varying Wiener ﬁlter improved the compression performance by increasing the
axial resolution and decreasing sidelobe levels for the planar reﬂector target.
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Tungsten wire targets
Experimental measurements of ultrasonic backscatter from a 100 μm tungsten wire
were obtained at the focus and at the edges of the -6 dB depth of ﬁeld. The resulting
echoes were compressed using two methods: compression with the conventional Wiener
ﬁltering and compression with a spatially varying Wiener ﬁlter. While the imaging
target was a wire, the reference waveforms for compression were taken from a planar
Plexiglas plate.
The compressed images for wire targets at various locations in the -6 dB depth of
ﬁeld are shown in Figs. 4.6-4.8. When compressing signals from the edges of the depth
of ﬁeld with the spatially varying Wiener ﬁlter an increase in the eSNR of almost 5 dB
was achieved compared to the conventional Wiener ﬁlter. In terms of sidelobe levels
and spatial resolution, no signiﬁcant improvements were obtained using qualitatively
visual inspection of Figs. 4.6-4.8(a).
To get a better picture of the sidelobes, the on-axis plots in Figs. 4.6-4.8(b) were
evaluated with quantitative metrics. The SMR for the long-range sidelobe were reduced
by 3 to 5 dB in some locations while increases of 2 to 8 dB were observed in other loca-
tions. Similar increases were observed for the short-range sidelobes. Spatial resolution
estimates based on the MTF for the plots in Fig. 4.6-4.8 are tabulated in Table 4.2. As
expected, the spatial resolution values when compressing with the conventional Wiener
ﬁlter and the spatially varying Wiener ﬁlter at the focus were the same, i.e., 426 μm.
However, estimates of spatial resolution away from the focus were not as promising
when using the spatially varying Wiener ﬁlter scheme for the wire targets. Examina-
tion of the spatial resolution estimated for points outside the focus revealed that the
conventional Wiener ﬁltering yielded better results for the wire target than the spatially
varying Wiener ﬁlter.
The conclusion drawn from the the planar reﬂector study was that the spatially vary-
ing Wiener ﬁlter was helpful at improving the performance of the compression when the
target was the same as the reference. However, for the wire target study, improvements
were not observed in the spatial resolution and were marginal in the reduction of side-
lobes and gain in eSNR. The system-dependent eﬀects were partially compensated by
using the spatially varying Wiener ﬁlter and compressing with references obtained at
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the same spatial location as the target being imaged. Therefore, the main diﬀerences
between the two studies were the shape and material of the imaging targets. Speciﬁcally,
the scattering functions between the two targets were diﬀerent because the collection
of spatial impulse responses on the surface of the target were diﬀerent. The scattering
function for an object is related to the summation of the spatial impulse response of
the ﬁeld across the surface of the object.
To illustrate the collection of spatial impulse responses corresponding to the surface
of an object more carefully, Field II simulations [108,109] of a planar reﬂector and a wire
target were generated. The planar reﬂector and the wire target are continuous objects
that were discretized in MATLAB as a collection of points, as shown in Fig. 4.9. The
planar reﬂector was 10 mm wide and 10 mm high with grid points separated by 50 μm,
which is much smaller than a wavelength. The wire was 150 μm wide and 10 mm high
with grid points separated by 50 μm. For each grid point a spatial impulse response
was calculated. The contribution of the spatial impulse responses or the sum is shown
in the Field II simulation [108,109] in Fig. 4.10.
The results in Fig. 4.10 suggest that a signiﬁcant mismatch existed between refer-
ences obtained from a planar reﬂector and the optimal ﬁlter design for the wire target.
Therefore, it is hypothesized that for optimal compression the scattering function, which
is related to the summation of spatial impulse responses incident on the target, should
be taken into account. However, in a real imaging scenario only the spatial impulse
response and the scattering function related to the reference geometry, i.e., planar re-
ﬂector, are known. For the case of the planar reﬂector study, the imaging target was
a planar reﬂector while the references were also from a planar reﬂector. Consequently,
the improvements observed in the planar reﬂector study were due to “self-compression.”
Self-compression is the act of compressing echo signals with references made from the
same object. With self-compression, both the collection of spatial impulse responses and
the scattering function of the imaging object are compensated upon compression. There-
fore, to further validate this hypothesis, the wire target’s echoes were self-compressed
(i.e., instead of using planar reﬂector references as usual, references were made from
tungsten wire targets located at the same depth being imaged).
The self-compressed images for wire targets located at the edges of the -6 dB depth
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of ﬁeld are shown in Figs. 4.11-4.12(a). In the self-compressed cases, there were no
improvements observed in eSNR similar to the gains observed using a spatially varying
Wiener ﬁlter with a planar reﬂector as a reference. At ﬁrst glance at Figs. 4.11-4.12,
it would appear that noise was boosted. However, the apparent increase in noise is
explained by the increase in the sidelobe levels slightly above the dynamic range of the
imaging system. Overall, the sidelobe levels appeared to decrease in the self-compressed
images when compared to the conventional compression scheme. In fact, the sidelobes
were barely above the -50 dB amplitude level for both self-compressed cases as shown
in the on-axis plots in Figs. 4.11-4.12(b). A signiﬁcant improvement in the long-range
sidelobe levels was observed when compared to the spatially varyingWiener ﬁltering case
when compressing with a planar reﬂector as a reference. For the self-compressed scenario
where the reference was obtained at the same spatial location the target was imaged, the
long range sidelobes were reduced by 5 dB in some locations and increased by about 2
dB in others. Overall there was a net reduction in sidelobe levels. In terms of the short-
range sidelobe levels, a maximum reduction of 12 dB was observed. The short-range
sidelobes were contained within the mainlobe of the conventional compression cases
(planar reﬂector reference), which suggests that the self-compressed case had improved
axial resolution.
Spatial resolution values obtained by evaluating the MTF for the targets plotted in
Fig. 4.11-4.12 are listed in Table 4.2. The MTF results indicated that self-compression
provided signiﬁcant improvement in terms of axial resolution compared to compression
with a planar reﬂector reference. For the self-compressed scattered signal, the axial
resolution at the edge of the -6 dB depth of ﬁeld prior to the focus improved by 26%.
At the edge of the -6 dB depth of ﬁeld after the focus, the improvement in axial resoltuion
was 14%. Compared to CP, the improvements were 68% and 23%, respectively. These
results suggested that by using a self-compressed spatially varying Wiener ﬁlter (wire
target as a reference) not only were system eﬀects partially compensated for, but target-
dependent eﬀects were also taken into account.
In summary, four compression scenarios were evaluated with the wire target:
1. Conventional Wiener ﬁltering with the reference from a planar reﬂector obtained
at the focus of the source. Results are shown in blue in Figs. 4.7(b) and 4.8(b).
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This result did not compensate for spatially varying ﬁeld eﬀects or scattering.
2. Spatially varying Wiener ﬁltering with the reference oﬀ of a planar reﬂector ob-
tained at the same spatial location at which the target was located. Results are
shown in green in Figs. 4.7(b) and 4.8(b). This result compensated for spatially
varying ﬁeld eﬀects but not scattering.
3. Conventional Wiener ﬁltering with the reference obtained from a wire located at
the focus of the source. Results are shown in blue in Figs. 4.11(b) and 4.12(b).
This result compensated for the scattering of the wire but not for the spatially
varying eﬀects.
4. Spatially varying Wiener ﬁltering with the reference oﬀ of a wire target obtained
at the same spatial location that the target was located. Results are shown in
green in Figs. 4.11(b) and 4.12(b). This result compensated for both spatially
varying eﬀects and scattering.
The best results were achieved under scenario four as it reduced sidelobe levels and
improved the axial resolution. Nonetheless, the results in scenario four pose a problem
as it may potentially suggest that more than the system-dependent information must
be known in order to signiﬁcantly improve the compression performance. Speciﬁcally,
information about the frequency dependent scattering from the object function must be
known to account for scattering-dependent compression eﬀects. Unfortunately, in most
imaging scenarios this information is not given.
Nylon wire targets in the ATS phantom
Experimental measurements of a 120 μm nylon wire target inside the ATS tissue-
mimicking phantom were obtained. The targets were imaged at the focus and at the
edge of the -6 dB depth of ﬁeld prior to the focus.
The compressed images for the target located at the focus are shown in Fig. 4.13(a).
These images are shown as a reference for comparison because they are the gold standard
for the entire depth of ﬁeld. The compressed images for the target located prior to the
focus are shown in Fig. 4.14(a). In Fig. 4.14(a) it was observed qualitatively that the
spatially varying Wiener ﬁlter obtained a slightly better image in some regions where
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the image appeared more crisp; however, sidelobes beyond the target appeared to have
been accentuated. Although the sidelobe levels appeared higher for the spatially varying
Wiener ﬁlter case, it was hard to assess the sidelobe levels in this scenario because the
speckle due to subresolution scatterers may have compressed with more eﬃciency than
the nylon wire target (i.e., the bandwidth matched the speckle response more for the
spatially varying Wiener ﬁlter). Therefore, a signiﬁcant roadblock exists to quantifying
the sidelobe levels from these results. Furthermore, the ATS phantom images contain
speckle in the background as opposed to a wire target in water. Therefore, the signiﬁcant
improvements in sidelobe levels could be buried beneath the speckle ﬂoor. Hence, only
improvements in the axial resolution could be directly quantiﬁed.
For the ATS phantom results, instead of using MTF to obtain an estimate of spa-
tial resolution, the more appropriate metric of speckle correlation length [32] was used.
When compressing with the Wiener ﬁlter and the spatially varying Wiener ﬁlter, the
speckle correlation lengths were estimated to be equal, i.e., 200 μm. For CP the corre-
lation length was 606 μm. These results indicated that there were no signiﬁcant diﬀer-
ences between compressing REC echoes with a conventional Wiener ﬁlter and spatially
varying Wiener ﬁlter.
In addition, the ATS data was compressed with references from a tungsten wire.
The idea is that these references, although not made out of nylon, are still cylindrical
in shape and would partially remove the scattering-dependent eﬀects due to the wires
and provide improved compression performance as observed with the tungsten wire
targets. There were two scenarios studied: one using a tungsten wire located at the
focus of the source as a reference. In this case, the eﬀects of scattering were partially
considered, but the spatially varying eﬀects due to diﬀraction were not. The other
scenario used a tungsten wire reference from the same spatial location at which the
target was located. Therefore, both the spatially varying eﬀect due to diﬀraction and
scattering were partially taken into account.
The images of the target located at the edge of the -6 dB depth of ﬁeld and com-
pressed with a tungsten wire target reference are shown in Fig. 4.15(a). The speckle in
the conventional Wiener ﬁltering case appeared similar to the speckle in the CP case.
This similarity in speckle would suggest that the axial resolution gain from using a pre-
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enhanced chirp with REC was diminished. This similarity in speckle may have occurred
because of a mismatch in the spectral content between the echo data and the reference.
However, upon evaluating the on-axis plot in Fig. 4.15(b), a loss in resolution was not
observed when comparing images produced with the conventional Wiener ﬁlter to the
spatially varying Wiener ﬁlter. For images produced with the spatially varying Wiener
ﬁlter case, the portion of the image near the target appeared to be slightly blurry.
Similarly, the width of sidelobes for the spatially varying Wiener ﬁlter in Fig. 4.15(b)
appeared slightly wider, indicating some loss in axial resolution. The spatial resolution
as determined by the speckle correlation length for the conventional Wiener ﬁlter case
was 266 μm. For the conventional Wiener ﬁlter case, the speckle correlation length
increased by 29% when the reference changed from a planar reﬂector to a tungsten wire
target. For the spatially varying Wiener ﬁlter, the spatial resolution as determined by
the correlation length was 200 μm. In terms of sidelobes, the spatially-varying wiener
ﬁlter (wire reference) appeared to have a lower amplitude level compared to using a
planar reﬂector reference. Moreover, there was a decrease in the mainlobe amplitude.
The decrease in mainlobe amplitude resulted from a diﬀerence in echo amplitude level
between the planar reﬂector and wire target reference. Overall, compressing with a
wire added what appeared to be sidelobes by an average of 6 dB when compared to the
case when the references were planar reﬂectors. Overall, the spatially varying Wiener
ﬁlter when the reference was a tungsten wire target did not add any beneﬁts to the
compression performance.
Finally, for completion of the study, the ATS data was self-compressed with refer-
ences obtained from the nylon wire targets inside the ATS phantom. Because echoes
from wire target were stronger than the background, careful extraction of the reference
was possible so that information from the speckle background was not part of the ref-
erence. Two scenarios were studied. In secenario one, the reference was a nylon wire
located at the focus of the source. In this case, the eﬀects of scattering were considered
but the spatially varying eﬀects were not. The other scenario used a nylon wire ref-
erence from the same spatial location at which the target was located. Therefore, the
spatially varying eﬀects and scattering were taken into account.
The compressed images for the scenario when the target was located at the edge
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of the -6 dB depth of ﬁeld and compressed with a nylon wire target are shown in
Fig. 4.16(a). The speckle before and after the target in the spatially varying Wiener
ﬁltering case appeared slightly blurry. However, the overall image excluding these re-
gions appeared quite crisp and full of detail. Evaluating the on-axis plot in 4.16(b) it
was observed that a decrease in the sidelobe levels of about 2 dB was obtained when
comparing the spatially varying Wiener ﬁltered case using a nylon target reference to
the conventional Wiener ﬁltering using a planar reﬂector reference. However, a large
decrease in the axial resolution was visible. The spatial resolution as determined by the
speckle correlation length for the conventional Wiener ﬁlter case was 902 μm. For the
conventional Wiener ﬁlter case, the speckle correlation length increased by 337% when
the reference changed from a planar reﬂector to a nylon wire target. For the spatially
varying Wiener ﬁlter, the spatial resolution as determined by the correlation length was
754 μm. Overall, compressing with nylon targets as references did not improve the
compression performance, regardless of whether the Wiener ﬁlter was spatially varying
or not.
4.3 Spatially Varying Wiener Filter with a Spatially Varying
eSNR
In the original design of the REC technique [18], the compression of each scan line
utilized the Wiener ﬁlter as described in (1.2) with a constant eSNR(f). eSNR (1.4)
was deﬁned as the average eSNR per frequency channel in each scan line. In this
subsection, the eﬀects of the spatially varying nature of the eSNR were evaluated. In
addition, a technique to adaptively compensate for the changes in eSNR spatially in the
compression scheme (Wiener ﬁlter) were examined. The overall objective is to improve
the compression performance (sidelobes, spatial resolution, and eSNR) throughout the
image.
4.3.1 eSNR
Estimating a single eSNR(f) per scan line could be problematic in various scenarios.
For example, in one scenario, one scan line could have a large amount of electronic
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noise compared to other scan lines making up an image. In another example, a portion
of a scan line could have a very strong specular reﬂection from a point target and the
remaining portion of the scan line contain speckle from weak scatterers. Consequently,
the specular reﬂector would increase the eSNR estimated for the scan line, which would
in turn adjust the operating point of the Weiner ﬁlter. An increase in the eSNR would
move the Weiner ﬁlter closer to an inverse ﬁlter. As a Wiener ﬁlter approaches an inverse
ﬁlter the sidelobes are reduced, the resolution is improved and the noise is ampliﬁed.
As a result, depending on the exact location of the operating point, the ﬁlter could
be more eﬃcient in compressing the strong specular reﬂector but could increase the
noise in the portion of the signal with speckle only. The end result would be an image
with poor quality. The image could partially be improved by adjusting the gamma
parameter to shift the operating point towards a matched ﬁlter. In this scenario, the
speckle portion of the signal would be above the noise ﬂoor, but the specular reﬂection
would be characterized by larger sidelobes and a decrease in axial resolution. Therefore,
to ameliorate these eﬀects a spatially varying Wiener ﬁlter that takes into account the
spatially varying nature of the eSNR was studied.
The spatially varying Wiener ﬁlter based on a spatially varying eSNR is described
by the following equation:
βREC(f) =
V
′∗
lin(f)
|V ′lin(f)|2 + γeSNR0
−1(f, x0)
, (4.8)
where eSNR0 is the echo-signal-to-noise ratio per frequency channel for the spatial
region of interest deﬁned by the axial location, x0. eSNR0 can be described by the
following expression:
eSNR0(f, x0) = eSNR(f, x)var(g(x0)), (4.9)
where the variance of the echo signal g(x0) is taken over a windowed segment using
a rectangular window centered at x0. To obtain the variance of the echo signal at
location x0, the backscattered data are compressed twice. The ﬁrst compression creates
a spatial map of signal strength throughout the whole image region by assuming a
uniform eSNR for the scan line. From there, a map of the variance of the compressed
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echoes for smaller sub-regions of the image is determined. This map is used in the
spatially varying Wiener ﬁlter to adaptively select the operating point of the Wiener
ﬁlter for each particular region of interest. Consequently, regions containing stronger
signals will be ﬁltered closer to an inverse ﬁlter to improve spatial resolution and sidelobe
levels. Regions containing weaker echoes will be ﬁltered closer to a matched ﬁlter to
make targets visible by removing the noise at the expense of increasing the sidelobe
levels and deteriorating the axial resolution. Compressing with the spatial map of
eSNR can become signiﬁcant when frequency-dependent attenuation is present because
the image quality can be improved at all depths. The ﬁnal image is constructed by
stitching together each of the the compressed regions of interest.
4.3.2 Computer simulations
Computer simulations were carried out in MATLAB (Mathworks, Natick, MA) to char-
acterize the performance of the spatially varying Wiener ﬁlter based on spatially varying
maps of eSNR. Computer simulations were chosen over experimental measurements
in order to control image parameters more carefully. The simulations used a received
pulse-echo pressure ﬁeld model [93] described as
g′[x, y, t] = h1(t) ∗ f(x, y) ∗ hpe(y, t), (4.10)
where x represents the axial spatial coordinate, y represents the lateral spatial coordi-
nate, f(x, y) is the scattering function, and hpe(y, t) is the modiﬁed pulse-echo spatial
impulse response that takes into consideration the geometry of the transducer to the
spatial extent of the scattered ﬁeld (beam diﬀraction).
The pulse-echo impulse response, h1(nT, x), for CP was approximated by
h1(t) = e
− t2−τ
σ2
t cos(ωt), (4.11)
where σ2t is the second central moment of the Gaussian pulse which dictates the band-
width of the pulse. A shift, τ , was added to h1(t) to make the pulse causal. The
generated pulse-echo impulse response was located at the focus of a 2.25 MHz single-
element transducer (f/4) with a -6 dB fractional bandwidth of 70%.
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For REC, the impulse response function, h2(t), was constructed to have a -6 dB
fractional bandwidth of 150% by gating a sinusoid of four cycles with a Hanning window
w(n) =
⎧⎪⎪⎨⎪⎪⎩
0.5(1− cos( 2πnLH−1)), 0 ≤ n ≤ LH − 1
0, otherwise,
(4.12)
where n is an integer and LH is the number of samples in the window. A Hanning
window of length of LH = 96 was used.
The spatial response for a circular focused piston source was simulated as a circular
Gaussian beam, which is deﬁned as
hpe(y, t) = δ(t− 2Rd
c
)e
−y2
σ2y , (4.13)
where Rd is the distance from the source to target in space, c is the speed of sound of
the medium which was set to 1540 m/s, and σy is the -6 dB lateral beamwidth which
is equal to 2.05 mm.
To assess the performance of the spatially varying Wiener ﬁlter, several imaging
targets were evaluated. First, a simulation of a phantom S1 containing 12 point targets
spaced 5 mm apart in water was evaluated. Attenuation of 2 dB MHz−1cm−1 was
added to the simulation so that a decrease in backscattered energy from the point
targets away from the source was achieved. Phantom S1 was evaluated for two diﬀerent
cases of noise ﬂoors: low noise and high noise. For the low noise case, the eSNR for the
region including the ﬁrst point target was 62 dB. For the high noise case, the eSNR in
the region including the ﬁrst point target was 22 dB. In the next simulation, phantom
S2 was the same as the ﬁrst phantom except that the wire targets were embedded in a
medium producing speckle. Finally, phantom S3 contained a cystic target at the center
of the phantom. Only the high noise scenario was evaluated with phantoms S2 and S3.
4.3.3 Results
The B-mode images for phantom S1 under the low noise scenario are shown in Fig. 4.17
along with an axial proﬁle through the center of the B-mode images. Compared to
CP, the B-mode images constructed using conventional REC resulted in improved axial
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resolution but increases in sidelobe levels and deterioration in lateral resolution. For
REC-SVWF the sidelobe levels decreased when compared to REC echoes compressed
with a conventional Wiener ﬁlter. The spatial resolutions as determined by MTF for
CP and for REC echoes compressed with a conventional Wiener ﬁlter and a spatially
varying Wiener ﬁlter are listed in Table 4.3. Overall, the spatially varying Wiener ﬁlter
had a slight degradation in axial resolution in order to improve the sidelobe levels and
the eSNR. Furthermore, the amplitude of the echoes from each target was more correct
with the spatially varying Wiener ﬁlter than with a conventional Wiener ﬁlter. For the
conventional Wiener ﬁlter both the signal and the noise ﬂoor were boosted. The purpose
of evaluating phantom S1 in a low noise environment was to show that no artifacts or
signiﬁcant degradation in image quality occurred.
The B-mode images for phantom S1 under the high noise scenario are shown in
Fig. 4.18 along with an axial proﬁle through the center of the B-mode images. In the
high noise scenario, the spatially varying Wiener ﬁlter allowed the operating point of
the Wiener ﬁlter to remain at the same operating point as in the low-noise scenario.
Consequently, when using the spatially varying Wiener ﬁlter the axial resolution was
nearly the same as in the low noise scenario with the added beneﬁt that the noise ﬂoor
was pushed below the dynamic range of the image. In the scenario where a conven-
tional Wiener ﬁlter was used for compression in the high noise case, the γ parameter
was adjusted until the noise was removed. This adjustment increased sidelobe levels and
degraded the axial resolution in order to improve the eSNR. Therefore, the beneﬁts of
the spatially varying Wiener ﬁlter were clearly observed in this case. The spatial resolu-
tion as determined by MTF for CP and for REC echoes compressed with a conventional
Wiener ﬁlter and a spatially varying Wiener ﬁlter are listed in Table 4.4. Similar to
the low noise case, the spatially varying Wiener ﬁlter had a slight degradation in axial
resolution in order to improve the sidelobe levels and the eSNR. Overall, the results
for phantom S1 suggested that the spatially varying Wiener ﬁlter improved the image
quality over CP and REC using with a conventional Wiener ﬁlter.
The B-mode images for phantom S2 under the high noise scenario are shown in
Fig. 4.19 an axial proﬁle through the center of the B-mode images. In the REC case
shown in Fig. 4.19(a), i.e., echoes compressed with a conventional Wiener ﬁlter, the point
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targets that were further away from the source became blurry in the image. The blurry
targets were a result of the eﬀects of frequency-dependent attenuation that decreased the
eSNR as a function of depth. Consequently, the γ parameter forced the operating point
of the Wiener ﬁlter towards an inverse ﬁlter in order to reduce sidelobe levels and obtain
improved resolution at the expense of boosting the noise. The noise boost degraded the
image as the imaging depth increased. When compared to CP, the results obtained
with conventional REC were still a slight improvement because of the increased depth
of penetration into phantom S2. However, when using the spatially varying Wiener
ﬁlter, results were further improved by reducing the amount of blur in the speckle at
depths greater than 60 mm. The spatially varying Wiener ﬁlter was adjusting the
operating point as a function of depth as the eSNR was decreasing. Therefore, the
spatially varying Wiener ﬁlter improved results by reducing the amount of blurring of
speckle at depths greater than 60 mm. However, the tradeoﬀ was that a degradation
in axial resolution was obtained and a slight increase in sidelobe levels was observed
at these depths. Overall, the spatially varying Wiener ﬁlter applied on phantom S2
showed promising results as image quality improved at depths where CP had low eSNR
and conventional REC contained a large amount of noise and sidelobes.
Finally, phantom S3 was evaluated under the high noise scenario. The B-mode
images for phantom S3 under the high noise scenario are shown in Fig. 4.20 an axial
proﬁle through the center of the B-mode is shown in Fig. 4.21. Phantom S3 consisted
of a cystic target surrounded by tissue-mimicking material. The cystic target evaluated
was equivalent to a ﬂuid-ﬁlled target with no internal scattering objects. Therefore, the
only backscattered signal present in that region would be additive noise. By applying a
spatially varying Wiener ﬁlter, the noise in the cystic region could be removed by shifting
the operating point of the Wiener ﬁlter towards a matched ﬁlter. With conventional
Wiener ﬁltering the cystic region is smeared by either sidelobes or noise. Consequently,
the dimensions of the cystic target became much smaller. This could potentially be a
problem if the region was small because the sidelobes and noise could mask the region.
Therefore, the results of the spatially varying Wiener ﬁlter compression scheme for this
target clearly displayed the beneﬁt of using a spatially varying Wiener ﬁlter. Note
that in this simulation there was no attenuation present; therefore, the amplitude did
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not decrease with increasing depth. However, with the spatially varying Wiener ﬁlter
the speckle appeared to have increased because regions that were buried in noise using
conventional Wiener ﬁltering and CP were now anechoic and noise-free. To quantify
the improvement using the spatially varying Wiener ﬁlter, the CNR metric was applied
to obtain a measure of contrast between the cyst and the background region. CNR
for CP was 1.69. For REC, the CNR was 1.92 and 3.29 for the conventional Wiener
ﬁlter and the spatially varying Wiener ﬁlter, respectively. Overall, the spatially varying
Wiener ﬁlter based on spatially varying maps of the signal-to-noise ratio signiﬁcantly
improved image quality by increasing the contrast when compared to CP and REC
echoes compressed with a conventional Wiener ﬁlter.
4.4 Conclusion
In this chapter several spatially varying Wiener ﬁlters were evaluated. Initially, a spa-
tially varying Wiener ﬁlter that corrects for diﬀraction eﬀects locally was tested. It was
observed that the spatially varying Wiener ﬁlter worked for large specular objects such
as a planar reﬂector. Moreover, another spatially varying Wiener ﬁlter was implemented
that corrects for scattering eﬀects locally as evaluated in the wire target study. The
conclusion of that study was that the spatially varying Wiener ﬁlter based on planar
references oﬀered little help at improving the compression performance. Therefore, the
new ﬁlter was limited in improving only planar-surface-like targets and not targets with
curved surfaces.
Furthermore, another spatially varying Wiener was evaluated by correcting for both
scattering and diﬀraction locally. Under this spatially varyingWiener ﬁlter, it was estab-
lished that improved results were obtained because of self-compression. Self-compression
is not easily implementable as frequency-dependent scattering because the object func-
tion must be known to account for scattering-dependent eﬀects.
Finally, the most promising spatially varying Wiener ﬁlter evaluated corrected for
eSNR locally to improve compression performance. Speciﬁcally, the eSNR was in-
creased in deeper areas imaged at the expense of a small degradation in spatial reso-
lution and slight increase in sidelobe levels. Images of wire targets and anechoic lesion
were observed to improve in simulations compared to conventional methods of imaging.
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4.5 Figures and Tables
Figure 4.1: Description of coordinate system for calculation of spatial impulse responses.
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Figure 4.2: Spatial impulse response as a function of distance and as function of spatial
frequency for a 2.25 MHz (f/3) source. The ﬁeld point is located at the focus, i.e., x =
0, y = 0, and z = 50 mm.
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Figure 4.3: Spatial impulse response as a function of distance and as function of spatial
frequency for a 2.25 MHz (f/3) source. The ﬁeld point is located 10 mm before the
focus, i.e., x = 0, y = 0, and z = 40 mm. These plots have been normalized with
respect to the spatial impulse response at the focus.
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Figure 4.4: Spatial impulse response as a function of distance and as function of spatial
frequency for a 2.25 MHz (f/3) source. The ﬁeld point is located 10 mm after the focus,
i.e., x = 0, y = 0, and z = 60 mm. These plots have been normalized with respect to
the spatial impulse response at the focus.
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Figure 4.5: The compression results from a spatially varying Wiener ﬁlter (SVWF)
versus a conventional Wiener ﬁltering (WF) at various locations throughout the depth
of ﬁeld.
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Figure 4.6: (a) B-mode image and (b) on-axis plot of a 100 μm tungsten wire target
located at the focus for both conventional Wiener ﬁltering (WF) and spatially varying
Wiener ﬁltering (SVWF). Image dynamic range = -50 dB.
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Figure 4.7: (a) B-mode image and (b) on-axis plot of a 100 μm tungsten wire target
located at -6 dB amplitude point before the focus for both conventional Wiener ﬁltering
(WF) and spatially varying Wiener ﬁltering (SVWF). Image dynamic range = -50 dB.
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Figure 4.8: (a) B-mode image and (b) on-axis plot of a 100 μm tungsten wire target
located at -6 dB amplitude point after the focus for both conventional Wiener ﬁltering
(WF) and spatially varying Wiener ﬁltering (SVWF). Image dynamic range = -50 dB.
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Figure 4.9: Input grid used for planar reﬂector and wire target in Field II simulations.
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Figure 4.10: Sum of the spatial impulse response from each grid point as a function of
distance and as function of spatial frequency for a 2.25 MHz (f/3) source with a focal
depth of 60 mm for planar reﬂector (blue) and a wire target (red). These plots have
been normalized to their respective maximum amplitude for shape comparison. The
ratio of maximum amplitude between the wire and planar reﬂector was 0.82%.
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Figure 4.11: (a) B-mode image and (b) on-axis plot of a 100 μm tungsten wire target
located at the edge of -6 dB depth of ﬁeld before the focus for both conventional Wiener
ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF). In this case, WF identiﬁes
echoes that have been compressed with a tungsten wire target located at the focus.
SVWF-SC identiﬁes echoes that have been self-compressed (i.e., the reference is from a
tungsten wire located at the same depth the target was imaged). Image dynamic range
= -50 dB.
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Figure 4.12: (a) B-mode image and (b) on-axis plot of a 100 μm tungsten wire target
located at the edge of the -6 dB depth of ﬁeld after the focus. In this case, WF
identiﬁes echoes that have been compressed with a tungsten wire target located at the
focus. SVWF-SC identiﬁes echoes that have been self-compressed (i.e., the reference is
from a tungsten wire located at the same depth the target was imaged). Image dynamic
range = -50 dB.
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Figure 4.13: (a) B-mode image and (b) on-axis plot of a 120 μm ATS nylon wire target
located at the focus for both conventional Wiener ﬁltering (WF) and spatially varying
Wiener ﬁltering (SVWF). Image dynamic range = -50 dB.
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Figure 4.14: (a) B-mode image and (b) on-axis plot of a 120 μm ATS nylon wire target
located at the edge of the -6 dB depth of ﬁeld prior to the focus for both conventional
Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF). Image dynamic
range = -50 dB.
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Figure 4.15: (a) B-mode image and (b) on-axis plot of a 120 μm ATS nylon wire target
located at the edge of the -6 dB depth of ﬁeld before the focus for both conventional
Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF). In this case, WF
refers to the echoes have been compressed with a tungsten wire target that was located
at the focus. SVWF refers to the echoes have been compressed with a reference target
obtained at the same spatial location (the reference is from a tungsten wire). Image
dynamic range = -50 dB.
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Figure 4.16: (a) B-mode image and (b) on-axis plot of a 120 μm ATS nylon wire target
located at the edge of the -6 dB depth of ﬁeld before the focus for both conventional
Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF). In this case, WF
refers to the echoes have been compressed with a nylon wire target that was located at
the focus. SVWF refers to the echoes have been self-compressed (i.e., the reference is
from a nylon wire located at the same depth the target was imaged). Image dynamic
range = -50 dB.
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Figure 4.17: (a) B-mode image and (b) on-axis plot of 12 wire targets for CP, REC and
REC-SVWF for a low noise scenario.
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Figure 4.18: (a) B-mode image and (b) on-axis plot of 12 wire targets for CP, REC and
REC-SVWF for a high noise scenario.
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Figure 4.19: (a) B-mode image and (b) on-axis plot of 12 wire targets buried in tissue-
mimicking material for CP, REC and REC-SVWF.
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Figure 4.20: B-mode image of a cystic target surrounded by tissue-mimicking material
for CP, REC and REC-SVWF.
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Figure 4.21: On-axis plot of a cystic target surrounded by tissue-mimicking material
for REC and REC-SVWF.
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Table 4.1: Axial resolution estimates from the MTF for the two compressed outputs:
conventional Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF) along
with CP as a reference for the planar reﬂector target.
REC-WF REC-SVWF CP
Location (μm) (μm) (μm)
-6-dB amplitude before focus 440.3 300.4 431.1
-4-dB amplitude before focus 413.4 301.1 451.7
-2-dB amplitude before focus 346.5 303.4 451.7
focus 302.0 302.0 421.0
-2-dB amplitude after focus 311.9 301.9 420.6
-4-dB amplitude after focus 331.5 301.9 437.2
-6-dB amplitude after focus 376.5 301.2 450.1
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Table 4.2: Spatial resolution values determined from the MTF for the conventional
Wiener ﬁltering (WF), and the spatially varying Wiener ﬁltering (SVWF). Two diﬀerent
types of references were used: planar reﬂector and wire target (self-compression). CP
results are shown as a reference for the tungsten wire target.
Reference
Planar Wire
REC-WF REC-SVWF REC-WF REC-SVWF CP
Location (μm) (μm) (μm) (μm) (μm)
-6 dB amplitude
before focus 396.0 426.4 489.8 338.8 569.9
focus 426.4 426.4 434.0 434.0 508.2
-6 dB amplitude
after focus 422.1 470.9 417.7 412.1 510.3
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Table 4.3: Spatial resolution values determined from the MTF for REC with conven-
tional Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF) along with
CP as a reference for the tungsten wire target. These results are for the low noise
scenario.
REC-WF REC-SVWF CP
Target # (μm) (μm) (μm)
1 368.9 392.6 658.1
2 401.7 424.8 667.5
3 442.2 458.1 687.1
4 491.8 502.4 718.8
5 554.0 543.3 876.1
6 623.0 581.6 824.5
7 690.5 591.5 910.2
8 753.6 922.1 1015.8
9 839.7 973.4 1121.4
10 922.2 1070.0 1274.3
11 1008.5 1240.5 1430.3
12 1103.7 1103.7 1592.8
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Table 4.4: Spatial resolution values determined from the MTF for REC with conven-
tional Wiener ﬁltering (WF) and spatially varying Wiener ﬁltering (SVWF) along with
CP as a reference for the tungsten wire target. These results are for the high noise
scenario.
REC-WF REC-SVWF CP
Target # (μm) (μm) (μm)
1 379.8 388.3 658.1
2 407.5 422.2 667.5
3 443.6 461.1 687.1
4 537.1 526.9 718.8
5 631.4 556.2 876.1
6 697.3 622.9 824.5
7 697.4 640.1 910.2
8 805.6 922.1 1015.8
9 1112.5 881.6 1121.4
10 960.1 1062.0 1274.3
11 1649.1 1158.5 1430.3
12 5607.0 1103.7 1592.8
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CHAPTER 5
CONCLUSIONS AND FURTHER OUTLOOK
The goal of this study was to establish some of the practical limitations of the REC
technique and to evaluate applications where the REC technique would improve the
quality of ultrasound imaging. In this ﬁnal chapter, the conclusions formulated are
summarized and future directions and extensions to the work presented are described.
5.1 Characterization of REC
In Chapter 2, the REC technique was characterized and practical limitations were dis-
cussed. Speciﬁcally, the detrimental eﬀect of nonlinear distortion on the compression
of REC echoes was established. The eﬀects consisted of ampliﬁcation of the harmonics
when the Wiener ﬁlter operated near inverse ﬁlter mode which resulted in high sidelobe
levels being produced. The compression performance was improved by pre-ﬁltering
the higher harmonics. Pre-ﬁltering the higher harmonics reduced the sidelobe levels
signiﬁcantly.
Moreover, the practical limitations of the REC technique that were encountered
during the course of these studies were assessed. Speciﬁcally, the eﬀects of frequency-
dependent attenuation and pre-enhanced chirp construction limitations were examined.
In terms of attenuation, the main eﬀect evaluated was the center frequency shift and
bandwidth loss. It was observed in that study that REC suﬀered from a larger center
frequency shift when compared to CP because of its larger bandwidth. Furthermore,
the pre-enhanced chirp was evaluated in terms of center frequency amplitude versus
peak amplitude. The ﬁndings suggest that, when attempting to increase the resolution
by a factor of two, a loss in signal-to-noise ratio was obtained when compared to a
linear chirp excitation under the voltage limited scenario. Nonetheless, by exciting a
source with a pre-enhanced chirp, an increase in signal-to-noise ratio is obtained when
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compared to conventional pulsing because of the larger time-bandwidth product of the
coded signal.
Finally, the possible heating of the source when the source was excited with a pre-
enhanced chirp was evaluated. It was observed in the heating study that the pre-
enhanced chirp did not produce any signiﬁcant source heating greater than would be
achieved with a similar linear chirp. Therefore, it was concluded that heating of the
source was not of greater concern using the REC method.
5.2 Applications for REC
In Chapter 3 various applications where the use of the REC technique improved image
quality were evaluated.
The ﬁrst application evaluated was REC-FC. With REC-FC the contrast of ultra-
sound B-mode images was improved by reducing the speckle variance. This reduction
in variance came from subdividing the bandwidth into subbands to generate partially
uncorrelated images that could be compounded to improve the contrast. Because REC
had a larger bandwidth when compared to conventional methods, the bandwidth was
subdivided into more subbands, which increased the amount of speckle reduction that
occurred. A major beneﬁt observed for the REC-FC full width case was that there
were no signiﬁcant losses in axial resolution when compared to conventional imaging
schemes; however, an improvement in contrast was obtained. Therefore, it would be
interesting to evaluate other speckle reduction schemes for the REC-FC full width case.
These speckle reduction schemes include speckle reduction geometric ﬁltering, homo-
morphic deconvolution, anisotropic diﬀusion, and wavelet denoising and shrinkage. A
complete study would apply the same technique to the REC reference image and the
CP reference image.
Similarly, the same techniques could be applied to the eREC-FC image obtained.
In eREC-FC, all of the frequency compounded images were summed together to the
reference image. The eREC-FC technique improved both resolution and contrast when
compared to the REC-FC full-width case.
The REC-FC images appeared to have better boundary deﬁnition when compared
to CP. A simple edge detection scheme was applied in order to verify this assertion.
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However, future studies should examine a method that quantiﬁes the apparent edge
enhancement obtained by using REC-FC and eREC-FC. Furthermore, the REC-FC
technique on an array imaging system could be combined with spatial compounding to
improve contrast even further.
The second application evaluated was REC-QUS. With REC-QUS, REC was used to
obtain improved parametric images using estimates of ESD. These improved estimates
were obtained because the larger bandwidth resulting from REC meant that more in-
formation was contained in the power spectrum representing the scattering function.
Therefore, a reduction in variance was obtained. Furthermore, the reduction in vari-
ance translated into improved contrast of the parametric images of ESD. In addition
to obtaining the ESD, the eﬀective acoustic concentration could be obtained. Further
studies should examine the REC-QUS technique for improvements in the estimates of
the eﬀective acoustic concentration because the eﬀective acoustic concentration is de-
pendent on the initial estimate of ESD. Adding another parameter could be beneﬁcial
in the diﬀerentiation of tissues. Furthermore, because the ESD results for REC-QUS
had a smaller variance when compared to conventional QUS, the eﬀective acoustic con-
centration results should improve. Therefore, REC-QUS could have the potential to
signiﬁcantly improve the diagnostic capabilities of ultrasound. In addition to reducing
the variance, REC-QUS obtained improved estimates of ESD for a smaller axial pixel
size. Angular compounding studies demonstrated that improved estimates of ESD can
be obtained for a smaller lateral pixel length. Therefore, by combining REC-QUS with
angular compounding, the estimates of ESD could be further improved and smaller
pixels sizes, both laterally and axially, could be used in parametric imaging.
The signiﬁcance of smaller pixel sizes could be an increased ability to detect and
diagnose smaller lesions. The work involving REC-QUS in this study only utilized
phantoms in both simulations and experiments. Studies of REC-QUS where the ability
to diﬀerentiate between diﬀerent kinds of tumors should be evaluated in future studies.
Finally, a study where the analysis bandwidth was partitioned into smaller bands
so that the power spectrum could be evaluated using diﬀerent frequency scales would
be interesting. Scatterer sensitivity to particular frequencies varies with scatterer size.
Therefore, by splitting the spectrum into diﬀerent scales, several images could be gener-
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ated that might be sensitive to diﬀerent scales of scatterers as if the interrogated tissue
was being imaged by multiple sources.
5.3 Spatially Varying Weiner Filter
In Chapter 4, the detrimental eﬀect that the spatially varying impulse response had
on the compression of REC echoes was examined and quantiﬁed. Furthermore, sev-
eral schemes were devised and assessed to mitigate the spatially varying eﬀect in the
compression scheme. Speciﬁcally, schemes that partially corrected for the diﬀraction,
frequency-dependent scattering, and both diﬀraction and frequency-dependent scatter-
ing locally were evaluated. Improved results in terms of sidelobe reduction were ob-
tained, but only when the targets were isolated (i.e., no speckle content surrounded the
target). When the target was isolated echoes from the targets were used as references
to self-compress the echoes and improve the compression performance. However, when
speckle was present, the improvements were nearly nonexistent because it was hard to
ascertain the frequency-dependent scattering function of the object.
A diﬀerent spatially varying Wiener ﬁlter that compensated for the eSNR locally
was devised. The spatially varying ﬁlter created a signal strength map to improve the
compression performance. The spatially varying Wiener ﬁlter improved image contrast
and improved the eSNR in deeper regions of the object imaged. The tradeoﬀ was
a slight degradation in resolution and a slight increase in sidelobe levels in order to
improve the eSNR and image quality as a function of depth.
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