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Abstract
The basic coalescing random walk is a system of interacting particles. These particles start
from every site of Zd, and each moves independently as a continuous-time random walk. When
two particles visit the same site, they coalesce into a single particle. We are interested in: (a)
the radius Rd(T ) of the largest ball centered at the origin which does not contain any particle
at time T and (b) the amount of time d(T ) when the origin is occupied during [0; T ]. We
describe the almost sure asymptotic behaviours of Rd(T ) and d(T ) (when T → ∞), in three
di8erent regimes depending on whether d= 1, d= 2 or d¿ 3.
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1. Introduction
We consider an elementary example of interacting particle systems: the basic model
of coalescing random walk. Particles start at time t = 0 from every site of Zd, and
execute independent continuous-time simple random walks. Each particle jumps at the
times of a rate one Poisson process, and when it jumps from position x∈Zd, it jumps
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to any one of the (2d) neighbour sites of x with equal probability 1=(2d). The only
interaction between the particles is when a particle jumps to a site which is already
occupied by another particle: in this case, the two particles coalesce into one, which
goes on to move as a continuous-time simple random walk.
It is known that there is a duality between the coalescing random walk and the linear
voter model (Gri8eath, 1979).
For each x∈Zd, let (	xd(t); t¿ 0) denote the movement of the particle starting from
position x. Let 	d(t) := {	xd(t); x∈Zd}; it is the set of sites in Zd which are occupied
by a particle at time t.
In the present paper, we are interested in Rd(t), the radius of the largest ball centered
at the origin which does not contain any site occupied by 	d(t), i.e.,
Rd(t) := inf
x∈	d(t)
‖x‖;
where ‖x‖ denotes the Euclidean modulus of x∈Zd.
The distributional behaviour of Rd(T ) for large T is known. Indeed, Arratia (1981)
showed that 	d(T ), suitably normalized, converges in distribution to a non-Poissonian
point process for d = 1, and to a Poisson point process when d¿ 2. Our aim is to
study the almost sure asymptotic properties of Rd(T ). Of course, since the origin is
occupied inGnitely often (this is clear for d=1 or 2, and is a consequence of Theorem
1.3 for d¿ 3), it is meaningless to study the lim inf behaviour of Rd(T ).
Theorem 1.1. We have
lim sup
T→∞
R1(T )
(T log log T )1=2
= 1 a:s:; (1.1)
c16 lim sup
T→∞
R2(T )
T 1=2(log T )−1=2(log log T )1=2
6 c2 a:s:; (1.2)
c36 lim sup
T→∞
Rd(T )
(T log T )1=d
6 c4 a:s: d¿ 3; (1.3)
where c1, c2, c3 = c3(d) and c4 = c4(d) are @nite positive constants.
In order to state our second theorem, we consider the occupation time deGned by
d(T ) :=
∫ T
0
1{0∈	d(t)} dt; (1.4)
(1A denoting the indicator of A). In words, d(T ) stands for the total amount of
time before T during which the origin is occupied by the coalescing random walk.
Sometimes d(T ) is also referred to as the local time at 0 of the random walk.
We recall what the “typical values” of d(T ) are. Let
pd(t) := P{0∈ 	d(t)}; (1.5)
which denotes the probability that 0 (or any given site) is occupied by the coalescing
walk at time t. By means of the duality with the voter model, Bramson and Gri8eath
(1980) determined accurately the asymptotic behaviour of pd(t).
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Throughout the paper, we write a(t) ∼ b(t) (t →∞) to denote limt→∞ a(t)=b(t)=1.
Fact 1.2 (Bramson and Gri8eath, 1980). Let pd(t) be as in (1.5). As t →∞,
p1(t) ∼ 1√
t
; (1.6)
p2(t) ∼ log t2t ; (1.7)
pd(t) ∼ 1dt ; d¿ 3; (1.8)
where d, d¿ 3, denotes the probability that a d-dimensional simple symmetric ran-
dom walk never returns to its starting point.
By Fubini’s theorem, E[d(T )] =
∫ T
0 pd(t) dt, from which it follows that, when
T →∞,
E[1(T )] ∼ 2
√
T√

; (1.9)
E[2(T )] ∼ (logT )
2
4
; (1.10)
E[d(T )] ∼ log Td ; d¿ 3: (1.11)
It is easy to determine the asymptotic behaviour of 1(T ). We have, almost surely
1(T ) = T (1=2)+o(1) for T → ∞. Indeed, the lower bounds follows immediately by
considering only a single particle (say the one starting from the origin), whereas the
upper bound is a simple consequence of (1.9), Chebyshev’s inequality on taking a
subsequence and applying the Borel–Cantelli lemma.
Our next result concerns the almost sure asymptotic behaviour of d(T ) (for d¿ 2),
in the form of a law of large numbers.
Theorem 1.3. For d¿ 2 we have
lim
t→∞
d(T )
E[d(T )]
= 1; a:s: (1.12)
For an account of general properties of coalescing random walk, we refer to the
books of Liggett (1985, 1999), formulated in terms of the voter model. Other asymp-
totic properties of the occupation times of the voter model can be found in Cox and
Gri8eath (1983), Bramson et al. (1988). Let us also mention a few recent papers. In
van den Berg and Kesten (2000, 2002), the exact asymptotic density of general coa-
lescing random walks in high dimensions was determined. There is also an interesting
relationship between the voter model and super-Brownian motion, recently discovered
by Cox et al. (2000) and Bramson et al. (2001).
100 E. Csaki et al. / Stochastic Processes and their Applications 111 (2004) 97–118
The rest of the paper is organized as follows. In Section 2, we prove probability
estimates for coalescing random walks in any dimensions. These probability estimates
will be used in the proof of the higher-dimensional parts—(1.2) and (1.3)—of Theorem
1.1 and in the proof of Theorem 1.3. More precisely, we prove in Section 3 the
upper bounds in (1.2) and (1.3), and in Section 4 the corresponding lower bounds. In
Section 5, we exploit some special one-dimensional features to prove (1.1), and thus
complete the proof of Theorem 1.1. Finally, Theorem 1.3 is proved in Section 6.
For any set A of Zd, #(A) denotes the cardinality of A. Letter c with subscript
denotes unimportant constants which are Gnite and positive.
2. Probability estimates for coalescing random walks
The main aim of the present section is to prove probability estimates (Propositions
2.1 and 2.2) for coalescing random walks in any dimensions. These estimates will be
used in the next sections in the proof of (1.2), (1.3) and (1.12).
As before, 	d(t) denotes the set of all the sites which are occupied by the coalescing
random walk at time t.
Here are the main probability estimates of the section.
Proposition 2.1. Let d¿ 1, and let (a(x); x∈Zd) be a collection of non-negative
numbers such that
∑
x∈Zd a(x)¡∞. For T ¿ 0, let
T :=
∑
x∈	d(T )
a(x):
Then for any integer k¿ 1,
E{[T − E(T )]2k}6 (2k)2k
∑
x∈Zd
a2k(x)pd(T ) +

c5k ∑
x∈Zd
a2(x)pd(T )


k
; (2.1)
where c5 = c5(d)∈ (0;∞) is a numerical constant, and pd(T ) is de@ned in (1.5).
Proposition 2.2. We have,
Var[1(T )]6 c6T (T¿ 1); (2.2)
Var[2(T )]6 c7(log T )3 (T¿ 2); (2.3)
Var[d(T )]6 c8 log T; d¿ 3 (T¿ 2); (2.4)
where c6, c7 and c8 = c8(d) are (@nite) constants.
Estimate (2.2) for Var[1(T )] is not of any use. It is stated in Proposition 2.2 only
for the sake of completeness.
The rest of the section is devoted to the proofs of Propositions 2.1 and 2.2, which
rely on the van den Berg–Kesten–Reimer (BKR) correlation inequality. We however
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do not need in this paper the full strength of the BKR inequality, and state it here
only for the special binary case.
Let V be a Gnite set and let  = {0; 1}V . For !∈ and K ⊂ V , let [!]K denote
the set of all !′ which agree with ! on K : !′i = !i, i∈K . For A, B ⊂ , A B is
deGned as the set of all !∈ for which there exist disjoint K , L ⊂ V with [!]K ⊂ A,
and [!]L ⊂ B. The BKR inequality is recalled as follows.
Fact 2.3 (van den Berg and Kesten, 2002; Reimer, 2000). Let  be a product mea-
sure on . For any A, B ⊂ ,
(A B)6 (A)(B):
The BKR correlation inequality allows us to overcome some dependence diOculty
in the study of coalescing random walks. Here is an application. We say that two R-
valued random variables X and Y are negatively dependent, if P{X ¿ a; Y ¿ b}6
P{X ¿ a}P{Y ¿ b} for all real numbers a and b. In the literature, this negative depen-
dence bears the more technical name of “negative upper orthant dependence” (Joag-Dev
and Proschan, 1983).
Lemma 2.4. Let d¿ 1, and n¿ 1. Let x1; : : : ; xn and y be distinct sites in Zd, and
let a1; : : : ; an be non-negative numbers. Then for any T ¿ 0,
∑n
i=1 ai1{xi∈	d(T )} and
1{y∈	d(T )} are negatively dependent.
Proof. When n = 1, this was proved by Arratia (1981) and is also a special case of
Lemma 2.4 of van den Berg and Kesten (2002), p. 8. In van den Berg and Kesten
(2002) the model of coalescing random walk is more general, than in the present paper.
We outline the proof of our Lemma 2.4, following the same discretisation schema and
proof of Lemma 2.4 of van den Berg and Kesten (2002). For each x∈Zd and v∈Zd
with ‖x−v‖=1 consider a Poisson point process (in time) with intensity 1=(2d) and for
each Poisson point draw an arrow from x to v. These Poisson processes are assumed
to be independent of each other. Now the coalescing random walk can be described
as follows: a particle starting from site x∈Zd at time t =0 stays in that position until
there is an outgoing arrow from that position and jumps to the other endpoint of that
arrow. It stays in this new position until there is an outgoing arrow from this new
position and again jumps to the other endpoint of this arrow, etc. If two particles are
in the same position at the same time, they stay together forever (they coalesce). Now
for Gxed T consider a partition [(‘−1)$; ‘$); ‘=1; 2; : : : ; k of [0; T ] such that k$=T .
Consider the slight modiGcation of the coalescing random walk in discrete time setting
as follows. The particles postpone their jumps until the end of the time interval in
which the corresponding arrow is located. Moreover, if the time interval has more than
one outgoing arrow from a site in which a particle is located, the particle will stay in
that location forever. For a Gxed positive integer N such that ‖xi‖6N; i = 1; : : : ; n,
let XN := {x∈Zd: ‖x‖6 2N}. We deGne V := XN × K ×Q, where K := {1; 2; : : : ; k}
and Q := {v∈Zd; ‖v‖ = 1}. For (z; ‘; v)∈V let !(z;‘; v) = 1 if there is an outgoing
arrow from z to z + v in the time interval [(‘ − 1)$; ‘$) and !z;‘;v = 0 otherwise.
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We clearly have
P{!z;‘;v = 1}= 1− exp
(
− $
2d
)
and !z;‘;v; z ∈XN ; ‘∈K; v∈Q are i.i.d. random variables. Let 	˜d(T ) be the set of
occupied sites in this modiGed model. Fix a¿ 0 and let
Ai := {xi ∈ 	˜d(T )}; i = 1; : : : ; n;
B := {y∈ 	˜d(T )};
A :=
{
n∑
i=1
ai1{xi∈	˜d(T )}¿ a
}
and let D be the event that for all x∈XN and ‘∈K there is at most one outgoing
arrow from x in the interval [(‘ − 1)$; ‘$). Since a1; : : : ; an are non-negative, there
exists J = J (a; a1; : : : ; an), a set of subsets of {1; 2; : : : ; n} (depending on a and on ai)
such that
A=
⋃
{j1 ;:::; jk}∈J
(Aj1 ∩ · · · ∩ Ajk ):
According to van den Berg and Kesten (2002), pp. 9–10, there are sets A˜i; i=1; : : : ; n,
B˜, which are union of cylinders, such that Ai ∩D= A˜i ∩D and (Ai ∩B∩D) ⊂ (A˜i B˜),
i = 1; : : : ; n. Therefore,
A ∩ B ∩ D=
⋃
{j1 ;:::; jk}∈J
[(Aj1 ∩ B ∩ D) ∩ · · · ∩ (Ajk ∩ B ∩ D)]
⊂
⋃
{j1 ;:::; jk}∈J
[(A˜j1 B˜) ∩ · · · ∩ (A˜jk B˜)]:
The sites x1; : : : ; xn and y being distinct, we can choose a common L ⊂ V in the
deGnition of A˜i B˜ such that [!]Ki ⊂ A˜i, and [!]L ⊂ B˜. Thus [(A˜j1 B˜) ∩ · · · ∩
(A˜jk B˜)] ⊂ [(A˜j1 ∩ · · · ∩ A˜jk ) B˜]. Accordingly, by Lemma 3.1(iv) of van den Berg
and Fiebig (1987),
A ∩ B ∩ D⊂
⋃
{j1 ;:::; jk}∈J
[(A˜j1 ∩ · · · ∩ A˜jk ) B˜]
⊂

 ⋃
{j1 ;:::; jk}∈J
(A˜j1 ∩ · · · ∩ A˜jk )

 B˜
= A˜ B˜;
where
A˜=
⋃
{j1 ;:::; jk}∈J
(A˜j1 ∩ · · · ∩ A˜jk ):
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By the BKR inequality (Fact 2.3), this implies
P(A ∩ B)6P(A˜ B˜) + P(Dc)6P(A˜)P(B˜) + P(Dc)
6 (P(A) + P(Dc))(P(B) + P(Dc)) + P(Dc):
Now one can go back to inGnitely many particles and continuous time case by letting
$ → 0 and N →∞ as in van den Berg and Kesten (2002, p. 10).
Lemma 2.5. Let d¿ 1, n¿ 1 and k¿ 1. For any distinct sites x1; : : : ; xn in Zd, and
any non-negative numbers a1; : : : ; an, we have
E


(
n∑
i=1
ai[1{xi∈	d(T )} − pd(T )]
)2k
6 E


(
n∑
i=1
ai[Yi(T )− pd(T )]
)2k
 ;
(2.5)
where pd(T ) is de@ned in (1.5), and Y1(T ); : : : ; Yn(T ) are independent random vari-
ables such that for any i, Yi(T ) is distributed as 1{xi∈	d(T )}.
Proof. According to Theorem 2 of Shao (2000), if X1 and X2 are negatively dependent
such that E(|X1|2k + |X2|2k)¡∞, then
E{(X1 + X2)2k}6 E{(Y1 + Y2)2k}; (2.6)
where Y1 and Y2 are independent random variables such that Yi is distributed as Xi
(for i=1 and 2). We mention that Shao (2000) proved (2.6) for negatively associated
random variables, and that for a pair of random variables (which is the case here), the
properties of negative association and negative dependence are equivalent (Joag-Dev
and Proschan, 1983).
If n= 1, (2.5) is trivial. For n¿ 2, we note that according to Lemma 2.4, the ran-
dom variables
∑n−1
i=1 ai[1{xi∈	d(T )}−pd(T )] and an[1{xn∈	d(T )}−pd(T )] are negatively
dependent. Therefore, Lemma 2.5 follows from (2.6) by induction.
We now recall the well-known Rosenthal’s inequality (see for example Petrov, 1995,
p. 59).
Fact 2.6 (Rosenthal’s inequality): Let k¿ 1 be an integer, and let Z1; : : : ; ZN be inde-
pendent mean-zero random variables such that E[Z2ki ]¡∞ for all i6N . Then
E

( N∑
i=1
Zi
)2k6 c9 N∑
i=1
E[Z2ki ] + c10
(
N∑
i=1
E[Z2i ]
)k
; (2.7)
where c9 = c9(k) and c10 = c10(k) are @nite constants whose values depend only on k.
In order to prove Proposition 2.1, we will need to know in (2.7) the dependence
on k of the constants c9 and c10. So let us recall a reGned version of (2.7) in
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Petrov (1995), p. 62, which states that (2.7) holds with c9 := r2k and c10 := 2krkerB(k;
r− k), for any r ¿k, where B is the beta function. Taking r=2k, and (2.7) becomes
E

( N∑
i=1
Zi
)2k6 (2k)2k N∑
i=1
E[Z2ki ] + (c11k)k
(
N∑
i=1
E[Z2i ]
)k
; (2.8)
where c11 ∈ (0;∞) is an absolute constant.
We have now all the ingredients to prove Proposition 2.1.
Proof of Proposition 2.1. Let A be a Gnite subset of Zd, and consider the random
variable AT :=
∑
x∈A a(x)1{x∈	d(T )}. By Lemma 2.5 and (2.8), we have
E{[AT − E(AT )]2k}6 (2k)2k
∑
x∈A
a2k(x)E{[1{x∈	d(T )} − pd(T )]2k}
+(c11k)k
(∑
x∈A
a2(x)E{[1{x∈	d(T )} − pd(T )]2}
)k
:
Since E{[1{x∈	d(T )} − pd(T )]2k}6 E{1{x∈	d(T )}}= pd(T ), this implies
E{[AT − E(AT )]2k}6 (2k)2k
∑
x∈Zd
a2k(x)pd(T ) +

c11k ∑
x∈Zd
a2(x)pd(T )


k
:
Take A=An := {x∈Zd: ‖x‖6 n} and let n →∞. The monotone convergence theorem
ensures that E(AnT )→ E(T ). Therefore, we obtain the proposition by an application of
Fatou’s lemma, with c5 := c11.
We now turn to the proof of Proposition 2.2. We Grst need a simple correlation
result. Recall that 	xd(t) denotes the position at time t of the particle starting from x.
Lemma 2.7. Let d¿ 1. For t ¿ s¿ 0,
P

⋃
x∈Zd
{	xd(s) = 0; 	xd(t) = 0; 0∈ 	d(t)}

6pd(s)pd(t); (2.9)
where pd(·) is de@ned in (1.5).
Proof. Recall that in case n= 1 our Lemma 2.4 is equivalent to the inequality
P

 ⋃
x∈Zd
{	xd(t) = y; 0∈ 	d(t)}

6P

⋃
x∈Zd
{	xd(t) = y}

P{0∈ 	d(t)}
E. Csaki et al. / Stochastic Processes and their Applications 111 (2004) 97–118 105
for y = 0, the proof of which was given in Lemma 2.4 of van den Berg and Kesten
(2002, p. 8). The very same proof shows also that for s¡ t and y = 0,
P

 ⋃
x∈Zd
{	xd(s) = 0; 	xd(t) = y; 0∈ 	d(t)}


6P

 ⋃
x∈Zd
{	xd(s) = 0; 	xd(t) = y}

P{0∈ 	d(t)}:
Now (2.9) follows by summing over y∈Zd \ {0}.
The section ends with the proof of Proposition 2.2.
Proof of Proposition 2.2. Observe that
E{[d(T )]2}= 2
∫ ∫
06t1¡t26T
P{0∈ 	d(t1); 0∈ 	d(t2)} dt1 dt2:
Moreover, for t1 ¡t2,
P{0∈ 	d(t1); 0∈ 	d(t2)}=P{	xd(t1) = 	xd(t2) = 0 for some x∈Zd}
+P{	xd(t1)=0 =	xd(t2) for some x∈Zd; 0∈	d(t2)}:
Let qt(0; 0) := P{S0d(t) = 0}, where S0d denotes a continuous-time rate one random
walk starting from 0∈Zd. (We have ignored the dependence of qt(0; 0) in d.) Then
P{	xd(t1) = 	xd(t2) = 0 for some x∈Zd}= pd(t1)qt2−t1 (0; 0);
whereas by Lemma 2.7,
P{	xd(t1) = 0 = 	xd(t2) for some x∈Zd; 0∈ 	d(t2)}6pd(t1)pd(t2):
Therefore,
E{[d(T )]2}6 2
∫ ∫
06t1¡t26T
pd(t1)qt2−t1 (0; 0) dt1 dt2 +
(∫ T
0
pd(t) dt
)2
or, equivalently,
Var[d(T )]6 2
∫ ∫
06t1¡t26T
pd(t1)qt2−t1 (0; 0) dt1 dt2:
Now the proposition follows from Fact 1.2 and the well-known estimate qt(0; 0)6 c12=
(t + 1)d=2 (for any d¿ 1 and some c12 = c12(d)).
3. Proof of (1.2) and (1.3): upper bounds
This section is devoted to the proof of the upper bounds in the higher-dimensional
parts (d= 2 and d¿ 3) of Theorem 1.1. We start with a preliminary estimate which
holds in any dimension.
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Lemma 3.1. Let d¿ 1, and let A∈Zd be a @nite non-empty set. For any T ¿ 0 and
any integer k¿ 1,
P{A ∩ 	d(T ) = ∅}6 (2k)
2k
[pd(T )#(A)]2k−1
+
(c5k)k
[pd(T )#(A)]k
;
where c5 is the numerical constant in (2.1), and pd(T ) is de@ned in (1.5).
Proof. Write T := #{A∩	d(T )}=
∑
x∈	d(T ) 1{x∈A}. Then {A∩	d(T )=∅}={T =0}.
Note that
E(T ) = E

∑
x∈Zd
1{x∈A}1{x∈	d(T )}

= pd(T )#(A):
By Chebyshev’s inequality,
P{T = 0}6P{|T − E(T )|¿ E(T )}
6
E{[T − E(T )]2k}
[E(T )]2k
=
E{[T − E(T )]2k}
[pd(T )#(A)]2k
:
It suOces now to apply Proposition 2.1 to a(x) := 1{x∈A}.
Proof of (1.3) (Upper bound): Assume d¿ 3. Let 0¿ 1 be a constant whose value
will be determined later on, and let
Cd(T ) := {x∈Zd: |x|6 (0T log T )1=d};
where |x| := max16i6d |x(i)| denotes the L∞-norm of x := (x(1); : : : ; x(d))∈Zd. In
words, C(T ) denotes the set of lattice points in the cube centered at the origin with
side length 2(0T log T )1=d.
Note that #(Cd(T )) ∼ 2d0T log T (for T → ∞). On the other hand, according
to (1.8), pd(T ) ∼ 1=(dT ), T → ∞. Thus, for all suOciently large T (how large
depending on d and 0),
pd(T )#(Cd(T ))¿
2d−10
d
log T := c130 log T;
where c13 = c13(d) := 2d−1=d. Applying Lemma 3.1 to A := Cd(T ) and k := log T,
we obtain that for large T ,
P{Cd(T ) ∩ 	d(T ) = ∅}6 (2k)
2k
[c130 log T ]2k−1
+
(c5k)k
[c130 log T ]k
= c130(log T )
(
2k
c130 log T
)2k
+
(
c5k
c130 log T
)k
6 c130(log T )
(
2
c130
)2k
+
(
c5
c130
)k
:
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We now choose the constant 0 so large that 2=(c130)6 e−1 and c5=(c130)6 e−2. Then
for large T ,
P{Cd(T ) ∩ 	d(T ) = ∅}6 c130 log T + 1e2k 6
(c130 log T + 1)e2
T 2
;
the last inequality following from the fact that k¿ log T − 1.
By the Borel–Cantelli lemma, almost surely for all large integer n, Cd(n)∩ 	d(n) =
∅. There exists thus at least a particle, say 	xnd (n), such that 	xnd (n)∈Cd(n). Since
(	xnd (n+ t)− 	xnd (n); t¿ 0) is a continuous-time random walk, we have
P
{
sup
t∈[0;1]
‖	xnd (n+ t)− 	xnd (n)‖¿ (3 log n)1=2
}
=P
{
sup
t∈[0;1]
‖	0d(t)‖¿ (3 log n)1=2
}
6
1
n3=2
for all large n. Therefore, supt∈[0;1] ‖	xnd (n + t) − 	xnd (n)‖6 (3 log n)1=2 almost surely.
This implies that almost surely for all large T , there is at least a particle which lies
in the cube centered at the origin with side length 2(0T log T )1=d + (3 log T )1=2. As
a consequence,
lim sup
T→∞
Rd(T )
(T log T )1=d
6d1=201=d; a:s:;
yielding the upper bound in (1.3).
Proof of (1.2) (Upper bound): The proof of the upper bound in (1.2) is along similar
lines as in the case d¿ 3, so let us outline the argument, and emphasize on the
modiGcations. First, the size of the cube Cd(T ) is changed: we should replace Cd(T ) by
C2(T ) := {x∈Z2: |x|6 (0T )1=2(log T )−1=2(log log T )1=2}. The reason for this change
in the choice of Cd(T ) is that the estimate pd(T ) ∼ 1=(dT ) for d¿ 3 is now replaced
by p2(T ) ∼ (log T )=(2T ), as stated in (1.7). For the new choice of C2(T ), we apply
Proposition 2.1 to k := log log T (instead of log T in dimension d¿ 3) to see that,
if the constant 0¿ 0 is chosen suOciently large, then for all large T ,
P{C2(T ) ∩ 	2(T ) = ∅}6 c140 log log T(log T )4 ;
where c14 ∈ (0;∞) is a constant. Taking the subsequence Tn := exp(n1=3) and apply-
ing the Borel–Cantelli lemma, this yields that almost surely for all large n, C2(Tn) ∩
	2(Tn) = ∅. On the other hand, a Borel–Cantelli argument says that for large n, the in-
crement size of a given particle during [Tn; Tn+1] cannot exceed (Tn+1−Tn)1=2(3 log n)1=2
(thus cannot exceed c15T
1=2
n (log Tn)−1(log log Tn)1=2 a fortiori, for some constant c15).
Consequently, almost surely for all large T , there is at least a particle lying in the
cube centered at the origin with side length 2(0T )1=2(log T )−1=2(log log T )1=2 +
c15T 1=2(log T )−1(log log T )1=2. This yields the upper bound in (1.2).
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Remark. The argument in this section of course applies also in dimension d= 1, and
gives that
lim sup
T→∞
R1(T )
T 1=2 log log T
6 c16; a:s:
for some constant c16 ¿ 0. However, this is a poor estimate, since by considering only
the particle starting from the origin and using the usual iterated logarithm law, we
know that lim supT→∞ R1(T )=(T log log T )
1=26 21=2 almost surely.
4. Proof of (1.2) and (1.3): lower bounds
To prove the lower bounds in (1.2) and (1.3), we Grst study a single particle
(Sxd(t); t¿0) which is a continuous-time rate one random walk starting from x∈Zd. We
write qt(x; y) for the probability density of the random walk: qt(x; y):=P{Sxd(t) = y}.
For any non-empty subset A of Zd, let diam(A) := sup{‖x−y‖: x∈A; y∈A} denote
the diameter of A, and let qt(x; A) := P{Sxd(t)∈A}. We start with two preliminary
estimates.
Lemma 4.1. Let d¿ 1, and let A be a non-empty subset of Zd. Let 0¡s¡T be
such that (T − s)1=2¿ diam(A). Then
P{	d(T ) ∩ A= ∅ |Fs}¿ exp

−c17
∑
x∈	d(s)
qT−s(x; A)

 ; a:s:; (4.1)
where c17 = c17(d)∈ (0;∞) is a constant depending only on d, and Fs := 2{	xd(t)
t ∈ [0; s]; x∈Zd}.
Proof. Consider the following modiGed model of particle system: until time s, it is our
coalescing random walk (	xd(t); t ∈ [0; s]), and for t ∈ [s; T ], the particles keep moving
independently without coalescence. We denote by U	d(T ) (which of course depends on
s) the set of all the sites which are occupied at time T by the new system of particles.
Without loss of generality, we make a coupling for the two models into the same
probability space, so that U	d(T ) ⊃ 	d(T ). Thus
P{	d(T ) ∩ A= ∅ |Fs}¿P{ U	d(T ) ∩ A= ∅ |Fs}: (4.2)
Given Fs, U	d(T ) is by deGnition the set of all the sites in Zd occupied by indepen-
dent random walks (without coalescence) at time (T − s) starting from every site of
	d(s). Accordingly,
P{ U	d(T ) ∩ A= ∅ |Fs}=
∏
x∈	d(s)
[1− qT−s(x; A)]: (4.3)
Since (T − s)1=2¿ diam(A), we have supx∈Zd qT−s(x; A)6 c18 ¡ 1 for some con-
stant c18 = c18(d). As a consequence, there exists c19 = c19(d)∈ (0;∞) such that
1−qT−s(x; A)¿ exp{−c19qT−s(x; A)} for all x∈Zd. Plugging this into (4.3) and (4.2)
yields the lemma.
E. Csaki et al. / Stochastic Processes and their Applications 111 (2004) 97–118 109
Lemma 4.2. Let d¿ 1, and let A be a subset of Zd containing at least two points.
Let u¿ 0 and v¿ 0, and let 4 :=
∑
x∈	d(v) qu(x; A). Then
E(4) = pd(v)#(A): (4.4)
Furthermore, for any integer k¿ 1,
E{[4 − E(4)]2k}6 k2kpd(v)#(A)
(
c20
diam(A)
u1=2
)2k−1
+
(
c20kpd(v)#(A)
diam(A)
u1=2
)k
; (4.5)
where c20 = c20(d)∈ (0;∞) is a constant depending only on d.
Proof. Since 4 =
∑
x∈Zd qu(x; A)1{x∈	d(v)}, it follows from Fubini’s theorem that
E(4) =
∑
x∈Zd
qu(x; A)P{x∈ 	d(v)}=
∑
x∈Zd
qu(x; A)pd(v): (4.6)
By symmetry, qu(x; y) = qu(y; x), so that∑
x∈Zd
qu(x; A) =
∑
x∈Zd
∑
y∈A
qu(x; y) =
∑
y∈A
∑
x∈Zd
qu(y; x) =
∑
y∈A
1 = #(A); (4.7)
which, in view of (4.6), implies (4.4).
To check (4.5), we apply Proposition 2.1 to T := v and a(x) := qu(x; A) to see that,
for any integer k¿ 1,
E{[4n − E(4n)]2k}6 (2k)2k
∑
x∈A
q2ku (x; A)pd(v) +
(
c5k
∑
x∈A
q2u(x; A)pd(v)
)k
:
For any b¿ 1, in view of (4.7), we have∑
x∈A
qbu(x; A)6
(
sup
x∈Zd
qb−1u (x; A)
)∑
x∈Zd
qu(x; A)6 #(A) sup
x∈Zd
qb−1u (x; A):
Since supx∈Zd qu(x; A)6 c21u
−1=2diam(A) for some c21 = c21(d)∈ (0;∞), this yields
(4.5), and completes the proof of Lemma 4.2.
Proof of (1.3) (Lower bound): Assume d¿ 3. Consider the subsequence Tn := n5,
where 5¿ (d+ 2)=(d− 2). Let Cd(T ) := {x∈Zd: |x|6 (0T log T )1=d}. Here,
0= 0(d; 5) :=
d
2d+1c175
; (4.8)
where c17 is the constant in (4.1). Let
An := {	d(Tn) ∩ Cd(Tn) = ∅}:
For each n, An is measurable with respect to FTn . If we could show that∑
n
P{An+1 |FTn}=∞ a:s:; (4.9)
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then according to L(evy’s version of the Borel–Cantelli lemma (see for example Shiryaev,
1996, p. 486), we would have P{An i:o:} = 1, which, in turn, would imply that for
d¿ 3,
lim sup
T→∞
Rd(T )
(T log T )1=d
¿ 01=d a:s:
This would yield the lower bound in (1.3).
It remains to verify (4.9). Applying Lemma 4.1 to s := Tn, T := Tn+1 and A :=
Cd(Tn+1) implies that, when n is suOciently large (so that the condition (T − s)1=2¿
diam(A) is fulGlled; recalling that 5¿ (d+ 2)=(d− 2))
P{An+1 |FTn}¿ exp

−c17
∑
x∈	d(Tn)
qTn+1−Tn(x; Cd(Tn+1))


:= exp{−c174n}
with obvious notation. Applying Lemma 4.2 to u := Tn+1−Tn, v := Tn, A := Cd(Tn+1)
and k = 1, and in light of Chebyshev’s inequality, we obtain:
P{|4n − E(4n)|¿ E(4n)}6 Var(4n)
[E(4n)]2
6
2c20 diam(Cd(Tn+1))
(Tn+1 − Tn)1=2pd(Tn)#(Cd(Tn+1)) :
In view of (1.8), this yields
P{|4n − E(4n)|¿ E(4n)}6 c22n(5−1)=2−(5=d)(log n)(d−1)=d :
Since (5 − 1)=2 − (5=d)¿ 1 (recalling that 5¿ (d + 2)=(d − 2)), the expression on
the right-hand side is summable in n. By the Borel–Cantelli lemma (and (4.4) for the
expression of E(4n)), almost surely for all large n,
4n6 2E(4n) = 2pd(Tn)#(Cd(Tn+1)) ∼ 2
d+150
d
log n:
Therefore, almost surely for all large n, 4n6 (2d+250=d)log n. Since P{An+1 |FTn}¿
exp{−c174n}, and in view of (4.8), we obtain:∑
n
P{An+1 |FTn}=∞ a:s:
This yields (4.9), and completes the proof of the lower bound in (1.3).
Proof of (1.2) (Lower bound): The proof of the lower bound in (1.2) follows similar
lines as in the case of d¿ 3. We feel free to write only an outline of the argument. Take
Tn := en, and let C2(T ) := {x∈Zd : |x|6 (0T )1=2(log T )−1=2(log log T )1=2}. Consider
An := {	d(Tn) ∩ Cd(Tn) = ∅}. Again, as in the case of d¿ 3, we get via Lemma 4.1
that P{An+1 |FTn}¿ exp(−c174n), where 4n :=
∑
x∈	d(Tn) qTn+1−Tn(x; Cd(Tn+1)). This
time, we apply Lemma 4.2 to k = 3 to see that
P{|4n − E(4n)|¿ E(4n)}6 E{[4n − E(4n)]
6}
[E(4n)]6
6
c23(log n)9=2
n3=2
;
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which is summable for n. The Borel–Cantelli lemma yields that almost surely for all
large n, 4n6 2E(4n) = 2pd(Tn)#(Cd(Tn+1)) ∼ (40e=)log n. It is therefore possible to
choose the constant 0¿ 0 to be so small that
∑
n exp(−c174n) =∞ almost surely.
This yields
∑
n P{An+1 |FTn}=∞ a.s., and implies the lower bound in (1.2).
Remark. Applying Lemmas 4.1 and 4.2 in dimension d= 1 gives that
lim sup
T→∞
R1(T )
T 1=2
¿ c24 a:s:
for some constant c24 ¿ 0. Again, this does not yield the optimal rate function for
R1(T ), which should be (T log log T )1=2. Therefore, the argument using Proposition
2.1 leads to the correct rate function for Rd(T ) for all dimensions except for d = 1.
Fortunately, in the next Section, we will use some special features in dimension d=1
to obtain not only the correct rate function for R1(T ), but also the correct constant.
5. Proof of Theorem 1.1: the one-dimensional case
In this section, we assume d= 1, and prove the one-dimensional part (i.e., identity
(1.1)) in Theorem 1.1. In dimension d=1, if 	x1 and 	
y
1 (particles starting from x and y,
respectively) coalesce together before time T , then any particle whose starting position
is between x and y also coalesces with them before time T . This special property will
considerably simplify the study, and will allow us to obtain even the correct constant
in the iterated logarithm law for R1(T ).
The proof of (1.1) is divided into two parts.
Proof of (1.1) (Upper bound): Fix $∈ (0; 1=2) and let
’(t) = ’$(t) :=
√
(1 + 4$)t log log t;
ak = ak(T ) := k$’(T ); k = 0; 1; 2; : : :
We Grst estimate P{E(T )}, where
E(T ) :=
N⋂
k=0
{|	−ak1 (T )|¿’(T )} ∩
N⋂
k=0
{|	ak1 (T )|¿’(T )}
with N := 1=$. Clearly, {R1(T )¿’(T )} ⊂ E(T ).
By symmetry,
P{E(T )}= 2P{	01(T )¿’(T ); E(T )}
= 2P{	01(T )¿’(T ); |	−ak1 (T )|¿’(T ); ∀16 k6N}:
It turns out to be more convenient to estimate P{E(T )} in terms of independent
random walks (without coalescence), instead of the original coalescing random walks
(	1(t); t¿ 0). Let (Sx1(t)+ x; t¿ 0)x∈Z be a family of independent (continuous-time)
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simple random walks with Sx1(0) = 0. We will be working on the independent random
walks (Sx1 + x)x∈Zd (without coalescence) instead of the original coalescing random
walks (	1(t); t¿ 0).
Let I = I(T ) := max{i¿ 1: S−ai1 (t)− ai¿ S01 (t) for some t ∈ [0; T ]}+ 1. In words,
S−aI1 − aI is the random walk starting from the largest point (among S−ai1 − ai, i¿ 1)
which does not meet S01 during time interval [0; T ]. We have
P{E(T )}6 2
N∑
k=1
rk(T ) + 2P{S01 (T )¿’(T ); I ¿N};
where
rk(T ) := P{S01 (T )¿’(T ); I = k; |S−ak1 (T )− ak |¿’(T )}:
It is easy to estimate P{S01 (T )¿’(T ); I ¿N}. Indeed, if I ¿N , then the random
walks S−aN1 − aN and S01 meet during [0; T ], so that
P{S01 (T )¿’(T ); I ¿N}6P{S−aN1 (T )− aN ¿’(T )}
= P{S01 (T )¿aN + ’(T )}
6 exp
(
−(1 + o(1))(aN + ’(T ))
2
2T
)
:
Therefore,
P{E(T )}6 2
N∑
k=1
rk(T ) + 2 exp
(
−(1 + o(1)) (aN + ’(T ))
2
2T
)
:
We now estimate rk(T ) for 16 k6N . The term r1(T ) is special. Indeed, if I = 1,
then
r1(T )6P{S01 (T )¿’(T ); |S−a11 (T )− a1|¿’(T )}
= P{S01 (T )¿’(T )}P{|S−a11 (T )− a1|¿’(T )}
6 exp
(
−(1 + o(1))(’(T )− a1)
2
T
)
:
Accordingly,
P{E(T )}6 2
N∑
k=2
rk(T ) + 2 exp
(
−(1 + o(1))(’(T )− a1)
2
T
)
+2 exp
(
−(1 + o(1))(aN + ’(T ))
2
2T
)
: (5.1)
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To estimate rk(T ) for 26 k6N , we note that if 26 I ¡∞, then supt∈[0;T ][S−aj1 (t)−
S01 (t)]¿ aj for all j6 I − 1. In particular,
rk(T )
6P
{
S01 (T )¿’(T ); sup
t∈[0;T ]
[S−ak−11 (t)− S01 (t)]¿ak−1; |S−ak1 (T )−ak |¿’(T )
}
:
Recall that S01 , S
−ak−1
1 and S
−ak
1 are three independent random walks on Z all starting
from 0. So the probability of |S−ak1 (T )−ak |¿’(T ) can be splitted from the right-hand
side. It is easily seen that
P{|S−ak1 (T )− ak |¿’(T )}6 2P{S−ak1 (T )¿’(T )− ak}
6 2 exp
(
−(1 + o(1))(’(T )− ak)
2
2T
)
:
Therefore, if we write X and Y for two independent random walks on Z both starting
from 0, then
rk(T )6 2 exp
(
−(1 + o(1))(’(T )− ak)
2
2T
)
×P
{
X (T )¿’(T ); sup
t∈[0;T ]
[Y (t)− X (t)]¿ ak−1
}
:= 2 exp
(
−(1 + o(1))(’(T )− ak)
2
2T
)
r˜k(T ); (5.2)
with obvious notation.
Let us estimate r˜k(T ). According to a result of CsVorgo˝ et al. (1987) (cf. also
CsVorgo˝ and Horv(ath, 1993), which is the continuous time version of the well-known
Koml(os–Major–Tusn(ady (1975) approximation theorem, there exists a coupling for X
and a standard Wiener process W such that
P
{
sup
t∈[0;T ]
|X (t)−W (t)|¿A log T + x
}
6B exp(−Cx)
for all T¿ 1, x¿ 0 and some constants A; B; C. From this we can conclude that
P
{
sup
t∈[0;T ]
|X (t)−W (t)|¿T 1=2
}
6
c25
T
for all T¿ 1 and some constant c25. Similar result is true for Y (t) with another Wiener
process, independent of W . Therefore, if W1 and W2 denote a pair of independent
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standard Wiener processes, then
r˜k(T )6 P
{
W1(T )¿(1+o(1))’(T ); sup
t∈[0;T ]
[W2(t)−W1(t)]¿(1+o(1))ak−1
}
+
c25
T
:=P
{
W1(T )¿’˜(T ); sup
t∈[0;T ]
[W2(t)−W1(t)]¿ a˜k−1
}
+
c25
T
;
where we have written ’˜(T ) := (1 + o(1))’(T ) and a˜k−1 := (1 + o(1))ak−1 for
brevity. Let B1 := (W2−W1)=
√
2 and B2 := (W2 +W1)=
√
2, so that B1 and B2 are also
independent Wiener processes. Accordingly,
r˜k(T )6P
{
B2(T )− B1(T )¿
√
2’˜(T ); sup
t∈[0;T ]
B1(t)¿
a˜k−1√
2
}
+
c25
T
6P
{
B2(T ) +
(
2 sup
t∈[0;T ]
B1(t)− B1(T )
)
¿
√
2’˜(T ) +
√
2a˜k−1
}
+
c25
T
= P
{
B2(1) +
(
2 sup
t∈[0;1]
B1(t)− B1(1)
)
¿
√
2(’˜(T ) + a˜k−1)√
T
}
+
c25
T
:
The joint density of B1(1) and supt∈[0;1] B1(t) is known (cf., e.g., Borodin and
Salminen, 1996, p. 147): P{B1(1)∈ dx; supt∈[0;1] B1(t)∈ dy} = (2=)1=2(2y − x)
exp(−(2y − x)2=2)1{y¿0;y¿x}, from which we deduce that for 0 →∞,
P
{
2 sup
t∈[0;1]
B1(t)− B1(1)¿0
}
6 exp
(
−(1 + o(1))0
2
2
)
; 0 →∞:
(Alternatively, this can be proved by means of the fact that s → 2 supt∈[0;1] B1(s) −
B1(s), for s¿ 0, is a three-dimensional Bessel process; that is, the Euclidean modulus
of an R3-valued Wiener process.) On the other hand, we trivially have
P{B2(1)¿0}6 exp
(
−0
2
2
)
∀0¿ 0:
Since B2(1) is independent of 2 supt∈[0;1] B1(t)− B1(1), it follows that
r˜k(T )6 exp
(
−(1 + o(1))(’˜(T ) + a˜k−1)
2
2T
)
+
c25
T
6 exp
(
−(1 + o(1))(’(T ) + ak−1)
2
2T
)
:
In view of (5.2), we get that
rk(T )6 2 exp
(
−(1 + o(1))(’(T )− ak)
2
2T
− (1 + o(1))(’(T ) + ak−1)
2
2T
)
6 2 exp(−(1− $+ o(1))(1 + 4$) log log T ) :
E. Csaki et al. / Stochastic Processes and their Applications 111 (2004) 97–118 115
Plugging this into (5.1), and we obtain that for all large T ,
P{E(T )}6 1
(log T )1+2$
: (5.3)
This is the main probability estimate we need in the proof of the upper bound for
(1.1).
To complete the proof of the upper bound in question, we consider the subsequence
Tn := exp(n1−$). According to (5.3),
∑
n P{E(Tn)}¡∞, so that by the Borel–Cantelli
lemma, almost surely for all large n,
min
k: 06k6N
{|	−ak1 (Tn)| ∧ |	−ak1 (Tn)|}6’(Tn); (5.4)
with the usual notation a ∧ b := min{a; b}. On the other hand, by the usual estimate
for Gaussian tails,
P
{
max
k: 06k6N
sup
T∈[Tn;Tn+1]
{|	−ak1 (T )− 	−ak1 (Tn)| ∨ |	ak1 (T )− 	ak1 (Tn)|}¿$’(Tn)
}
6 2(N + 1)P
{
sup
s∈[0;Tn+1−Tn]
|	01(s)|¿$’(Tn)
}
6 2(N + 1) exp
(
− $
2’2(Tn)
2(Tn+1 − Tn)
)
;
which is summable for n, so that by the Borel–Cantelli lemma, almost surely for all
large n, all k6N and all T ∈ [Tn; Tn+1], we have |	−ak1 (T )− 	−ak1 (Tn)|6 $’(Tn) and
|	ak1 (T )− 	ak1 (Tn)|6 $’(Tn).
In view of (5.4), we deduce that almost surely for all large T ,
min
k: 06k6N
{|	−ak1 (T )| ∧ |	−ak1 (T )|}6 (1 + $)’(T );
so that a fortiori,
inf
x∈Z
|	x1(T )|6 (1 + $)’(T ):
By deGnition, this implies
lim sup
T→∞
R1(T )
’(T )
6 1 + $; a:s:
Since $ can be arbitrarily close to 0, we obtain the upper bound in (1.1).
Proof of (1.1) (Lower bound): Fix $∈ (0; 1) and let  (t)= $(t) := (1−$)
√
t log log t.
According to Arratia (1981), T−1=2	1(T ) converges weakly (as T → ∞) to a (non-
Poisson) limit point process. In particular, if we write R+(T ) := inf{x¿ 0: x∈ 	1(T )}
and R−(T ) := sup{x¡ 0: x∈ 	1(T )}, then P{R+($T )∈ [
√
$T; 2
√
$T ]; R−($T )∈
[− 2√$T;−√$T ]} converges to a (strictly) positive constant, so that
c26 := inf
T¿1
P{R+($T )∈ [
√
$T; 2
√
$T ]; R−($T )∈ [− 2
√
$T;−
√
$T ]}¿ 0:
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Consider the situation at time $T . Two particles (referred to as 	+1 (·) and 	−1 (·), re-
spectively) occupy the sites R+($T )∈Z+ and R−($T )∈Z−, respectively, whereas no
site in (R+($T ); R−($T )) is occupied. Let us consider the events
E+(T ) :=
{
	+1 (T )¿  (T ); inft∈[$T;T ]
	+1 (t)¿ 0
}
;
E−(T ) :=
{
	−1 (T )6 − (T ); sup
t∈[$T;T ]
	−1 (t)¡ 0
}
:
Clearly, (E+(T ) ∩ E−(T )) ⊂ {R1(T )¿  (T )}. Therefore
P{R1(T )¿ (T )}
¿P{E+(T ); E−(T ); R+($T )∈[
√
$T; 2
√
$T ];
R−($T )∈ [−2
√
$T;−
√
$T ]}
¿ c26 inf
x∈[√$T;2√$T ]
(
P
{
	x1((1−$)T )¿ (T ); inf
t∈[0;(1−$)T ]
	x1(t)¿0
})2
: (5.5)
For any x¿ 0, t ¿ 0 and a¿ 0, we have, by the reXection principle,
P{	x1(t)¿ a}=P
{
	x1(t)¿ a; infu∈[0; t]
	x1(u)¿0
}
+P
{
	x1(t)¿a; infu∈[0; t]
	x1(u)60
}
=P
{
	x1(t)¿ a; infu∈[0; t]
	x1(u)¿ 0
}
+ P{	−x1 (t)¿ a}:
Taking t := (1− $)T and a :=  (T ) yields that
inf
x∈[√$T;2√$T ]
P{	x1((1− $)T )¿  (T ); inf
t∈[0;(1−$)T ]
	x1(t)¿ 0}
¿ exp
(
−(1 + o(1))( (T )−
√
$T )2
2T
)
:
Plugging this into (5.5), and we get that
P{R1(T )¿  (T )}¿ exp
(
−(1 + o(1)) 
2(T )
T
)
¿ exp(−(1− 2$) log log T )
=
1
(log T )1−2$
: (5.6)
Let Tn := nn, and consider a sequence of independent random variables (R
(n)
1 (Tn −
Tn−1); n¿ 2), such that for any n, R
(n)
1 (Tn − Tn−1) is distributed as R1(Tn − Tn−1).
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We can make a coupling for (R(n)1 (Tn−Tn−1); n¿ 2) and the coalescing random walk
(	1(t); t¿ 0) such that R1(Tn)¿R
(n)
1 (Tn − Tn−1) for all n¿ 2.
By (5.6) and the Borel–Cantelli lemma, almost surely there exists inGnitely many n
such that R(n)1 (Tn − Tn−1)¿  (Tn − Tn−1). Therefore,
lim sup
n→∞
R1(Tn)
 (Tn − Tn−1)¿ 1; a:s:
Since  (Tn − Tn−1) ∼  (Tn) = (1− $)
√
Tn log log Tn, and since $¿ 0 can be as close
to 0 as possible, this yields the lower bound in (1.1).
Remark. Let as before R+(T ) := inf{x¿ 0: x∈ 	1(T )} and R−(T ) := sup{x¡ 0:
x∈ 	1(T )}. In words, R+(T ) (resp. R−(T )) is the smallest positive (resp. largest
negative) site occupied by the coalescing random walk at time T . By deGnition,
R1(T ) = R+(T ) ∧ |R−(T )|. Our proof of (1.1) also shows that
lim sup
T→∞
X (T )√
T log log T
= 1; a:s:
where X (T ) can be either R+(T ), or |R−(T )|, or R+(T ) ∨ |R−(T )|, or (R+(T ) +
|R−(T )|)=2.
6. Proof of Theorem 1.3
Let d¿ 2. By (1.10) and (1.11), Proposition 2.2 and Chebyshev’s inequality, we
have, for ;¿ 0 and T¿ 3,
P{d(T )− E[d(T )]|¿ ;E[d(T )]}6 c27log T
for some constant c27 depending on (d; ;). Taking the subsequence T = Tk :=
exp{k(log k)2}, and by means of the Borel–Cantelli lemma, we have, almost surely
for all large k,
(1− ;)E[d(Tk)]6d(Tk)6 (1 + ;)E[d(Tk)]:
By the monotonicity of T → d(T ) and again in view of (1.10) and (1.11), this
implies that almost surely for all large T ,
(1− 2;)E[d(T )]6d(T )6 (1 + 2;)E[d(T )]:
Since ;¿ 0 can be arbitrarily close to 0, this yields Theorem 1.3.
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