W e propose an exact solution method for a routing and capacity installation problem in networks. Given an input graph, the problem is to route traffic from a set of source nodes to a sink node and to install transmission facilities on the edges of the graph to accommodate the flow at minimum cost. We give a branchand-bound algorithm that solves relaxations obtained by approximating the noncontinuous cost function by its lower convex envelope. The approximations are refined by branching on the flow ranges on selected edges. Our computational experiments indicate that this method is effective in solving moderate-size problems and provides very good candidate solutions early in the branch-and-bound tree.
Introduction
Network design problems involve connecting a given set of locations that have traffic requirements among them by installing transmission facilities at minimum cost. These problems have applications in many areas such as the design of telecommunication, transportation, computer, and energy supply networks, as well as production-distribution systems. We focus on network design in telecommunications, an area that has attracted much interest. A common practice in telecommunication network design is to partition the network into several local access networks (LANs) and a backbone network. In each LAN, traffic is collected at a node specified as the switching center. The backbone network is used to route the high-volume traffic between the switching centers. In the hierarchical design approach, the set of nodes are first partitioned into LANs, and for each partition a node is chosen to locate the switching center. Next, the design problem for each LAN is solved. The local access network design is a single-sink multisource routing and link-capacity assignment problem. The solution specifies a network to route traffic to the switching center and the transmission facilities, such as fiber-optic cables, to be installed on the edges of the network. Then, the backbone network is designed by solving a multicommodity flow and capacity-assignment problem. A similar problem arises when a network has to be expanded to accommodate increased traffic. In the LAN design problem, we are given a graph with lengths on the edges, a set of source nodes with specified traffic demands, and a sink node. A set of cable types, each with a given cost per unit length and capacity (bandwidth), is available for purchase and installation on the edges. However, the cost per unit capacity of a thick (high-bandwidth) cable is considerably cheaper than that of a thin (low-bandwidth) cable, so that buying capacity in bulk becomes economical when traffic accumulates to large volumes. The problem is to find a minimum-cost installation of cables on the edges such that all the demand originating at the sources can be routed simultaneously to the sink node with the provided capacity. The backbone network design problem has the same characteristics except that traffic demands are between pairs of source-sink nodes, hence the traffic of each source-sink pair is considered as a separate commodity.
The problem of installing capacity on the edges of a network at minimum cost by purchasing from a set of available transmission facilities has also been called the network-loading problem. The study of the polyhedral structure of these network-design problems where capacity is bought in modular quantities was initiated by , who introduced the residual capacity inequalities. considered a single-commodity problem and introduced the cut-set inequalities. The cut-set inequalities, which provide a lower bound on INFORMS Journal on Computing 20(2), pp. 243-254, © 2008 INFORMS the number of cables to be installed across a cut, have been the basis for subsequent work. Magnanti et al. (1995) considered the multicommodity networkloading problem with two cable types. They strengthened a natural multicommodity flow formulation with integer cable installation variables with cutset, 3-partition, and arc-residual-capacity inequalities. Bienstock and Günlük (1996) generalized the cut-set inequalities to flow-cut-set inequalities that force the capacity on both edge sets of a bipartition of the cut edges to be integral. Later, Atamtürk (2002) generalized these flow-cut-set inequalities by expressing the coefficients with a subadditive function for the single-commodity problem. Atamtürk and Rajan (2002) studied continuous and 0-1 knapsack sets with a single integer variable to derive enhanced inequalities for network design problems and tested their effectiveness in a branch-and-cut algorithm for the multicommodity network-loading problem.
Several authors have taken a different approach and studied the polyhedron obtained by projecting out the flow variables (Bienstock et al. 1998 , Barahona 1996 , Mirchandani 2000 . The resulting capacity formulation contains exponentially many metric inequalities, thus only a subset of them are generated. Bienstock and Günlük (1995) generated partition inequalities, and Barahona (1996) generated cut-set and multicut inequalities for the single-cable problem. For the many-cable problem, Mirchandani (2000) characterized several classes of facet-defining inequalities by analyzing the special topology of the demand network. Multicommodity network optimization problems with discontinuous step-increasing cost functions, which include the capacitated network-loading problems, were studied by Gabrel and Knippel (1999) , and earlier by Stoer and Dahl (1994) in the context of survivable network design. Gabrel and Knippel (1999) used the Benders procedure to solve the capacity formulation and generated partition inequalities iteratively. Later, Gabrel et al. (2003) tested a heuristic implementation of the exact Benders-type cutting-plane-generation method and compared it to greedy-type algorithms on randomly generated instances. The authors concluded that this Benders-type approach is promising.
A related version of the network-loading problem was studied by Gavish and Altinkemer (1990) , and later by Amiri and Pirkul (1997) , where the cost function included queueing-delay costs in addition to connection costs. In both of these papers, Lagrangian relaxation and a subgradient-optimization approach were taken. In addition, Gavish and Altinkemer (1990) utilized cut-set inequalities to strengthen the lower bounds. Chopra et al. (1998) considered the network-loading problem with a single source-sink pair and two cable types. They showed that even this special case is NP-hard and obtained a stronger formulation by characterizing the structure of optimal solutions. However, there is no direct generalization of their results for the single-sink multiple-source case arising in LAN design.
While Berger et al. (2000) proposed heuristics based on tabu search, there has been a flurry of work on designing approximation algorithms with provable worst-case performance ratios for the LAN design problem in the theoretical computer science literature. Salman et al. (1997 Salman et al. ( , 2000 gave the first approximation results for the LAN design problem, which they dubbed the "single-sink buy-at-bulk network design problem." Consequently, Awerbuch and Azar (1997) proved a logarithmic approximation ratio for a broader class of this problem, including the backbone design problem. Gupta et al. (2003) formulated a mixed-integer program (MIP) for a closely related problem and rounded its LP relaxation solution to show an integrality gap of the order of the number of distinct cable types in the problem. An improved LP rounding algorithm proving a constant factor integrality gap for this closely related problem was given by Talwar (2002) . Meanwhile, an alternate randomized algorithm also giving constant-factor approximation was presented by Guha et al. (2001) .
We propose an exact solution method for the LAN design problem in § §2 and 3. In this method, the optimal choice of cables to accommodate a given flow value is first calculated for all possible flow values. This provides the optimal cost as a function of flow for every edge, which is a monotonically nondecreasing step function. For solution purposes, we replace this function with the convex hull of its epigraph, which is equivalent to projecting the standard 0-1 formulation onto the continuous variables. We then branch by dividing the interval of possible flow values on a particular edge into subintervals. As branching proceeds, the convex hull relaxation is successively refined. This strategy has led to improvements in both solution time and modeling convenience in other studies. Ottosson et al. (2002) obtained an order-of-magnitude speedup, relative to 0-1 modeling and specially ordered sets of type 2, in a production planning problem. Réfalo (1999) showed how to use the relaxation in "tight cooperation" with domain reduction to obtain maximum benefit. Hooker (2000) provides a general discussion on this subject. Our computational tests on solving the LAN design problem, which we present in §4, indicate that the method is effective in solving moderate-size instances. The proposed method can also be applied to solve the multicommodity case arising in the backbone design problem. Subsequent to the work presented in this paper, Raghavan and Stanojevic (2005) provided an alternative way of interpreting our method as a stylized branch-and-bound approach on a particular MIP formulation of the problem. We elaborate on their results after we present these formulations in §2, and our algorithm in §3. The implementation details and computational results are given in §4. We conclude in §5.
Formulations and Preliminaries
In this section, we contrast a natural MIP formulation with a flow formulation that has a discontinuous objective function. The latter motivates our solution method. We are given an underlying undirected graph G = V E , V = n. The edges of G have lengths E → + . Without loss of generality, we assume that for every pair of nodes v w, we can use the shortest-path distance between v and w as the length of the edge between these nodes. That is, we take the metric completion of the given graph and denote the length of edge e by l e . Capacity can be installed on the edges of the graph by purchasing one or more copies from among a small set of cables, where each cable type i ∈ 1 q has capacity u i and cost c i per unit length. The indexing of the cables is such that
Let S denote the index set of source nodes. For all k ∈ S, source node s k has integer-valued demand d k to be routed to the sink node t. Because demand originating at each source node shares the same destination, we can consider all of the traffic flow as a single commodity.
Let us first consider the natural formulation with integer cable installation variables on the edges, which was also used by Bienstock and Günlük (1996) and Magnanti et al. (1995) with multicommodity flows. As mentioned before, because all flow is headed to a single destination, we use a single-commodity formulation. For each edge e = i j of the input graph G, we have directed flow variables f ij and f ji , which denote the amount of flow through edge e in direction i to j, and j to i, respectively. The integer variables y e h denote the number of cables of type h that need to be installed on edge e. In the IP formulation given below, constraints (1) are flow-balance constraints, and constraints (2) are capacity constraints. 
IP1: min
The LP relaxation of IP1 has a solution that uses only the cable type with the largest bandwidth, which is cable type q, because this provides the cheapest cost per capacity rate. Demand is routed through shortest source-sink paths. If flow on a path is small compared to the capacity of this high-bandwidth cable, only a small fraction of the cable is purchased. Therefore, this relaxation is known to give weak lower bounds. Now let us consider the cable installation problem on a single edge. Let f e indicate the total flow on edge e = i j , that is, f e = f ij + f ji . Then, the problem is to purchase cables at minimum cost (per unit length) to provide a total capacity of at least f e . This is an integer minimum knapsack problem with formulation This problem, which is common for all edges, can be solved in pseudo-polynomial time by a single run of a dynamic programming algorithm for all possible integer flow values, from zero to total demand. We calculate the optimal cable-cost function C f for f = 0 1 2 k∈S d k by the following recursion, starting with C 0 .
where u 0 = 0.
(1) It is a step function with finitely many points of discontinuity.
(2) It is a nondecreasing subadditive function.
Proof. The first property follows from the recursion in (4). For the second property, it is easy to verify from (4) that C f 2 ≥ C f 1 for f 2 ≥ f 1 as c j take positive values and C f 1 + f 2 ≤ C f 1 + C f 2 for all f 2 , f 1 due to economies of scale. The third property states that C f lies above the line corresponding to the cheapest cable rate. Furthermore, C f coincides with this line if f = k u q for some positive integer k, indicating that it is optimal to use k copies of cable q, the thickest one.
The second and third properties imply that the optimal solution will have a tendency to aggregate flow to integer multiples of the cables with higher capacity. Because C f can be generated with small computational effort, we consider using the function C f e for the cost of flow f e on edge e in IP1, so that we can eliminate the integer variables and obtain the flow formulation FP:
This formulation is equivalent to projecting IP1 into the space of the continuous flow variables. Now we have a convex solution set but the objective function is a step function with finitely many discontinuity points as implied by Proposition 1. We investigate two approaches to solve this problem. The first and more direct one is to represent the pieces of the step function by 0-1 variables and to solve the resulting MIP by branch and bound. In the second approach, we avoid introducing 0-1 variables, but instead give a stylized branch-and-bound algorithm that solves relaxations by convexifying the objective function. This algorithm is presented in §3.
We next give two formulations for the first direct approach, differing in their use of the binary variables. We use the following notation to represent C f , which is common for all edges. Let b k be the flow values at which a jump occurs in C f , with a k = C b k for k = 1 p defining p pieces. In addition, b 0 = 0 and a 0 = 0. Let r k = b k − b k−1 be the range of flow and g k be the incremental cost for the kth piece. Also, r 0 = 0 and g 0 = 0. Then, a k = k j=0 g j is the optimal cost value for any flow in the range Figure 1 . We obtain the incremental cost formulation if we define a binary variable for each piece and each edge as follows. Let x ke be a 0-1 variable such that if f e ∈ b k−1 b k , then each of x 1e
x ke equals one and each of x k+1 e x pe equals zero. If f e = 0, then all
Representation of the Step Function C f of x 1e x pe take the value zero. To ensure these conditions, we use constraints (5) and (6) given below, in the resulting formulation IP2:
A slightly different formulation is obtained by defining the binary variable x ke to represent whether piece k determines the optimal cable cost for edge e. In addition, x 0e is defined to represent the zero-flow case. Then, exactly one of the x ke , k = 0 p has to be one. The resulting multiple-choice formulation IP3 is as follows:
IP3 has almost the same number of variables as IP2 but fewer constraints because (6) is replaced by (7). Because of this, the LP relaxation of IP3 has an optimal solution in which, for each edge e, at most two of the x ke are nonzero. Due to this property, we may expect IP3 to perform better than IP2 in a branchand-bound algorithm. Here we note that the LP relaxations of IP2 and IP3 have the same value as implied by the results of Keha et al. (2004) and Croxton et al. (2003) on piecewise-linear cost-minimization problems. Furthermore, they approximate the objective function of the flow problem FP with its lower convex envelope. This was also proven later on by Raghavan and Stanojevic (2005) for the LP relaxation of IP3 using duality and geometrical arguments. Raghavan and Stanojevic (2005) pointed out that if we consider each piece of C f as a facility consisting of a combination of cables, this formulation corresponds to a network-loading problem where only one type of facility can be installed per edge.
Search by Objective Relaxation:
A Branch-and-Bound Algorithm
In this section, we give a branch-and-bound algorithm to solve the flow formulation FP, in which the objective function is a linear combination of the discontinuous flow costs C f e defined in (3). We obtain a relaxation to FP by taking the lower envelope of C f e over its domain for all e ∈ E. This relaxation, which we refer to as the convex hull relaxation, is a multisource single-sink flow problem with a piecewise-linear convex objective function, which underestimates the actual costs. Its optimal objective-function value is equal to that of the LP relaxations of IP2 and IP3. However, the convex hull relaxation can be solved efficiently by utilizing a combinatorial minimum-cost network-flow algorithm. Furthermore, the obtained lower bound can be strengthened by branching on the range of flow on a selected edge. Each flow range defines a new domain for the cable-cost function of that edge. Taking the lower convex envelope over the new domain refines the function approximation and yields a new relaxation subproblem, which is again a flow problem with a different piecewise-linear convex objective function. Interestingly, the solution to any relaxation subproblem is a feasible flow for the LAN design problem. Therefore, the optimal cable cost corresponding to this flow solution is an upper bound to our problem. This leads to a branch-and-bound algorithm, in which the lower bounds are obtained by solving flow problems with approximate costs, and upper bounds are obtained at each branch-and-bound node with minimal effort from the relaxation solution f by replacing the approximate costs with the actual costs C f e for each edge e.
Approximating the Cost Function
Given an edge e and a flow range l u , we approximate C f by a function h f with the following simple procedure, adapted from the well-known monotone-chain algorithm for two-dimensional convex hulls given points sorted along an axis (as we have here) due to Andrew (1979) . Initially, set h f to the linear function interpolating C l and C u so that stops, the function h f is the lower convex envelope of C f over f ∈ l u by construction. It is piecewise linear and the slope of every piece increases as f increases.
Obtaining Lower and Upper Bounds
At a given node of the branch-and-bound tree, for every edge e, a range L e U e has been specified on flow f e , such that flow on this edge should be at least L e and at most U e . Let h e be the approximate cost function for edge e over the given range. A lower bound on the problem is obtained by solving a minimum-cost-flow problem defined by the approximate cost functions h e . Due to the special structure of the h e , the relaxation can be solved as follows. For each linear piece 1 p in h e , we divide f e into variables f e 1 f e p and add the constraint f e = f e 1 + · · · + f e p . Let piece k have range r k and slope k as shown in Figure 3 . Then, f e k takes values between zero and r k , and has objective function coefficient k . The relaxation has the form
Convex Hull Approximation h e Note that C L e in the objective function is constant. For any edge e, the approximate function h e has linear pieces with increasing slopes. Therefore, an optimal solution will assign flow starting from the leftmost piece so that f e k will be positive only if f e k−1 = r k−1 . As a result, the optimal objective-function value of RP gives a lower bound to the subproblem at the given node of the branch-and-bound tree. At the root node of the branch-and-bound tree, RP is defined by L e = 0, U e = k∈S d k for each edge e. Also, note that the lower bound obtained by solving RP at the root node has the same value as that of the LP relaxations of IP2 or IP3.
At a given node of the branch-and-bound tree, letf be an optimal solution to the relaxation RP. Becausef is a feasible flow solution, when it is augmented with the optimal cable choice for each edge, we obtain the upper bound e∈E l e C f e for our problem. We keep the best upper bound over all nodes of the branchand-bound tree.
Fathoming
There are three fathoming rules. The first is by comparing the lower bound at a node with the global upper bound UB. If the lower bound at a node is at least UB, then this node is fathomed. The second is by comparing the lower bound and upper bound obtained at a node. After the relaxation solutionf is obtained, for each edge e, we calculate C f e − h f e . If the difference is zero (or smaller than a precision parameter) for all edges, then we fathom this node. Third, if the relaxation is infeasible at a node, then the node is fathomed.
Branching
We pick an edge according to one of three rules, and branch on the flow range for this edge. In the first rule, we pick the edge that has the most potential improvement in the cost approximation. That is, we pick the edge with maximum cost deviation C f e − h f e l e . In the second rule, we aim at improving the cost approximation for a large flow range. We pick the edge whose flowf e has the largest range in C, i.e., the range of the piece with value C f e . In the third rule, we simply pick an edge with maximum flow.
Suppose that edge e * is picked. Consider the piece of C with value C f e * , where b k ≤f e * ≤ b k+1 . Branch into three problems by forcing three ranges on f e * : (1) b k < f e * ≤ b k+1 , (2) L e ≤ f e * ≤ b k , and (3) b k+1 < f e * ≤ U e . In the first problem, the cost of f e * is taken as the constant C f e * . For the other two problems, the cost function needs to be approximated again with the new ranges. This will lead to better approximations and strengthen the lower bound. Note that if b k = f e * , then we have a degenerate case and branch into two. Alternatively, one can also choose to branch into two problems instead of three: (1) L e ≤ f e * ≤f e * , and (2)f e * < f e * ≤ U e . Then, for both problems the cost function is reapproximated within the new ranges. We refer to this branch-andbound method as search by objective relaxation (SOR). Achim et al. (1975) gave a branch-and-bound algorithm for solving general concave-cost network flow problems that is also based on relaxing the objective function. Their algorithm uses a linear cost approximation to obtain lower bounds and bisects the flow interval for branching, whereas SOR uses the convex envelope for lower bounds. As mentioned in §1, Raghavan and Stanojevic (2005) showed that the SOR method can be reinterpreted as a stylized branchand-bound solution strategy on IP3. While SOR calculates the lower convex envelope and solves the network-flow problem RP at each node of the branchand-bound tree, their procedure solves the LP relaxation of IP3 with additional constraints to impose the branching. In addition to bounds on flow variables specifying the flow range for that node, they add constraints, setting the x ke variables to zero for pieces of C f e that are outside the flow range. In this way, they avoid explicitly calculating the lower convex envelope, and it becomes possible to utilize the branch-and-bound algorithm of a commercial MIP solver with callback functions for branching. On the contrary, our SOR implementation manages the branch-and-bound tree itself as explained in the next section. Raghavan and Stanojevic (2005) independently proved (this also follows from earlier results of Croxton et al. 2003 and Keha et al. 2004 ) that the LP relaxation of the restricted problems on which they branch have exactly the same value as calculated by our lower convex relaxation RP. They used this to argue that their branching strategy directly mimics the SOR method.
Computational Study
To test the effectiveness of the SOR method, we performed computational tests. We compared the performance of SOR to the three alternate formulations, IP1, IP2, and IP3, solved by a general-purpose MIP solver (CPLEX 9.1). We used a test bed consisting of LAN design instances that are either randomly generated according to the characteristics of real-life instances or selected from instances available in the literature. In the following, we first describe the data generation and implementation. Next, we present the computational results.
Input Data
From our interactions with a telecommunication company, we learned that (1) real-life instances have input graphs that are very close to Euclidean graphs with low edge density, and (2) the link between two nodes cannot be very long because the quality of transmission degrades by distance. Based on this information and similar work in the literature (Berger et al. 2000 , Magnanti et al. 1995 , we generated random instances with varying size and parameters as follows.
We generated problems with n = 20, 30, and 40 nodes. We generated the coordinates of the nodes uniformly on an R × R region in the Euclidean plane, where R = 30, 40, and 50, respectively, for n = 20, 30, and 40. We randomly chose a target degree for each node. We picked a target degree of 1 or 2 with probability 0.1 each, and one of 3, 4, 5, and 6 with probability 0.2 each. We set the upper bound on the length of an edge to be 15. We connected each node to the node closest to it until its degree requirement was satisfied, or there were no more nodes within distance 15 of it. If in the end, the total number of edges was less than 2 n − 1 or greater than n n − 1 /4, we rejected the graph due to the extreme density levels and repeated the process. Finally, if the graph was not connected, we discarded it and constructed a new one. We had to repeat the procedure only a few times to obtain each instance.
The choice of the sink node was made in two ways. In the first case, the sink was chosen uniformly among all nodes. In the second case, we picked the center node, i.e., a node that has the minimum value of the maximum distance to any node. We chose each of the remaining nodes independently to be a source node with probability 0.5. We generated two levels of demand data with integer demands. In the low-demand case, we chose the demand of each source node uniformly between 1 and 30. In the highdemand case, demand was chosen between 1 and 60.
We named these randomly generated problems e n c/r l/h , where n is the number of nodes, c refers to the sink node being the "center" node, and r refers to the sink node being chosen randomly; l refers to a low-demand case and h to a high-demand case. There are a total of 12 types of problems and we generated five instances of each type. We report the average performance of the methods over these instances. We selected four more instances based on the graphs named ARPA, OCT, USA, and RING used by Gavish and Altinkemer (1990) , which were also used later by Amiri and Pirkul (1997) , with random demand data. The problem size for these instances and the rounded average sizes of the 12 types are given in Table 1 .
We used the same cable data as Berger et al. (2000) , which is based on the cable types available in the market. The data consist of nine cable types, with costs and capacities given in Table 2 . We used different subsets of the cable types to test the performance of SOR under different cost structures. We solved each problem twice, once using all the available cable types, and once using cable types 1, 3, 5, and 7. The optimal cost as a function of flow on an edge, C f , is plotted for both cases in Figure 4 . The cost function for cable types 1 9 has more pieces, but the jumps between the steps are larger in the cost function for cable types 1, 3, 5, and 7.
Implementation of SOR
We implemented SOR with Microsoft Visual C++ and represented some of our data structures using the library LEDA (Library of Efficient Data types and Algorithms). We note that the implementation could be enhanced with better handling of data structures and better memory management. To obtain a lower bound at each branch-and-bound node, we need to solve a relaxation in the form of a minimum-cost network flow problem. In our implementation, we solved the relaxations RP by calling the minimumcost flow function of LEDA 3.7, which is based on the Edmonds and Karp (1972) capacity-scaling and successive shortest-path algorithm, and has running time O m log D m + n log n , where D is the total demand, m is the number of edges, and n is the number of nodes in the input graph. To use this function, 
we created parallel edges for each piece of the approximate function h f in the relaxed problem RP. As mentioned earlier, the convex cost structure on these parallel edges ensures that their utilization is in the intended order in the optimal solution.
Branching and Search Rules
The effectiveness of a branch-and-bound procedure depends largely on the strategies used for branching and searching the tree. We implemented several branching and search rules and compared them with tests to select suitable rules for all experiments. We first compared the three branching rules given in §3 in terms of choosing the edge on which to branch. The branching rule that selects the edge with maximum difference of approximate and actual costs outperformed the others by a large margin. Therefore, we used this rule throughout the experiments. We repeated all of the SOR runs by branching into two and three subproblems as defined in §3. We use SORb2 and SORb3 to indicate the corresponding versions of SOR. We compared various rules to pick the next node to be processed, including depth-first search and breadth-first search, and decided to select the node with the minimum lower bound. This rule minimizes the number of branch-and-bound nodes processed and makes good progress in improving the global lower bound. However, the number of active branch-and-bound nodes grows rapidly by iterations, hence increasing the memory allocated to the tree. Note. Column UB gives the upper bound at the first node of the branch-andbound tree. LB is the global lower bound when SOR terminates. %Difference equals (UB − LB)/LB in percentage.
Progress of the SOR Algorithm
We observed that the SOR procedure rapidly generates high-quality upper bounds for the problem. Much of the progress in closing the gap between the lower and upper bounds is made to improve the lower bound. The improvement in the lower bound gets considerably smaller as the iterations progress.
In our experiments, the upper bound found by the SOR method at the first node of the branch-and-bound tree was already fairly close to the optimal solution.
In Table 3 , we report the gap between the initial upper bound and the global lower bound found when the SORb2 algorithm terminates, as a percentage of the global lower bound for the selected instances. The largest gap in the table is 9.57% for problem RING with cable types 1, 3, 5, and 7. The average of all gaps reported is 4.47%.
Computational Comparison of SOR and the MIP Formulations
We solved the three MIP formulations, IP1, IP2, and IP3 using ILOG CPLEX 9.1.0 with the default settings, allowing it to generate cuts as needed. We ran both CPLEX and our SOR code on a PC with an Intel Pentium D 3.0 GHz processor and 2 GB of RAM operating under Windows XP. We set a time limit of 5,400 seconds for each instance. For all the instances that could not be solved to optimality because this limit was reached, we report the gap between the best solution and the best lower bound obtained, and the number of branch-and-bound nodes processed so far. For instances solved to optimality, the number of processed branch-and-bound nodes is a better indicator than is the CPU time elapsed. As a commercial code, CPLEX can process nodes much faster and manage the search tree much more efficiently. In fact, on average, CPLEX processes nodes around 10 times faster than does our code.
We solved each randomly generated and selected instance with two different cost functions; once with cable types 1, 3, 5, and 7 (four cable types) and once with all of the nine cable types available. Tables 4  and 5 show the size of the various formulations for these two types of problems. Here, NV denotes the Table 4 Average Formulation Sizes on Randomly Generated Problems total number of variables in the model, NIV denotes the number of integer/binary variables in the model, NC denotes the number of constraints in the model, and NCN denotes the number of constraint nonzeros in the model. We summarize the performance of the various methods (including the two-and three-way branching versions of SOR indicated by SORb2 and SORb3) on randomly generated and specific instances in Tables 6-9 .
Overall, in terms of the gap closed, IP1 has the overall best performance, while IP2 and IP3 still perform better than does the SOR method. The overhead of the LEDA calls and managing the search tree typically make the running time per call to compute each node of the SOR method about 10 times more than that for the IP solver, as can be seen from the number of nodes explored by both types of methods. The superiority of IP1 might stem from the higher effectiveness of the Table 5 Formulation Sizes on Selected Instances default cut-generation methods on this formulation compared to the others. We observed that CPLEX 9.1 utilizes many mixed-integer rounding cuts in solving IP1, in addition to fractional Gomory cuts. On the other hand, flow cuts, flow-path cuts, and fractional Gomory cuts are generated to solve IP2, while only flow cuts are utilized to solve IP3. The effectiveness of Table 7 Number of Nodes Explored and Gap Closed for Random Instances on 30 Nodes the latter two formulations may, however, improve if we make use of the special constraints on the ordered set of choice variables using the SOS options in the IP solver, which we did not investigate. As the problem size scales, SOR is able to find solutions with reasonable gaps with substantially fewer nodes, suggesting more promise for this method on Table 9 Number of Nodes Explored and Gap Closed for Selected Instances Table 9 . Among the two branching strategies for SOR, our experiments also indicate that the two-way branching strategy is somewhat more effective in closing the gap owing to its ability to explore more nodes and also more diverse parts of the solution space compared to its three-way branching counterpart. We also examined the number of nodes required by each of the methods in the selected instances to reach a certain gap, to make a comparison that is not affected by the speed of solving the nodes. The results given in Table 10 suggest that SOR as a strategy is more effective than only IP3 solved by default settings of CPLEX in this dimension. When we examine the performance of SOR on the different types of randomly generated instances in Tables 6-8, we see that SOR is more effective when the demand range is higher and more cable types are available. Naturally, instances with nine cable types are harder for IP1 compared to ones with four cable types as the number of integer variables increases (Table 4) . On the other hand, IP2, IP3, and SOR all use the pregenerated cost function C f , and thus the performance of these methods is not sensitive to the number of cables. This suggests that generating the optimal cable-cost function first is advantageous when the number of cables is large. Note that SOR avoids defining binary variables, as opposed to IP2 and IP3. This seems to be an advantage when the demand range is high because the number of binary variables in IP2 and IP3 almost doubles in high demand instances as seen in Table 4 . We have also observed that instances in which the sink node is in the center are typically harder than their counterparts.
Conclusions from Computational Tests
The computational results indicate that the SOR method is promising in solving the local access network design problem. The SOR method, while unable to solve many instances with 30 or more nodes to optimality, was able to reduce the integrality gap by exploring a small number of nodes. It also shows good scaling properties in large instances, as compared to the IP formulations. The two-way branching variant seems to be more effective than the three-way branching strategy in almost all instances examined.
Summary and Conclusions
We presented an exact solution method, namely, the SOR branch-and-bound algorithm, for the singlesource multiple-sink routing and link-capacity installation problem with multiple facilities with applications in network design.
The SOR algorithm solves relaxations obtained by approximating the noncontinuous cost function by its convex envelope. The approximations are refined by branching on the flow ranges on selected edges. We compared the performance of this method to three MIP formulations on generated and widely available LAN design instances. In our experiments, SOR managed to approximate the cable-cost function closely by the piecewise-linear convex hull and outperformed the three formulations solved by CPLEX, especially in larger instances.
An investigation of the progress of the SOR method indicated that the method finds very strong upper bounds early in the branch-and-bound procedure. This suggests that the early termination of the SOR method could serve as an effective heuristic.
Finally, we note that the SOR method is applicable to the backbone network design problem where flow is sent from multiple sources to multiple sinks. When the backbone network design problem is solved using the SOR approach, the objective function and its representation is the same, hence the branching will be the same. The only difference will be that the relaxation problems are in the form of multicommodity-flow problems as opposed to single-commodity minimum-cost flow problems. Hence, the relaxation solution is likely to take more computation time. This method remains to be investigated in future work. particular for suggesting the use of IP3. The second author was supported in part by National Science Foundation (NSF) Career Grant CCR-9625297.
