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Abstract. In this paper we give explicit projective bimodule resolutions for al-
gebras in a class of some special biserial algebras, which contains a cluster-tilted
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x1. Introduction
Let Q be the following quiver with four vertices 0, 1, 2, 3 and ve arrows:
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For i = 0; 1; 2, let ei be the trivial path at the vertex i, and f1 the trivial path
at the vertex 3. For our convenience, fi also denotes the trivial path at the
vertex i for i = 0; 2. (Hence we may write ej = fj for j = 0; 2.) For i = 0; 1,
let ai be the arrow from i to i+1, and a2 the arrow from 2 to 0. Moreover let
b0 the arrow from 0 to 3, and b1 the arrow from 3 to 2. For our convenience,
b2 also denotes the arrow from 2 to 0. (Thus we may write a2 = b2.)
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Throughout this paper, all indices i of ei, fi, ai and bi are considered as
modulo 3. Hence it follows that, for each i 2 Z, ai starts at ei and ends with
ei+1, whereas bi starts at fi and ends with fi+1. We write paths from left to
right.
The purpose of the paper is to describe the Hochschild cohomology groups
for a class of algebras n which contains some cluster-tilted algebra of Dynkin
type D4. Let K be an algebraically closed eld, and let n be a non-negative
integer. Let In denote the ideal in the path algebra KQ generated by the
following uniform elements:
(a0a1a2)
na0a1   b0b1; (aiai+1ai+2)naiai+1; bibi+1 for i = 1; 2:
Denote the algebra KQ=In by n. We immediately see that these algebras n
are special biserial algebras of [SW], but are not self-injective algebras, since
the indecomposable projective right n-modules corresponding to e1 and f1
have the isomorphic socles.
In [BHL], Bastian, Holm and Ladkani introduced specic quivers, called
\standard forms" for derived equivalences, and proved that any cluster-tilted
algebra of Dynkin type D is derived equivalent to a cluster-tilted algebra whose
quiver is a standard form. If n = 0 then our algebra 0 (= KQ=I0) is a
cluster-tilted algebra of type D4 and its quiver Q is precisely one of standard
forms. Also, by [ABS, Example 3.6], 0 is isomorphic to the trivial extension
B n Ext2B(D(B); B) of the titled algebra B = KQ0=I 0 of type D4, where
D(B) = HomK(B;K) and Q0 is the quiver
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and I 0 is the ideal generated by    .
Recently, in the papers [ES, SS, ST], the Hochschild cohomology of certain
self-injective special biserial algebras have been studied, where the authors
constructed some sets Gi (i  0) found in [GSZ] to provide minimal projective
bimodule resolutions. In this paper, following these approaches, we give sets
Gi for the right n-module n=rn where rn is the radical of n, and then use
them to provide a projective bimodule resolution of n; see Section 2. The
sets Gi also appear in the papers [A, GHMS, GS]. As a main consequence
we give the dimension of the Hochschild cohomology group HHi(n) (i  0),
completely, for all n  0 (Theorem 4.10). In particular, we get the dimensions
for the Hochschild cohomology groups HHi(0) for the cluster-tilted algebra
0 of type D4 (Corollary 4.12).
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Throughout this paper, for any arrow c, we denote the trivial path corre-
sponding to the origin of c by o(c), and the trivial path corresponding to the
terminus of c by t(c). Therefore we have o(ai) = ei, o(bi) = fi, t(ai) = ei+1,
and t(bi) = fi+1 for all i 2 Z. For our algebra n we denote its radical by
rn and its enveloping algebra 
op
n 
K n by en. Also we write 
K as 
, for
simplicity.
x2. A minimal projective resolution of n=rn
In this section we construct sets Gi (i  0) of [GSZ] for the right n-module
n=rn, from which we can get an explicit minimal projective resolution of
n=rn.
Let A = KQ=I be any nite-dimensional algebra with Q a nite quiver
and I an admissible ideal. Denote the radical of A by r. Let G0 be the set of
vertices of Q, G1 the set of arrows of Q, and G2 a minimal set of generators of
I. In [GSZ], Green, Solberg and Zacharia showed that for each i  3 there is
a subset Gi of KQ such that every x 2 Gi is an uniform element and we have
a minimal projective resolution of A=r
   4 ! P 3 3 ! P 2 2 ! P 1 1 ! P 0 0 ! A=r ! 0
satisfying the following:
(a) For i  0, P i =Lx2Gi t(x)A.
(b) For x 2 Gi, there are unique elements ry; sz 2 KQ, where y 2 Gi 1 and
z 2 Gi 2, such that x =Py2Gi 1 yry =Pz2Gi 2 zsz.
(c) For i  1, the dierential i : P i ! P i 1 is dened by
t(x) 7 !
X
y2Gi 1
ryt(x) for x 2 Gi and  2 A;
where ry are elements in the expression (b).
Fix an integer n  0. We now construct sets Gi (i  0) for the right
n-module n=rn. First let
R0 = e0 = f0; S
0 = e1; T
0 = f1; and U
0 = e2 = f2;
and put G0 = fR0; S0; T 0; U0g. To dene further sets Gi, we introduce the
following elements in KQ:
Denition 2.1. We inductively dene the elements as follows:
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(i) For i  0
R6i+6 = R6i+5(a2a0a1)
na2; R
6i+1
j =
(
R6ia0 if j = 0
R6ib0 if j = 1;
R6i+2 = R6i+10 (a1a2a0)
na1  R6i+11 b1; R6i+3 = R6i+2a2 = R6i+2b2;
R6i+4j =
(
R6i+3(a0a1a2)
na0 if j = 0
R6i+3b0 if j = 1;
R6i+5 = R6i+40 a1  R6i+41 b1:
(ii) S1 = S0a1(= a1) and for i  0
S6i+6j =
(
S6i+5(a0a1a2)
na0 if j = 0
S6i+5b0 if j = 1;
S6i+7 = S6i+60 a1   S6i+61 b1;
S6i+2 = S6i+1(a2a0a1)
na2; S
6i+3
j =
(
S6i+2a0 if j = 0
S6i+2b0 if j = 1;
S6i+4 = S6i+30 (a1a2a0)
na1   S6i+31 b1; S6i+5 = S6i+4a2 = S6i+4b2:
(iii) T 1 = T 0b1(= b1) and for i  0
T 6i+6j =
(
T 6i+5a0 if j = 0
T 6i+5b0 if j = 1;
T 6i+7j = T
6i+6
0 (a1a2a0)
na1   T 6i+61 b1;
T 6i+2 = T 6i+1a2 = T
6i+1b2; T
6i+3
j =
(
T 6i+2(a0a1a2)
na0 if j = 0
T 6i+2b0 if j = 1;
T 6i+4 = T 6i+30 a1   T 6i+31 b1; T 6i+5 = T 6i+4(a2a1a0)na2:
(iv) For i  0
U6i+6 = U6i+50 (a1a2a0)
na1   U6i+51 b1; U6i+1 = U6ia2 = U6ib2;
U6i+2j =
(
U6i+1(a0a1a2)
na0 if j = 0
U6i+1b0 if j = 1;
U6i+3 = U6i+20 a1   U6i+21 b1;
U6i+4 = U6i+3(a2a0a1)
na2; U
6i+5
j =
(
U6i+4a0 if j = 0
U6i+4b0 if j = 1:
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Now, for i  1, we dene
(2.1) Gi =
8><>:
fRi; Si0; Si1; T i0; T i1; U ig if i  0 (mod 3),
fRi0; Ri1; Si; T i; U ig if i  1 (mod 3),
fRi; Si; T i; U i0; U i1g if i  2 (mod 3).
Then it is straightforward to show that Gi (i  0) satisfy the conditions (a),
(b), and (c) above.
Remark 2.2. As explained above, the set (2.1) provides a minimal projective
resolution (P ; ) of n=rn dened by (a){(c). We immediately see that (P ; )
is not a periodic projective resolution, but Ker 1 has a periodic projective
resolution of period
(
3 if n = 0
6 if n > 0:
In particular, if n = 0, then (P ; ) is a linear resolution, so that we get the
following proposition.
Proposition 2.3. The algebra 0 is a Koszul algebra.
x3. A projective bimodule resolution of n
In this section we give an explicit minimal projective bimodule resolution of
n:
(Q; @) :    @4 ! Q3 @3 ! Q2 @2 ! Q1 @1 ! Q0 @0 ! n ! 0
for any n  0. First we dene the projective n-n-bimodule Qi (i  0) by
using the sets Gi in (2.1) as follows:
Qi =
M
g2Gi
no(g)
 t(g)n:
Then for i  0 we easily see that o(g1)
t(g1) 6= o(g2)
t(g2), that is, no(g1)

t(g1)n 6' no(g2) 
 t(g2)n as n-n-bimodules for all g1, g2 2 Gi with
g1 6= g2. Actually Qi can be written as follows:
Q0 = (ne0 
 e0n) (ne1 
 e1n) (nf1 
 f1n) (ne2 
 e2n);
and for i  0
Q3i+3 = (ne0 
 e0n) (ne1 
 e1n) (ne1 
 f1n)
 (nf1 
 e1n) (nf1 
 f1n) (ne2 
 e2n);
Q3i+1 = (ne0 
 e1n) (ne0 
 f1n) (ne1 
 e2n)
 (nf1 
 e2n) (ne2 
 e0n);
Q3i+2 = (ne0 
 e2n) (ne1 
 e0n) (nf1 
 e0n)
 (ne2 
 e1n) (ne2 
 f1n):
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Now we need to give maps @i : Qi ! Qi 1 of n-n-bimodules. Let
@0 : Q0 ! n be the multiplication. For i  1 we dene @i as follows:
Denition 3.1. For i  1 we dene the map @i : Qi ! Qi 1 by the following:
For j  0
(a) For l = 0; 1; 2 and r = 0; 1
@1 :
(
el 
 el+1 7! el 
 al   al 
 el+1;
fr 
 fr+1 7! fr 
 br   br 
 fr+1:
(b) For l = 0; 1; 2
@6j+6 :
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
el 
 el 7!
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
e0 
 (a2a0a1)na2
+
P3n 1
k=0 a0a1a2    ak 
 ak    a3n 1

+(a0a1a2)
na0 
 e0   b0 
 e0 if l = 0,
e1 
 (a0a1a2)na0
+
P3n
k=1 a1a2a3    ak 
 ak    a3n

+(a1a2a0)
na1 
 e1 if l = 1,
e2 
 (a1a2a0)na1
+
P3n+1
k=2 a2a3a4    ak 
 ak    a3n+1

+(a2a0a1)
na2 
 e2   e2 
 b1 if l = 2,
e1 
 f1 7! e1 
 b0 + a1 
 f1;
f1 
 e1 7! f1 
 a0 + b1 
 e1;
f1 
 f1 7! f1 
 b0 + b1 
 f1:
(c) For l = 0; 1; 2 and r = 0; 1
@6j+7 :
8>>>>>>>><>>>>>>>>:
el 
 el+1 7!
8><>:
e0 
 a0   a0 
 e1 + b0 
 e1 if l = 0,
e1 
 a1   a1 
 e2   e1 
 b1 if l = 1,
e2 
 a2   a2 
 e0 if l = 2,
fr 
 fr+1 7!
(
e0 
 b0 + b0 
 f1   (a0a1a2)na0 
 f1 if r = 0,
 f1 
 b1   b1 
 e2 + f1 
 (a1a2a0)na1 if r = 1.
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(d) For l = 0; 1; 2 and r = 1; 2
@6j+2 :
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
el 
 el+2 7!
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
e0 
 (a1a2a0)na1
+
P3n 1
k=0 a0a1a2    ak 
 ak+2    a3n+1

+(a0a1a2)
na0 
 e2
  (e0 
 b1 + b0 
 e2) if l = 0,
el 
 (al+1al+2al)nal+1
+
P3n+l 1
k=l alal+1al+2    ak 
 ak+2    a3n+l+1

+(alal+1al+2)
nal 
 el+2 if l = 1; 2,
fr 
 fr+2 7! fr 
 br+1 + br 
 fr+2:
(e) For l = 0; 1; 2
@6j+3 :
8>>>>>>>>>><>>>>>>>>>>:
el 
 el 7!
8><>:
e0 
 a2   a0 
 e0 + b0 
 e0 if l = 0,
e1 
 a0   a1 
 e1 if l = 1,
e2 
 a1   a2 
 e2   e2 
 b1 if l = 2,
e1 
 f1 7! e1 
 b0   (a1a2a0)na1 
 f1;
f1 
 e1 7! f1 
 (a0a1a2)na0   b1 
 e1;
f1 
 f1 7! f1 
 b0   b1 
 f1:
(f) For l = 0; 1; 2 and r = 0; 1
@6j+4 :
8>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
el 
 el+1 7!
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
e0 
 (a0a1a2)na0
+
P3n 1
k=0 a0a1a2    ak 
 ak+1    a3n

+(a0a1a2)
na0 
 e1   b0 
 e1 if l = 0,
e1 
 (a1a2a0)na1
+
P3n
k=1 a1a2a3    ak 
 ak+1    a3n+1

+(a1a2a0)
na1 
 e2   e1 
 b1 if l = 1,
e2 
 (a2a0a1)na2
+
P3n+1
k=2 a2a3a4    ak 
 ak+1    a3n+2

+(a2a0a1)
na2 
 e0 if l = 2,
fr 
 fr+1 7!
(
e0 
 b0   b0 
 f1 + a0 
 f1 if r = 0,
 f1 
 b1 + b1 
 e2 + f1 
 a1 if r = 1.
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(g) For l = 0; 1; 2 and r = 1; 2
@6j+5 :
8>>>>>>>><>>>>>>>>:
el 
 el+2 7!
8><>:
e0 
 a1   a0 
 e2   e0 
 b1 + b0 
 e2 if l = 0,
e1 
 a2   a1 
 e0 if l = 1,
e2 
 a0   a2 
 e1 if l = 2,
fr 
 fr+2 7!
(
f1 
 (a2a0a1)na2   b1 
 e0 if r = 1,
e2 
 b0   (a2a0a1)na2 
 f1 if r = 2.
Remark 3.2. As in Remark 2.2, we denote by (P ; ) the minimal projec-
tive resolution of n=rn given by the sets Gi in (2.1). Then, it is easy to
see that, for each i  0, the map hi : n=rn 
n Qi ! P i determined by
hi (o(g)
n o(g)
K t(g)) = t(g) (g 2 Gi) is an isomorphism of right n-
modules such that the square
n=rn 
n Qi+1
id
n@i+1       ! n=rn 
n Qi
hi+1
??y' '??yhi
P i+1
i+1    ! P i
is commutative. Since (P ; ) is a minimal projective resolution of n=rn, it
follows that (n=rn 
n Q; id 
n @) is a minimal projective resolution of
n=rn.
Now we have the following theorem. The proof is same as that of [ES,
Theorem 2.4] and that of [ST, Theorem 1.6]; see also [A, BE, GHMS, O, SS].
But we include a proof for the convenience of the reader.
Theorem 3.3. (Q; @) is a minimal projective bimodule resolution of n.
Proof. By direct computations we have Im @i+1  Ker @i for all i  0, so that
(Q; @) is a complex.
We verify the converse inclusion Ker @i  Im @i+1 for all i  0, which
implies the exactness of (Q; @). Suppose for contradiction that Ker @m 6
Im @m+1 for some m  0. Then for some simple n-n-bimodule S 
 T
(where S is a simple left n-module, and T is a simple right n-module) we
get the non-zero composite
f : Ker @m  ! Ker @m=Im @m+1  ! S 
 T:
Also, since (n=rn
nQ; id
n@) is a minimal projective resolution of n=rn
by Remark 3.2, we get the isomorphism of right n-modules
F : n=rn 
n Im @m+1 ' ! Im (id
n @m+1) = Ker (id
n @m)
' ! n=rn 
n Ker @m
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satisfying F (x
 y) = x
 y for x 2 n=rn and y 2 Im @m+1. We now consider
the non-zero composite
G : n=rn 
n Qm+1
id
n@m+1 ! n=rn 
n Im @m+1
F ! n=rn 
n Ker @m
id
nf ! n=rn 
n S 
 T:
Then we easily have G = id
n (f@m+1). But clearly f@m+1 = 0, so it follows
that G = 0. This is a contradiction. Hence (Q; @) is exact.
The minimality of (Q; @) follows from the fact that @i(o(g)
 t(g)) lies in
the radical of Qi 1 for all i  1 and g 2 Gi.
Remark 3.4. We immediately see that the projective resolution (Q; @) is not
periodic, but Ker @1 has a periodic minimal projective bimodule resolution of
period
(
3 if charK = 2 and n = 0
6 otherwise:
Remark 3.5. By Happel [H], the number of the indecomposable projective
summand of Qi which is isomorphic to nu 
 vn equals the dimension of
Extin(Su; Sv) for each i  0, where u; v 2 fe0; e1; e2; f1g, and Su, Sv denote
the simple n-modules corresponding to u and v, respectively. Therefore we
have for j  0 that
dimK Ext
3j
n
(Su; Sv)
=
(
1 if (u; v) = (ei; ei) with i = 0; 1; 2, (e1; f1), (f1; e1), or (f1; f1),
0 otherwise,
dimK Ext
3j+1
n
(Su; Sv)
=
(
1 if (u; v) = (ei; ei+1) with i = 0; 1; 2, (e0; f1), or (f1; e2),
0 otherwise,
dimK Ext
3j+2
n
(Su; Sv)
=
(
1 if (u; v) = (ei; ei+2) with i = 0; 1; 2, (f1; e0), or (e2; f1),
0 otherwise.
Moreover we see for i  0 that the dimension of Extin(Su; Sv) coincides with
the number of the elements g 2 Gi such that g = ugv.
Remark 3.6. In [GHMS], a minimal projective bimodule resolution for any
nite-dimensional Koszul algebra is constructed by using the sets Gi. Hence
for n = 0 we could have applied [GHMS, Theorem 2.1] to get a minimal
projective bimodule resolution of 0.
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x4. Hochschild cohomology group of n
In this section we nd the dimensions the Hochschild cohomology groups of n
by using the minimal projective bimodule resolution (Q; @) of Theorem 3.3.
Applying the functor Homen( ; n) to (Q; @), we have the complex
0  ! Homen(Q0; n)
Homen (@
1;n)         ! Homen(Q1; n)
Homen (@
2;n)         !
Homen(Q
2; n)
Homen (@
3;n)         ! Homen(Q3; n)
Homen (@
4;n)         !    :
Then, for i  0, the ith Hochschild cohomology group HHi(n) of n is given
by the K-space
HHi(n) := Ext
i
en
(n; n) = KerHomen(@
i+1; n)=ImHomen(@
i; n):
Note that, for each j = 2; 3; : : : ; 7 and k  0, since @j = @6k+j holds, it follows
that HH6k+j(n) ' HHj(n).
4.1. The basis for Homen(Q
i; n)
We start by giving a K-basis for Homen(Q
i; n) for i  0. It is well-known
that for each i  0 the map
Homen(Q
i; n)!
M
g2Gi
o(g)nt(g); f 7!
X
g2Gi
f(o(g)
 t(g))
is an isomorphism of K-spaces. Therefore, by a computation of a K-basis
for
L
g2Gi o(g)nt(g), we have the following lemma. Here we recall that all
indices i of ei, fi, ai and bi are considered as modulo 3, and f0 = e0, f2 = e2
and a2 = b2, by our convention.
Lemma 4.1. We have the following K-basis of Homen(Q
i; n) for i  0:
(a) For k = 0; 1; 2 and m = 0; 1; : : : ; n, let mk : Q
0 ! n be the map of
n-n-bimodules determined by: for l = 0; 1; 2
mk :
8>>><>>>:
el 
 el 7!
(
(akak+1ak+2)
m if l = k
0 if l 6= k
f1 
 f1 7! 0
and let  : Q0 ! n be the map of n-n-bimodules determined by
 :
(
el 
 el 7! 0 for l = 0; 1; 2
f1 
 f1 7! f1:
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Then
fmk ;  j k = 0; 1; 2; m = 0; 1; : : : ; ng
denes a K-basis of Homen(Q
0; n).
(b) For k = 0; 1; 2 and m = 0; 1; : : : ; n, let mk : Q
3j+3(= Q3) ! n be the
map of n-n-bimodules dened by: for l = 0; 1; 2
mk :
8>>>>>>>><>>>>>>>>:
el 
 el 7!
(
(akak+1ak+2)
m if l = k
0 if l 6= k
f1 
 f1 7! 0
e1 
 f1 7! 0
f1 
 e1 7! 0;
and let  : Q3j+3(= Q3)! n be the map of n-n-bimodules determined
by
 :
8>>>><>>>>:
el 
 el 7! 0 for l = 0; 1; 2
f1 
 f1 7! f1
e1 
 f1 7! 0
f1 
 e1 7! 0:
Then
fmk ;  j k = 0; 1; 2; m = 0; 1; : : : ; ng
gives a K-basis of Homen(Q
3j+3; n).
(c) For k = 0; 1; 2 and m = 0; 1; : : : ; n, let mk : Q
3j+1(= Q1)! n be a map
of n-n-bimodules determined by: for l = 0; 1; 2 and r = 0; 1
mk :
8>>><>>>:
el 
 el+1 7!
(
(akak+1ak+2)
mak if l = k
0 if l 6= k
fr 
 fr+1 7! 0;
and, for s = 0; 1, let s : Q
3j+1(= Q1)! n be a map of n-n-bimodules
dened by: for l = 0; 1; 2 and r = 0; 1
s :
8>>><>>>:
el 
 el+1 7! 0
fr 
 fr+1 7!
(
bs if r = s
0 if r 6= s.
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Then
fmk ; s j k = 0; 1; 2; m = 0; 1; : : : ; n; s = 0; 1g
denes a K-basis for Homen(Q
3j+1; n).
(d) Let  : Q3j+2(= Q2) ! n be a map of n-n-bimodules dened by: for
l = 0; 1; 2 and r = 1; 2
 :
8>>><>>>:
el 
 el+2 7!
(
(a0a1a2)
na0a1 if l = 0
0 if l = 1; 2
fr 
 fr+2 7! 0:
Moreover, if n > 0, then for k = 0; 1; 2 and m = 0; 1; : : : ; n   1, let
mk : Q
3j+2(= Q2) ! n be a map of n-n-bimodules dened by: for
l = 0; 1; 2 and r = 1; 2
mk :
8>>><>>>:
el 
 el+2 7!
(
(akak+1ak+2)
makak+1 if l = k
0 if l 6= k
fr 
 fr+2 7! 0:
If n = 0, then fg is a K-basis of Home0(Q3j+2; 0), and if n > 0, then
f; mk j k = 0; 1; 2; m = 0; 1; : : : ; n  1g
denes a K-basis for Homen(Q
3j+2; n).
As an immediate consequence, we have the following corollary:
Corollary 4.2. For i  0, the dimension of Homen(Qi; n) is given as fol-
lows:
dimK Homen(Q
i; n) =
8><>:
3n+ 4 if i  0 (mod 3)
3n+ 5 if i  1 (mod 3)
3n+ 1 if i  2 (mod 3).
4.2. The images of Homen(@
i; n)
Now we nd the images of basis elements in Lemma 4.1 under the map
Homen(@
i; n). By direct computations we have the following.
Lemma 4.3. For j  0 we have the following:
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(a) For k = 0; 1; 2 and m = 0; 1; : : : ; n we have mk @
1 = mk @
6j+7, and for
l = 0; 1; 2, and r = 0; 1,
mk @
6j+7 :
8>>>>>>>>>><>>>>>>>>>>:
el 
 el+1 7!
8><>:
(akak+1ak+2)
mak if l  k (mod 3)
0 if l  k + 1 (mod 3)
 (ak+2akak+1)mak+2 if l  k + 2 (mod 3)
fr 
 fr+1 7!
8><>:
b0 if r = k = m = 0
 b1 if r = 1, k = 2 and m = 0
0 otherwise.
Furthermore, for l = 0; 1; 2, and r = 0; 1, we get
@1 :
8>>><>>>:
el 
 el+1 7! 0
fr 
 fr+1 7!
(
 b0 if r = 0
b1 if r = 1
and
 @6j+7 :
8>>><>>>:
el 
 el+1 7! 0
fr 
 fr+1 7!
(
b0 if r = 0
 b1 if r = 1.
(b) For k = 0; 1; 2 and m = 0; 1; : : : ; n, we have: for l = 0; 1; 2, and r = 1; 2,
mk @
6j+2 :
8>>>>>>>>>>><>>>>>>>>>>>:
el 
 el+2 7!8>>>><>>>>:
(n+ 1)(a0a1a2)
na0a1 if l = k = m = 0, or
if m = l = 0 and k = 1
n(a0a1a2)
na0a1 if k = 2 and m = l = 0
0 if 0 < m  n, or if l = 1; 2
fr 
 fr+2 7! 0:
Also, for s = 0; 1, we have: for l = 0; 1; 2, and r = 1; 2,
s@
6j+2 :
8>>><>>>:
el 
 el+2 7!
(
 (a0a1a2)na0a1 if l = 0
0 if l = 1; 2
fr 
 fr+2 7! 0:
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(c) For g 2 G6j+3 we have @6j+3(o(g) 
 t(g)) = 0. Also, if n > 0, then for
k = 0; 1; 2 and m = 0; 1; : : : ; n  1 we have: for l = 0; 1; 2
mk @
6j+3 :
8>>>>>>>>>><>>>>>>>>>>:
el 
 el 7!
8><>:
(akak+1ak+2)
m+1 if l  k (mod 3)
0 if l  k + 1 (mod 3)
 (ak+2akak+1)m+1 if l  k + 2 (mod 3)
e1 
 f1 7! 0
f1 
 e1 7! 0
f1 
 f1 7! 0:
(d) For k = 0; 1; 2 and m = 0; 1; : : : ; n, we get: for l = 0; 1; 2 and r = 0; 1
mk @
6j+4 :
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
el 
 el+1 7!8>>>><>>>>:
(n+ 1)(akak+1ak+2)
nak if l  k (mod 3) and m = 0
n(ak+1ak+2ak)
nak+1 if l  k + 1 (mod 3) and m = 0
(n+ 1)(ak+2akak+1)
nak+2 if l  k + 2 (mod 3) and m = 0
0 if 0 < m  n
fr 
 fr+1 7!
8><>:
b0 if r = k = m = 0
b1 if r = 1, k = 2 and m = 0
0 otherwise
and
 @6j+4 :
8>>><>>>:
el 
 el+1 7! 0
fr 
 fr+1 7!
(
 b0 if r = 0
 b1 if r = 1.
(e) For k = 0; 1; 2, and m = 0; 1; : : : ; n, we have: for l = 0; 1; 2 and r = 1; 2
mk @
6j+5 :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
el 
 el+2 7!8>>>>>><>>>>>>:
(akak+1ak+2)
makak+1 if l = k and 0  m  n  1,
or if l = k = 0 and m = n
 (ak+2akak+1)mak+2ak if l  k + 2 (mod 3) and 0  m  n  1,
or if l = 0, k = 1 and m = n
0 otherwise
fr 
 fr+2 7! 0:
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Moreover, for s = 0; 1, we have that: for l = 0; 1; 2 and r = 1; 2,
s@
6j+5 :
8>>>>>><>>>>>>:
el 
 el+2 7!
8><>:
 (a0a1a2)na0a1 if s = l = 0
(a0a1a2)
na0a1 if s = 1 and l = 0
0 otherwise
fr 
 fr+2 7! 0:
(f) For g 2 G6j+6 we have @6j+6(o(g)
t(g)) = 0. Furthermore, if n > 0, then
for g 2 G6j+6, k = 0; 1; 2, and m = 0; 1; : : : ; n  1 we get mk @6j+6(o(g)

t(g)) = 0.
In the rest of the paper, we consider the lower indices k of mk , 
m
k and 
m
k as
modulo 3. From the lemma above, we immediately have the following:
Corollary 4.4. (a) For k = 0; 1; 2 and m = 0; 1; : : : ; n
mk @
1 = mk @
6j+7 =
8><>:
00   02 + 0 if k = 0 and m = 0
02   01   1 if k = 2 and m = 0
mk   mk+2 otherwise.
Also, @1 = 1   0 and  @6j+7 = 0   1.
(b) For k = 0; 1; 2 and m = 0; 1; : : : ; n
mk @
6j+2 =
8><>:
(n+ 1) if k = m = 0, or if k = 1 and m = 0
n if m = 0 and k = 2
0 if 0 < m  n,
and s@
6j+2 =   for s = 0; 1.
(c) @6j+3 = 0, and if n > 0 then mk @
6j+3 = m+1k  m+1k+2 for k = 0; 1; 2 and
m = 0; 1; : : : ; n  1.
(d) For k = 0; 1; 2 and m = 0; 1; : : : ; n
mk @
6j+4 =
8>>>><>>>>:
(n+ 1)n0 + n
n
1 + (n+ 1)
n
2 + 0 if k = m = 0
(n+ 1)n1 + n
n
2 + (n+ 1)
n
0 if k = 1 and m = 0
(n+ 1)n2 + n
n
0 + (n+ 1)
n
1 + 1 if k = 2 and m = 0
0 if 0 < m  n
and  @6j+4 =  0   1.
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(e) For k = 0; 1; 2 and m = 0; 1; : : : ; n
mk @
6j+5 =
8>>>><>>>>:
mk   mk+2 if 0  m  n  1
 if k = 0 and m = n
  if k = 1 and m = n
0 if k = 2 and m = n
and for s = 0; 1
s@
6j+5 =
(
  if s = 0
 if s = 1.
(f) @6j+6 = 0, and if n > 0 then mk @
6j+6 = 0 for k = 0; 1; 2 and m =
0; 1; : : : ; n  1.
4.3. A basis of ImHomen(@
i; n)
We now nd a K-basis of ImHomen(@
i; n) for i  0. Keeping the notations
from the previous subsections we have the following lemma.
Lemma 4.5. For i  1 we have the following K-basis of ImHomen(@i; n):
For j  0
(a) (1) If n = 0, then f00   02 + 0; 01   00; 02   01   1g is a K-basis of
ImHomen(@
6j+1; n).
(2) If n > 0, then f00 02+0; 01 00; 02 01 1; m0  m2 ; m1  m0 jm =
1; : : : ; ng is a K-basis of ImHomen(@6j+1; n).
(b) fg is a K-basis of ImHomen(@6j+2; n).
(c) (1) If n = 0, then ImHomen(@
6j+3; n) = 0.
(2) If n > 0, then fm0   m2 ; m1   m0 j m = 1; : : : ; ng is a K-basis of
ImHomen(@
6j+3; n).
(d) (1) If charK j 3n + 2, then f n1 + n2 + 0; n2   n0 + 1; 0 + 1g is a
K-basis of ImHomen(@
6j+4; n).
(2) If charK - 3n+ 2, then fn2 ; n1 + n2 + 0; n2   n0 + 1; 0 + 1g is
a K-basis of ImHomen(@
6j+4; n).
(e) (1) If n = 0, then fg is a K-basis of ImHomen(@6j+5; n).
(2) If n > 0, then fm0   m2 ; m1   m0 ;  j m = 0; 1; : : : ; n  1g is a K-basis
of ImHomen(@
6j+5; n).
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(f) ImHomen(@
6j+6; n) = 0.
Proof. (a) We rst consider a K-basis of ImHomen(@
1; n). Let x be any
element in Homen(Q
0; n). Then, by Lemma 4.1 (a), x can be written in the
form
x =
 
2X
k=0
nX
m=0
pmk 
m
k
!
+ q
where pmk ; q 2 K for k = 0; 1; 2 and m = 0; 1; : : : ; n. By Corollary 4.4 (a) we
get
Homen(@
1; n)(x) =
 
2X
k=0
nX
m=0
pmk (
m
k @
1)
!
+ q(@1)
=
8>>>>>>>><>>>>>>>>:
p00(
0
0   02 + 0) + p01(01   00)
+p02(
0
2   01   1) + q(1   0) if n = 0
p00(
0
0   02 + 0) + p01(01   00) + p02(02   01   1)
+q(1   0) +
2X
k=0
nX
m=1
pmk (
m
k   mk+2) if n > 0
=
8>>>>>>>>>><>>>>>>>>>>:
(p00   q)(00   02 + 0) + (p01   q)(01   00)
+(p02   q)(02   01   1) if n = 0
(p00   q)(00   02 + 0) + (p01   q)(01   00)
+(p02   q)(02   01   1)
+
nX
m=1

(pm0   pm2 )(m0   m2 ) + (pm1   pm2 )(m1   m0 )

if n > 0.
(4.1)
Therefore Homen(@
1; n)(x) = x@
1 belongs to8>>>>>><>>>>>>:
K(00   02 + 0)
L
K(01   00)
L
K(02   01   1) if n = 0
K(00   02 + 0)
L
K(01   00)
L
K(02   01   1)L nM
m=1

K(m0   m2 )
L
K(m1   m0 )
!
if n > 0.
Conversely it is obvious by Corollary 4.4 (a) that, for m = 1; : : : ; n, the el-
ements 00   02 + 0, 01   00, 02   01   1, m0   m2 , and m1   m0 are in
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ImHomen(@
1; n). Hence we get
ImHomen(@
1; n)
=
8>>>>>><>>>>>>:
K(00   02 + 0)
L
K(01   00)
L
K(02   01   1) if n = 0
K(00   02 + 0)
L
K(01   00)
L
K(02   01   1)L nM
m=1

K(m0   m2 )
L
K(m1   m0 )
!
if n > 0.
This shows the desired results in this case.
A similar computation gives the desired basis of ImHomen(@
6j+7; n) for
j  0. Therefore the statement (a) is proved.
(b) Let x 2 Homen(Q6j+1; n). Then, by Lemma 4.1 (c), x can be written
in the form
x =
 
2X
k=0
nX
m=0
pmk 
m
k
!
+ q00 + q11
where pmk ; q0; q1 2 K for k = 0; 1; 2 and m = 0; 1; : : : ; n. Then we have by
Corollary 4.4 (b) that
Homen(@
6j+2; n)(x) =
 
2X
k=0
nX
m=0
pmk (
m
k @
6j+2)
!
+ q0(0@
6j+2) + q1(1@
6j+2)
=

(n+ 1)p00 + (n+ 1)p
0
1 + np
0
2

+ ( q0) + ( q1)
=

(n+ 1)p00 + (n+ 1)p
0
1 + np
0
2   q0   q1

(4.2)
2 K:
Conversely, we get Homen(@
6j+2; n)( 0) =  by Corollary 4.4 (b). So it
follows that ImHomen(@
6j+2; n) = K. Hence the statement (b) is proved.
Similar observations show the remaining cases (c){(f).
As an immediate consequence we have the dimension of ImHomen(@
i; n) for
i  1.
Corollary 4.6. For i  1 the dimension of ImHomen(@i; n) is as follows:
dimK ImHomen(@
i; n) =
8>>>>>>>>>>><>>>>>>>>>>>:
0 if i  0 (mod 6)
2n+ 3 if i  1 (mod 6)
1 if i  2 (mod 6)
2n if i  3 (mod 6)
3 if i  4 (mod 6) and charK j 3n+ 2
4 if i  4 (mod 6) and charK - 3n+ 2
2n+ 1 if i  5 (mod 6).
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4.4. A basis of KerHomen(@
i; n)
Now we nd a K-basis of KerHomen(@
i; n) for each i  0. In the following
we note that if charK j 3n+ 2, then charK 6= 3.
Lemma 4.7. For j  0 we have the following K-basis:
(a) (1) If n = 0, then f00+01+02+ g is a K-basis of KerHomen(@1; n).
(2) If n > 0, then f00 + 01 + 02 + ; m0 + m1 + m2 j m = 1; : : : ; ng is a
K-basis of KerHomen(@
1; n).
(b) (1) If n = 0, then f00+01+02  g is a K-basis of KerHomen(@6j+7; n).
(2) If n > 0, then f00 + 01 + 02    ; m0 + m1 + m2 j m = 1; : : : ; ng is a
K-basis of KerHomen(@
6j+7; n).
(c) (1) If n = 0, then f00+0; 00 02+0; 01 00; 02 01 1g is a K-basis
of KerHomen(@
6j+2; n).
(2) If n > 0, then f00+(n+1)0; 00 02+0; 01 00; 02 01 1; m0 ; m0  
m2 ; 
m
1   m0 j m = 1; : : : ; ng is a K-basis of KerHomen(@6j+2; n).
(d) (1) If n = 0, then fg is a K-basis of KerHomen(@6j+3; n).
(2) If n > 0, then fm0 + m1 + m2 ;  j m = 0; 1; : : : ; n  1g is a K-basis of
KerHomen(@
6j+3; n).
(e) (1) If charK j 3n+2 and n = 0 (so charK = 2), then f00+01+02+ g
is a K-basis of KerHomen(@
6j+4; n).
(2) If charK j 3n + 2 and n > 0 (so charK 6= 3), then f00 + 01 + 02 +
 ; m0 + 
m
1 + 
m
2 ; 
m
0   m2 ; m1   m0 j m = 1; : : : ; ng is a K-basis of
KerHomen(@
6j+4; n).
(3) If charK - 3n+ 2 and n = 0, then KerHomen(@
6j+4; n) = 0.
(4) If charK - 3n + 2 and n > 0, then fm0 ; m0   m2 ; m1   m0 j m =
1; : : : ; ng is a K-basis of KerHomen(@6j+4; n).
(f) (1) If charK j 3n+2 and n = 0 (so charK = 2), then f00+01+02; 01+
02 + 0; 
0
2   00 + 1; 0 + 1g is a K-basis of KerHomen(@6j+5; n).
(2) If charK j 3n + 2 and n > 0 (so charK 6= 3), then fm0 + m1 +
m2 ; n1 +n2 +0; n2  n0 +1; 0+1 j m = 0; 1; : : : ; ng is a K-basis
of KerHomen(@
6j+5; n).
(3) If charK - 3n+2 and n = 0, then f02; 01+02+0; 02 00+1; 0+
1g is a K-basis of KerHomen(@6j+5; n).
(4) If charK - 3n + 2 and n > 0, then fm0 + m1 + m2 ; n2 ; n1 +
n2 + 0; 
n
2   n0 + 1; 0 + 1 j m = 0; 1; : : : ; n   1g is a K-basis
of KerHomen(@
6j+5; n).
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(g) (1) If n = 0, then fg is a K-basis of KerHomen(@6j+6; n).
(2) If n > 0, then fm0 ; m0   m2 ; m1   m0 ;  j m = 0; 1; : : : ; n   1g is a
K-basis of KerHomen(@
6j+6; n).
Proof. (a) Let x =
P2
k=0
Pn
m=0 p
m
k 
m
k

+ q 2 Homen(Q0; n), where pmk ,
q 2 K for k = 0; 1; 2 and m = 0; 1; : : : ; n. Suppose that Homen(@1; n)(x) =
0. Then, by (4.1), we have p00   q = p01   q = p02   q = 0 if n = 0; and
p00   q = p01   q = p02   q = pm0   pm2 = pm1   pm2 = 0 for m = 1; : : : ; n if n > 0.
Hence p00 = p
0
1 = p
0
2 = q if n = 0; and p
0
0 = p
0
1 = p
0
2 = q and p
m
0 = p
m
1 = p
m
2 for
m = 1; : : : ; n if n > 0. Therefore we get
x =
8><>:
p00(
0
0 + 
0
1 + 
0
2 + ) if n = 0
p00(
0
0 + 
0
1 + 
0
2 + ) +
 
nX
m=1
pm0 (
m
0 + 
m
1 + 
m
2 )
!
if n > 0.
Accordingly it follows that
x 2
8><>:
K(00 + 
0
1 + 
0
2 + ) if n = 0
K(00 + 
0
1 + 
0
2 + )
L nM
m=1
K(m0 + 
m
1 + 
m
2 )
!
if n > 0.
Conversely, it is easy to check that the elements 00 + 
0
1 + 
0
2 +  and 
m
0 +
m1 + 
m
2 are in KerHomen(@
1; n) for m = 1; : : : ; n. Thus
KerHomen(@
1; n)
=
8><>:
K(00 + 
0
1 + 
0
2 + ) if n = 0
K(00 + 
0
1 + 
0
2 + )
L nM
m=1
K(m0 + 
m
1 + 
m
2 )
!
if n > 0.
This gives the required K-basis in (a).
A similar argument provides the required K-basis in (b).
(c) Let x =
P2
k=0
Pn
m=0 p
m
k 
m
k

+ q00 + q11 2 Homen(Q6j+1; n),
where pmk ; q0; q1 2 K for k = 0; 1; 2 and m = 0; 1; : : : ; n. Suppose that
Homen(@
6j+2; n)(x) = 0. Then (4.2) yields (n+1)p
0
0+(n+1)p
0
1+np
0
2  q0 
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q1 = 0, so that q0 = (n+ 1)p
0
0 + (n+ 1)p
0
1 + np
0
2   q1. Thus we have that
x =
8>>>>>>>><>>>>>>>>:
p00
0
0 + p
0
1
0
1 + p
0
2
0
2 +
 
p00 + p
0
1   q1

0 + q11 if n = 0
p00
0
0 + p
0
1
0
1 + p
0
2
0
2
+
 
(n+ 1)p00 + (n+ 1)p
0
1 + np
0
2   q1

0 + q11
+
 
2X
k=0
nX
m=1
pmk 
m
k
!
+ q00 + q11 if n > 0
=
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
(p00 + p
0
1 + p
0
2)(
0
0 + 0) + ( p02   q1)(00   02 + 0)
+(p01   q1)(01   00)  q1(02   01   1) if n = 0
(p00 + p
0
1 + p
0
2)
 
00 + (n+ 1)0

+( p02   q1)(00   02 + 0) + (p01   q1)(01   00)
 q1(02   01   1) +
nX
m=1

(pm0 + p
m
1 + p
m
2 )
m
0
 pm2 (m0   m2 ) + pm1 (m1   m0 )

if n > 0.
This implies that x belongs to8>>>>>>>>>>><>>>>>>>>>>>:
K(00 + 0)
L
K(00   02 + 0)
L
K(01   00)L
K(02   01   1) if n = 0
K
 
00 + (n+ 1)0
L
K(00   02 + 0)
L
K(01   00)L
K(02   01   1)L nM
m=1

Km0
L
K(m0   m2 )
L
K(m1   m0 )
!
if n > 0.
Conversely it is easy to check by Corollary 4.4 (b) that, for m = 1; : : : ; n, the
elements 00+0, 
0
0 02+0, 01 00, 02 01 1, 02 01 1, m0 , m0  m2 ,
and m1   m0 lie in the kernel of Homen(@6j+2; n). This shows that
KerHomen(@
6j+2; n)
=
8>>>>>>>>>>><>>>>>>>>>>>:
K(00 + 0)
L
K(00   02 + 0)
L
K(01   00)L
K(02   01   1) if n = 0
K
 
00 + (n+ 1)0
L
K(00   02 + 0)
L
K(01   00)L
K(02   01   1)L nM
m=1

Km0
L
K(m0   m2 )
L
K(m1   m0 )
!
if n > 0.
166 TAKAHIKO FURUYA
So we have got the desired K-basis in this case.
Similar arguments provide the required K-basis in the remaining cases.
As a direct consequence we have the dimensions of KerHomen(@
i; n).
Corollary 4.8. For i  1, the dimension of KerHomen(@i; n) is as follows:
dimK KerHomen(@
i; n) =
8>>>>>>>>>>><>>>>>>>>>>>:
3n+ 1 if i  0 (mod 6)
n+ 1 if i  1 (mod 6)
3n+ 4 if i  2 (mod 6)
n+ 1 if i  3 (mod 6)
3n+ 1 if i  4 (mod 6) and charK j 3n+ 2
3n if i  4 (mod 6) and charK - 3n+ 2
n+ 4 if i  5 (mod 6).
4.5. The Hochschild cohomology groups of n
Now, by Lemmas 4.5 and 4.7, we have a K-basis of HHi(n) for all i  0.
Proposition 4.9. For j  0 we have the following:
(a) (1) If n = 0, then f00 + 01 + 02 + g is a K-basis of HH0(n).
(2) If n > 0, then f00 + 01 + 02 + ; m0 + m1 + m2 j m = 1; : : : ; ng is a
K-basis of HH0(n).
(b) (1) If n = 0, then f00 + 01 + 02    g is a K-basis of HH6j+6(n).
(2) If n > 0, then f00 + 01 + 02    ; m0 + m1 + m2 j m = 1; : : : ; ng is a
K-basis of HH6j+6(n).
(c) (1) If n = 0, then f00 + 0g is a K-basis of HH6j+1(n).
(2) If n > 0, then f00 + (n + 1)0; m0 j m = 1; : : : ; ng is a K-basis of
HH6j+1(n).
(d) (1) If n = 0, then HH6j+2(n) = 0.
(2) If n > 0, then fm0 + m1 + m2 j m = 0; 1; : : : ; n   1g is a K-basis of
HH6j+2(n).
(e) (1) If charK j 3n+2 and n = 0 (hence charK = 2), then f00+01+02+ g
is a K-basis of HH6j+3(n).
(2) If charK j 3n+ 2 and n > 0, then f00 + 01 + 02 + ; m0 + m1 + m2 j
m = 1; : : : ; ng is a K-basis of HH6j+3(n).
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(3) If charK - 3n+ 2 and n = 0, then HH6j+3(n) = 0.
(4) If charK - 3n + 2 and n > 0, then fm0 j m = 1; : : : ; ng is a K-basis
of HH6j+3(n).
(f) (1) If charK j 3n+2, then fm0 +m1 +m2 j m = 0; 1; : : : ; ng is a K-basis
of HH6j+4(n).
(2) If charK - 3n+ 2 and n = 0, then HH6j+4(n) = 0.
(3) If charK - 3n+2 and n > 0, then fm0 +m1 +m2 j m = 0; 1; : : : ; n 1g
is a K-basis of HH6j+4(n).
(g) (1) If n = 0, then HH6j+5(n) = 0.
(2) If n > 0, then fm0 j m = 0; 1; : : : ; n  1g is a K-basis of HH6j+5(n).
This proposition provides us with the main result in this paper:
Theorem 4.10. For n  0 and i  0 the dimension of HHi(n) is given as
follows:
dimK HH
i(n) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
n+ 1 if i  0 (mod 6)
n+ 1 if i  1 (mod 6)
n if i  2 (mod 6)
n+ 1 if i  3 (mod 6) and charK j 3n+ 2
n if i  3 (mod 6) and charK - 3n+ 2
n+ 1 if i  4 (mod 6) and charK j 3n+ 2
n if i  4 (mod 6) and charK - 3n+ 2
n if i  5 (mod 6).
Remark 4.11. Recall that, for any algebra C, the 0th Hochschild cohomol-
ogy group HH0(C) is isomorphic to the centre Z(C) of C. Hence, by Propo-
sition 4.9 (a), the set fe0 + e1 + e2 + f1g is a K-basis of Z(0), and if n > 0
the set fe0 + e1 + e2 + f1;
P2
i=0(aiai+1ai+2)
m j m = 1; : : : ; ng is a K-basis of
Z(n).
We end this paper by giving the dimension of the Hochschild cohomology
group of the cluster-tilted algebra 0. By setting n = 0 in Theorem 4.10, we
have the following corollary:
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Corollary 4.12. For i  0 the dimension of HHi(0) is as follows:
dimK HH
i(0) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
1 if i  0 (mod 6)
1 if i  1 (mod 6)
0 if i  2 (mod 6)
1 if i  3 (mod 6) and charK = 2
0 if i  3 (mod 6) and charK 6= 2
1 if i  4 (mod 6) and charK = 2
0 if i  4 (mod 6) and charK 6= 2
0 if i  5 (mod 6).
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