This paper investigates model risk issues in the context of mean-variance portfolio selection. We analytically and numerically show that, under model misspecification, the use of statistically robust estimates instead of the widely used classical sample mean and covariance is highly beneficial for the stability properties of the mean-variance optimal portfolios. Moreover, we perform simulations leading to the conclusion that, under classical estimation, model risk bias dominates estimation risk bias. Finally, we suggest a diagnostic tool to warn the analyst of the presence of extreme returns that have an abnormally large influence on the optimization results.
Introduction
The seminal work by Markowitz (1952 Markowitz ( , 1959 opened the era of modern finance, and the mean-variance framework is the root of modern investment theory. As BrittenJones (1999) notes: "Mean-variance analysis is important for both practitioners and researchers in finance. For practitioners, theory suggests that mean-variance efficient portfolios can play an important role in portfolio management applications.
For researchers in finance, mean-variance analysis is central to many asset pricing theories as well as to empirical tests of those theories; however, practitioners have reported difficulties in implementing mean-variance analysis. For example, Black and Litterman (1992) note that, 'when investors have tried to use quantitative models to help optimize the critical allocation decision, the unreasonable nature of the results has often thwarted their efforts' (p.28)".
To compute the mean-variance efficient frontier and use the information it provides to select the unique optimal portfolio for a given level of risk (or return), we have to know the stochastic mechanism generating the returns for a given set of securities. In its standard formulation, the mean-variance efficient frontier (MVEF) model makes the assumption that the securities' returns are independently and identically distributed (i.i.d.) as a multivariate normal distribution N (µ, Σ), where µ is the vector of the securities' mean returns and Σ is the covariance matrix of the securities' returns. 1 However, the uniqueness of the MVEF solution (i.e. the unique- 1 The stochastic process generating the data can also include serial dependence. In practice however, the multivariate normal i.i.d. model is widely used.
1 ness of the optimal weights of the securities in the portfolio given a specific level of risk or return) depends on the implicit assumption that the inputs µ and Σ are known, whereas they must be estimated and therefore are subject to statistical error.
The MVEF is computed after estimating the model (estimating µ and Σ), and the resulting optimal portfolios might then be heavily biased by this statistical error occurring during the estimation process. This type of error is called estimation risk (see for instance Michaud, 1989) , and authors have long addressed estimation risk in the context of portfolio selection. 2 There is however another type of statistical error, which is concerned with the distribution of the data generating the model. As it is assumed that the observed returns are realizations of a multivariate normal distribution, what happens if this assumption is slightly violated, for instance when one or more of the securities have unexpectedly (non-normal) high or low returns? This model deviation called model risk was already addressed in the context of the MVEF model by Victoria-Feser (2000) . More recently Cavadini, Sbuelz, and Trojani (2002) have considered model risk and estimation risk simultaneously in the same context of portfolio choices.
They suggest different risk aversion corrections attempting to take estimation risk and model risk into account, and quantify their relative importance in a simulated example.
In the statistical literature this problem of model risk is referred to as a problem 2 See for instance Barry (1974) , Bawa, Brown, and Klein (1979) , Alexander and Resnick (1985) , Chopra and Ziemba (1993) , and more recently ter Horst, de Roon, and Werker (2002) .
2 of statistical robustness. The theory of robust statistics is concerned with the construction of statistical procedures that are stable even when the underlying model is not perfectly satisfied by the available dataset. It can deal with a part of the data that is not fully compatible with the distribution implied by the assumed model, i.e. when model misspecification exists, and in particular in the presence of outlying observations. 3 Robust estimators have been extensively developed in statistics since the pioneering work of Huber (1964) and Hampel (1968) .
A fundamental tool used for studying statistical robustness is the influence function proposed by Hampel (1968 Hampel ( , 1974 . The influence function is useful in determining analytically and numerically the stability properties of a statistic in case of model misspecification. In this paper, the influence function is used for studying the behavior of the estimator of the optimal portfolio weights, as well as for building a diagnostic tool to detect outlying returns. We also investigate by means of real market data and simulations how violation of the multivariate normal assumption can seriously affect the optimality characteristics of the solution of the MVEF model when computed with sample mean and sample covariance estimators.
The contributions of this paper to the literature are therefore twofold. First, we show analytically that the necessary and sufficient condition for the mean-variance portfolio optimizer to be robust to local nonparametric departures from multivariate normality is that the estimators of the model's parameters µ and Σ be robust with 3 Outlying observations can be defined as data points that have an infinitesimal probability of being generated by the model generating the rest of the data.
3 bounded influence functions. We suggest such robust estimators and show their remarkable behavior in the presence of outlying observations in a simulation study.
Second, we present a diagnostic tool based on the influence function for detecting the outlying data from the sample that have an abnormally large influence on the optimization process. This tool assesses the quality of the data before their use in the optimizer, and is of particular interest to the analyst.
The paper is organized as follows. In section 2, we present two examples of mean-variance optimization applied to real market data. We show that a robust optimizer can lead to optimal portfolios that are different from the ones given by a classical (non-robust) optimizer, and that this difference is often due to only a few outlying returns from the sample (i.e. under slight model deviations). Section 3 contains the theoretical aspects of this paper. We first present the basic concepts of robust statistics and then use them to study the robustness properties of a portfolio optimizer. In particular, we show analytically that if the model parameters are not robustly estimated, the resulting optimizer can be seriously biased, leading to suboptimal portfolio choices. We also develop a diagnostic tool based on the influence function for detecting influential returns from the sample. In section 4, a simulation study is performed to investigate the stability properties of the robust optimizer when compared with its classical counterpart. Section 5 concludes. The currency of all indices is the US dollar (USD). The returns of these three series 4 It can be argued that even if series of returns from the financial reality may exhibit autocorrelation, this practical case is of interest and raises a few important questions that will be addressed in detail in the simulation study of Section 4 with i.i.d. data. Observations span January 1997 to December 2002 for a total of 72 observations. The 9 vertical lines correspond to the 9 most influential returns detected by the data influence measure (see later), and highlight data points 1, 7, 15, 20, 22, 35, 36, 38 and 40. We notice that some returns of the stocks are extreme, for instance data point 20 (August 1998), with a very low return, and a few returns in 2001 and 2002. On the other hand, data points 7 (July 1997), 36 (December 1999) and 38 (February 2000) exhibit three rather high returns for the alternatives. These extreme returns heavily bias the sample mean, covariance and correlation estimators, and this bias can be seen by comparing the results of the above estimators, which we characterize as classical estimators, with those of robust estimators for the mean, covariance and correlation of the return series. We suggest the use of the translated-biweight S-estimator (TBS estimator) proposed by Rocke (1996) as robust estimator (for details, see section 3). All calculations are done with S-Plus and its numerical 6 optimizer NUOPT.
The comparison between the classically estimated correlation matrix and its robust counterpart is presented in Fig. 2 On the upper triangular part, a comparison of the correlation structure is shown where the shapes of the classical and robust ellipses correspond to the shapes of the scatter plot of the data generated by a bivariate normal distribution with such correlations.
Correlations in terms of numbers are different according to the robust and classical estimates, especially in the case of bonds and alternatives. Moreover, when looking at monthly classical and robust mean and standard deviation of returns as shown in Table 1 , substantial differences can be seen. Such is the case with stocks in the mean estimate, and alternatives in the standard deviation estimate. To assess the effect of these differences in estimation on the results of the portfolio optimizer, the classical (calculated with the classically estimatedμ cla and Σ cla ) and the robust (calculated with the robustly estimatedμ rob and Σ rob ) mean-variance efficient frontiers 6 are presented in Fig. 3 .
Classically and robustly estimated efficient frontiers give an important insight into the statistical properties of the data. The two efficient frontiers are distinct from each other, meaning that the influential data points that affect classical estimation are treated by robust estimation, so that their influence is kept under control. The robust efficient frontier, being higher and more to the left than the classical one, clearly indicates a reduction in the volatility structure of the inputs due to their robust estimation. Other interesting information is given by the composition of the so-called minimum variance portfolios, which are the portfolios characterized by the minimum risk on the two efficient frontiers. The classical and robust weights 6 Calculation in this example has been done without allowing for short selling, as is mainly the case in managed portfolios. This restriction is lifted in section 4. of the three assets (bonds, stocks and alternatives respectively) in these particular portfolios arep cla = (0.59, 0, 0.41) andp rob = (0.41, 0, 0.59). The fact that the weights of bonds and alternatives are the exact reverse of each other is due to chance, but more worrying is that portfolio compositions that should represent the same reality (i.e. minimum risk) are quite different from each other. Stocks are obviously given a zero weight by the optimizer for such a low-risk portfolio, due to their high standard deviation of returns over the period.
A further step in the analysis is to check which observations are considered outliers and responsible for this shift of the efficient frontier. To do so, we use a diagnostic tool called data influence measure, which we present in section 3. Briefly, the data influence measure applied to our case is a tool for detecting outlying returns that have an abnormally high influence on the estimator of the optimal portfolio weights. The data influence measure for the diversified portfolio data set is given in is not true when looking at Fig. 4 . In fact, the power of the data influence measure is that it takes into account the multivariate structure of the model and highlights the influential data points according to the specific estimator used.
In short, we have found that a few outlying observations in the data have a strong influence on the composition of the resulting optimal portfolios. 7
Hedge fund portfolio
Let us now turn to another example in which we remain in the same asset class. 8
We suggest building a portfolio composed only of alternatives (hedge funds) that belong to the arbitrage and relative value strategies. We use the full available return history in US dollars from January 1994 to December 2002, and consider the convertible arbitrage (CA), event-driven (ED) and fixed income arbitrage (FIA) strategies represented by their respective CSFB/Tremont sub-indices. We refer the reader to Lhabitant (2002) for specific details and characteristics of these strategies.
The returns of these three hedge fund strategies are presented in Fig The same is true for the classical and robust mean and standard deviation estimates presented in Table 2 , where major differences exist between classical and robust estimation. evidenced by classical and robust efficient frontiers 9 shown in Fig. 7 .
As in the previous example, the robust efficient frontier is located higher than and to the left of the classical one, indicating the presence of outlying data points.
Looking at the composition of the minimum variance portfolios, the classical and robust weights (for convertible arbitrage, event-driven and fixed income strategies respectively) arep cla = (0.26, 0.09, 0.65) andp rob = (0.31, 0, 0.69). As can be seen, the difference in weights is mainly concentrated on the first two hedge fund strategies.
Here again, it is interesting to identify the outlying returns responsible for such a change, and we make use of the data influence measure whose results are reported 9 Calculation has been done without allowing for short selling (September 1998) correspond to the very low returns recorded during the Russian financial crisis, and they are detected as having a very strong relative influence on the classical estimates of the optimal portfolio weights.
In short, just a few outlying data points from the sample can have a very strong influence on the classical estimates needed to calculate the efficient frontier and thus lead to different portfolio choices. 10
At this point, we may still wonder what would be a strong enough reason for choosing a robust portfolio composition rather than a classical one, as both kinds of 10 These 2 strongly outlying observations represent 1.85% of the total 108 observations. as detected by means of the data influence measure diagnostic tool. As this measure relates to a specific portfolio on the classical mean-variance efficient frontier, the level of standard deviation of returns has been set to 1.3%.
optimal portfolio could be considered acceptable. In fact, the reason for preferring a robust portfolio composition will become obvious in section 4, and will be strongly motivated by the sensitivity of the sample mean and covariance estimated MVEF model to the data as shown by a simulation study.
In the next section we review the basic concepts of robust statistics and apply them to the MVEF model.
Robustness properties of the MVEF model

Basic concepts of robust statistics
The pioneering work of Huber (1964) and Hampel (1968) has laid the ground for the theory of robust statistics. As a generalization of classical theory, robust statistics takes into account the possibility of model misspecification (i.e. model deviation).
This theory and its results are valid at the model as well as in a neighborhood of the model, 11 which is not the case for classical statistics, which is only valid at the model.
with W an arbitrary distribution and ε ∈ [0, 1], the set of all distributions defining a neighborhood of the parametric model F θ . This neighborhood includes all possible misspecified distributions around F θ , and G ε can be considered a mixed distribution between F θ and the contamination distribution W . An estimator is said robust if it remains stable in a neighborhood G ε of F θ . One particular case is when W = ∆ yt , the distribution that gives a probability of one to a point y t chosen arbitrarily. 12 In this case, the neighborhood of the model featuring all local nonparametric departures from F θ is given by
Hence F ε generates observations from F θ with probability (1 − ε) and observations equal to an arbitrary point y t with probability ε.
One way of assessing the robustness properties of an estimatorθ of θ is to study 11 In the presence of outlying observations acting as local nonparametric departures from the model, the distributional assumptions are violated and we therefore end up in a neighborhood of the model.
12 yt can be a scalar or a vector.
its (asymptotic) stability properties in a neighborhood of the model considering a distribution of type G ε , and there is no loss of generality in focusing on the particular case of F ε since Hampel et al. (1986) showed that the maximal bias onθ is obtained
Considering the case when ε tends towards zero, 13 we get the so-called influence function (IF) suggested by Hampel (1968 Hampel ( , 1974 and further developed by Hampel et al. (1986) . The IF gives the influence of an infinitesimal amount of contamination y t on the value of the estimator viewed as a function of the underlying distribution.
The influence function is then defined as
and, when the derivative exists, as
The IF is the directional derivative of the estimatorθ in a single point contamination direction ∆ yt . Depending on the situation, this directional derivative can be scalar, vector or matrix valued.
The IF is a powerful tool for assessing the robustness properties of estimators.
Indeed, Hampel et al. (1986) show that only the IF is needed to fully describe the asymptotic bias of an estimator caused by a contamination, implying that an estimator with a bounded IF automatically has a bounded asymptotic bias. Therefore, an estimator with a bounded IF is robust in a general neighborhood of the parametric model defined by Eq. (1).
The IF can also be used as a diagnostic tool to detect observations that have a large influence on the estimatorθ. We suggest using the Euclidean norm of the influence function defined under Eq. (3) and call such a measure the data influence measure (DIM). It is given by
An observation y t with a large DIM is then considered an influential observation. It should be noticed that the supremum in y t of the DIM gives the gross error sensitivity defined in Hampel et al. (1986) and used as a tool for controlling the robustness properties of statistical procedures. To compute the DIM, the true parameter value θ has to be known, which is seldom the case in practice. The value of θ has then to be estimated in a robust way so as to ensure that this diagnostic tool is not biased by the outlying observations it is supposed to detect.
Classical MVEF model estimation
Let us suppose that there are N securities to choose from and let p = (p 1 , . . . , p N ) be the vector of portfolio weights, so that
Recalling that µ is the vector of size N containing the mean returns of the securities, and that Σ is the (N × N ) covariance matrix of the returns of the securities, the portfolio mean can be written as R(p) = µ p, and the portfolio variance as
For a given value of the risk aversion parameter λ, the mean-variance optimization selects the portfolio p * which maximizes in p
subject to
where e N of size (N × 1) is a vector of ones. The set of optimal portfolios for all possible values of the risk aversion parameter λ defines the mean-variance efficient frontier. Depending on the situation, the constraint of no short selling (p ≥ 0) might be added as well as other constraints.
In the unconstrained case, the solution is explicit and it is well known that the optimal portfolio weights for a given value of λ are given by
As can be seen, p * depends directly on µ and Σ, implying that the resulting estimated optimal portfolio weights are directly affected by potential estimation bias in the mean and covariance of returns. This is reflected in the following proposition, where we show that the influence function of the estimator of the optimal portfolio weights depends directly on the influence functions of the estimators of both µ and 
Σ.
Proof. We show that the IF of the estimator of the weights p * is proportional to the IF of the estimators of µ and Σ (see Appendix A).
Therefore, unless the mean vector and covariance matrix are robustly estimated, the mean-variance optimizer can lead to portfolio compositions heavily influenced by just a few outlying observations from the sample.
The mean and covariance of the returns are in practice often estimated by their sample counterpart, i.e. by the maximum likelihood (ML) estimator under the multivariate normal model. In this case, the estimator of µ can be explicitly expressed
where Y is the (T × N ) matrix containing the returns of each security (columnwise)
for T periods, and given by
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Moreover, the ML estimator of the covariance matrix Σ is calculated as
where e T of size (T ×1) is a vector of ones. Under normality, the maximum likelihood estimators are the most efficient. However, in the presence of outlying observations, how can they cope with model deviation and what kind of influence have outlying data on them?
To answer this central question we make use of the influence function. As shown in Hampel et al. (1986) , the respective IFs forμ ML and Σ ML are given by
and
We can easily see that both IFs for the maximum likelihood estimators of µ and Σ are unbounded, since for large values of some or all elements of y t , both IFs may become arbitrarily large.
Making use of the above results, the following proposition derives the explicit influence function of the estimator of the optimal portfolio weights when ML estimation is used for µ and Σ. In short, the ML-estimated mean-variance optimizer is not robust to model risk.
It is therefore of interest to identify, before estimating the model, the returns from the sample that will have an abnormally large influence on the optimization results under maximum likelihood estimation. However, it is difficult to visually identify these specific returns, due to the multivariate structure of the model and the statistical properties of the ML estimator. To address this issue, we suggest using as a diagnostic tool the data influence measure given in Eq. (4) in conjunction with the influence function given in Eq. (12) (see Appendix B), recalling that µ and Σ have to be estimated in a robust way for the reason already mentioned above. This produces graphs like those in Fig. 4 or 8, and influential data points are then easy to identify. However, it should be stressed that there are an infinite number of IFs (and thus of DIMs) since there are an infinite number of optimal portfolio weighting schemes. The value of the risk aversion parameter λ has to be fixed so as to characterize the portfolio weighting scheme of interest, and to be able to compute the DIM. 14 14 We found however that the choice of the value for λ does not have a decisive impact on the detection of outlying returns.
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Robust MVEF model estimation
As demonstrated above, the estimators used for the mean vector and the covariance matrix determines the robustness properties of the estimator of the optimal portfolio weights in the optimizer. We should thus choose a robust estimator with a bounded influence function to estimate µ and Σ. 15 We suggest using Rocke's (1996) translated biweight S-estimator (TBS estimator), which belongs to the class of S-estimators (see Rousseeuw and Leroy, 1987) .
The TBS estimator has the advantage of being quite efficient compared with other robust estimators. Moreover, its robustness against relatively large quantities of outlying data can be controlled (see below).
The TBS estimator is defined as the solution in µ and Σ of
where the weights w µ t , w δ t and w η t depend on two control parameters (see again Rocke, 1996) .
The first control parameter is the breakdown point ε * , and the second is the asymptotic rejection probability (ARP) α. The breakdown point of an estimator is the maximal amount of model deviation (or model risk) it can withstand before it breaks down, i.e. before it can take arbitrary values under model deviations such as in Eq. (2) (see Hampel et al., 1986) . The ARP can be interpreted as the probability that an estimator, in large samples and under a reference distribution, will give a null (or nearly null) weight to extreme observations.
The TBS estimator is a consistent estimator of mean and covariance. However, compared with the classical ML estimator, the TBS estimator is less efficient at the model. This loss of efficiency is the price to pay for its robust behavior in a neighborhood of the model and its property of safeguarding the estimators of µ and Σ against the influence of model deviations. A robust mean-variance portfolio optimizer is thus obtained by estimating µ and Σ by means of the TBS estimator, and by using the resulting estimates in Eq. (5).
It should be stressed at this point that robust estimators cannot be simply reduced to estimators that "remove information from the sample". Although they give small weights to specific observations according to their abnormal influence on the estimation or testing procedure (as it is the case for the TBS estimator), they actually consider the whole data set simultaneously. We would for instance agree that the median is an alternative estimator to the mean for the center of a (symmetric) distribution, but this estimator is definitely not seen as an estimator that "removes information from the sample". However, the median is a robust estimator of location giving weights of 0 to all observations except the central one(s). Moreover, as can be seen from the two illustrative examples, robust estimation does not always mean a lower second moment compared with classical estimation. Robustness does not just "truncate" data, but is aimed at accurately revealing the underlying structure 24 of the model, often masked by outliers under classical estimation.
In the next section, a simulation study is performed to investigate the behavior of mean-variance optimal portfolios when classical and robust estimates of µ and Σ are used in the presence of artificially contaminated data.
Simulation study
We here extend the example of the hedge fund portfolio by means of a simulation study. It should be stressed that the dimension of the problem (i.e. the number of asset classes under consideration) does not play a significant role in the performance of the robust optimizer. However, as the latter is built on robust estimators of mean and covariance that take into account the dimensionality of the data, only the computational speed would be affected by high dimension.
Let the population of returns be i.i.d. and generated by a multivariate normal distribution N (µ, Σ). To do so, we consider the robust TBS estimators (μ TBS and Σ TBS ) computed on the original hedge fund portfolio data set as being the parameters of this new trivariate normal population of returns on the convertible arbitrage, event-driven and fixed income arbitrage strategies. 16 We later refer to this new population as the true model. From this population, we simulate 20 samples
16 Taking as population parameters the classicalμ ML and ΣML estimators is another option that leads to the same conclusion. However, by working with their robust counterparts we can highlight an interesting point related to model risk and estimation risk. In what follows, classical estimation always refers to the use of the ML estimator, whereas robust estimation refers to the use of the TBS estimator (with breakdown point ε * = 0.35 and asymptotic rejection probability α = 0.001). 19 Classical and 18 All above-mentioned contamination types are based on transformation of specific returns.
Other types of contamination, including direct transformation on the parametersμ and Σ, have not been considered as they seem less relevant for replicating possible contamination in real market data.
robust estimation of the parameters are performed to allow computation of the socalled classical and robust efficient frontiers (i.e. the frontiers calculated by means of the classically or robustly estimated parameters µ and Σ). Similar results are obtained with substitutive, additive and multiplicative contamination with the parameters mentioned above. When the multiplicative coefficient is negative, we found that efficient frontiers shift lower. And when a mix of positive and negative coefficients is used, we found that the vertical shift almost disappears and only a horizontal shift remains. In all cases however, the horizontal shift occurs to the right as the variance of the data increases due to the contamination.
Behavior of efficient frontiers
The above results have been obtained with independent contamination of 3% on each series and with a multiplicative coefficient of 5. However, we may argue that this type of contamination is too high or too low, or that the choice of the multiplicative coefficient is inadequate compared with data contamination encountered in financial reality. That's why we suggest looking again at the original data set and specifically at the plot of Fig. 8 showing the data influence measure for the hedge fund portfolio.
As already mentioned, the data influence measure clearly identifies two (trivariate) returns as having a heavy influence on the estimates of the optimal portfolio weights, namely data points 56 and 57, corresponding to the Russian financial crisis of late summer 1998. These two data points represent 1.85% of the whole sample.
We compute the median of each of the three series of returns (i.e. convertible arbitrage, event-driven and fixed income arbitrage strategies) over the whole period. 22 We also compute the median (in this case equal to the arithmetic mean) of each of the three series for these two specific outlying data points. The ratio of the medians (taken series by series) equals (−4, −7, −3), for the convertible arbitrage, event-driven and fixed income arbitrage strategies respectively. This means for instance, in the case of event-driven strategies, that the median monthly return of the two specific outlying data points is seven times larger (in absolute terms) than the 22 The median is preferred to the mean for its robustness properties.
31 median monthly return on the whole period. 23
We are now able to artificially reproduce part of the contamination present in the original data set of the hedge fund portfolio, and we use the above-mentioned point mass multiplicative contamination to study the behavior of the efficient frontiers in that specific case. The contamination is set at 2.5% and the multiplicative coefficients are set at (−4, −7, −3) for the respective strategies. 24 From now on, only this contaminated sample and the uncontaminated sample are used in the study.
The results displayed in Fig. 11 are disturbing: while, as in the previous (contaminated) case, the 20 robust efficient frontiers seem unaffected by contamination, the 20 classical efficient frontiers shift sharply lower and extend to the right, to the point that they even overlap the classical efficient frontier computed on the original data set.
In this case, when using classical estimation, model risk clearly dominates estimation risk, and the danger when making portfolio choices is of ending up on an efficient frontier strongly influenced by the characteristics of just a few outlying observations. Needless to say, portfolio choices made in this context may lead to sub-optimal decisions. On the other hand, robust efficient frontiers show no apparent bias, and thus more accurately represent the statistical properties and the structure of the non-outlying 97.5% of data of the 20 samples.
23 This shows that the previously used value of 5 was (in absolute terms) a realistic choice for the multiplicative coefficient.
24 The contamination of 2.5% is chosen to obtain exactly 3 contaminated data points among the 120 data points of each sample. Note that this contamination is smaller than that used before. This case of point mass multiplicative contamination illustrates an interesting point, namely the non-continuous behavior of classical estimators in the presence of outlying data. Here, a mere 2.5% of outlying data has a far greater impact on the results than the previous 9% of contaminated data.
As shifts in efficient frontiers imply changes at the level of the underlying portfolios in terms of mean return, standard deviation and optimal weights of the different securities, a closer look at the portfolios themselves is also of interest.
Behavior of portfolios
Until now, we have considered portfolio optimization with a constraint of no short selling, for better visual identification of shifts of efficient frontiers, and to replicate 33 what is often done in practice. We suggest lifting this restriction to be fully in line with the results of section 3, derived in the unconstrained case, and where the solution for the optimal portfolio weights is an explicit expression. We now focus on the behavior of minimum variance portfolios, but we found similar results in the case of portfolios with a given level of standard deviation of returns. Fig. 12 shows the boxplots of standard deviation of returns for minimum variance portfolios. This feature is of particular importance when analyzing real data, since the presence (or absence) of just a small percentage of data from the sample should not have a decisive impact on optimal portfolio choices.
Conclusions
We investigated the properties of the maximum likelihood estimated mean-variance portfolio optimizer and found that this model is not robust to deviations from the 37 assumption of multivariate normality. We showed analytically that the influence function of the estimator of the optimal portfolio weights, when computed with the maximum likelihood estimator as is often the case, is unbounded, meaning that even a single outlier may take these weights beyond any predefined value.
We introduced the data influence measure as a powerful diagnostic tool for detecting the specific returns from the sample that bias estimation of the optimal portfolio weights. We also highlighted that outlying observations may be characterized otherwise than by extreme returns, making them difficult to find without using this diagnostic tool. Moreover, to address the problem of non-robustness of the classical maximum likelihood estimator, we suggested replacing it by the translatedbiweight S-estimator. This estimator is robust to local departures from normality ensuring that the resulting mean-variance optimal portfolios truly reflect the statistical properties of the majority of the data, and that their characteristics do not suffer from the possibly abnormally strong influence of a few outliers.
Furthermore, the simulation study makes clear that the classically estimated mean-variance efficient frontier model suffers from model risk when data underlying its computation are not exactly generated by a multivariate normal distribution, and that model risk dominates estimation risk.
It is also expected that the robust portfolio will outperform the classical one if future returns are generated under the same process. This is simply because robustly estimated parameters will be closer to the true parameter values of the underlying generating process than their classical counterparts.
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Finally, it should be stressed that although we have here considered the multivariate normal stochastic process as generating the (majority of the) independently and identically distributed data, the same concepts of statistical robustness can be applied to more sophisticated models.
As normality is the exception rather than the rule in financial reality, the use of robust statistics in quantitative portfolio management opens the way to fruitful research.
Appendix B
Proof of Proposition 2
Starting from Eq. (11) and replacing the respective IFs with the expression of the IFs for the maximum likelihood estimator of µ and Σ (see Eq. (7) and Eq. (8) 
where A(y t ) = Σ −1 (y t − µ)(y t − µ) Σ The IF ofp * under ML estimation is clearly unbounded in y t , which means that the asymptotic bias of the estimated optimal portfolio weights can become arbitrarily large under model deviation.
