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Kapitel 1
Einleitung
Halbleiter-Nanostrukturen finden Anwendung in vielen Bereichen des allta¨glichen Lebens, sei es als
aktives Material in optoelektronischen Bauelementen fu¨r die Lichterzeugung, Photovoltaik, optische
Datenspeicherung und Informationsu¨bertragung per Glasfaser oder als zentraler Bestandteil von Tran-
sistoren in integrierten Schaltkreisen. Die technologische Entwicklung erfordert zuna¨chst ein Versta¨nd-
nis der grundlegenden Physik, die die Funktionsweise der jeweiligen Bauteile bestimmt, um die techni-
schen Mo¨glichkeiten und Grenzen verschiedener Materialien und der Manipulation ihrer elektronischen
Eigenschaften durch geschickte ra¨umliche Strukturierung auszuloten. Je weiter in diesem Zuge die Mi-
niaturisierung der Bauelemente voranschreitet, desto mehr gewinnt die mikroskopische Beschreibung
von Korrelationen zwischen den Ladungstra¨gern, also Elektronen und Lo¨chern, an Bedeutung, um
qualitative und quantitative Vorhersagen treffen zu ko¨nnen. In dieser Arbeit werden zwei verschiedene
Typen von Halbleiter-Nanostrukturen untersucht, die jeweils in den letzten Jahren Gegenstand zuneh-
mender Forschungsaktivita¨t waren, zum einen selbstorganisiert gewachsene InGaAs-Quantenpunkte
und zum anderen atomare Monolagen von U¨bergangsmetalldichalkogeniden am Beispiel von MoS2.
Bei der Arbeit handelt es sich um eine kumulative Dissertation, die auf den Publikationen I bis III in
der anha¨ngenden Publikationsliste basiert, die durch zusa¨tzliche Ausfu¨hrungen zu den theoretischen
Grundlagen der Publikationen erga¨nzt werden. Eine Darstellung des Eigenanteils des Autors an den
Publikationen findet sich ebenfalls im Anhang der Arbeit.
Das Interesse an Halbleiter-Quantenpunkten entstand im Zuge der jahrzehntelangen Entwicklung von
Halbleiterlasern 1, in der eine stetige Steigerung der Leistungsfa¨higkeit durch verbesserte aktive Ma-
terialien und optische Resonatoren erreicht wurde. Die Funktionsweise von Halbleiterlasern basiert
darauf, dass durch das Einbringen von Elektronen und Lo¨chern in das aktive Material eine Beset-
zungsinversion erzeugt wird, sodass zuna¨chst spontan emittierte Photonen, die aufgrund eines opti-
schen Resonators das aktive Material wiederholt durchlaufen, mittels stimulierter Emission ein starkes
koha¨rentes Lichtfeld erzeugen, welches aus dem Resonator ausgekoppelt werden kann. Fu¨r den Laser-
betrieb ist also ein bestimmter Schwellenstrom von Ladungstra¨gern notwendig, der zu hinreichendem
optischen Gewinn im aktiven Material fu¨hrt. Durch Einfu¨hrung von Heterostrukturen in den 60er
Jahren [1] und deren Weiterentwicklung als Doppelheterostrukturen konnte ein besserer Einschluss
der Ladungstra¨ger beziehungsweise des optischen Feldes im aktiven Material erzielt werden. Geht
man noch einen Schritt weiter und verwendet Doppelheterostrukturen, deren Dicke in Wachstums-
richtung im Bereich der De Broglie-Wellenla¨nge der Ladungstra¨ger liegt, sogenannte Quantenfilme [2],
so erzeugt man einen so starken quantenmechanischen Einschluss, dass die Ladungstra¨ger sich wie
ein zweidimensionales Plasma verhalten. Die entsprechende Modifikation der Zustandsdichte hat eine
derart effektive Nutzung der eingebrachten Ladungstra¨ger zur Folge, dass heutzutage Quantenfilme
das vorherrschende aktive Material in Halbleiterlasern darstellen [3]. Konsequenterweise wurde seit
den 80er Jahren eine weitere Modifikation der Zustandsdichte durch Erweiterung des quantenmecha-
nischen Einschlusses von einer auf drei Dimensionen in Form von Quantenpunkten verfolgt [4, 5] und
in den 90er Jahren wurde bereits die Verwendung von selbstorganisiert gewachsenen Quantenpunk-
ten als aktives Lasermaterial vermeldet [6]. Hierbei stellt (In)GaAs mit seiner direkten Bandlu¨cke
ein weit verbreitetes Materialsystem fu¨r Anwendungen im roten und nahen infraroten Spektralbe-
reich dar. Es wurde vorhergesagt, dass Quantenpunkte aufgrund ihres diskreten Energiespektrums
1engl. Abku¨rzung fu¨r light amplification by stimulated emission of radiation
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nicht nur eine geringere Schwellenstromdichte ermo¨glichen ko¨nnen als Quantenfilme [7], sondern auch
eine geringere Temperaturempfindlichkeit [8], verminderte Linewidth-Enhancement-Faktoren [9] und
eine vergro¨ßerte Modulationsbandbreite [10]. Es zeigt sich, dass eine detaillierte Analyse des opti-
schen Gewinnes in Quantenpunkten und damit von deren Effizienz als aktives Material eine mikro-
skopische Behandlung von Ladungstra¨gerkorrelationen erfordert, um anregungsabha¨ngig den Einfluss
von Dephasierung, Pauli-Blocking und Renormierungen zu beschreiben [11]. Hierdurch wurde festge-
stellt, dass trotz der intrinsischen U¨berlegenheit von Quantenpunkten gegenu¨ber Quantenfilmen Li-
mitierungen der Effizienz durch herstellungsbedingte Inhomogenita¨ten der Quantenpunkt-Ensembles
bestehen. Weiterhin wurde ausfu¨hrlich der Einfluss mikroskopischer Streuprozesse von Ladungstra¨-
gern durch Coulomb-Wechselwirkung auf die Einschaltdynamik von Quantenpunkt-Lasern [12, 13]
und auf das Antwortverhalten optischer Versta¨rker basierend auf Quantenpunkten [14, 15] diskutiert.
Die genannten Arbeiten beschra¨nken sich jedoch auf eine Beschreibung der Ladungstra¨gerstreuung
in Molekularfeldna¨herung, in der die Streuraten unter Ru¨ckgriff ausschließlich auf Einteilchenerwar-
tungswerte berechnet werden, was auf Boltzmann-artige kinetische Gleichungen fu¨hrt. In [16] wurde
hingegen auf die Bedeutung von Multiexzitonzusta¨nden, also Vielteilchenkonfigurationen, von Quan-
tenpunkten fu¨r die Dynamik optischer Versta¨rker hingewiesen. Das Konfigurationsbild ermo¨glicht die
Beru¨cksichtigung von Korrelationen zwischen den Quantenpunkt-Ladungstra¨gern, die u¨ber die Mo-
lekularfeldna¨herung hinausgehen, wa¨hrend Korrelationen der Quantenpunkt-Ladungstra¨ger mit La-
dungstra¨gern der Umgebung des Quantenpunktes weiterhin na¨herungsweise behandelt werden. Dies
wirft die interessante Frage auf, zu welchem Grad angesichts der naturgema¨ß geringen Anzahl von
Ladungstra¨gern in InGaAs-Quantenpunkt-Systemen eine Beschreibung der Ladungstra¨gerdynamik in
Molekularfeldna¨herung gerechtfertigt ist. In Publikation I wird der Einfluss von Korrelationen zwi-
schen Quantenpunkt-Ladungstra¨gern auf deren Coulomb-Streuprozesse untersucht, welche durch den
Kontakt mit der quasikontinuierlichen Zustandsdichte der Umgebung des Quantenpunktes ermo¨glicht
werden. Hierzu werden numerische Ergebnisse der Lo¨sung einer Boltzmann-Gleichung mit der bezu¨g-
lich der Quantenpunkt-Freiheitsgrade voll korrelierten Ladungstra¨gerdynamik verglichen, die durch
eine Von-Neumann-Lindblad-Gleichung bestimmt wird.
Das Konfigurationsbild gewinnt noch mehr an Bedeutung im Hinblick auf die zweite wichtige Ent-
wicklung, die seit einigen Jahren im Bereich der Quantenpunkt-Emitter stattfindet. Diese betrifft die
Untersuchung von Effekten der Kavita¨tsquantenelektrodynamik in Halbleitern [17–19], welche reali-
siert wird, indem zusa¨tzlich zu den Ladungstra¨gern auch das optische Feld mittels mikroskopischer
Kavita¨ten hoher spektraler Gu¨te dreidimensional eingeschlossen wird. So ist die ultimative Miniatu-
risierung des Halbleiteremitters mit wenigen oder sogar einem einzelnen Quantenpunkt als aktivem
Material in einer Mikrokavita¨t mo¨glich. In diesem Zusammenhang wurde die Realisierung und An-
wendung eines schwellenlosen Einzel-Quantenpunkt-Lasers diskutiert [20–23], ebenso wie das Regime
starker Licht-Materie-Wechselwirkung [24]. Einzel-Quantenpunkt-Emitter sollen außerdem als deter-
ministische Quellen einzelner und verschra¨nkter Photonen verwendet werden [25–31], was fu¨r die
Realisierung von Quantencomputern und zur abho¨rsicheren Quantenschlu¨sselu¨bertragung von Nutzen
ist. Fu¨r diese Anwendungen ist die quantenmechanische Natur des Lichts und dessen Korrelation mit
den elektronischen Freiheitsgraden des Systems von besonderer Bedeutung, sodass eine theoretische
Beschreibung des Emitters in einer Vielteilchen-(Konfigurations-)Basis essentiell wird. Da außerdem
Streuprozesse von Ladungstra¨gern und die damit verbundene Dephasierung das Verhalten des Einzel-
Quantenpunkt-Emitters in Abha¨ngigkeit von den Umgebungsparametern signifikant beeinflussen, ist
eine Betrachtung der Ladungstra¨gerdynamik im Konfigurationsbild erforderlich.
Zusa¨tzlich zu der bisher angesprochenen Ladungstra¨gerstreuung durch Coulomb-Wechselwirkung der
Ladungstra¨ger untereinander muss zudem in selbstorganisierten Quantenpunkten die Wechselwirkung
mit longitudinal-optischen (LO-)Phononen beru¨cksichtigt werden. Wegen der diskreten Zustandsdichte
der Quantenpunkte und der praktisch konstanten LO-Phonon-Dispersion erfordert dies die nichtsto¨-
rungstheoretische Beschreibung der Ladungstra¨ger in Wechselwirkung mit den Phononen als Polaro-
nen [32–34]. Es ist außerdem zu beachten, dass sich Quasiteilchen-Renormierungen selbstkonsistent
durch das Zusammenwirken von Elektron-Phonon- und Coulomb-Wechselwirkung der Ladungstra¨ger
ergeben, sodass die entsprechenden Ladungstra¨gerstreuraten nichtlinear zusammenwirken [35]. Die
Auswirkungen von Quasiteilchen-Renormierungen auf die kinetischen Eigenschaften der Ladungstra¨-
ger werden u¨blicherweise mithilfe von Green’schen Funktionen im Nichtgleichgewicht untersucht [36],
welche wiederum auf eine Darstellung des Systems im Einteilchenbild zuru¨ckgreifen. Wie oben dar-
gelegt, kann es allerdings fu¨r eine realistische Beschreibung von Quantenpunkt-Emittern erforderlich
3sein, neben selbstkonsistenten Quasiteilchen-Renormierungen auch Korrelationen jenseits einer Ein-
teilchendarstellung zu beru¨cksichtigen. Der na¨chste Schritt in der Theorieentwicklung besteht also in
der Kombination des Konfigurationsbildes von Quantenpunkten mit der Methode Green’scher Funk-
tionen im Nichtgleichgewicht. Dies erfolgt in Publikation II, wo zudem in Zusammenarbeit mit der AG
Bayer an der TU Dortmund und der AG Wieck an der Ruhr-Universita¨t Bochum experimentelle Er-
gebnisse zur Ladungstra¨gerdynamik in InGaAs-Quantenpunkten in Abha¨ngigkeit von Temperatur und
angeregter Ladungstra¨gerdichte mit theoretischen Ergebnissen unter Beru¨cksichtigung von Elektron-
Phonon- und Coulomb-Wechselwirkung im Einteilchen- und Konfigurationsbild verglichen werden.
Bei den zweidimensionalen U¨bergangsmetalldichalkogeniden (TMDCs)2 handelt es sich um ein etwas
ju¨ngeres Forschungsgebiet, obwohl die Eigenschaften von TMDCs in unterschiedlicher Form seit meh-
reren Jahrzehnten untersucht werden [37–39]. MoS2 wurde hierbei aufgrund seiner hohen natu¨rlichen
Verfu¨gbarkeit in Form von Molybda¨nit besondere Aufmerksamkeit zuteil, wobei sich die Forschungs-
aktivita¨ten auf verschiedene Anwendungsgebiete wie Trockenschmierung [40–42], Katalyse [43–45] und
Batterien [46, 47] erstrecken. Ein starkes Interesse an zweidimensionalen Materialien im Allgemeinen
und an zweidimensionalen TMDCs im Speziellen entstand in den letzten Jahren im Zuge der massiven
Forschung an Graphen, der zweidimensionalen Form von Graphit, das zeitweise als Nachfolger von Si-
lizium in der Elektronik gehandelt wurde [48]. Es besitzt bemerkenswerte elektronische Eigenschaften,
wie eine lineare Bandstruktur an den Symmetriepunkten K und K′, durch die sich niederenergetische
Elektronen in Graphen als masselose Dirac-Fermionen beschreiben lassen [49, 50], und eine extrem
hohe Ladungstra¨germobilita¨t sowohl bei tiefen Temperaturen [51] als auch bei Raumtemperatur un-
ter Einschluss des Materials in Schichten aus Bornitrid (BN) [52]. Da reines Graphen jedoch keine
Bandlu¨cke besitzt, ist es beispielsweise zur Konstruktion von Feldeffekttransistoren nicht gut geeig-
net, so dass hierzu unter Erho¨hung der Komplexita¨t des Systems ku¨nstlich eine Bandlu¨cke erzeugt
werden muss [53–55]. Fu¨r verschiedene reine zweidimensionale TMDCs wurden hingegen schon fru¨h
Bandlu¨cken im eV-Bereich vorhergesagt [37, 38] und spa¨ter experimentell besta¨tigt [56], was eine Per-
spektive auf entsprechende Anwendungen im Bereich der Optoelektronik ero¨ffnete. Tatsa¨chlich wurde
in 2011 von Transistoren basierend auf zweidimensionalem MoS2 mit hervorragenden Eigenschaften
berichtet, die auch auf die Bandlu¨cke zuru¨ckzufu¨hren sind [57]. Die gestiegene Anzahl vielverspre-
chender Experimente an zweidimensionalen TMDCs kann durchaus als Folge der Verbesserung der
experimentellen Techniken aufgrund der Erfahrungen mit Graphen betrachtet werden. Auch in zwei-
dimensionaler Form ist MoS2 das am meisten untersuchte Material, obwohl WS2, WSe2 und MoSe2
a¨hnliche Eigenschaften aufweisen. Eine interessante Eigenschaft einiger TMDCs ist der U¨bergang von
einer indirekten zu einer direkten Bandlu¨cke bei Reduktion der Anzahl der atomaren Monolagen, die
mit einer deutlichen Zunahme der Photolumineszenz einhergeht [56].
Die meisten TMDCs geho¨ren zudem zur Klasse der Van-der-Waals-Kristalle. Wa¨hrend starke kovalen-
te Bindungen eine hohe Stabilita¨t innerhalb atomarer Kristallschichten erzeugen, werden benachbarte
Schichten nur durch schwache Van-der-Waals-Kra¨fte zusammengehalten. Dies ermo¨glicht die relativ
einfache Herstellung zweidimensionaler TMDCs durch mikromechanische Abspaltung von den jeweili-
gen Volumenkristallen per Klebeband [56–59]. Die Methode liefert jedoch keine systematische Kontrol-
le u¨ber die Gro¨ße der Proben. Die Abspaltung durch Interkalation von Ionen [60–62] und das Wachs-
tum durch chemische Gasphasenabscheidung [63–65] bieten kontrollierbarere Alternativen. Dennoch
steht die fu¨r Anwendungen erforderliche Herstellung hochqualitativer Kristalle in Wafergro¨ße bisher
noch aus [66]. Neben der Realisierung reiner zweidimensionaler TMDC-Kristalle gibt es eine starke
Aktivita¨t bei der Erforschung von Heterostrukturen aus Van-der-Waals-Materialien, zu welchen auch
Graphen und hexagonales Bornitrid (hBN) als prominente Vertreter geho¨ren [67]. Durch die Mo¨glich-
keit der Kombination mit anderen Van-der-Waals-Materialien ergeben sich viele Anwendungsbereiche
fu¨r Monolagen-MoS2. Abgesehen von den bereits erwa¨hnten MoS2-Feldeffekttransistoren wurden be-
reits neuartige Transistorarchitekturen basierend auf Heterostrukturen aus Graphen und MoS2 oder
hBN realisiert [68] und wegen der hohen mechanischen Belastbarkeit von MoS2 [69] sind Anwendungen
im Bereich der flexiblen Elektronik denkbar [70, 71]. Auch flexible optoelektronische Bauteile fu¨r neu-
artige Photovoltaikanlagen [72–74] und Photodetektoren [75] werden diskutiert und Monolagen-MoS2
ist aufgrund seiner direkten Bandlu¨cke ein idealer Kandidat als aktives Material fu¨r die Lichtemission.
Allerdings liegt der Quantenertrag bisheriger Photolumineszenzexperimente nur in der Gro¨ßenord-
nung von 10−3 [56], wa¨hrend in anderen Halbleitersystemen, wie etwa Nanokristalliten aus II-VI-
2von engl. transition metal dichalcogenides
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Halbleiterverbindungen, Ertra¨ge von 50% und mehr mo¨glich sind [76–78]. Es sind also ausfu¨hrliche
theoretische Studien erforderlich, um das Emissionsverhalten von Monolagen-MoS2 zu verstehen und
mo¨gliche Limitierungen zu identifizieren. Wie bisherige Studien zeigen, weist Monolagen-MoS2 eine re-
lativ zur Bandlu¨cke große Exziton-Bindungsenergie in der Gro¨ßenordnung von 1 eV auf [79–82], die auf
die schwache Abschirmung der Coulomb-Wechselwirkung in der zweidimensionalen Schicht zuru¨ckzu-
fu¨hren ist [83–85]. Dies la¨sst darauf schließen, dass Korrelationen zwischen Ladungstra¨gern, die durch
Coulomb-Wechselwirkung erzeugt werden, eine wichtige Rolle in diesem Material spielen. Generell
steht die theoretische Untersuchung von Vielteilcheneffekten in Monolagen-MoS2 erst am Anfang, da
bisher lediglich die elektronischen und optischen Eigenschaften im Grundzustand untersucht wurden
[80–82]. Ein wichtiger Schritt besteht darin, diese Untersuchungen auf angeregte Zusta¨nde auszuwei-
ten und den Einfluss von Korrelationen durch angeregte Ladungstra¨ger auf die elektronischen und
optischen Eigenschaften zu analysieren. Dies ist auch im Hinblick auf Anwendungen von Bedeutung,
fu¨r die in der Regel angeregte Ladungstra¨ger eine zentrale Rolle spielen, und wurde in Publikation III
demonstriert. Hierzu wurden fu¨r verschiedene angeregte Ladungstra¨gerdichten in Monolagen-MoS2 die
Halbleiter-Bloch-Gleichungen unter Ru¨ckgriff auf ab-initio berechnete Bandstrukturen und Coulomb-
Matrixelemente gelo¨st, welche von der AG Wehling an der Universita¨t Bremen bereitgestellt wurden.
Gliederung der Arbeit
Nach dieser Einleitung werden in Kapitel 2 Methoden zur Beschreibung von Vielteilchenwechselwir-
kungen in Halbleiter-Nanostrukturen auf der Grundlage von Schwinger-Keldysh-Green’schen Funk-
tionen eingefu¨hrt, mithilfe derer viele der in den Publikationen pra¨sentierten Ergebnisse erhalten
wurden, wa¨hrend die folgenden Kapitel den Ergebnissen in den beiden oben beschriebenen Arbeits-
gebieten gewidmet sind. In Kapitel 3 werden zuna¨chst die Einteilcheneigenschaften der betrachteten
InGaAs-Quantenpunkte und ihrer Umgebung und darauf basierend die relevanten Vielteilchenwech-
selwirkungen erla¨utert. Zudem wird die Beschreibung der Ladungstra¨gerdynamik in Quantenpunk-
ten im Konfigurationsbild sowie dessen Kombination mit Quasiteilchen-Renormierungen im Forma-
lismus Green’scher Funktionen ausfu¨hrlich dargestellt. Das Kapitel schließt mit den Publikationen
I und II. In Kapitel 4 werden die zur Berechnung der elektronischen Grundzustandseigenschaften
von Monolagen-MoS2 verwendeten Ab-initio- Methoden sowie deren Verknu¨pfung mit den Halbleiter-
Bloch-Gleichungen mittels eines Tight-Binding-Hamiltonoperators erla¨utert. Publikation III und das
dazugeho¨rige erga¨nzende Material befinden sich am Ende des Kapitels. In Kapitel 5 werden die Er-
gebnisse aus den Publikationen noch einmal zusammengefasst und ein Ausblick auf weitere daran
anknu¨pfende Arbeiten gegeben. Der Anhang entha¨lt schließlich Herleitungen und Informationen zu
verwendeten numerischen Methoden, die zu umfassend fu¨r die einleitenden Kapitel sind.
Kapitel 2
Vielteilchentheorie fu¨r
Halbleiter-Nanostrukturen
In diesem Kapitel werden Methoden zur Beschreibung von Vielteilchenwechselwirkungen eingefu¨hrt,
welche vielen der in der vorliegenden Arbeit pra¨sentierten Ergebnissen zugrunde liegen. Es sollen hier
die wesentlichen Gro¨ßen definiert sowie die fundamentalen Gleichungen angegeben werden, welche in
spa¨teren Kapiteln in der jeweils beno¨tigten Form zur Anwendung kommen. Weiterhin werden die fu¨r
diese Arbeit relevanten Wechselwirkungsmechanismen in Halbleiter-Nanostrukturen dargestellt. Fu¨r
eine ausfu¨hrliche Herleitung und Begru¨ndung des Formalismus’ muss auf die umfangreiche Literatur
verwiesen werden [36, 86–93].
2.1 Green’sche Funktionen auf der Keldysh-Kontur
Zur Beschreibung von wechselwirkenden Vielteilchensystemen im Nichtgleichgewicht wird die Schwin-
ger-Keldysh-Green’sche Funktion (im Folgenden nur als Green’sche Funktion bezeichnet) eingefu¨hrt
als
G(1, 1′) = − i

〈
ψ(1)ψ†(1′)
〉
C , (2.1)
wobei 〈·〉C den zeitgeordneten Erwartungswert auf der Keldysh-Kontur bezeichnet und der Index 1
den Ort r1, die reelle Zeit t1, den Zweig auf der Keldysh-Kontur (±) sowie den Spin s1 zusammenfasst,
die das entsprechende Teilchen definieren. Ziel ist die Berechnung der Zeitentwicklung der Green’schen
Funktion aus einem bekannten Anfangszustand des betrachteten Systems zur Zeit t0, um daraus Zugriff
auf die Einteilchendichtematrix im Nichtgleichgewicht zu erhalten. Hierzu kann mittels Funktionala-
bleitungstechnik oder diagrammatischer Methoden die Dyson-Gleichung als Bewegungsgleichung der
Green’schen Funktion hergeleitet werden. Die Funktionalableitungstechnik erfordert dabei die Einfu¨h-
rung einer a¨ußeren Sto¨rung, welche das System aus dem Gleichgewicht bringt. Die Dyson-Gleichung
lautet in integraler Form
G(1, 2) = G0(1, 2) +
∫
d3
∫
d4G0(1, 3)Σ(3, 4)G(4, 2), (2.2)
wobei G0(1, 2) die Green’sche Funktion eines freien Teilchens bezeichnet und die Integration alle im
kombinierten Index enthaltenen Variablen umfasst. Prinzipiell sind sa¨mtliche Wechselwirkungen in der
Selbstenergie Σ(1, 2) enthalten, die praktische Anwendung der Dyson-Gleichung erfordert es jedoch in
der Regel, eine geeignete Na¨herung fu¨r die Selbstenergie zu verwenden. Aufgrund der selbstkonsisten-
ten Struktur der Dyson-Gleichung werden dann alle in der Selbstenergie enthaltenen fundamentalen
Wechselwirkungsprozesse in beliebiger Ordnung beru¨cksichtigt. Im Allgemeinen la¨sst sich die Selbst-
energie ausdru¨cken als
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Σ(1, 2) =
∫
d3
∫
d4G(1, 3)W (4, 1)Γ(3, 2, 4). (2.3)
Fu¨r die hier eingefu¨hrte abgeschirmteWechselwirkungW (1, 2) la¨sst sich ebenfalls eine Dyson-Gleichung
aufstellen,
W (1, 2) = V (1, 2) +
∫
d3
∫
d4V (1, 3)P (3, 4)W (4, 2). (2.4)
V (1, 2) ist die freie Wechselwirkung und die Polarisationsfunktion P (1, 2) u¨bernimmt die Rolle der
Selbstenergie fu¨r die Wechselwirkung bzw. das Plasmon mit der entsprechenden Gleichung
P (1, 2) = −
∫
d3
∫
d4G(1, 3)G(4, 1)Γ(3, 4, 2). (2.5)
Sowohl die Selbstenergie als auch die Polarisationsfunktion werden durch die sogenannte Vertexfunk-
tion bestimmt, die definiert ist als
Γ(1, 2, 3) = −ieδG
−1(1, 2)
δ 〈Φ(3)〉C
. (2.6)
Hierbei ist e die Elementarladung und Φ(3) das Gesamtpotential, das sich aus dem a¨ußeren Sto¨rpoten-
tial und dem dadurch induzierten Potential im System zusammensetzt. Die Gleichungen (2.2)-(2.6)
bilden das fundamentale Gleichungssystem zur Beschreibung des wechselwirkenden Vielteilchensys-
tems. Im Grenzfall von Systemen im Grundzustand, also im Gleichgewicht bei Temperatur T = 0,
kann das Theorem von Gell-Mann und Low benutzt werden, um die Keldysh-Kontur auf die re-
elle Zeitachse zu reduzieren. Es ergibt sich dann ein analoges Gleichungssystem fu¨r zeitgeordnete
Green’sche Funktionen, die nur fu¨r reelle Zeiten definiert sind.
2.1.1 Kadanoff-Baym-Gleichungen
Zur Anwendung des fundamentalen Gleichungssystems auf konkrete physikalische Probleme muss zu-
na¨chst der U¨bergang von Green’schen Funktionen auf der Keldysh-Kontur zu reellzeitigen Green’schen
Funktionen vollzogen werden. Hierzu wird die inverse freie Green’sche Funktion G−10 (1, 2) eingefu¨hrt,
fu¨r die gilt
∫
d3G−10 (1, 3)G0(3, 2) = δ(1, 2) (2.7)
und die dem Differentialoperator des wechselwirkungsfreien Systems entspricht. Mit ihrer Hilfe kann
die Dyson-Gleichung (2.2) in eine Integro-Differentialgleichung umgeformt und dann fu¨r alle Kombi-
nationen von Konturzweigindizes in G(1, 2) ausgewertet werden, sodass vier Gleichungen fu¨r vier reell-
zeitige Green’sche Funktionen entstehen. Dies sind die zeitgeordnete und antizeitgeordnete Green’sche
Funktion
G(1, 2) = G(1+, 2+) bzw. G˜(1, 2) = G(1−, 2−) (2.8)
sowie die Propagatoren
G<(1, 2) = G(1+, 2−) und G>(1, 2) = G(1−, 2+). (2.9)
Da nur jeweils zwei dieser Funktionen unabha¨ngig voneinander sind, genu¨gt es, Differentialgleichungen
fu¨r zwei verschiedene Green’sche Funktionen zu formulieren. Wir entscheiden uns fu¨r G<(1, 2), welches
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direkt mit der Einteilchendichtematrix zusammenha¨ngt und kinetische Eigenschaften des Systems
beschreibt, und die retardierte Funktion
Gr(1, 2) = θ(t1 − t2)
[
G>(1, 2)−G<(1, 2)] , (2.10)
welche Informationen u¨ber spektrale Eigenschaften des Systems liefert. Aus der Dyson-Gleichung
erha¨lt man, wie oben beschrieben, die Gleichungen
∫
d3
[
G−10 (1, 3)− Σr(1, 3)
]
Gr(3, 2) = δ(1, 2),∫
d3
{[
G−10 (1, 3)− Σr(1, 3)
]
G<(3, 2)− Σ<(1, 3)Ga(3, 2)} = 0, (2.11)
sowie zwei analoge Gleichungen, die Ableitungen nach der zweiten Zeitvariable enthalten. Zusam-
men werden sie als Kadanoff-Baym-Gleichungen bezeichnet. Die Gleichungen sollen jedoch nicht in
Ortsdarstellung gelo¨st werden, sondern in der Eigenbasis des jeweils betrachteten Systems ohne Wech-
selwirkung, dessen Eigenenergien und -zusta¨nde als bekannt vorausgesetzt und in spa¨teren Kapiteln
spezifiziert werden. Da die Gleichungen fu¨r beliebige Nanostrukturen anwendbar sein sollen, ko¨nnen
wir keine Translationsinvarianz voraussetzen. Unter Verwendung der Entwicklung
G(1, 2) =
∑
ν1ν2
Φν1(r1)Gν1ν2(t1, t2)Φ
∗
ν2(r2) (2.12)
und durch geeignete Linearkombination der Kadanoff-Baym-Gleichungen ergeben sich die folgenden
Gleichungen:
i
(
∂
∂t1
+
∂
∂t2
)
− (εν1 − εν2)
]
G<ν1ν2(t1, t2)
=
∫ ∞
t0
dt3
∑
ν3
{
Σrν1ν3(t1, t3)G
<
ν3ν2(t3, t2) + Σ
<
ν1ν3(t1, t3)G
a
ν3ν2(t3, t2)
−G<ν1ν3(t1, t3)Σaν3ν2(t3, t2)−Grν1ν3(t1, t3)Σ<ν3ν2(t3, t2)
}
,
i
(
∂
∂t1
− ∂
∂t2
)
− 2εν1
]
Grν1ν2(t1, t2)
= 2δ(t1 − t2) +
∫ ∞
t0
dt3
∑
ν3
{
Σrν1ν3(t1, t3)G
r
ν3,ν2(t3, t2) +G
r
ν1ν3(t1, t3)Σ
r
ν3ν2(t3, t2)
}
,
(2.13)
wobei der Zustandsindex ν nun auch den Spin entha¨lt. Diese Gleichungen beschreiben die gekoppelten
kinetischen und spektralen Eigenschaften des betrachteten Systems mittels zweizeitiger Green’scher
Funktionen. Sie enthalten insbesondere Geda¨chtniseffekte sowie Informationen u¨ber den Aufbau von
Vielteilchenrenormierungen und Abschirmung [94]. Die Lo¨sung des vollsta¨ndigen zweizeitigen Pro-
blems ist prinzipiell auch dann notwendig, wenn man nur an der Einteilchendichtematrix interessiert
ist, welche durch die Propagatoren auf der Zeitdiagonalen gegeben ist, da diese an zeitlich nichtdiago-
nale Propagatoren koppeln. Dies stellt eine numerisch extrem anspruchsvolle Aufgabe dar und ist nur
auf kurzen Zeitskalen durchfu¨hrbar, weshalb an dieser Stelle auf Na¨herungen zuru¨ckgegriffen wird, die
im na¨chsten Abschnitt erla¨utert werden. Berechnungen zweizeitiger Kinetik wurden beispielsweise in
[95] und [96] durchgefu¨hrt. Es sei noch erwa¨hnt, dass die hier dargestellte Methode zur Berechnung
Green’schen Funktionen voraussetzt, dass der Anfangszustand des Systems unkorreliert ist, also einer
Wick-Zerlegung genu¨gt. Ist dies nicht der Fall, weil die Entwicklung des Systems bei endlichen Zeiten
t0 beginnt, so kann ein korrelierter Anfangszustand etwa durch eine imagina¨re Zeitentwicklung aus
einem unkorrelierten Zustand pra¨pariert werden. Da wir in dieser Arbeit ausschließlich Halbleitersys-
teme betrachten, ist jedoch die Annahme gerechtfertigt, dass bei nicht zu hohen Temperaturen und
im Elektron-Loch-Bild als Anfangszustand ein vollkommen leeres, also unkorreliertes System vorliegt.
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2.1.2 Na¨herungen der Kadanoff-Baym-Gleichungen
Um die Lo¨sung der Kadanoff-Baym-Gleichungen auf ein einzeitiges Problem zu reduzieren, werden
zuna¨chst die zeitlich nichtdiagonalen Propagatoren na¨herungsweise durch zeitlich diagonale Propaga-
toren ausgedru¨ckt. Dieser sogenannte verallgemeinerte Kadanoff-Baym-Ansatz (GKBA)1 ist exakt im
Grenzfall verschwindender Wechselwirkung und daher fu¨r nicht zu starke Wechselwirkung zu rechtfer-
tigen [97–101]. Der GKBA ist nicht eindeutig, sondern kann Geda¨chtniseffekte zu unterschiedlichem
Grad enthalten [36]. Da wir im Weiteren auf die Beru¨cksichtigung von Geda¨chtniseffekten verzichten
werden, wa¨hlen wir den minimal retadierten GKBA
G≶(t1, t2) = −i
[
Ga(t1, t2)G
≶(t2, t2)−G≶(t1, t1)Gr(t1, t2)
]
. (2.14)
Dieser entspricht einer Markov-Na¨herung, bei der unter der Annahme nicht zu schnell vera¨nderlicher
Erwartungswerte Propagatoren zu fru¨heren Zeiten durch solche zu aktuellen Zeiten ersetzt werden.
Fu¨r die retardierten Green’schen Funktionen Gr(t1, t2) gibt es kein Analogon zum GKBA, sodass
hier zuna¨chst weiterhin zweizeitige Gro¨ßen zu berechnen sind. Wir machen jedoch die Annahme, dass
die spektralen Eigenschaften des Systems hinreichend gut durch Spektralfunktionen wiedergegeben
werden, die durch Vielteilchenwechselwirkungen im Gleichgewicht gegeben sind. Es werden somit
lediglich einzeitige retardierte Green’sche Funktionen beno¨tigt, die von der Relativzeit τ = t1 − t2
abha¨ngen und aus denen Spektralfunktionen gewonnen werden ko¨nnen gema¨ß
Gˆν(ω) = − 1
π
Im {Grν(ω)} . (2.15)
Diese beschreiben das System im Quasiteilchen-Bild, in dem Zusta¨nden keine scharfe Energie, son-
dern mehr oder weniger breite und strukturierte Energieverteilungen zugeordnet werden, welche durch
die selbstkonsistent beru¨cksichtigte Vielteilchenwechselwirkung der Elektronen untereinander und mit
Gitterschwingungen erzeugt werden. Wie sich in Gleichung (2.14) andeutet, wird im Rahmen des
GKBA den (im Allgemeinen zeitabha¨ngigen) Quasiteilchen jeweils eine einzelne Besetzungsfunktion
zugeordnet. Dies kann anschaulich bei zu starker Wechselwirkung und dementsprechend zu großer
spektraler Breite des Zustandes zu unphysikalischen Ergebnissen fu¨hren. Der kinetische und der spek-
trale Teil des Problems sind mit dem obigen Ansatz insoweit entkoppelt, dass zu einer gegebenen
Selbstenergie zuerst die spektralen Eigenschaften des Systems im Gleichgewicht berechnet, und diese
zur Lo¨sung des kinetischen Problems weiterverwendet werden ko¨nnen. Wir teilen den Index ν in einen
Bandindex λ und einen Zustandsindex α (inklusive Spin) auf, sodass zwischen Inter- und Intraband-
u¨berga¨ngen unterschieden werden kann, und ersetzen die Propagatoren gema¨ß ihrer Definition durch
Besetzungsfunktionen und Polarisationen,
iG<,λλα (t, t) = −fλα(t),
iG>,λλα (t, t) = 1− fλα(t),
iG≷,λ1λ2α (t, t) = −ψλ2λ1α (t) mit λ1 = λ2.
(2.16)
Wir fu¨hren hier außerdem eine Licht-Materie-Wechselwirkung in Form eines semiklassischen Dipol-
Hamiltonoperators ein, der einer klassischen Behandlung des Lichtfeldes entspricht,
Hdip,λ1λ2α (t) = [d ·E(t)]λ1λ2α . (2.17)
Mit diesem Operator ko¨nnen optische Anregungen des Halbleitersystems beschrieben werden, indem
er an dessen mikroskopischen Polarisationen koppelt. Da es sich hierbei um einen Einteilchenhamilton-
operator handelt, kann er in die freie inverse Green’sche Funktion miteinbezogen werden. Weiterhin
kann die retardierte Selbstenergie in einen singula¨ren und einen Streubeitrag zerlegt werden gema¨ß
Σr(1, 2) = Σδ(1, 1)δ(t1 − t2) + θ(t1 − t2)
[
Σ>(1, 2)− Σ<(1, 2)] . (2.18)
1engl. Abku¨rzung fu¨r generalized Kadanoff-Baym ansatz
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Zuletzt nehmen wir an, dass der Einfluss im Zustand nichtdiagonaler Propagatoren sowie in Band
oder Zustand nichtdiagonaler retardierter Green’scher Funktionen vernachla¨ssigt werden kann. Dann
lauten die Bewegungsgleichungen fu¨r die Einteilchendichtematrix und die retardierten Green’schen
Funktionen
i
∂
∂t
fλ1α (t) +
∑
λ2 =λ1
[ [
[d ·E(t)]λ1λ2α − Σδ,λ1λ2α (t)
]
ψλ1λ2α (t)
−ψλ2λ1α (t)
[
[d ·E(t)]λ2λ1α − Σδ,λ2λ1α (t)
] ]
= −iSλ1λ1α (t),[
i
∂
∂t
− (ελ2α +Σδ,λ2α (t)− ελ1α − Σδ,λ1α (t))
]
ψλ1λ2α (t)
+
[
[d ·E(t)]λ2λ1α − Σδ,λ2λ1α (t)
]
(fλ1α (t)− fλ2α (t))
+
∑
λ3 =λ1,λ2
[ [
[d ·E(t)]λ2λ3α − Σδ,λ2λ3α (t)
]
ψλ1λ3α (t)
−ψλ3λ2α (t)
[
[d ·E(t)]λ3λ1α − Σδ,λ3λ1α (t)
] ]
= −iSλ1λ2α (t),[
i
∂
∂t
− ελα − Σδ,λα (t) Gr,λα (t) = δ(t) +
∫ t
0
dt′
[
Σ>,λα (t− t′)− Σ<,λα (t− t′)
]
Gr,λα (t
′).
(2.19)
Fu¨r die Streubeitra¨ge in den kinetischen Gleichungen gilt
Sλ1λ2α (t) = −i
∫ t
t0
dt′
∑
λ3
(
Σ>,λ2λ3α (t, t
′)G<,λ3λ1α (t, t)G
a,λ1
α (t
′ − t)
−Σ<,λ2λ3α (t, t′)G>,λ3λ1α (t, t)Ga,λ1α (t′ − t)
−Gr,λ2α (t− t′)G<,λ2λ3α (t, t)Σ>,λ3λ1α (t′, t)
+Gr,λ2α (t− t′)G>,λ2λ3α (t, t)Σ<,λ3λ1α (t′, t)
)
.
(2.20)
Zur Erhaltung einer kompakteren Schreibweise wurden hier die Propagatoren nicht durch die jeweiligen
Eintra¨ge der Einteilchendichtematrix ersetzt. Wie man in den Gleichungen (2.19) sieht, ko¨nnen die
freien Einteilchenenergien des Systems mit den singula¨ren Beitra¨gen der retardierten Selbstenergie zu
renormierten Einteilchenenergien zusammengefasst werden,
ε˜λα(t) = ε
λ
α +Σ
δ,λ
α (t). (2.21)
Analog la¨sst sich eine verallgemeinerte Rabi-Frequenz definieren als
Ωλ1λ2α (t) =
1

[
[d ·E(t)]λ2λ1α − Σδ,λ2λ1α (t)
]
. (2.22)
Die oben hergeleiteten Bewegungsgleichungen ko¨nnen zur Beschreibung aller im weiteren Verlauf der
Arbeit diskutierten Halbleiter-Nanostrukturen angewendet werden. Dazu werden die jeweils betrachte-
ten Wechselwirkungsmechanismen durch Einfu¨hrung geeigneter Selbstenergien beru¨cksichtigt, welche
in den folgenden Abschnitten zusammengestellt sind. Weiterhin ist die Lo¨sung der Polarisationsglei-
chung (2.5) erforderlich, um mittels Gleichung (2.4) einen Ausdruck fu¨r die durch das Elektron-Loch-
Plasma abgeschirmte Wechselwirkung zu erhalten. Dieser Punkt wird in Abschnitt 2.4 diskutiert. An
dieser Stelle soll kurz das Elektron-Loch-Bild definiert werden, in dem wir die Bewegungsgleichungen
letztlich formulieren wollen. Es ermo¨glicht die Beschreibung des unangeregten Halbleiters als leeres
System, in dem sa¨mtliche Einflu¨sse der vollen Valenzba¨nder bereits in den Einteilcheneigenschaften
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enthalten sind, und das beispielsweise durch optische Anregungen mit Elektronen und Lo¨chern besetzt
werden kann. Hierzu werden die Einteilchenenergien der Valenzelektronen (Bandindex v) im Vorzei-
chen umgekehrt, um Lochenergien zu erhalten, und Besetzungen durch Valenzelektronen werden als
Nicht-Besetzungen durch Lo¨cher beschrieben, wa¨hrend die Leitungselektronen (c) unbeeinflusst blei-
ben,
εvα = −εhα,
εcα = ε
e
α,
fvα = 1− fhα ,
f cα = f
e
α.
(2.23)
2.2 Coulomb-Wechselwirkung
Die Coulomb-Wechselwirkung zwischen Ladungstra¨gern wird durch den Hamiltonoperator
HCoul =
1
2
∑
ν1ν2ν3ν4
Vν1ν2ν3ν4a
†
ν1a
†
ν2aν3aν4 (2.24)
mit den Coulomb-Matrixelementen
Vν1ν2ν3ν4 =
∫
d3r
∫
d3r′Φ∗ν1(r)Φ
∗
ν2(r
′)V (r − r′)Φν3(r′)Φν4(r) (2.25)
und
V (r − r′) = e
2
4πε0|r − r′| (2.26)
beschrieben. Die unabgeschirmte Coulomb-Wechselwirkung ist instantan und entha¨lt entsprechend im
Wechselwirkungsbild implizit ein Dirac-Delta δ(t − t′). Da außerdem kein Umklappen von Ladungs-
tra¨gerspins durch Coulomb-Wechselwirkung mo¨glich ist, besitzen jeweils die Zusta¨nde ν1 und ν4 sowie
ν2 und ν3 in Gleichung (2.25) gleiche Spins, was wir im Folgenden nicht explizit anschreiben. Je nach-
dem, welche Annahmen bei der Modellierung der Einteilcheneigenschaften der jeweiligen Halbleiter-
Nanostrukturen gemacht werden, werden nur bestimmte Typen von Matrixelementen beru¨cksichtigt,
etwa bezu¨glich der auftretenden Kombinationen von Bandindizes. Zudem kann die Auswertung der
Coulomb-Matrixelemente zum Teil analytisch erfolgen. Ein weiterer Aspekt, der je nach betrachtetem
System spezifiziert werden muss, ist die Hintergrundabschirmung der Coulomb-Wechselwirkung durch
im unangeregten Zustand gefu¨llte Valenz- und leere Leitungsba¨nder des Halbleiters. Die entsprechen-
den Beitra¨ge zur Abschirmung werden analog zur Einteilchenbandstruktur als gegeben betrachtet
und sollen nicht Teil der Dynamik sein, die durch Lo¨sung der Kadanoff-Baym-Gleichungen berechnet
wird. Somit muss die Hintergrundabschirmung mithilfe eines geeigneten Modells u¨ber eine dielek-
trische Funktion in die “unabgeschirmten”, also nicht durch Elektron-Loch-Plasma abgeschirmten,
Coulomb-Matrixelemente Vν1ν2ν3ν4 , einbezogen werden. Solange es sich hierbei um eine instantane di-
elektrische Funktion handelt, kann die durch den Ladungshintergrund abgeschirmte Wechselwirkung
formal analog zur komplett unabgeschirmten Wechselwirkung (2.26) behandelt werden, sodass alle
bisherigen U¨berlegungen ihre Gu¨ltigkeit behalten. Die weiterfu¨hrenden U¨berlegungen zu Coulomb-
Matrixelementen werden in den jeweiligen Kapiteln u¨ber die spezifischen Halbleiter-Nanostrukturen
dargestellt, wa¨hrend wir hier die Selbstenergien in mo¨glichst allgemeiner Form angeben.
2.2.1 Hartree-Fock-Selbstenergie
Der singula¨re Anteil der Coulomb-Selbstenergie im Sinne von Gleichung (2.18), der dementsprechend
nicht zur Ladungstra¨gerstreuung beitra¨gt, sondern nur die Einteilcheneigenschaften des Systems re-
normiert, ist gegeben durch die Hartree-Fock-Selbstenergie. Sie lautet auf der Keldysh-Kontur
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ΣHF(1, 2) =ΣF(1, 2) + ΣH(1, 2)
=iG(1, 2)V (2, 1)
−i
∫
d3δ(1, 2)G(3, 3+)V (1, 3),
(2.27)
woraus fu¨r die retardierte Selbstenergie in der Einteilchenbasis folgt:
ΣHFν1ν2(t1, t2) =iδ(t1 − t2)
∑
ν3ν4
G<ν3ν4(t1, t1)Vν1ν4ν2ν3
−iδ(t1 − t2)
∑
ν3ν4
G<ν3ν4(t1, t1)Vν1ν4ν3ν2 .
(2.28)
La¨sst man nur Green’sche Funktionen diagonal im Zustand zu und setzt die Einteilchendichtematrix
ein, so lassen sich Renormierungen durch Valenz- und durch Leitungsband-Elektronen sowie durch
Polarisationen unterscheiden. Wir beru¨cksichtigen zudem, dass, wie oben beschrieben, alle Renor-
mierungen durch voll besetzte Valenzba¨nder im unangeregten Zustand bereits in der Bandstruktur
enthalten sind und vermeiden eine Doppelza¨hlung dieser Beitra¨ge, indem wir die Ersetzung fv → fv−1
vornehmen,
ΣHF,λ1λ2α1 (t1, t2) =δ(t1 − t2)
∑
c
∑
α2
f cα2(t1)
[
V λ1ccλ2α1α2α2α1 − V λ1cλ2cα1α2α1α2
]
+δ(t1 − t2)
∑
v
∑
α2
(fvα2(t1)− 1)
[
V λ1vvλ2α1α2α2α1 − V λ1vλ2vα1α2α1α2
]
+δ(t1 − t2)
∑
λ3λ4,
λ3 =λ4
∑
α2
ψλ4λ3α2 (t1)
[
V λ1λ4λ3λ2α1α2α2α1 − V λ1λ4λ2λ3α1α2α1α2
]
.
(2.29)
2.2.2 SBA-Selbstenergie
Um Ladungstra¨gerstreuung durch Coulomb-Wechselwirkung zu beschreiben, wird die Selbstenergie in
zweiter Born’scher Na¨herung (SBA) verwendet,
ΣSBA(1, 2) = iG(1, 2)W (2, 1) + (i)2
∫
d3
∫
d4G(1, 3)G(3, 4)G(4, 2)W (2, 3)W (4, 1). (2.30)
Der erste Term stellt die Random-Phase-Approximation (RPA) der Selbstenergie dar, die der Wahl
einer Dirac-Delta-fo¨rmigen Vertexfunktion in Gleichung (2.3) entspricht, wa¨hrend der zweite Term
die niedrigste selbstkonsistente Vertex-Korrektur darstellt, welche Beitra¨ge in derselben Ordnung von
W r entha¨lt wie der RPA-Term. Wir werden im Folgenden die Zweizeitigkeit der abgeschirmten Wech-
selwirkung vernachla¨ssigen und zudem eine statische, also nicht frequenzabha¨ngige Abschirmung ver-
wenden. Zur Auswertung der Streubeitra¨ge in den Kadanoff-Baym-Gleichungen (2.20) werden die
Komponenten Σ> und Σ< der Keldysh-Matrix beno¨tigt. Unter Verwendung des optischen Theorems
[36], welches die Propagatoren und die retardierten Komponenten der Wechselwirkung W verknu¨pft,
und der Polarisationsfunktion in RPA, welche in Abschnitt 2.4 eingefu¨hrt wird, sowie Vernachla¨ssi-
gung aller Beitra¨ge von ho¨herer als quadratischer Ordnung in W r erha¨lt man die Selbstenergie in der
Einteilchenbasis,
ΣSBA,≶,λ1λ2α1 (t1, t2) = 
2
∑
λ3...λ8
∑
α2α3α4
×
(
G≶,λ3λ4α2 (t1, t2)G
≷,λ5λ6
α3 (t2, t1)G
≶,λ7λ8
α4 (t1, t2)(W
r,λ2λ5λ8λ4
α1α3α4α2 (t2))
∗W r,λ1λ6λ7λ3α1α3α4α2 (t1)
−G≶,λ3λ4α2 (t1, t2)G≷,λ5λ6α3 (t2, t1)G≶,λ7λ8α4 (t1, t2)(W r,λ2λ5λ4λ8α1α3α2α4 (t2))∗W r,λ1λ6λ7λ3α1α3α4α2 (t1)
)
.
(2.31)
Diese Selbstenergie kann unter Verwendung des GKBA weiter ausgewertet werden, was wir jedoch auf
Kapitel 3 verschieben, in dem sie fu¨r ein konkretes System angewendet wird.
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2.2.3 Screened-Exchange-Coulomb-Hole-Selbstenergie
Wie sich herausstellt, entha¨lt die RPA-Selbstenergie unter der Annahme statischer Abschirmung in-
stantane Renormierungen der Einteilcheneigenschaften, welche Korrekturen der oben eingefu¨hrten
Hartree-Fock-Selbstenergie darstellen [102]. Man erha¨lt eine entsprechende Selbstenergie vom Typ Σδ,
indem man aus der RPA-Selbstenergie Beitra¨ge in linearer Ordnung in W r extrahiert, wobei darauf
zu achten ist, dass im Grenzfall des unangeregten Systems die Renormierungen verschwinden mu¨s-
sen. Hierbei tritt neben der Screened-Exchange-Selbstenergie (SX), die direkt die Fock-Selbstenergie
ersetzt, die sogenannte Coulomb-Hole-Selbstenergie (CH) auf, sodass sich insgesamt
Σδν1ν2(t1, t1)δ(t1 − t2) = ΣHν1ν2(t1, t2) + ΣSXν1ν2(t1, t2) + ΣCHν1ν2(t1, t2) (2.32)
ergibt mit
ΣSX,λ1λ2α1 (t1, t2) = −δ(t1 − t2)
∑
α2
[∑
c
f cα2(t1)W
r,λ1cλ2c
α1α2α1α2(t1)
+
∑
v
(fvα2(t1)− 1)W r,λ1vλ2vα1α2α1α2(t1)
+
∑
λ3λ4,
λ3 =λ4
ψλ4λ3α2 (t1)W
r,λ1λ4λ2λ3
α1α2α1α2 (t1)
]
,
ΣCH,λ1λ2α1 (t1, t2) = δ(t1 − t2)
1
2
∑
α2
[∑
c
(W r,λ1cλ2cα1α2α1α2(t1)− V λ1cλ2cα1α2α1α2)
−
∑
v
(W r,λ1vλ2vα1α2α1α2(t1)− V λ1vλ2vα1α2α1α2)
]
.
(2.33)
Die Screened-Exchange-Coulomb-Hole-Selbstenergie (SXCH) stellt eine Mo¨glichkeit dar, Einteilchen-
renormierungen jenseits der Hartree-Fock-Na¨herung zu beru¨cksichtigen, ohne die volle RPA-Selbstener-
gie auswerten zu mu¨ssen. Man beachte, dass die Hartree-Selbstenergie weiterhin unabgeschirmt bleibt,
da ansonsten eine Doppelza¨hlung bestimmter Diagramme erfolgen wu¨rde.
2.3 Elektron-Phonon-Wechselwirkung
Der zweite wichtige Wechselwirkungsmechanismus in Halbleiter-Nanostrukturen neben der direkten
Coulomb-Wechselwirkung von Ladungstra¨gern ist die Elektron-Phonon-Wechselwirkung. Sie wird in
harmonischer Na¨herung durch den folgenden Hamiltonoperator beschrieben [103]:
HEl-Ph =
∑
ν1ν2q
gν1ν2(q)a
†
ν1aν2(bq + b
†
−q). (2.34)
Der Index q bezeichnet zuna¨chst beliebige Phononmoden. Die genaue Form der Matrixelemente
gν1ν2(q) ha¨ngt vom jeweils betrachteten Zweig der Phonon-Dispersion sowie dem Kopplungsmecha-
nismus zwischen Elektronen und Phononen ab und wird fu¨r Halbleiter-Quantenpunkte in Kapitel 3
diskutiert. Die Phononen besitzen eine eigene Dynamik und lassen sich durch Green’sche Funktionen
beschreiben, die wiederum eine Dyson-Gleichung erfu¨llen [36]. Wir machen hier jedoch die Annahme,
dass die Elektron-Phonon-Wechselwirkung keinen Einfluss auf die Phononen hat, sondern dass sich die
Phononen stets in einem thermischen Gleichgewicht befinden, die genaue Begru¨ndung erfolgt ebenfalls
in Kapitel 3. Dann werden sie durch freie Propagatoren d
≷
q beschrieben,
id≷q (t1, t2) = (1 +Nq)e
∓iωq(t1−t2) +Nqe±iωq(t1−t2), (2.35)
wobei die phononische Besetzungsfunktion Nq durch eine Bose-Verteilung gegeben ist. Der erste Sum-
mand beschreibt die stimulierte und spontane Emission, der zweite die Absorption von Phononen.
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Man kann im Rahmen des Keldysh-Formalismus eine durch Phononen vermittelte effektive Wechsel-
wirkung zwischen Ladungstra¨gern einfu¨hren, die formal analog zur durch das Elektron-Loch-Plasma
abgeschirmten Coulomb-Wechselwirkung ist und dementsprechend genauso in die Dyson-Gleichung
der Elektronen miteinbezogen werden kann. Die Wechselwirkung setzt sich zusammen aus dem freien
Phonon-Propagator (2.35) und den zwei Matrixelementen, die die Elektron-Phonon-Kopplung vermit-
teln,
D≷ν1ν2ν3ν4(t1, t2) =
∑
q
gν1ν4(q)gν2ν3(−q)d≷q (t1, t2). (2.36)
Man beachte, dass diese effektive Wechselwirkung zwischen Elektronen, wie die durch das Plasma
abgeschirmte Coulomb-Wechselwirkung, nicht instantan ist. Wegen der vergleichsweise geringen Ener-
gien, die durch Phononen u¨bertragen werden, ko¨nnen Interbandu¨berga¨nge durch Elektron-Phonon-
Wechselwirkung vernachla¨ssigt werden, sodass die Matrixelemente gν1ν2 diagonal im Bandindex sind.
Zudem sind keine Spin-Umklapp-Prozesse mo¨glich. Wir fu¨hren im Folgenden die beiden in dieser
Arbeit verwendeten Elektron-Phonon-Selbstenergien ein.
2.3.1 Phonon-Hartree-Selbstenergie
Die Elektron-Phonon-Wechselwirkung entha¨lt einen instantanen Beitrag, der analog zur Coulomb-
Hartree-Wechselwirkung zu Renormierungen der Einteilcheneigenschaften fu¨hrt und daher als Phonon-
Hartree-Beitrag (PH) bezeichnet wird. Die entsprechende Selbstenergie lautet auf der Keldysh-Kontur
ΣPH(1, 2) = −i
∫
d3δ(1, 2)G(3, 3+)D(1, 3) (2.37)
und fu¨r die retardierte Komponente in der Einteilchenbasis folgt fu¨r Phononen im Gleichgewicht
ΣPH,λ1α1 (t1, t2) =
1
i
δ(t1 − t2)×∫ t1
t0
dt3
∑
λ2α2
fλ2α2 (t3)
∑
q
gλ1λ1α1α1(q)g
λ2λ2
α2α2(−q)
(
e−iωq(t1−t3) − eiωq(t1−t3)
)
.
(2.38)
2.3.2 Phonon-RPA-Selbstenergie
Die niedrigste Selbstenergie, die Ladungstra¨gerstreuung durch Elektron-Phonon-Wechselwirkung be-
schreibt, ist die Phonon-RPA-Selbstenergie
ΣP-RPA(1, 2) = iG(1, 2)D(2, 1), (2.39)
deren Propagatoren in der Einteilchenbasis lauten
ΣP-RPA,≶,λ1λ2α1 (t1, t2) = i
∑
α2
G≷,λ1λ2α2 (t1, t2)D
≶,λ2λ1λ1λ2
α2α1α2α1 (t2 − t1). (2.40)
Prinzipiell wird die Elektron-Phonon-Wechselwirkung wie die direkte Coulomb-Wechselwirkung durch
das angeregte Elektron-Loch-Plasma abgeschirmt, was mittels derselben Polarisationsfunktion be-
ru¨cksichtigt werden kann [36]. Da jedoch bereits die unabgeschirmte RPA-Selbstenergie, im Gegen-
satz zur Coulomb-Fock-Selbstenergie, zur Ladungstra¨gerstreuung und entsprechenden Quasiteilchen-
Renormierungen beitra¨gt, vernachla¨ssigen wir in dieser Arbeit Korrekturen durch Plasmaabschirmung
in der Elektron-Phonon-Selbstenergie. Die Korrekturen sollten zudem fu¨r die im na¨chsten Kapitel be-
trachteten Systeme klein ausfallen, siehe die Diskussion zu Elektron-Phonon-Matrixelementen dort.
14 KAPITEL 2. VIELTEILCHENTHEORIE FU¨R HALBLEITER-NANOSTRUKTUREN
2.4 Plasmaabschirmung
Zum Ende dieses Kapitels soll noch kurz die verwendete Na¨herung fu¨r die Polarisationsfunktion (2.5)
erla¨utert werden, die bereits in Abschnitt 2.2.2 vorausgesetzt wurde. Sie besteht in der Verwendung
einer Delta-fo¨rmigen Vertex-Funktion, was die Polarisationsfunktion in RPA liefert,
P (1, 2) = iG(1, 2)G(2, 1). (2.41)
Diese Gleichung veranschaulicht, dass die Koeffizienten der Polarisationsfunktion in der Einteilchenba-
sis im Allgemeinen vier Indizes tragen mu¨ssen. Wir verwenden hier allerdings wiederum die Na¨herung
diagonaler Green’scher Funktionen und vernachla¨ssigen Interbandbeitra¨ge zur Plasmaabschirmung.
Dann lautet die retardierte Komponente der Polarisationsfunktion
P r,λλλλα1α1α2α2(t1, t2) = −iθ(t1 − t2)
[
G>,λα1 (t1, t2)G
<,λ
α2 (t2, t1)−G<,λα1 (t1, t2)G>,λα2 (t2, t1)
]
= P r,λα1α2(t1, t2).
(2.42)
Unter Verwendung des GKBA (2.14) und freier retardierter Green’scher Funktionen sowie Fourier-
transformation bezu¨glich der Relativzeit t1 − t2 erha¨lt man die Polarisationsfunktion
P r,λα1α2(ω, t1) =
fλα2(t1)− fλα1(t1)
ω + ελα2 − ελα1 + iη
, (2.43)
die einer dynamischen Lindhard-Formel entspricht, sofern u¨ber die Einteilchenzusta¨nde ν1, ν2 sum-
miert wird. Sie ha¨ngt aufgrund der im GKBA enthaltenen Markov-Na¨herung zudem noch von der
makroskopischen Zeit t1 ab. Gema¨ß der Dyson-Gleichung (2.4) fu¨hrt die Polarisationsfunktion zur
Plasmaabschirmung der Coulomb-Wechselwirkung. Da die in dieser Arbeit verwendeten Selbstenergi-
en nur die retardierte Komponente der durch das Elektron-Loch-Plasma abgeschirmten Wechselwir-
kung W r enthalten, beschra¨nken wir uns hier auf die entsprechende Bestimmungsgleichung. Sie folgt
als spektrale Kadanoff-Baym-Gleichung der Green’schen Funktion W (1, 2) in integraler Form,
W r(1, 2) = V (1, 2) +
∫
d3
∫
d4V (1, 3)P r(3, 4)W r(4, 2). (2.44)
Fu¨hrt man Matrixelemente der durch das Plasma abgeschirmten Wechselwirkung analog zu denen
der freien Wechselwirkung (2.25) ein, so la¨sst sich die vorige Gleichung in eine Einteilchendarstellung
bringen. Wir setzen hier außerdem die abgeschirmte Wechselwirkung direkt als statisch und instantan
an (W r(t1, t2) = W
r(t1)δ(t1− t2)), vernachla¨ssigen also sowohl den Aufbau der Abschirmung als auch
kollektive Schwingungsmoden des Plasmas:
W r,λ1λ2λ3λ4α1α2α3α4 (t) = V
λ1λ2λ3λ4
α1α2α3α4 +
∑
λ5..λ8
∑
α5..α8
V λ1λ5λ8λ4α1α5α8α4P
r,λ5λ7λ6λ8
α5α7α6α8 (t)W
r,λ6λ2λ3λ7
α6α2α3α7 (t). (2.45)
In diese Gleichung kann die Polarisationsfunktion (2.43) in statischer Na¨herung, also ohne Frequenzab-
ha¨ngigkeit, eingesetzt werden. Das weitere Vorgehen bei der analytischen Berechnung der abgeschirm-
ten Coulomb-Matrixelemente mittels der Gleichungen (2.44) bzw. (2.45) ha¨ngt von der spezifischen
Form des betrachteten Systems und seiner Einteilchenzusta¨nde ab und wird daher in den jeweiligen
spa¨teren Kapiteln ausgefu¨hrt. Die entsprechend gewonnenen Matrixelemente gehen dann u¨ber die
verschiedenen oben eingefu¨hrten Coulomb-Selbstenergien in die Kadanoff-Baym-Gleichungen ein.
Kapitel 3
Konfigurationsbeschreibung der
Ladungstra¨gerdynamik in
Halbleiter-Quantenpunkten
In diesem Kapitel werden Arbeiten und Ergebnisse zur Beschreibung von Ladungstra¨gerdynamik in
Halbleiter-Quantenpunkten dargestellt. Auf diesem Arbeitsgebiet existieren zwei Publikationen des
Autors (I und II), welche als Abschnitte 3.6 und 3.7 in der vorliegenden Dissertation enthalten sind.
Wa¨hrend die Ergebnisse umfassend in den jeweiligen Publikationen dargestellt werden, sind zum Ver-
sta¨ndnis der theoretischen Grundlagen weitere Ausfu¨hrungen erforderlich. Zum einen wird hierzu auf
das vorangegangene Kapitel zur Vielteilchentheorie in Halbleiter-Nanostrukturen zuru¨ckgegriffen, in
welchem das Vielteilchenproblem in einer Einteilchendarstellung formuliert wurde, zum anderen wer-
den in diesem Kapitel zusa¨tzliche Grundlagen eingefu¨hrt. Diese betreffen die konkrete Modellierung der
entsprechenden Nanostrukturen mittels geeigneter Einteilchenenergien und -wellenfunktionen sowie
die Konzepte der offenen Quantensysteme und der Vielteilchenkonfigurationen, auf deren Grundlage
eine zuna¨chst komplementa¨re Formulierung des Vielteilchenproblems entsteht. Zudem wird detailliert
auf die in Publikation II eingefu¨hrte Verbindung dieser beide Konzepte, des Konfigurationsbildes und
der Darstellung von Quasiteilchen-Renormierungen im Einteilchenbild durch Green’sche Funktionen,
eingegangen. Publikation II entstand in Zusammenarbeit mit den experimentellen Arbeitsgruppen von
Prof. Manfred Bayer an der TU Dortmund und von Prof. Andreas Wieck an der Ruhr-Universita¨t
Bochum. Dies ermo¨glichte den Vergleich theoretisch berechneter Ladungstra¨gerdynamik in InGaAs-
Quantenpunkten mit zeitaufgelo¨sten Messungen der Differentiellen Transmission entsprechender Pro-
ben nach ultraschneller optischer Anregung des Barrierenmaterials. Auf die experimentellen Methoden
wird detailliert in der Publikation eingegangen.
3.1 Halbleiter-Quantenpunkte
Wie in allen Typen von Halbleiter-Nanostrukturen wird in Halbleiter-Quantenpunkten eine Reduzie-
rung der Dimensionalita¨t des Systems dadurch erzeugt, dass Halbleitermaterial mit geringer Band-
lu¨cke in Halbleitermaterial mit gro¨ßerer Bandlu¨cke eingebettet wird, was zu signifikanten Modifika-
tionen der Zustandsdichte des Systems und dementsprechend auch seiner optischen Eigenschaften
fu¨hrt. Im Falle von Quantenpunkten erfolgt der Einschluss in allen drei Raumrichtungen, sodass ei-
ne Delta-fo¨rmige Zustandsdichte erzeugt wird. Ein Vorteil von Quantenpunkten besteht darin, dass
ihre elektronischen und optischen Eigenschaften stark von ihrer Geometrie und Gro¨ße sowie ihrer ma-
teriellen Zusammensetzung abha¨ngig sind, sodass prinzipiell eine starke Durchstimmbarkeit etwa der
optischen U¨bergangsenergien besteht. Eine ausfu¨hrliche Darstellung von Anwendungen von Halbleiter-
Quantenpunkten, etwa als aktives Material in lichtemittierenden Dioden oder Lasern, erfolgt neben
den in der Einleitung in Kapitel 1 angegebenen Quellen beispielsweise in [104, 105].
Durch die Einbettung der Quantenpunkte in einen Festko¨rper werden die Quantenpunkt-Ladungstra¨-
ger Teil eines wechselwirkenden Vielteilchensystems, selbst wenn, wie es oft der Fall ist, nur wenige
Ladungstra¨ger eingeschlossen werden. Sie stehen sowohl in Wechselwirkung mit anderen Ladungstra¨-
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gern als auch mit den Gitterschwingungen (Phononen) des umgebenden Festko¨rpers. Wir beschra¨n-
ken uns in dieser Arbeit auf selbstorganisiert gewachsene Quantenpunkte aus InGaAs, welche in eine
GaAs-Matrix eingebettet sind, wobei es sich um ein relativ gut zuga¨ngliches und verstandenes Materi-
alsystem handelt. Das Wachstum erfolgt meist im Stranski-Krastanov-Modus [106]. Hierbei wird das
Material mit geringer Bandlu¨cke mittels Molekularstrahl-Epitaxie auf ein Substrat des Materials mit
gro¨ßerer Bandlu¨cke aufgetragen. Durch die geringe Gitterfehlanpassung entstehen Verspannungen im
aufgetragenen Material, die nach dem Wachstum einiger gleichma¨ßiger Lagen, der Benetzungsschicht,
zur Bildung von homogen verteilten InGaAs-Inseln fu¨hren. Es entstehen na¨herungsweise linsenfo¨rmige
Quantenpunkte verschiedener Gro¨ße. Diese werden wiederum mit dem Substrat-Material u¨berwach-
sen, sodass sie komplett eingeschlossen sind. Diese Konfiguration ist schematisch in Abbildung 3.1
dargestellt. Anschaulich fu¨hrt die geringere Bandlu¨cke des Materials der Benetzungsschicht und des
Quantenpunktes darauf zuna¨chst zu einem Einschluss der Ladungstra¨ger in Wachstumsrichtung, ana-
log zum einfachen Problem des quantenmechanischen Potentialtopfes. Weiterhin ist die Ausdehnung
des Quantenpunktes in Wachstumsrichtung bei gleicher Ho¨he der Potentialbarriere gro¨ßer als die der
Benetzungsschicht, sodass ein zusa¨tzliches Einschlusspotential in lateraler Richtung entsteht. Die ge-
naue Form des Energiespektrums und der Wellenfunktionen wird im na¨chsten Abschnitt diskutiert.
Wir nehmen hierbei an, dass zur Beschreibung der Ladungstra¨gerdynamik in den selbstorganisiert
gewachsenen Quantenpunkten die Beru¨cksichtigung des Kontinuums der Benetzungsschicht-Zusta¨nde
ausreicht und die Zusta¨nde des Volumenmaterials außer Acht gelassen werden ko¨nnen. Auf Grund-
lage der Einteilchenwellenfunktionen werden dann die zur Beschreibung von Elektron-Elektron- und
Elektron-Phonon-Wechselwirkung beno¨tigten Matrixelemente berechnet.
Abbildung 3.1: Links: Schematische Darstellung eines selbstorganisiert gewachsenen InGaAs-
Quantenpunktes auf einer entsprechenden Benetzungsschicht, eingebettet in Volumenmaterial aus
GaAs. Rechts: Energiespektrum des Quantenpunkt-Benetzungsschicht-Systems, siehe Erla¨uterungen
in Abschnitt 3.1.1.
3.1.1 Einteilchenzusta¨nde
Ausgangspunkt der folgenden U¨berlegungen ist das Bloch-Theorem [102], gema¨ß dessen sich die Wel-
lenfunktion eines Teilchens in einem gitterperiodischen Potential, etwa ein (quasi-)freies Elektron in
einem idealen Festko¨rper, als Produkt einer ebenen Welle und einer gitterperiodischen Funktion, des
Bloch-Faktors uλk(r), schreiben la¨sst,
Φλk(r) = u
λ
k(r)e
ik·r. (3.1)
Die Zusta¨nde sind durch einen Bandindex λ und eine Wellenzahl k bestimmt, der Spin wird hier nicht
explizit mit angeschrieben. Da in (In)GaAs die optischen Eigenschaften im Wesentlichen durch die
Bandstruktur in der Umgebung des Γ-Punktes bestimmt werden, ko¨nnen wir auch die Untersuchung
der Ladungstra¨gerdynamik auf diesen Bereich beschra¨nken. Dies erlaubt es uns, die Dispersion des Vo-
lumenmaterials in Effektivmassenna¨herung zu behandeln, die Elektronen also als quasi-freie Teilchen
mit renormierter Masse zu betrachten. Eine weitere Na¨herung, die mit der Effektivmassenna¨herung
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konsistent und insbesondere fu¨r die Beschreibung von Halbleiter-Nanostrukturen sehr nu¨tzlich ist, ist
die sogenannte Einhu¨llenden-Na¨herung [107]. Deren wesentliche Annahme ist, dass in einer Nano-
struktur die Wellenfunktion Φ(r) nach den Bloch-Faktoren an den Kanten von endlich vielen Ba¨ndern
des jeweiligen Materials entwickelt werden kann,
Φ(r) =
∑
λ
fλ(r)uλ0(r). (3.2)
Die Beschra¨nkung auf endlich viele Ba¨nder sowie die Verwendung der Bloch-Faktoren bei k = 0
ist gerechtfertigt, wenn hinreichend kleine k betrachtet werden. Somit werden ra¨umliche Variationen
der Wellenfunktionen auf den La¨ngenskalen der Nanostruktur und der Einheitszelle des Kristalls un-
terschieden. Es kann im Falle der Benetzungsschicht gefolgert werden [107], dass die Einhu¨llenden
f(r), die durch das Einschlusspotential der Nanostruktur bestimmt sind, in einen lateralen Anteil,
beschrieben durch die zweidimensionale Koordinate ρ, und einen Anteil in Wachstums-(z-)Richtung
faktorisieren,
f(ρ, z) = ϕ(ρ)χ(z). (3.3)
Die Wellenfunktionen in Wachstumsrichtung χ(z) werden als Eigenzusta¨nde des endlich tiefen Poten-
tialtopfes mit der passenden Breite angesetzt. Um nun die Wellenfunktionen und das Spektrum des
Quantenpunktes in den oben genannten Na¨herungen zu berechnen, nehmen wir an, dass das sogenann-
te Schwerlochband des GaAs-Volumenmaterials durch die vorliegende starke Verspannung energetisch
hinreichend weit von den weiteren Lochba¨ndern separiert ist [108]. Dann kann gema¨ß Wojs et.al. [109]
fu¨r Elektronen und Lo¨cher separat eine kontinuierliche Schro¨dingergleichung des Systems aufgestellt
und gelo¨st werden, wobei man sich aufgrund des starken Einschlusses in Wachstumsrichtung in Glei-
chung (3.2) auf das niedrigste Subband der Benetzungsschicht beschra¨nkt. Es folgt, dass auch die
Wellenfunktionen des Quantenpunktes gema¨ß Gleichung (3.3) faktorisieren, wobei die Wellenfunk-
tionen in Wachstumsrichtung na¨herungsweise ebenfalls als Lo¨sungen eines Potentialtopfes angesetzt
werden ko¨nnen. Weiterhin findet man, dass fu¨r einen flachen, zylindersymmetrischen Quantenpunkt
das laterale Einschlusspotential in guter Na¨herung quadratisch ist, sodass die lateralen Eigenzusta¨nde
und -energien denen eines zweidimensionalen harmonischen Oszillators entsprechen. Sie lassen sich
dementsprechend nach Drehimpuls-Quantenzahlen m klassifizieren. Die niedrigsten Eigenzusta¨nde fu¨r
einen Quantenpunkt am Ort R lauten in Polarkoordinaten
ϕm=0,R(ρ) =
β√
π
e−β
2|ρ−R‖|2/2,
ϕm=±1,R(ρ) = ϕm=0,R(ρ)β|ρ−R‖|e±iΦ,
(3.4)
wobei Φ der Winkel von ρ−R‖ in der Benetzungsschicht ist. Die Eigenenergien sind gegeben durch
Em = (|m|+ 1)
2β2
μ
(3.5)
mit der effektiven Masse μ und der inversen Oszillatorla¨nge β. In Analogie zur Atomphysik werden
der Zustand mit m = 0 als s-Zustand und die Zusta¨nde mit m = ±1 als p-Zusta¨nde bezeichnet.
Wegen der Translationssymmetrie der Benetzungsschicht in lateraler Richtung sind die entspre-
chenden Eigenzusta¨nde durch ebene Wellen gegeben,
ϕ0k(ρ) =
1√
A
eik·ρ, (3.6)
wobei k von nun an zweidimensionale Wellenvektoren bezeichnet und A die Fla¨che der Benetzungs-
schicht darstellt. Die Dispersion des niedrigsten Subbandes der Schicht wird in Effektivmassenna¨he-
rung behandelt. Es handelt sich bei den ebenen Wellen jedoch nicht um Basiszusta¨nde des Gesamtsys-
tems aus Benetzungsschicht und Quantenpunkten, sodass sie mit einem OPW-(Orthogonalized Plane
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Waves)-Verfahren auf die Quantenpunkt-Zusta¨nde (3.4) orthogonalisiert werden [110]. Es geht hierbei
noch die Annahme ein, dass es sich bei dem betrachteten System um ein Ensemble aus identischen
Quantenpunkten handelt, die im Mittel homogen auf der Benetzungsschicht verteilt sind, und dass die
Quantenpunkte hinreichend weit voneinander entfernt sind, sodass kein U¨berlapp ihrer Wellenfunktio-
nen existiert. Um den numerischen Aufwand zu reduzieren, werden wir in allen weiteren Rechnungen
von identischen Einhu¨llenden fu¨r Elektronen und Lo¨cher ausgehen. Außerdem werden wir annehmen,
dass die Dispersion der Elektronen und Lo¨cher der Benetzungsschicht in der Na¨he des Γ-Punktes
na¨herungsweise isotrop sind, dass es sich also bei ihren effektiven Massen um Skalare handelt. Die fu¨r
numerische Rechnungen verwendeten Parameter sind in den jeweiligen Publikationen angegeben.
3.1.2 Coulomb-Matrixelemente
Unter Verwendung der Wellenfunktionen fu¨r Quantenpunkt und Benetzungsschicht in Einhu¨llenden-
Na¨herung,
Φλl,σ(r) = ϕ
λ
l (ρ)χ
λ
σ(z)u
λ(r), (3.7)
ko¨nnen nun die Coulomb-Matrixelemente gema¨ß der Gleichungen (2.25) und (2.26) berechnet werden.
In Gleichung (3.7) haben wir die Wellenfunktion entsprechend der Ausfu¨hrungen in Kapitel 2 mit
Band- und Zustandsindex versehen, wobei wir den Zustandsindex auf die Faktoren in lateraler (l)
und Wachstumsrichtung (σ) aufteilen. Wir entwickeln zuna¨chst die Coulomb-Wechselwirkung in eine
Fourier-Reihe,
V (r − r′) =
∑
q
e−iq·(r−r
′)vq mit vq =
e2
ε0ε∞q2V
. (3.8)
Die Hintergrundabschirmung beru¨cksichtigen wir durch die Hochfrequenz-Dielektrizita¨tskonstante ε∞,
V ist das Volumen des gesamten Festko¨rpers. Zerlegt man die Wellenzahlen q in einen lateralen Anteil
q‖ und einen Anteil in Wachstumsrichtung qz, so la¨sst sich die qz-Summation ausfu¨hren. Weiterhin
kann man annehmen, dass die Einhu¨llenden der Wellenfunktionen auf einer Kristall-Einheitszelle na-
hezu konstant sind, sodass die Orthonormalita¨t der Bloch-Faktoren ausgenutzt werden kann, was zu
Auswahlregeln der Bandindizes fu¨hrt. Die Matrixelemente lauten dann
V λ1λ2λ3λ4α1α2α3α4 =
1
A
∑
q‖
V λ1λ2λ2λ1σ1σ2σ3σ4 (q‖)
〈
ϕλ1l1
∣∣∣ e−iq‖·ρ ∣∣∣ϕλ1l4 〉〈ϕλ2l2 ∣∣∣ eiq‖·ρ ∣∣∣ϕλ2l3 〉 δλ1,λ4δλ2,λ3 , (3.9)
wobei wir laterale Matrixelemente definiert haben als
V λ1λ2λ2λ1σ1σ2σ3σ4 (q‖) =
e2
2ε0ε∞q‖
Fλ1λ2σ1σ2σ3σ4(q‖). (3.10)
Diese enthalten Informationen u¨ber die Ausdehnung des Systems in Wachstumsrichtung durch die
Formfaktoren
Fλ1λ2σ1σ2σ3σ4(q‖) =
∫
dz
∫
dz′(χλ1σ1(z))
∗(χλ2σ2(z
′))∗e−|q‖||z−z
′|χλ2σ3(z
′)χλ1σ4(z). (3.11)
Um die Wirkung der Plasmaabschirmung auf die Matrixelemente (3.9) zu beschreiben, nutzen wir aus,
dass sich die abgeschirmten Matrixelemente na¨herungsweise auf dieselbe Form bringen lassen. Dies ist
gerechtfertigt, sofern nur die Ladungstra¨ger der Benetzungsschicht zur Plasmaabschirmung beitragen,
wa¨hrend der Beitrag der Quantenpunkt-Ladungstra¨ger vernachla¨ssigt werden kann, also insbesondere
im Grenzfall hoher Ladungstra¨gerdichte in der Benetzungsschicht und/oder geringer Quantenpunkt-
dichte. Da die orthogonalisierten ebenen Wellen der Benetzungsschicht ra¨umlich homogen sind, folgt
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fu¨r die Polarisationsfunktion (2.41) eine laterale Translationsinvarianz, die sich auf die abgeschirmte
Wechselwirkung u¨bertra¨gt, W (r, r′) = W (ρ−ρ′, z, z′). Ausgehend von der Kadanoff-Baym-Gleichung
des Plasmons (2.44) kann dann, wie in [110] im Detail erla¨utert, die Plasmaabschirmung der lateralen
Coulomb-Matrixelemente in RPA-Na¨herung na¨herungsweise durch eine quasi-zweidimensionale longi-
tudinale dielektrische Funktion beschrieben werden,
Wλ1λ2λ2λ1σ1σ2σ3σ4 (q‖) =
V λ1λ2λ2λ1σ1σ2σ3σ4 (q‖)
ελ1λ2(q‖, ω, t)
,
ελ1λ2(q‖, ω, t) = 1− V λ1λ2λ2λ1WWWW (q‖)
1
A
∑
λ′k′
fλ
′
k−q(t)− fλ
′
k (t)
ω + ελ
′
k−q − ελ′k + iη
| 〈ϕk| eiq‖·ρ |ϕk−q〉 |2,
(3.12)
vergleiche auch Gleichung (2.43). σ = W bezeichnet hierbei Benetzungsschicht-Zusta¨nde. Alle fu¨r die
Berechnung der Matrixelemente beno¨tigten U¨berlapps von Quantenpunkt- und Benetzungsschicht-
Zusta¨nden mit ebenen Wellen 〈ϕλ1l1 |eiq‖·ρ|ϕλ2l2 〉 unter Verwendung der oben eingefu¨hrten Modellzu-
sta¨nde sind in [111] angegeben.
3.1.3 Elektron-LO-Phonon-Matrixelemente
A¨hnlich den Coulomb-Matrixelementen ko¨nnen aus den Einteilchenwellenfunktionen des Quanten-
punkt-Benetzungsschicht-Modells Matrixelemente der Elektron-Phonon-Wechselwirkung berechnet
werden, die in allgemeiner Form im Hamiltonoperator (2.34) eingefu¨hrt wurden. Hierzu sind jedoch
weitere Modellannahmen notwendig. So betrachten wir in dieser Arbeit ausschließlich die Wechselwir-
kung der Ladungstra¨ger mit optischen Phononen, welche den gegenphasigen Schwingungsmoden der
unterschiedlichen Atome der Kristall-Basis entsprechen, da diese Moden in selbstorganisiert gewachse-
nen Halbleiter-Quantenpunkt-Systemen mit ihren energetisch relativ weit auseinander liegenden Scha-
len eine wesentlich effizientere Ladungstra¨gerstreuung ermo¨glichen als akustische Phononen. Zudem
zeigt sich bei der Herleitung des Hamiltonoperators in harmonischer Na¨herung, dass die Ladungstra¨ger
nur an longitudinale Phononmoden koppeln, wa¨hrend die Kopplung an transversale Moden Prozes-
se ho¨herer Ordnung erfordert und demnach vernachla¨ssigt werden kann [103]. Wir beschra¨nken uns
also auf die Wechselwirkung mit longitudinal-optischen (LO-)Phononen. Wegen der vergleichsweise
geringen Ausdehnung der Benetzungsschicht und der Quantenpunkte nehmen wir an, dass im Wesent-
lichen die Phononmoden des Volumenkristalls zur Wechselwirkung beitragen. Ihre thermische Beset-
zung ist dann durch die Temperatur des Volumenkristalls gegeben und wird durch die Nanostruktur
praktisch nicht beeinflusst. Ebensowenig findet eine nennenswerte Abschirmung der Matrixelemente
durch angeregte Ladungstra¨ger in der Nanostruktur statt. In Konsistenz mit den bereits diskutierten
Effektive-Masse- und Einhu¨llenden-Na¨herungen kann daru¨ber hinaus die Na¨herung großer Phonon-
Wellenla¨ngen gemacht werden, sodass die Phonon-Dispersion konstant ist, ωq = ωLO. Die langwelligen
Phononen des Volumenkristalls lo¨sen die Nanostruktur nicht auf, sodass die Form der Phononmoden
nicht modifiziert wird und sich die Phononen als dreidimensionale ebene Wellen im Kristall ausbreiten.
Man erha¨lt dann die Matrixelemente der Fro¨hlich-Kopplung [112]
gν1ν2(q) =
MLO
|q| 〈ν1| e
iq·r |ν2〉 ,
|MLO|2 = ωLO
2V
e2
ε0
( 1
ε∞
− 1
ε
)
,
(3.13)
wobei ε die statische Dielektrizita¨tskonstante bezeichnet. Bei der spa¨teren Auswertung der effekti-
ven Ladungstra¨gerwechselwirkung durch Phononen (2.36) unter der Annahme konstanter Phonon-
Dispersion werden Summen u¨ber die Matrixlemente (3.13) in quadratischer Ordnung auftreten, die
sich mit dem oben diskutierten Ansatz fu¨r die Einteilchenwellenfunktionen auf eine Form analog der
Coulomb-Matrixelemente (3.9) bringen lassen,
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Dλλλλ,≷α1α2α1α2(t− t′)
=d≷(t− t′)
∑
q
|gλλα1α2(q)|2
=d≷(t− t′)V
A
∑
q‖
|MLO|2
2q
Fλλσ1σ2σ1σ2(q‖)
〈
ϕλl1
∣∣ e−iq‖·ρ ∣∣ϕλl2〉 〈ϕλl2 ∣∣ eiq‖·ρ ∣∣ϕλl1〉 .
(3.14)
3.2 Quasiteilchen-Renormierungen
Ausgehend von den Kadanoff-Baym-Gleichungen (2.19), die zuna¨chst in einer beliebigen Einteil-
chenbasis formuliert wurden, sollen an dieser Stelle die Bewegungsgleichungen des Quantenpunkt-
Benetzungsschicht-Systems aufgestellt werden, welche in Publikation II bei der Berechnung der La-
dungstra¨gerdynamik im Einteilchenbild Anwendung finden. Hierzu wird die Kopplung an ein externes
elektrisches Feld und dementsprechend die Ausbildung von Interbandpolarisationen nicht beru¨ck-
sichtigt, da diese fu¨r die Untersuchungen in Publikation II nicht unmittelbar von Bedeutung sind.
Wir erhalten also Bewegungsgleichungen fu¨r alle Einteilchenbesetzungsfunktionen fν , welche die La-
dungstra¨gerdynamik beschreiben und in die neben den Besetzungsfunktionen selbst auch retardierte
Green’sche Funktionen Grν(τ) im Gleichgewicht eingehen. Letztere beschreiben die spektralen Eigen-
schaften des Systems und sind durch eigene Bewegungsgleichungen gegeben. Diese finden spa¨ter auch
bei der Kombination des Konfigurationsbildes mit Quasiteilchen-Renormierungen Verwendung, siehe
dazu Abschnitt 3.5 und Publikation II. Sowohl die spektralen als auch die kinetischen Eigenschaften
des Systems ha¨ngen stark von der Wahl der Gesamt-Selbstenergie ab. Wir greifen hier auf sa¨mtliche im
vorigen Kapitel eingefu¨hrten Selbstenergien zuru¨ck. Das bedeutet, dass insbesondere Quasiteilchen-
Eigenschaften der Quantenpunkt-Ladungstra¨ger auftreten, welche durch die kombinierte Wirkung von
Coulomb- und Elektron-Phonon-Wechselwirkung entstehen. Diese wurden ausfu¨hrlich in [111] und [35]
diskutiert und sind auch in Publikation II ein zentraler Punkt, weshalb wir uns hier auf die Formulie-
rung der Gleichungen beschra¨nken wollen. Die Besetzungsdynamik ist gegeben durch
∂
∂t
fν(t) = (1− fν(t))Sinν (t)− fν(t)Soutν (t) (3.15)
mit den Ein- und Ausstreuraten
Sinν (t) =
∫ t
t0
dt′2Re
{
Grν(t− t′)Σ<ν (t′, t) ,
Soutν (t) =
∫ t
t0
dt′2Re
{
Σ>ν (t, t
′)Gaν(t
′ − t) ,
(3.16)
die sich additiv aus Coulomb- und Elektron-LO-Phonon-Beitra¨gen zusammensetzen,
Sin/outν = S
in/out
ν
∣∣∣
Coul
+ Sin/outν
∣∣∣
LO
. (3.17)
Die Abha¨ngigkeit der Besetzungsfunktionen in Gleichung (3.15) von der aktuellen Zeit t reflektiert
die Vernachla¨ssigung von Geda¨chtniseffekten, die in Kapitel 2 aus der Verwendung des minimal retar-
dierten GKBA folgte. Derselbe Ansatz wird auch in den Selbstenergien verwendet, sodass die Streu-
raten nur von Besetzungen zur aktuellen Zeit abha¨ngen. Die Streuraten fu¨r Coulomb-Wechselwirkung
Sin/out
∣∣∣
Coul
und fu¨r Elektron-Phonon-Wechselwirkung Sin/out
∣∣∣
LO
folgen dann jeweils aus der SBA-
Selbstenergie (2.31) bzw. der Phonon-RPA-Selbstenergie (2.40),
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Sinα1,λ
∣∣∣
Coul
(t) = 22Re
{ ∑
α2α3α4
∑
λ′
(
|W r,λλ′λ′λα1α2α3α4(t)|2 − δλ,λ′W r,λλ
′λ′λ
α1α2α3α4(t)(W
r,λλ′λ′λ
α1α2α4α3(t))
∗
)
×
fλα4(t)f
λ′
α3(t)(1− fλ
′
α2(t))
∫ t
0
dt′(Gλα4(t
′))∗(Gλ
′
α3(t
′))∗Gλ
′
α2(t
′)Gλα1(t
′) ,
Soutα1,λ
∣∣∣
Coul
(t) = 22Re
{ ∑
α2α3α4
∑
λ′
(
|W r,λλ′λ′λα1α2α3α4(t)|2 − δλ,λ′W r,λλ
′λ′λ
α1α2α3α4(t)(W
r,λλ′λ′λ
α1α2α4α3(t))
∗
)
×
(1− fλα4(t))(1− fλ
′
α3(t))f
λ′
α2(t)
∫ t
0
dt′Gλα4(t
′)Gλ
′
α3(t
′)(Gλ
′
α2(t
′))∗(Gλα1(t
′))∗ ,
Sinα1,λ
∣∣∣
LO
(t) = 2Re
{∑
α2
fλα2(t)
∫ t
0
dt′Dλλλλ,<α1α2α1α2(t− t′)(Gλα2(t′))∗Gλα1(t′) ,
Soutα1,λ
∣∣∣
LO
(t) = 2Re
{∑
α2
(1− fλα2(t))
∫ t
0
dt′Dλλλλ,>α1α2α1α2(t− t′)Gλα2(t′)(Gλα1(t′))∗ ,
(3.18)
wobei wir die Anfangszeit t0 = 0 gesetzt haben. Es ist zu beachten, dass die Indizes α den Spin enthal-
ten, sodass im Coulomb-RPA-Streuterm eine Summation u¨ber Zusta¨nde assistierender Ladungstra¨ger
beider Spinrichtungen erfolgt, wa¨hrend der Austausch- oder Vertex-Term sowohl spin- als auch band-
diagonal ist. Die Bewegungsgleichung der retardierten Green’schen Funktionen lautet
[
i
∂
∂t
− ε˜λα
]
Gr,λα (t) = δ(t) +
∫ t
0
dt′ Σr,SBA,λα (t− t′) + Σr,P-RPA,λα (t− t′)
]
Gr,λα (t
′),
ε˜λα = ε
λ
α +Σ
HF,λ
α +Σ
PH,λ
α .
(3.19)
Sie wird fu¨r alle Quantenpunkt- und Benetzungsschicht-Zusta¨nde unter Vorgabe geeigneter Beset-
zungsfunktionen in den retardierten Selbstenergien in der Zeit integriert, so dass die resultierenden
Green’schen Funktionen in die Streuraten (3.18) eingesetzt werden ko¨nnen. Mit diesen, im Allge-
meinen zeitabha¨ngigen, Streuraten ist dann die Ladungstra¨gerdynamik mittels Gleichung (3.15) zu
berechnen. Zur Lo¨sung der spektralen Bewegungsgleichungen sollen hier noch einige Anmerkungen
gemacht werden, die die konkrete Auswertung der retardierten Selbstenergien betreffen. Die Hartree-
Fock-Selbstenergie (2.29) lautet im Elektron-Loch-Bild und unter Vernachla¨ssigung von Interbandpo-
larisationen
ΣHF,λα1 =
∑
α2
[
fλα2V
λλλλ
α1α2α2α1 − fλ
′
α2V
λλ′λ′λ
α1α2α2α1 − fλα′V λλλλα1α2α1α2
]
, λ = λ′. (3.20)
Es muss nun zwischen Quantenpunkt- und Benetzungsschicht-Zusta¨nden unterschieden werden. Auf-
grund der homogenen Verteilung der Quantenpunkte auf der Benetzungsschicht sowie globaler La-
dungsneutralita¨t heben sich sa¨mtliche Hartree-artige Renormierungen der Benetzungsschicht-Zusta¨nde
gegenseitig auf, wa¨hrend Quantenpunkt-Zusta¨nde nur noch durch Ladungstra¨ger im selben Quanten-
punkt Hartree-Renormierungen erfahren [113]. Dennoch fu¨hren die lokalen Ladungsinhomogenita¨-
ten in den Quantenpunkten zur Umverteilung von Ladungstra¨gern in der Benetzungsschicht, deren
Ru¨ckwirkung auf die Quantenpunkt-Ladungstra¨ger sich als Abschirmung im Sinne von Gleichung
(3.12) auffassen la¨sst. Dieser Effekt kann also direkt durch Verwendung abgeschirmter Hartree-artiger
Matrixelemente beru¨cksichtigt werden [113]. Analog dazu nehmen wir an, dass auch die Austausch-
Wechselwirkung zwischen Quantenpunkt-Ladungstra¨gern im Sinne einer SX-Selbstenergie abgeschirmt
werden muss. Damit ergibt sich jeweils fu¨r Quantenpunkt-(QD-) und Benetzungsschicht-Zusta¨nde
ΣHF,λk = −
∑
k′
fλk′V
λλλλ
kk′kk′ ,
ΣHF,λα∈QD =
∑
β∈QD
(
fλβW
λλλλ
αββα − fλ
′
β W
λλ′λ′λ
αββα − δλ,λ′fλβWλλλλαβαβ
)
−
∑
k′
fλk′V
λλλλ
αk′αk′ , λ = λ′.
(3.21)
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Die Quantenpunkt-Indizes enthalten nach wie vor einen Spinindex. Bei der Berechnung der Austausch-
Wechselwirkung zwischen Benetzungsschicht-Zusta¨nden ist zu beachten, dass aufgrund der Homoge-
nita¨t des Systems die Coulomb-Matrixlelemente eine Singularita¨t fu¨r k = k′ aufweisen, die geeignet
gehoben werden muss. Die hier verwendete Prozedur wird in [114] diskutiert. Aufgrund der isotro-
pen Dispersion und Besetzungsverteilung der Benetzungsschicht sowie der Rotationssymmetrie der
Quantenpunkt-Zusta¨nde lassen sich die Summen u¨ber Wellenvektoren k optimal in Polarkoordinanten
auswerten und die Benetzungsschicht-Zusta¨nde allein nach dem Betrag der Wellenvektoren klassifizie-
ren, was die Anzahl der Einteilchenzusta¨nde drastisch reduziert.
Als zweiter instantaner Selbstenergie-Beitrag wird die Hartree-artige Elektron-Phonon-Wechselwir-
kung (2.38) betrachtet. Zuna¨chst kann man sich analog der Coulomb-Hartree-Wechselwirkung davon
u¨berzeugen, dass sich, abgesehen von der Wechselwirkung zwischen Quantenpunkt-Zusta¨nden, alle
Terme gegenseitig aufheben. Unter der Annahme konstanter Besetzungsfunktionen sowie einer infini-
tesimalen Da¨mpfung des freien Phonon-Propagators kann das Zeitintegral in (2.38) ausgefu¨hrt werden.
Geht man weiterhin von gleichen Einhu¨llenden-Funktionen fu¨r Elektronen und Lo¨cher aus, so lautet
die Selbstenergie
ΣPH,λα∈QD =
2
ωLO
∑
β∈QD
∑
q
gλλαα(q)
(
gλλββ(q)
)∗ (
fλβ − fλ
′
β
)
, λ = λ′. (3.22)
Die Elektron-Phonon-Matrixelemente lassen sich analog zu Gleichung (3.14) auswerten.
Die nicht-instantanen Beitra¨ge zur retardierten Selbstenergie setzen sich aus den Propagatoren Σ≷ zu-
sammen und a¨hneln daher formal den jeweiligen Ein- und Ausstreuraten (3.18). Die SBA-Selbstenergie
lautet fu¨r einen beliebigen Zustand
Σr,SBA,λα1 (t− t′) = 2
∑
α2α3α4
∑
λ′
(
|W r,λλ′λ′λα1α2α3α4 |2 − δλ,λ′W r,λλ
′λ′λ
α1α2α3α4(W
r,λλ′λ′λ
α1α2α4α3)
∗
)
×[
fλα4f
λ′
α3(1− fλ
′
α2) + (1− fλα4)(1− fλ
′
α3)f
λ′
α2 G
λ
α4(t− t′)Gλ
′
α3(t− t′)(Gλ
′
α2(t− t′))∗.
(3.23)
Hierbei schließen wir Terme der Selbstenergie aus, die vier Quantenpunkt-Zusta¨nde miteinander ver-
binden, da diese auch in einem vo¨llig isolierten Quantenpunkt dissipative Streuprozesse von Ladungs-
tra¨gern ermo¨glichen wu¨rden und somit physikalisch fragwu¨rdig sind. Wir beru¨cksichtigen zudem im
Folgenden keine Beitra¨ge zur Renormierung der Benetzungsschicht-Zusta¨nde durch Ladungstra¨ger
in den Quantenpunkten, um eine bessere Vergleichbarkeit der Ergebnisse mit dem Konfigurations-
bild zu erreichen, siehe auch die Diskussion in Kapitel 3.5. Die Renormierungen durch Coulomb-
Wechselwirkung jenseits der Hartree-Fock-Beitra¨ge innerhalb der Benetzungsschicht stellen wir zur
numerischen Vereinfachung in einer Pol-Na¨herung dar. In dieser wird angenommen, dass sich das
wechselwirkende System durch Quasiteilchen mit retardierten Green’schen Funktionen beschreiben
la¨sst, die genau einen Pol in der komplexen Frequenzebene besitzen, der gegenu¨ber der Energie freier
Teilchen verschoben ist. Die Verschiebung auf der reellen Achse entspricht hierbei einer Verschiebung
der Einteilchenenergie, die Verschiebung auf der imagina¨ren Achse hingegen einer endlichen Lebens-
dauer des Quasiteilchens. Dieser Ansatz geht auf die Landau’sche Theorie der Fermi-Flu¨ssigkeit [103]
zuru¨ck und ist in der Regel fu¨r Systeme mit einer kontinuierlichen Zustandsdichte und Coulomb-artig
wechselwirkenden Ladungstra¨gern gerechtfertigt. Die Spektralfunktionen der Quasiteilchen sind dann
gema¨ß Gleichung (2.15) durch einen Lorentz-fo¨rmig verbreiterten und energetisch verschobenen Peak
gegeben, wobei die Verbreiterung umgekehrt proportional zur Quasiteilchen-Lebensdauer ist,
Gˆλk(ω) =
1
π
Γλk
(ω − ε˜λk −Δλk)2 + (Γλk)2
. (3.24)
Die Renormierungen in Hartree-Fock-Na¨herung sollen bereits in den Energien ε˜λk enthalten sein. Die
Energieverschiebungen Δλk und die Quasiteilchen-Verbreiterungen Γ
λ
k werden bestimmt, indem die
spektralen Gleichungen der Benetzungsschicht-Zusta¨nde ohne Kopplung an die Quantenpunkte unter
Verwendung der SBA-Selbstenergie gelo¨st und die resultierenden Spektralfunktionen fu¨r gegebene
Temperaturen und Ladungstra¨gerdichten an die Form (3.24) angepasst werden. Die SBA-Selbstenergie
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wird dann in den spektralen Gleichungen des Gesamtsystems durch einen pha¨nomenologischen Term
ersetzt,
∂
∂t
Gr,λk
∣∣∣
SBA
= −1

(Γλk + iΔ
λ
k)G
r,λ
k . (3.25)
Somit ist fu¨r jede Temperatur und Ladungstra¨gerdichte das spektrale Problem der Benetzungs-
schicht nur einmal zu lo¨sen, unabha¨ngig von den Eigenschaften der Quantenpunkte, die an die Benet-
zungsschicht koppeln. In Abbildung 3.2 sind beispielhaft Energieverschiebungen und Verbreiterungen
fu¨r ausgewa¨hlte Parameter dargestellt. Man erkennt die leichte Energieabsenkung durch Coulomb-
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Abbildung 3.2: Quasiteilchen-Verbreiterungen Γλk und Energieverschiebungen Δ
λ
k im Leitungsband
einer InGaAs-Benetzungsschicht im thermischen Gleichgewicht u¨ber dem Betrag k der Wellenzahl
fu¨r verschiedene Temperaturen T und Ladungstra¨gerdichten n. Die verwendeten Materialparameter
entsprechen jenen in Publikation II.
Korrelationen sowie die starke Abha¨ngigkeit aller Renormierungen von der Wellenzahl. Mit steigender
Temperatur nehmen die Quasiteilchen-Verbreiterungen zu, wa¨hrend das Verhalten in Abha¨ngigkeit
von der Ladungstra¨gerdichte nichtmonoton ist. Ab einer bestimmten Dichte nimmt, je nach Tem-
peratur, die Verbreiterung wieder ab, da effiziente Plasmaabschirmung die Coulomb-Wechselwirkung
in einem sta¨rkeren Maße abschwa¨cht als dass die Ladungstra¨gerbesetzungen, gegeben durch Fermi-
Funktionen, zunehmen. Die Qualita¨t der Pol-Na¨herung in einer InGaAs-Benetzungsschicht wird fu¨r
T = 300K in [111] diskutiert. Dort wird ersichtlich, dass mit abnehmender Ladungstra¨gerdichte die
Abweichung der retardierten Green’schen Funktionen von einem exponentiellen zeitlichen Verhalten
wie in Gleichung (3.25) gro¨ßer wird, sodass insbesondere die Ausla¨ufer der Spektralfunktionen durch
Lorentz-Funktionen u¨berscha¨tzt werden. Eine vergleichbare Tendenz finden wir auch fu¨r tiefere Tem-
peraturen mit abnehmender Quasiteilchen-Verbreiterung. Dennoch ist die Pol-Na¨herung sehr gut dazu
geeignet, das Verhalten von Quasiteilchen-Lebensdauern und Korrelationsverschiebungen in Abha¨n-
gigkeit von Temperatur und Ladungstra¨gerdichte qualitativ wiederzugeben und somit deren Einfluss
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auf die Ladungstra¨gerstreuraten zu modellieren.
Die LO-Phonon-RPA-Selbstenergie wird fu¨r alle Zusta¨nde voll ausgewertet, wobei auch hier der Ein-
fluss der Quantenpunkt-Ladungstra¨ger auf die Benetzungsschicht vernachla¨ssigt wird,
Σr,P-RPA,λα1 (t− t′) =
∑
α2
(
fλα2D
λλλλ,<
α1α2α1α2(t− t′) + (1− fλα2)Dλλλλ,>α1α2α1α2(t− t′)
)
Gλα2(t− t′). (3.26)
Wir beru¨cksichtigen u¨ber die bisherige Darstellung der Elektron-Phonon-Wechselwirkung hinaus die
endliche Lebensdauer der LO-Phononen, die durch Streuprozesse der Phononen untereinander verur-
sacht wird, durch einen pha¨nomenologischen Da¨mpfungsterm im freien Phonon-Propagator,
id≷(t− t′) =
[
(1 +NLO)e
∓iωLO(t−t′) +NLOe±iωLO(t−t
′)
]
e−ΓLO(t−t
′). (3.27)
Die entsprechenden Lebensdauern Γ−1LO der Phononen entnehmen wir temperaturabha¨ngig den expe-
rimentellen Befunden in [115].
3.3 Boltzmann-Gleichung
In den Publikationen I und II wird jeweils auf die Beschreibung der Ladungstra¨gerdynamik durch eine
Boltzmann-Gleichung zuru¨ckgegriffen, um den Einfluss von Korrelationen zu untersuchen, die in der
Konfigurationsbeschreibung der Dynamik bzw. in den Quasiteilchen-Renormierungen enthalten sind.
Die Boltzmann-Gleichung liefert eine sto¨rungstheoretische Behandlung der Dynamik und kann aus den
Bewegungsgleichungen der Besetzungsfunktionen fν (3.15) mit den Streuraten (3.16) gefolgert werden,
indem man retardierte Green’schen Funktionen Grν freier Teilchen, also im Wesentlichen Exponential-
funktionen mit freien Energien, in die Streuraten einsetzt. Die Zeitintegrale, mit der unteren Grenze
nach t′ = −∞ verschoben, lassen sich dann analytisch ausfu¨hren und ergeben Dirac-Delta-Funktionen,
welche energieerhaltende Streuprozesse zwischen energetisch scharf definierten Einteilchenzusta¨nden
beschreiben. Fu¨r Ladungstra¨ger-Coulomb-Wechselwirkung und Elektron-LO-Phonon-Wechselwirkung
ergeben sich dann die folgenden Streuraten:
Sinα1,λ
∣∣∣
Coul
(t) =
2π

∑
α2α3α4
∑
λ′
(
|W r,λλ′λ′λα1α2α3α4(t)|2 − δλ,λ′W r,λλ
′λ′λ
α1α2α3α4(t)(W
r,λλ′λ′λ
α1α2α4α3(t))
∗
)
×
fλα4(t)f
λ′
α3(t)(1− fλ
′
α2(t))δ(ε
λ
α1 + ε
λ′
α2 − ελ
′
α3 − ελα4),
Soutα1,λ
∣∣∣
Coul
(t) =
2π

∑
α2α3α4
∑
λ′
(
|W r,λλ′λ′λα1α2α3α4(t)|2 − δλ,λ′W r,λλ
′λ′λ
α1α2α3α4(t)(W
r,λλ′λ′λ
α1α2α4α3(t))
∗
)
×
(1− fλα4(t))(1− fλ
′
α3(t))f
λ′
α2(t)δ(ε
λ
α1 + ε
λ′
α2 − ελ
′
α3 − ελα4),
Sinα1,λ
∣∣∣
LO
(t) =
2π

∑
α2,q
|gλλα1α2(q)|2fλα2(t)
[
(1 +NLO)δ(ε
λ
α2 − ελα1 − ωLO)
+NLOδ(ε
λ
α2 − ελα1 + ωLO)
]
,
Soutα1,λ
∣∣∣
LO
(t) =
2π

∑
α2,q
|gλλα1α2(q)|2(1− fλα2(t))
[
(1 +NLO)δ(ε
λ
α2 − ελα1 + ωLO)
+NLOδ(ε
λ
α2 − ελα1 − ωLO)
]
.
(3.28)
3.4 Offene Quantensysteme
An dieser Stelle soll eine Methode zur Beschreibung von Halbleiter-Nanostrukturen als wechselwirken-
de Vielteilchensysteme vorgestellt werden, die sich vom Ansatz her von der in Kapitel 2 eingefu¨hrten
Formulierung mittels Green’scher Funktionen unterscheidet. Dennoch ergeben sich formal Parallelen,
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die wir an spa¨terer Stelle explizit ausnutzen werden, siehe Kapitel 3.5. Die Methode der Einteilchen-
Green’schen Funktionen basiert darauf, bei der Berechnung von Einteilchenerwartungswerten alle
u¨berflu¨ssigen Freiheitsgrade der Dichtematrix des Vielteilchensystems abzuspuren, so dass das System
letztlich durch eine reduzierte Einteilchendichtematrix beschrieben werden kann. Die Vielteilchen-
wechselwirkung wird in diesem Bild durch die Einfu¨hrung geeigneter zweizeitiger Erwartungswerte
und Lo¨sung derer Bewegungsgleichungen, na¨mlich der Kadanoff-Baym-Gleichungen, behandelbar. Al-
lerdings sind auf diese Art im Allgemeinen keine Vielteilchenerwartungswerte wie etwa exzitonische
Besetzungen zuga¨nglich, und auch die Berechnung der Einteilchenbesetzungsdynamik erfolgt im Sin-
ne einer Molekularfeldna¨herung unter Ru¨ckgriff ausschließlich auf die Einteilchendichtematrix. Wie
ausfu¨hrlich in Publikation I diskutiert wird, ist dies eine angemessene Methode zur Beschreibung von
Systemen mit vielen Freiheitsgraden, jedoch nicht unbedingt von Systemen, die wenige Ladungstra¨ger
enthalten, wie etwa Halbleiter-Quantenpunkte. Die grundlegende Idee der Theorie offener Quanten-
systeme ist es, das System von Interesse, in unserem Fall das Quantenpunkt-Ensemble, und seine
Umgebung, hier das umgebende Halbleitermaterial, auf unterschiedlichem theoretischen Niveau zu
beschreiben. Es wird also eine ku¨nstliche Trennung zwischen System und Umgebung vorgenommen.
Dies wird erreicht, indem die Freiheitsgrade der Umgebung in der Dichtematrix abgespurt werden, so
dass eine reduzierte Dichtematrix des Systems u¨brigbleibt, deren Dynamik u¨ber eine Von-Neumann-
Gleichung beschrieben werden kann. Es handelt sich hierbei nicht um eine Einteilchen-, sondern um ei-
ne Vielteilchendichtematrix, die in einer Basis von Vielteilchenkonfigurationen (Slater-Determinanten)
darstellbar ist und sa¨mtliche Korrelationen zwischen den Ladungstra¨gern innerhalb des Systems ent-
ha¨lt. Insbesondere gibt sie also Auskunft u¨ber die Besetzung beliebiger Multi-Exziton-Zusta¨nde, was
etwa fu¨r die Beschreibung quantenoptischer Experimente an Quantenpunkten von großer Bedeutung
ist. Die Umgebung wird in diesem Bild als Reservoir mit vielen Freiheitsgraden betrachtet, das Ener-
gie und Ladungstra¨ger fu¨r dissipative Prozesse bereitstellt. Da in beiden Publikationen ausfu¨hrlich
auf dieses Thema eingegangen wird, beschra¨nken wir uns in diesem Abschnitt darauf, die funda-
mentale Gleichung zur Beschreibung der Systemdynamik, die Von-Neumann-Lindblad-Gleichung, in
Born-Markov-Na¨herung herzuleiten. Im folgenden Abschnitt werden wir dann einen Ansatz disku-
tieren, der die Kombination des Konzeptes offener Quantensysteme mit dem der Beschreibung von
Quasiteilchen-Renormierungen mittels Green’scher Funktionen ermo¨glicht.
3.4.1 Von-Neumann-Lindblad-Gleichung
Wir halten uns im Wesentlichen an die Ausfu¨hrungen von Carmichael [116]. Ausgangspunkt ist die
Von-Neumann-Gleichung der Dichtematrix χ(t) des Gesamtsystems aus System S und Reservoir R,
i
∂
∂t
χ(t) = [H,χ(t)] , (3.29)
wobei sich der Hamiltonoperator H zerlegen la¨sst in Hamiltonoperatoren des Systems, des Reservoirs
und der System-Reservoir-Wechselwirkung,
H = HS +HR +HSR. (3.30)
Wir setzen die System-Reservoir-Wechselwirkung in der Form
HSR =
∑
i
siΓi (3.31)
mit Systemoperatoren si und Reservoiroperatoren Γi an, wobei u¨ber eine zuna¨chst unbestimmte Menge
von Indizes i summiert wird. Wie man sich leicht u¨berzeugt, ko¨nnen alle relevanten Wechselwirkungen
auf diese Form gebracht werden. U¨berfu¨hrt man die Von-Neumann-Gleichung ins Wechselwirkungsbild
bezu¨glich des Hamiltonoperators HSR und integriert sie formal nach der Zeit, so erha¨lt man
χ˜(t) = χ(0) +
1
i
∫ t
0
[
H˜SR(t
′), χ˜(t′)
]
dt′. (3.32)
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Die Anfangsbedingung ergibt sich aus der Annahme, dass System und Reservoir zu Beginn der Zeit-
entwicklung unkorreliert sind, also die Gesamtdichtematrix χ in Systemanteil ρ und Reservoiranteil
ρR faktorisiert,
χ˜(0) = χ(0) = ρ(0)ρR(0). (3.33)
Wir setzen dies in Gleichung (3.29) ein und nehmen eine schwache System-Reservoir-Wechselwirkung
an, sodass die Gesamtdichtematrix zu allen Zeiten in System- und Reservoirdichtematrix faktorisiert.
Es werden dann alle Terme vernachla¨ssigt, die von ho¨herer als zweiter Ordnung in der Wechselwirkung
sind, was einer Born-Na¨herung entspricht,
∂
∂t
χ˜(t) =
1
i
[
H˜SR(t), ρ(0)ρR(0)
]
− 1
2
∫ t
0
[
H˜SR(t),
[
H˜SR(t
′), ρ˜(t′)ρ˜R(t′)
]]
dt′. (3.34)
Durch Bilden der Spur u¨ber die Reservoirzusta¨nde erha¨lt man hieraus eine Gleichung fu¨r die reduzierte
Dichtematrix des Systems,
∂
∂t
ρ˜(t) =
1
i
TrR
{[
H˜SR(t), ρ(0)ρR(0)
]}
− 1
2
∫ t
0
TrR
{[
H˜SR(t),
[
H˜SR(t
′), ρ˜(t′)ρ˜R(t′)
]]}
dt′. (3.35)
Man kann sich davon u¨berzeugen, dass der lineare Term in Gleichung (3.35) im Falle eines bosoni-
schen Reservoirs im thermischen Gleichgewicht verschwindet [116], wa¨hrend er fu¨r ein fermionisches
Reservoir zu Hartree-Fock-Renormierungen der Systemenergien fu¨hrt, die im Weiteren in den Hamil-
tonoperator des Systems einbezogen werden [117]. Bei der Auswertung des Doppelkommutators in
Gleichung (3.35) treten sogenannte Reservoir-Korrelationsfunktionen auf:
Γ˜i(t)Γ˜j(t
′)
〉
R
= TrR
{
ρ˜R(t
′)Γ˜i(t)Γ˜j(t′)
}
. (3.36)
Unter der Annahme, dass diese wegen der großen Anzahl an Reservoir-Freiheitsgraden relativ zur Sys-
temdynamik zeitlich schnell abklingen, kann in einer Markov-Na¨herung die Systemdichtematrix unter
dem Zeitintegral durch die aktuelle Dichtematrix ersetzt werden. Die Systemoperatoren si beschreiben
U¨berga¨nge zwischen Eigenzusta¨nden des System-Hamiltonoperators HS mit U¨bergangsfrequenzen ωi,
besitzen also im Wechselwirkungsbild eine triviale Zeitentwicklung. Fasst man die Terme unter den
vorher genannten Voraussetzungen geeignet zusammen, so la¨sst sich die Bewegungsgleichung der re-
duzierten Dichtematrix im Schro¨dinger-Bild auf eine einfache Form bringen, die als Von-Neumann-
Lindblad-Gleichung bezeichnet wird:
∂
∂t
ρ = − i

[HS , ρ] +
∑
i,j
γij(t)
2
[2siρsj − sjsiρ− ρsjsi] . (3.37)
Es la¨sst sich zeigen [118], dass, sofern die Koeffizienten γij eine positiv definite Matrix bilden, dies
die allgemeinste Form einer Bewegungsgleichung fu¨r die reduzierte Dichtematrix eines offenen Quan-
tensystems mit Dissipation darstellt, die die positive Definitheit der Dichtematrix sowie deren Spur
erha¨lt. Wa¨hrend also die operatorielle Form der Gleichung bereits aus allgemeinen U¨berlegungen folgt,
dient die oben skizzierte mikroskopische Herleitung der Gleichung in Born-Markov-Na¨herung vor al-
lem dazu, einen spezifischen Ausdruck fu¨r die Koeffizienten γij zu erhalten. Wie in den Publikationen
erla¨utert, beschra¨nken wir uns bei der System-Reservoir-Wechselwirkung auf“diagonale”Koeffizienten
γii = γi mit
γi(t) =
2
2
Re
{∫ t
0
dt′e−iωi(t−t
′) Γ˜†i (t)Γ˜i (t
′)
〉
R
. (3.38)
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Diese stellen Raten dar, mit denen durch die dissipative System-Reservoir-Kopplung vermittelte Streu-
prozesse zwischen Eigenzusta¨nden des Systems stattfinden, die dissipativen Terme werden Lindblad-
Terme genannt. Im Gegensatz dazu beschreibt der Kommutatorterm in der Von-Neumann-Lindblad-
Gleichung die koha¨rente Zeitentwicklung des Systems. Wir diskutieren die verschiedenen Streupro-
zesse, die sich aus der System-Reservoir-Kopplung mittels Elektron-Elektron und Elektron-Phonon-
Wechselwirkung ergeben, ausfu¨hrlich in den Publikationen und spezifizieren dort auch den Hamilton-
operator des Quantenpunkt-Systems. Auf beide Punkte werden wir jedoch auch im na¨chsten Abschnitt
kurz eingehen, um unseren Ansatz zur Kombination des Konfigurationsbildes mit Quasiteilchen-
Renormierungen zu rechtfertigen. Zusa¨tzlich zu den Streuprozessen liefern die zu (3.38) analogen
Imagina¨rteile Verschiebungen der Eigenenergien des Systems, was sich als Renormierung des System-
Hamiltonoperators auffassen la¨sst und an der Struktur von Gleichung (3.37) nichts a¨ndert. Fu¨r unsere
Untersuchungen spielen diese sogenannten Lamb-Shifts jedoch keine Rolle.
3.5 Kombination von Konfigurationsbild und Quasiteilchen-
Renormierungen
Ein ausfu¨hrlicher Vergleich der Beschreibung der Ladungstra¨gerdynamik in Quantenpunkten im Ein-
teilchenbild und im Konfigurationsbild erfolgt in den Publikationen. In Publikation I werden beide An-
sa¨tze sto¨rungstheoretisch behandelt, wa¨hrend in Publikation II auch Quasiteilchen-Renormierungen,
beschrieben durch Green’sche Funktionen, beru¨cksichtigt werden. Dort wird zu diesem Zweck ein An-
satz diskutiert, der die Kombination des Konfigurationsbildes mit Green’schen Funktionen erlaubt.
Obgleich eine systematische Herleitung aus der Theorie offener Quantensysteme nicht erfolgen kann,
soll der Ansatz in diesem Abschnitt ausfu¨hrlicher motiviert und begru¨ndet werden, als es in Publika-
tion II mo¨glich war.
Die beiden zuvor eingefu¨hrten Ansa¨tze sind zuna¨chst komplementa¨r in Bezug auf die Qualita¨t, in
der sie die Ladungstra¨gerdynamik in Halbleiter-Quantenpunkten beschreiben; Die Kadanoff-Baym-
Gleichungen liefern die kinetischen Eigenschaften der Quantenpunkt-Ladungstra¨ger in systematischer
Verknu¨pfung mit ihren nichttrivialen spektralen Eigenschaften, sind dabei jedoch auf Einteilchener-
wartungswerte beschra¨nkt und vernachla¨ssigen dadurch unter Umsta¨nden wesentliche Korrelationen
innerhalb der Quantenpunkte. Die Theorie offener Quantensysteme macht hingegen beliebige Ob-
servablen innerhalb des Quantenpunkt-Systems zuga¨nglich, ist aber wegen der verwendeten Born-
Markov-Na¨herung sto¨rungstheoretischer Natur und kann daher in derartigen Systemen mit diskreter
Zustandsdichte zu Anomalien fu¨hren. So ergeben sich, wie in Gleichung (3.39) dargestellt, Streuraten,
die entsprechend Fermis Goldener Regel eine Dirac-Delta-Funktion enthalten und demnach die exak-
te Kompensation der Energiedifferenz von Anfangs- und Endzustand durch das Reservoir erfordern.
Besitzt aber das Reservoir ein diskretes Spektrum, so wie im Falle der LO-Phononen des Volumen-
kristalls, dann kann die Delta-Funktion nicht ausgewertet werden und es findet in dieser Na¨herung
keine durch LO-Phononen vermittelte Streuung zwischen Quantenpunkt-Zusta¨nden statt. Dieser so-
genannte “Phonon bottleneck” ist ein Artefakt der Born-Markov-Na¨herung, die wir zur Herleitung der
Streuraten verwendet haben, und tritt entsprechend auch bei der Beschreibung der Elektron-Phonon-
Wechselwirkung in Quantenpunkten durch eine Boltzmann-Gleichung auf. Er wird im Einteilchenbild
durch eine nicht-sto¨rungstheoretische Behandlung der Elektron-LO-Phonon-Wechselwirkung aufgeho-
ben, die auf das Polaron als neues Quasiteilchen mit modifizierter Zustandsdichte fu¨hrt, etwa mittels
der Phonon-RPA-Selbstenergie (3.26) [34]. Beide oben genannten Theorien lassen sich prinzipiell sys-
tematisch erweitern, so dass die angesprochenen Unzula¨nglichkeiten beseitigt werden, etwa durch
Einfu¨hrung und Berechnung von Mehrteilchen-Green’schen Funktionen oder Entwicklung der System-
Reservoir-Kopplung in beliebiger Ordnung. Praktisch fu¨hren beide Methoden aber bereits bei der
Formulierung der notwendigen Gleichungen zu großen Problemen, so dass diese Wege nicht verfolgt
werden ko¨nnen. Der hier verwendete Ansatz basiert auf der Beobachtung, dass zwischen den Streuraten
der Kadanoff-Baym-Gleichungen (3.18) in den zuvor besprochenen Na¨herungen und den Koeffizienten
der Von-Neumann-Lindblad-Gleichung in Born-Markov-Na¨herung (3.38) starke formale A¨hnlichkeiten
bestehen. Analysiert man die Koeffizienten genauer, wobei wir der Einfachheit halber von einem ther-
mischen Reservoir und stationa¨ren Koeffizienten ohne Zeitabha¨ngigkeit ausgehen, so findet man die
allgemeine Form
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γi =
2π

∑
λ
Ci(λ)δ(Eλ − ωi). (3.39)
Die Summe la¨uft u¨ber das Spektrum der vom Reservoir bereitgestellten Energien Eλ, wobei man
sich davon u¨berzeugen kann, dass die Gewichtungsfaktoren Ci(λ) sich aus den bekannten Coulomb-
und Elektron-Phonon-Matrixelementen zusammensetzen, sofern die entsprechenden Hamiltonopera-
toren (2.24) und (2.34) verwendet werden. 1 Die Form der Koeffizienten entspricht also der der Ein-
und Ausstreuraten der Boltzmann-Gleichung (3.28), mit dem Unterschied, dass die Koeffizienten γi
die Streuung zwischen jeweils zwei Eigenzusta¨nden des Systems, also zwei Vielteilchenkonfiguratio-
nen, mit Energieu¨bertrag ωi beschreiben. In Publikation I sind mehrere Beispiele fu¨r den Fall der
Coulomb-Wechselwirkung zwischen System und Reservoir angegeben, Publikation II entha¨lt zusa¨tzlich
ein Beispiel fu¨r den Fall der Elektron-Phonon-Wechselwirkung. Stellt man sich nun den U¨bergang zwi-
schen zwei Konfigurationen als Streuprozess eines einzelnen Ladungstra¨gers vor, so liegt es nahe, die
Koeffizienten γi ebenso aufzuwerten, wie dies von der Boltzmann-Gleichung zu den Kadanoff-Baym-
Gleichungen mit GKBA gelingt: Die Exponentialfunktionen unter dem Zeitintegral sind geeignet durch
allgemeinere retardierte Green’sche Funktionen zu ersetzen. Im Folgenden diskutieren wir, wie eine
systematische Ersetzung erfolgen kann.
Der Energieu¨bertrag ωi ist gegeben durch die Differenz der Energien der durch den betrachteten
U¨bergang verbundenen Eigenzusta¨nde des Systems. Um ihn sinnvoll in Einteilchenenergien zerlegen
zu ko¨nnen, sodass sich freie Einteilchen-Green’sche Funktionen unter dem Zeitintegral in γi ergeben,
ist zuna¨chst eine Na¨herung des Coulomb-Hamiltonoperators des Quantenpunkt-Systems notwendig.
Wir beru¨cksichtigen nur jene Beitra¨ge des Operators, die Energieverschiebungen der Konfigurationen
verursachen, wa¨hrend die Mischung von Konfigurationen vernachla¨ssigt wird. Wie ausfu¨hrlich in [119]
diskutiert wird, ist dies fu¨r die hier betrachteten Quantenpunkte eine gute Na¨herung, da die relativ
wenigen fu¨r die Mischung verantwortlichen Matrixelemente vernachla¨ssigbar klein sind gegenu¨ber den
Energiedifferenzen der durch sie verbundenen Konfigurationen. Die Vielteilchenkonfigurationen, die
wir im Folgenden mit großen Indizes I bzw. J bezeichnen, sind dann Eigenzusta¨nde des Systems. Es
gilt somit
ωi = ωJ − ωI =
∑
ν
εν(n
J
ν − nIν) +
∑
νν′
Dνν′(n
J
νn
J
ν′ − nIνnIν′), (3.40)
wobei nIν die Besetzung des Einteilchenzustandes |ν〉 in der Konfiguration |I〉 bezeichnet und Dνν′
die Hartree- und Austausch-artigen Coulomb-Matrixelemente Wνν′ν′ν bzw. Wνν′νν′ entha¨lt
2. Wir
betrachten beispielhaft die Relaxation eines Elektrons aus der p-Schale des Quantenpunktes in die s-
Schale, assistiert durch beliebige Prozesse im Reservoir, wobei sich weitere, unbeteiligte Ladungstra¨ger
im Quantenpunkt befinden ko¨nnen. Die Konfigurationen lassen sich dann beide aus einer Referenz-
konfiguration |Φ〉, welche durch die unbeteiligten Ladungstra¨ger definiert ist, durch Hinzufu¨gen eines
Ladungstra¨gers erzeugen,
|I〉 = a†e,p |Φ〉 , |J〉 = a†e,s |Φ〉 . (3.41)
In der Energiedifferenz (3.40) heben sich die freien Beitra¨ge der zusa¨tzlichen Ladungstra¨ger sowie
sa¨mtliche Wechselwirkungsbeitra¨ge zwischen ihnen weg. Es verbleiben die freien Energien der am
Streuprozess beteiligten Zusta¨nde sowie deren Renormierungen durch Anwesenheit der unbeteiligten
Ladungstra¨ger,
1Da die System-Reservoir-Wechselwirkung sto¨rungstheoretisch behandelt wird, enthalten die Koeffizienten (3.39)
unabgeschirmte Coulomb-Matrixelemente V . Analog wu¨rde auch die Herleitung einer Boltzmann-Gleichung ohne
Green’sche Funktionen auf Streuterme mit unabgeschirmten Matrixelementen fu¨hren. Wir wissen jedoch aus der Viel-
teilchentheorie, die wir in Kapitel 2 eingefu¨hrt haben, dass die Coulomb-Wechselwirkung durch das Elektron-Loch-
Plasma abgeschirmt wird, was ein nicht-sto¨rungstheoretischer Effekt ist und sich in den Boltzmann-Streuraten in Glei-
chung (3.28) wiederspiegelt. Entsprechend verwenden wir auch in der Konfigurationsbeschreibung der Streuprozesse
abgeschirmte Coulomb-Matrixelemente W .
2Auch fu¨r die Coulomb-Wechselwirkung zwischen Quantenpunkt-Ladungstra¨gern verwenden wir durch das Plasma
abgeschirmte Matrixelemente, wobei wir uns an die Argumentation im Einteilchenbild halten, siehe Abschnitt 3.2.
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ωi = εe,s +
∑
ν′∈|Φ〉
D(e,s)ν′ − (εe,p +
∑
ν′∈|Φ〉
D(e,p)ν′). (3.42)
Die Exponentialfunktion e−iωi(t−t
′) in Gleichung (3.38) entspricht also, bis auf einen Faktor −i/ und
eine Funktion θ(t−t′), welche implizit in den Grenzen des Zeitintegrals enthalten ist, dem Produkt aus
retardierten Green’schen Funktionen im Gleichgewicht, die sich unter Verwendung einer Hartree-Fock-
Selbstenergie und der durch |Φ〉 gegebenen Ladungstra¨gerbesetzungen ergeben. Hinzu kommen durch
Auswertung der Reservoir-Korrelationsfunktionen (3.36) freie retardierte Green’sche Funktionen der
Ladungstra¨ger und/oder Phononen des Reservoirs, die bei dem Streuprozess assistieren. Unser Ansatz
besteht darin, die Hartree-Fock-Green’schen Funktionen der Quantenpunkt-Ladungstra¨ger sowie die
freien Green’schen Funktionen der Benetzungsschicht durch allgemeine retardierte Green’sche Funk-
tionen im Gleichgewicht zu ersetzen. Die freien Green’schen Funktionen der LO-Phononen ersetzen
wir nicht, da sie, wie in Abschnitt 3.1.3 erla¨utert, eine gute Beschreibung der Phononen liefern. Die
Green’schen Funktionen der Quantenpunkt- und Benetzungsschicht-Ladungstra¨ger sind dann auf die
gleiche Weise durch Lo¨sung spektraler Kadanoff-Baym-Gleichungen zu erhalten wie in Abschnitt 3.2
fu¨r das Einteilchenbild dargestellt wurde, inklusive der dort verwendeten Selbstenergien. Der Un-
terschied besteht darin, dass die Green’schen Funktionen nicht unter Annahme einer thermischen
Gleichgewichtssituation berechnet werden, sondern unter Verwendung der durch den Referenzzustand
gegebenen Besetzungen der Quantenpunkt-Zusta¨nde,
[
i
∂
∂t
− ε˜Iν
]
Gr,Iν (t) = δ(t) +
∫ t
0
dt′Σrν(t− t′;nΦν′∈QD)Gr,Iν (t′). (3.43)
Wir stellen den U¨bergang zwischen den Konfigurationen also als Relaxation eines Elektrons unter
dem Einfluss nicht nur der instantanen Hartree-Fock-Renormierungen, sondern auch komplexerer
Quasiteilchen-Renormierungen dar, die durch die wa¨hrend des Prozesses
”
starren“ zusa¨tzlichen La-
dungstra¨ger im Quantenpunkt verursacht werden. Der Ansatz kann auf die meisten Streuprozesse
analog angewendet werden, allerdings gibt es durch Coulomb-Wechselwirkung vermittelte Prozesse,
an denen gleichzeitig zwei Quantenpunkt-Ladungstra¨ger beteiligt sind, beispielweise die Relaxation ei-
nes Elektrons aus der p- in die s-Schale, assistiert durch die Ausstreuung eines Lochs aus der p-Schale
in die Benetzungsschicht,
|I〉 = a†e,pa†h,p |Φ〉 , |J〉 = a†e,s |Φ〉 . (3.44)
In diesem Fall bleibt in der U¨bergangsenergie ωi die Wechselwirkungsenergie D(e,p)(h,p) der beiden
beteiligten Ladungstra¨ger in der Ausgangskonfiguration |I〉 stehen, die nicht als Renormierung im
Sinne einer Einteilchen-Selbstenergie aufgefasst werden kann,
ωi = εe,s +
∑
ν′∈|Φ〉
D(e,s)ν′ − (εe,p +
∑
ν′∈|Φ〉
D(e,p)ν′)− (εh,p +
∑
ν′∈|Φ〉
D(h,p)ν′)−D(e,p)(h,p). (3.45)
Wa¨hrend wir die Exponentialfunktionen, die aus den vorderen Termen resultieren, durch allgemeine
retardierte Green’sche Funktionen der Zusta¨nde |e, s〉, |e, p〉 und |h, p〉 ersetzen, tra¨gt der letzte Term
als oszillierender Faktor exp[i/D(e,p)(h,p)(t− t′)] zum Zeitintegral in γi bei.
Es ist zu beachten, dass in dem oben erla¨uterten Schema keine Renormierungen der Benetzungsschicht
durch Quantenpunkt-Ladungstra¨ger zugelassen werden du¨rfen, da ansonsten die Eigenschaften der Be-
netzungsschicht abha¨ngig von der jeweiligen Referenzkonfiguration wa¨re. Stattdessen mu¨sste u¨ber die
Quantenpunkt-Dichtematrix ρ(t) gemittelt werden, um die Renormierungen durch das Quantenpunkt-
Ensemble und entsprechend die Streuraten zeitabha¨ngig zu berechnen, was den numerischen Aufwand
stark erho¨hen wu¨rde. Wir vernachla¨ssigen daher den Einfluss der Quantenpunkt-Ladungstra¨ger auf
die Benetzungsschicht. Hierbei handelt es sich um eine gute Na¨herung, da zum einen die Ladungstra¨-
gerdichte in den Quantenpunkten typischerweise geringer ist als in der Benetzungsschicht und zum
anderen die Coulomb-Matrixelemente zwischen Quantenpunkt- und Benetzungsschicht-Zusta¨nden re-
lativ klein sind. Die Renormierungen der Benetzungsschicht durch Quantenpunkt-Ladungstra¨ger sind
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deswegen vernachla¨ssigbar gegen die Renormierungen durch Benetzungsschicht-Ladungstra¨ger.
Wie man an (3.43) erkennt, mu¨ssen fu¨r jede beno¨tigte Referenzkonfiguration |Φ〉 die gekoppelten
spektralen Gleichungen fu¨r Quantenpunkt- und Benetzungsschicht-Zusta¨nde gelo¨st werden. Wegen
der Unabha¨ngigkeit der Benetzungsschicht vom Quantenpunkt-Ensemble mu¨ssen allerdings die spek-
tralen Gleichungen der entsprechenden Zusta¨nde nur einmal gelo¨st werden und ko¨nnen dann fu¨r alle
Konfigurationen |I〉 verwendet werden.
Mit den in diesem Kapitel vorgestellten Methoden ist es mo¨glich, die Ladungstra¨gerdynamik in einem
Ensemble von InGaAs-Quantenpunkten aufgrund der Wechselwirkung mit angeregten Benetzungs-
schicht-Ladungstra¨gern und mit LO-Phononen des Volumenmaterials zu berechnen. Die Beschreibung
der Quantenpunkte erfolgt entweder im Einteilchen- oder im Konfigurationsbild, wobei die Streuraten
sto¨rungstheoretisch oder unter Beru¨cksichtigung von Quasiteilchen-Renormierungen berechnet werden
ko¨nnen.
3.6 Publikation I:“Treatment of carrier scattering in quantum
dots beyond the Boltzmann equation”
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As quantum dots (QD) can confine a small number of carriers in localized states with discrete energies, it
is questionable to neglect correlations between the carriers when describing their dynamics. We analyze the
influence of carrier correlations in a single QD on Coulomb scattering processes, which are due to the contact
with a quasicontinuum of wetting-layer (WL) states. Results obtained from a Boltzmann equation are compared
with the fully correlated dynamics governed by a von Neumann–Lindblad equation. In a first step, we take
into account correlations generated by the exact treatment of Pauli blocking due to the contributing QD carrier
configurations. Subsequently, we include correlations generated by energy renormalizations due to Coulomb
interaction between the QD carriers. It is shown that at low WL carrier densities, neither Pauli correlations
nor Coulomb correlations can be safely neglected, if the dynamics of single-particle states in the QD are to be
predicted qualitatively and quantitatively. In the high-density regime, both types of correlations play a lesser role
and thus a description of carrier dynamics by a Boltzmann equation becomes reliable. Furthermore, the efficiency
of WL-assisted scattering processes as well as scattering-induced dephasing rates depending on the WL carrier
density are discussed.
DOI: 10.1103/PhysRevB.85.205144 PACS number(s): 73.21.La, 78.67.Hc
I. INTRODUCTION
Self-assembled semiconductor quantum-dot (QD)
structures1 play an important role as active material in new
light-emitting devices with improved emission properties.2
In addition to their use in conventional laser diodes or
microcavity lasers,3–6 single QDs have established their role
as efficient nonclassical light sources7–10 with applications in
quantum information. Common toQD devices is the excitation
of electrons and holes into higher states, for self-assembled
QD structures typically into delocalized states. Efficient
light emission from the QD ground state requires fast carrier
capture into the localized states and rapid carrier relaxation
within the QD. The dephasing associated with the carrier
scattering plays an important role in the homogeneous QD
linewidth,2 for the photon statistics of single-QD emitters,11
and for the decoherence of quantum information stored in
electronic QD excitations.
Due to their direct relevance for various QD applications, in
the past two decades carrier scattering processes inQDsystems
have been studied intensively both in experiment12–19 and
theory.20–28 Detailed information about the carrier dynamics is
experimentally accessible, for instance, via two-color pump-
probe spectroscopy, allowing for time-resolved differential
transmission, in combination with time-integrated photolu-
minescence measurements.17 While differential transmission
is sensitive to the population of a confined QD shell with
holes, electrons, or both simultaneously, photoluminescence
can only account for the latter case, as recombination of
an electron-hole pair is required. Furthermore, the effect of
Coulomb interaction in multiexciton complexes becomes vis-
ible by opening additional absorption and emission channels
at renormalized energies, which are indicated by negative
differential transmission signals and additional lines in the
photoluminescence spectrum.18 Thus, from the experimental
side, it is possible to identify contributions of different excited
QD configurations. This leads to the question as to what
extent the QD carrier dynamics can be described in terms
of one-particle occupation probabilities that are averaged
over the QD ensemble and/or over repeated measurements,
or whether the system needs to be described in terms of
many-body configurations. Related to this is the importance
of carrier correlations and their inclusion in the theoretical
models.
The usual understanding is that as long as the relevant
electronic states reside in a large Hilbert space, such as a
quasicontinuum of states, approximate treatments of carrier
correlations are possible. On the other hand, when only a
small number of discrete electronic states contribute, the full
configuration interaction becomes important. Self-organized
QDs form a hybrid system since a finite and usually small
number of localized electronic states with discrete energies is
interacting with a quasicontinuum of delocalized electronic
states. The latter is due to the energetically nearby (two-
dimensional) wetting-layer (WL) and (three-dimensional)
bulk barrier states.
For the characterization of the system, observables of
central interest are single-particle expectation values, such
as occupation probabilities of electrons and holes f eα =
〈e†αeα〉 and f hα = 〈h†αhα〉, respectively, or transition amplitudes
between single-particle statesα,β = 〈e†αhβ〉, which have been
formulated with creation and annihilation operators in the
electron-hole picture. In the interacting system, the dynamics
of f e,hα andα,β generally depends on correlations between the
carriers, as can be seen from solving the correspondingHeisen-
berg equations of motion with the Coulomb Hamiltonian.29 A
whole class of approximations can be used to express the
many-body interaction in terms of single-particle expectation
values: Hartree-Fock (mean-field), screened Hartree-Fock,
or second-order Born approximations. The latter leads to
Boltzmann-type kinetic equations for the occupation dynamics
if the quasiparticle and Markov approximation are applied.30
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Since the Boltzmann scattering integrals are frequently used to
describe the carrier dynamics, it is important to note that some
correlation effects are included already within this single-
particle description. Neglecting all correlations corresponds
to the Hartree-Fock level, on which carrier scattering is not
included. An important correlation effect introduced by the
configuration interaction is the energy renormalization of the
states. This effect is absent when the Boltzmann scattering
integrals are formulated in terms of free-carrier states, which
is frequently the case. The nonequilibrium Green’s functions
(NGF) technique has been successfully used to augment the
Boltzmann scattering integrals by including non-Markovian
effects, as well as a self-consistent description of quasipar-
ticle renormalizations and screening of the Coulomb matrix
elements.28,31,32 Nonetheless, the above formulations rely on
a closed description in terms of single-particle expectation
values.
In various experimental situations, carrier correlations in
semiconductors need to be addressed with a description
beyond single-particle expectation values. In systems with
a continuous density of states, such as quantum wells,
correlation effects become important when pair-state excitonic
and biexcitonic nonlinearities determine the system proper-
ties. With the dynamics-controlled truncation scheme,33 their
influence on coherent optical properties has been described
in the absence of dephasing and carrier scattering. Further-
more, correlations between carriers and photons play an
important role for quantum-optical effects in semiconductors.
To formulate the interaction of carriers with the quantized
light field, and to additionally include correlation effects
due to carrier-carrier and carrier-phonon interactions, the
cluster expansion technique29,34 has been successfully used.
In the past, excitonic correlations influencing population
dynamics and photoluminescence35–37 have been studied, and
the influence of carrier-photon correlations on the photon
statistics has been addressed.38 These schemes explicitly
evaluate higher-order expectation values, containing four and
more carrier operators, or mixed carrier and photon operators.
Nevertheless, an approximate truncation of the hierarchy of
correlations is employed.
For QD systems, due to the finite state space of the
electronic excitations, approximate treatments of carrier cor-
relations have been questioned and the importance of a
configuration picture has been pointed out.39 Consequences
for QD laser threshold current densities,40 or QD gain recovery
dynamics,19 have been discussed. Moreover, a carrier-capture
model consisting of several capture configurations in the QD
has been used to explain phonon bottleneck measurement
signals.41
In the following, we consider the carrier dynamics in a QD
under the influence of Coulomb scattering processes assisted
by carriers in delocalized states. We explicitly address the
influence of correlations between QD carriers on the carrier
dynamics. To this end, we compare the treatment of the
QD populations both in the single-particle description and
in the many-particle or configuration picture with the aid
of numerical results. We wish to emphasize that the QD
carriers form the “system” of interest. Dissipation in this
discrete system can only be facilitated through coupling to
other carriers or phonons with a quasicontinuous density of
states. Due to the corresponding large number of degrees
of freedom, they can be viewed as a “bath” for the QD
system. Nevertheless, carriers in delocalized states or phonons
can in principle follow their own dynamics, described by
corresponding kinetic equations. For illustrative purposes, we
focus in this paper on a quasicontinuum of WL carriers, which
are assumed to be in thermal equilibrium. In this sense, the
influence of the additional carriers in delocalized states is
treated in the Born-Markov approximation. The properties
of the bath enter in both pictures (single-particle and con-
figuration descriptions of QD excitations) via microscopically
calculated scattering rates. The rates of several important types
of scattering processes will be discussed in detail. Moreover,
the mathematical connection between the single-particle and
the configuration pictures will be shown, and numerical results
for the optical dephasing in the configuration picture will be
presented.
It is known that, aside from the Coulomb scattering
processes described in this paper, phonon-assisted ones are
also influencing the carrier dynamics and decoherence of
QD-WL systems, especially at low WL carrier densities
and high temperatures.28 In general, this would modify the
rates of specific transitions, while the main results of the
paper, regarding the importance of a correct treatment of
correlations, do not depend on the particular reservoir one has
in mind. Therefore, we will not consider here thermalization
by phonons, which is a subject in its own right.
II. THEORY
A. Model system
We consider a QD-WL system in the limit of a small QD
density with the QD containing a confined ground state and
first excited state in each band. To simplify the theoretical
description and the interpretation of various correlation effects,
we assume that any excitation of carriers in the WL or the QD
is spin polarized and that spin-flip processes can be neglected
on the time scales discussed in this paper. Hence, only one
spin subsystem will be considered. Moreover, we assume that
further degeneracies of the excited state are sufficiently lifted,
so that we end up with two confined states for holes (|1〉, |2〉)
and electrons (|3〉, |4〉), as shown in Fig. 1.
B. Single-particle picture
On the level of a Boltzmann equation, dynamical changes
of the single-particle population fν are described by
∂fν
∂t
∣∣∣∣
coll
= (1 − fν)S inν − fνSoutν . (1)
The collision term accounts for in- and out-scattering contri-
butions for each single-particle state |ν〉, with corresponding
rates S inν and Soutν , respectively. For the carrier-carrier scattering
due to Coulomb interaction, one obtains in the second-order
Born and Markov approximation
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S inν =
2π
h¯
∑
ν1,ν2,ν3
Wνν1ν2ν3 [W ∗νν1ν2ν3 − W ∗νν1ν3ν2 ]fν2fν3 (1 − fν1 ) δ(εν + εν1 − εν2 − εν3 ),
(2)
Soutν =
2π
h¯
∑
ν1,ν2,ν3
Wνν1ν2ν3 [W ∗νν1ν2ν3 − W ∗νν1ν3ν2 ](1 − fν2 )(1 − fν3 )fν1 δ(εν + εν1 − εν2 − εν3 ).
Two additional approximations in Eq. (2) need to be
addressed. The delta functions describing energy conservation
are formulated with free-carrier energies. In a derivation
of Eq. (2) based on the NGF technique, this is the result
of a quasiparticle approximation, which is introduced in
the spirit of perturbation theory. In the cluster expansion
technique, energy renormalizations are obtained when two-
particle correlations are determined beyond the lowest (singlet)
approximation.
Furthermore, the scattering rates contain statically screened
Coulomb matrix elements, as defined in Ref. 27. The di-
rect and exchange interaction contributions are represented
by |Wνν1ν2ν3 |2 and Wνν1ν2ν3W ∗νν1ν3ν2 , respectively. The NGF
technique naturally includes the screening of the interaction
as part of the diagram summation leading to the second-order
Born approximation. In the cluster expansion technique, which
uses a different classification scheme for the interaction,
the corresponding correlations are beyond the doublet level.
Essentially, the form of Eq. (2) is obtained by including all
terms of quadratic order in the screened Coulomb interaction.
The in-scattering term being proportional to the nonpopula-
tion of the single-particle state |ν〉 can be interpreted as taking
into account the Pauli exclusion principle in the following
approximate way: Considering an ensemble of N identical
FIG. 1. Schematic drawing of confined energy levels in the
quantum-dot (QD) on wetting-layer (WL) system. The quasicontin-
uum of WL states (gray area) has larger interband transition energies
than the discrete QD states for holes (|1〉, |2〉) and electrons (|3〉, |4〉).
QD, a population fν is equivalent to finding the state |ν〉
occupied by a carrier in Nν = fνN of the dots, so that an
in-scattering of a second carrier from the state |ν ′〉 into the
state |ν〉 is blocked. At the same time, in the remaining
(1 − fν)N dots, an in-scattering into state |ν〉 is possible. In
the Boltzmann description of the ensemble, the in-scattering
into state |ν〉 is weakened by a factor 1 − fν , which describes
the average availability of the final state |ν〉. Similarly, the rate
contains the mean occupancy fν ′ of the initial state as well as
occupancies and nonoccupancies of the assisting initial and
finals states, respectively. This corresponds to each carrier
reacting not to the actual state of the collision partners, but
to an independently averaged “mean-field” distribution. The
Boltzmann equation is not able to describe the true population
of various ensemble members properly, or to distinguish
between different configurations which manifest themselves
in the same averaged population fν . Furthermore, it does not
include the full effects of Coulomb interaction between QD
carriers that can modify significantly the energies exchanged
in the scattering process. Thus, the suitability of this approach
to describe systems with a small number of single-particle
state populations is questionable.
C. Configuration picture
The populations fν , as expectation values of the number
operators, contain only partial information about the QD
excitation. The full description is given by the density operator
ρ(t), defined in the many-particle Hilbert space, spanned by
all configurations |I 〉 = |n1n2n3n4〉, ni ∈ {0,1}. These are
common eigenstates of the number operators nˆi , i = 1, . . . ,4,
and therefore contain information about the simultaneous
occupation and nonoccupation of each single-particle state
of the system. In our case, there are 16 configurations for
the QD system, including neutral and charged excitons as
well as the s-p biexciton. When the QD carriers are involved
in some interaction process, such as light-matter interaction
or WL-assisted carrier scattering, and in the corresponding
theoretical description the Coulomb interaction between the
QD carriers is neglected, these carriers are still influencing
each other through the Pauli exclusion principle, which limits
the occupancy to ni = 1. In this way, correlations are induced
by what can be referred to as “Pauli interaction,” although
it is not an interaction as such. A description of the QD
excitation in the configuration picture facilitates an exact
treatment of Pauli interaction and thus a full inclusion of “Pauli
correlations” between the QD carriers even when the Coulomb
interaction between them is neglected. To elaborate this point,
subsequently we show results where correlations due to the
Pauli interaction alone are compared to correlations when both
Pauli and Coulomb interactions between the QD carriers are
present. On the other hand, the Boltzmann equation contains
a mean-field-like treatment of Pauli interaction.
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1. System dynamics
To obtain the carrier dynamics inside the QD, in principle,
an exact diagonalization of the system Hamiltonian
HS = H0 + HQDCoul, (3)
including the “free” -carrier (confinement) energies as well
as the full Coulomb interaction between the QD carriers, is
required. However, at a first level, QD Coulomb effects will
be neglected by limiting the Hamiltonian to
HS = H0, H0|I 〉 =
∑
i
nIi εi |I 〉, (4)
where the summation runs over all single-particle states of
the QD system. This requires that the Coulomb energies are
small in comparison to the confinement energies, although
in shallow self-organized QDs they might be similar. More
importantly, in the regime of high WL carrier densities, strong
screening effects reduce the QD Coulomb interaction. In this
paper, we omitHQDCoul in a first step to evaluate the effects of the
fully considered Pauli interaction separately before including,
in a second step, modifications of the WL-assisted Coulomb
scattering processes due to
H
QD
Coul =
1
2
∑
ijkl
Vijkla
†
i a
†
j akal . (5)
The interaction matrix elements of the bare Coulomb potential
v(r − r ′),
Vijkl =
∫
d3r d3r ′∗i (r)∗j (r ′)v(r − r ′)k(r ′)l(r), (6)
contain the single-particle wave functions i(r) of electrons
and holes in the QD system. We will comment on the wave
functions used for the numerical results in Sec. III A.
Noticing that themost important contributions toHQDCoul stem
from the direct Dij = Vijji and exchange Xij = Vijij , i = j
integrals,37 we neglect the other terms and obtain an interaction
Hamiltonian which is a linear combination of products of
the form a†i a
†
j ajai and therefore can be expressed entirely in
terms of number operators. As a consequence, the considered
interaction is diagonal in the configuration basis
H
QD
Coul ≈ H diagCoul,
(
H0 + H diagCoul
)|I 〉 = εI |I 〉. (7)
At this level, the Coulomb interaction gives rise to direct and
exchange energy renormalizations, but not to configuration
mixing. Given the large energy separation of the states
connected by nondiagonal Coulomb elements and the small
number and values of the latter, the amount of mixing is small.
Both the above-defined levels of correlations will be dis-
cussed in detail below. As configuration mixing is neglected,
the QD Hamiltonian will not lead to any population dynamics
between the configurations. However, a range of scattering
channels will be provided by the Coulomb interaction between
the QD and WL carriers. As outlined in the Introduction, the
WL can be seen as a reservoir, which we assume to be in
thermal equilibrium. In contradistinction to the more familiar
bosonic reservoirs, this is a fermionic one and, moreover, can
exchange with the system not only energy but particles as
well. Hence, it is characterized not only by its temperature,
but by its chemical potential too. Nevertheless, the derivation
of the system-reservoir interaction byway of the Born-Markov
approximation follows closely that for a bosonic energy
reservoir.42
Finally, the assumption of Fermi functions for the popula-
tion of the WL states is not imperative. The WL takes the role
as a bath due to its quasicontinuous density of states, and the
WL population dynamics can be described by separate kinetic
equations.
2. System-reservoir interaction
The evolution of the reduced density matrix ρ(t) of the QD
(system) in contact with the WL (reservoir) is obtained by
considering the evolution generated by the total Hamiltonian
H = HS + HR + HSR (8)
in the Born-Markov limit. HS is the system Hamiltonian
previously discussed and HR is the Hamiltonian of the
fermionic WL carriers with energies εk:
HR =
∑
k
εka
†
kak, (9)
where k represents both momentum and the band index. The
interaction can be written as
HSR =
∑
i
sii, (10)
with system and reservoir operators si andi , respectively, and
the summation running over some appropriate set of indices.
The result is expressed by the von Neumann–Lindblad (vNL)
equation
ρ˙ = − i
h¯
[HS,ρ] +
∑
i,j
γij
2
[2siρsj − sj siρ − ρsj si]. (11)
The Hamiltonian commutator part in the right-hand side
represents the quantum mechanical evolution of the system,
whereas the second part describes, by means of the so-called
Lindblad terms, the irreversible dissipative kinetics due to the
contact with the reservoir.43 It is important at this point to recall
that, in the derivation of this result, use is made of the fact that
the system operators have a simple time dependence in the
interaction representation with respect to HS . More precisely,
one requires
s˜i(t) = ei/h¯HS t sie−i/h¯HS t = sieiωi t , (12)
with ωi > 0 (ωi < 0) for si raising (lowering) the system
energy by a precise amount h¯ωi . Thus, si can be interpreted
as a transition operator that produces an eigenstate of HS by
acting on another eigenstate, with h¯ωi being the corresponding
transition energy. This is the system energy that enters the
conserving δ functions contained in the prefactors γij . To be
more specific, in the standard treatment of HSR in the Born-
Markov approximation, the information about the reservoir is
contained in the expression of γij , which reads as
γij = 1
h¯2
∫ ∞
−∞
dt ′eiωj (t−t
′)〈˜i(t)˜j (t ′)〉R , (13)
where the  operators appear in the interaction representation
with respect toHR and their expectation value is taken over the
reservoir in thermal equilibrium. Therefore, the expectation
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value depends only on the difference of the time arguments
and, expanded in Fourier transform with respect to this
difference, it contains a continuum of reservoir transition
frequencies
〈˜i(t)˜j (t ′)〉R =
∑
λ
Cij (λ)e− ih¯ Eλ(t−t ′). (14)
This leads to
γij = 2π
h¯
∑
λ
Cij (λ)δ(Eλ − h¯ωj ), (15)
which includes the familiar energy-conserving condition,
requiring a perfect compensation by the reservoir for the
energy h¯ωj exchanged in the system transition. Specific
examples will be discussed in what follows.
It is worth noting that sometimes in the literature, the
condition of Eq. (12) is not strictly obeyed, especially if HS
contains some interaction and yet si are taken as describing
transitions between noninteracting states and energies. A
common example for this is the light-matter interaction in
semiconductor QD, which is modeled by a Jaynes-Cummings
Hamiltonian in the commutator part, but not in the dissipative
part of the vNL equation. Similarly, even though HS of Eq. (3)
describes a Coulomb-interacting system, the dissipation is
often expressed in terms of operators si obeying the condition
Eq. (12) with respect to H0 only. In that case, the system
energy in Eq. (15) is not the correct one. In our discussion
of the Coulomb correlation effects, we use Lindblad terms
in which the interaction is properly taken into account (see
Sec. II E).
3. Secular approximation
An equation of system-reservoir interaction derived in
the Born-Markov limit, which can be brought to the form
of Eq. (11), is often referred to in the physical chemistry
literature asRedfield equation.44–49 In this context, a frequently
used simplification is obtained by the so-called secular
approximation, which also applies in the context of Lindblad
dissipation. It can best be motivated by considering the time
oscillating factors appearing in the Lindblad terms due to the
time evolution of the system operators s˜i and s˜j written in the
interaction representation
2˜si ρ˜ s˜j − s˜j s˜i ρ˜ − ρ˜ s˜j s˜i ∼ ei(ωi+ωj )t . (16)
In the spirit of the rotating wave approximation (RWA),50
it can be argued that terms in which the energies exactly
compensate, ωi + ωj = 0, contribute the most to the time
evolution of ρ, while fast oscillating terms can be safely
neglected. The secular approximation amounts to keeping only
the terms obeying this energy compensation. Among these
terms, one finds those inwhich sj = s†i , and retaining only such
terms defines the so-called diagonal approximation, which
is widely used in the literature. Nevertheless, nondiagonal
but energy-compensating terms are a common occurrence
in systems with degenerate levels and, except for numerical
convenience, there is no reason to discard them.
In our model, there is no p shell or spin degeneracy
and, consequently, there are no exact degeneracies between
the eigenstates of HS . Hence, in a configuration basis, all
secular Lindblad terms that couple to diagonal elements
of ρ are themselves diagonal in the above-defined sense,
and the secular approximation is equivalent to a diagonal
approximation.
D. Correlations due to Pauli interaction
In this section, as well as in the next one, we discuss the
role of QD carrier correlations in the theoretical description of
WL-assisted scattering processes in the QD. In a first step, we
focus on Pauli correlations while neglecting the QD Coulomb
Hamiltonian, as expressed by Eq. (4). The Pauli principle is
automatically ensured by the anticommutation relations of
one-particle creation and annihilation operators, a†i and ai ,
respectively. Therefore, these can be used to express all system
operators si in Eq. (11), as discussed in the following.
We begin with the Hamiltonian for the Coulomb interaction
between QD and WL carriers, which gives rise to WL-assisted
scattering processes between the QD configurations:
HSR = 12
∑
ijkl
Vijkla
†
i a
†
j akal . (17)
The summation covers all quadruplets of single-particle states
containing at least oneWL state, as opposed to theHamiltonian
(5). The systematic evaluation of Eq. (13) together with
Eq. (17) according to Wick’s theorem leads to various classes
of scattering processes. They can be classified analogous to
Ref. 27, although one has to keep in mind that there a strict
one-particle formulation is used. For each scattering process,
the corresponding QD operators in (17) are taken as system
operator s, whereas the remaining WL operators form the
reservoir operator  [see Eq. (10)].
As a first example, we consider the relaxation of an electron
from state |4〉 to state |3〉, which illustrates the rearrangement
of particles in the QD under exchange of energy (but not
particles) with the fermionic WL reservoir. In this case, the
system operator is given by s = a†3a4 and the reservoir operator
is given by  = ∑k1,k2 (V3k1k24 − V3k14k2 )a†k1ak2 . Note that this
system operator describes several possible transitions between
configurations, such as |0001〉 → |0010〉, |1001〉 → |1010〉,
and |1101〉 → |1110〉. For the absence of renormalization,
which is assumed in Secs. II D and III B, but not in Secs. II E
and III C, the additional carriers in the QD occurring in the last
two transitions have no influence, so that the energies of all
those transitions are equal to ε3,4 = ε3 − ε4. In the presence
of renormalization, the transition energies, and with them the
transition rates, will depend on the occupancy of the states
|1〉 and |2〉. Then, the simple choice of system operators
used in this section will not be appropriate anymore. Here,
the transitions are characterized by the same rate γ3,4. With
Eq. (13), we obtain
γ3,4 = 2π
h¯
∑
k1,k2
[∣∣W3k1k24∣∣2 + ∣∣W3k14k2 ∣∣2
− 2Re{W3k1k24W ∗3k14k2}]
× (1 − fk1)fk2δ(ε3,4 + εk1 − εk2). (18)
As a result of the Born andMarkov approximation underlaying
this form of the Lindblad terms, the rates γ have a Boltzmann-
205144-5
STEINHOFF, GARTNER, FLORIAN, AND JAHNKE PHYSICAL REVIEW B 85, 205144 (2012)
type structure, being calculated in terms of the population
functions of the contributing WL states as well as the exact
energy conservation. Furthermore, the scattering efficiency is
defined by the Coulomb matrix elements of the interacting QD
and WL states. Similar to a derivation in the cluster expansion
technique, the interaction originally contains bare Coulomb
matrix elements Vijkl . By using statically screened Coulomb
matrix elements Wijkl in Eq. (18) and subsequently, we follow
the second-order Born approximation as in the derivation of
the Boltzmann equation (1). The screened Coulomb matrix
elements can be obtained from the bare ones by use of a
Lindhard formula. We follow the procedure described in detail
in Ref. 27.
A second example, which illustrates the exchange of
particles with the reservoir, is the capture of an electron
into the state |4〉. It is described by the operators s = a†4
and  = ∑k1,k2,k3 V4k1k2k3a†k1ak2ak3 . Again, several transitions
share the same transition energy and rate, the latter given by
γ
cap
4 =
2π
h¯
∑
k1,k2,k3
[∣∣W4k1k2k3 ∣∣2 − W4k1k2k3W ∗4k1k3k2]
× (1 − fk1)fk2fk3δ(εk2 + εk3 − εk1 − ε4). (19)
There is yet a third type of transitions, involving one WL
operator and three QD operators and thus representing ejection
(capture) processes assisted by a relaxation (excitation) in the
QD, which can be treated analogously to the prior examples.
A numerical comparison between rates of the most important
processes in our model system at different temperatures and
WL carrier densities will be given in Sec. III D.
1. Connection between von Neumann–Lindblad and Boltzmann
equations
As stated above, the vNL equation (11) describes the
population dynamics of the QD with fully included QD carrier
correlations. When taking only the free system Hamiltonian
(4) into account, Coulomb correlations are already discarded.
We will now show that the Boltzmann equation (1) is obtained
from the vNL equation by also neglecting Pauli correlations,
which enter in the calculation of theLindblad terms.According
to the preceding discussion, the dissipative part of the vNL
equation may be separated into three terms with transitions
involving one, two, or three single-particle states of the QD,
respectively:
ρ˙ = − i
h¯
[HS,ρ] + L1 + L2 + L3. (20)
The first term describes WL-assisted capture and ejection
processes and has the form
L1 =
∑
i
{
γ
cap
i
2
[2a†i ρai − ai a†i ρ − ρai a†i ]
+ γ
ej
i
2
[2ai ρa†i − a†i ai ρ − ρa†i ai ]
}
, (21)
with the summation including all single-particle states in the
QD. The rates for capture into and ejection from state i
are denoted by γ capi and γ
ej
i , respectively. The second term
contains, for example, WL-assisted relaxation processes in
the QD and is given by
L2 =
∑
i,j
γij
2
[2a†i ajρa†jai − a†jai a†i ajρ − ρa†jai a†i aj ].
(22)
Here, γij denotes the scattering rate from state j to state i.
Lindblad terms of the forms (21) and (22) are also applied in
Ref. 11. The third term can again be separated into capture and
ejection processes, which are assisted by a scattering between
QD states:
L3 =
∑
i,j,k
{
γ
cap
k,ji
2
[2a†ja†kai ρa†i akaj − a†i akaja†ja†kai ρ
− ρa†i akaja†ja†kai ] +
γ
ej
k,ij
2
[2a†i akajρa†ja†kai
− a†ja†kai a†i akajρ − ρa†ja†kai a†i akaj ]
}
. (23)
We use Eq. (20) to derive the equation of motion (EOM) for
the expectation value of the QD occupation number operator
nˆα, α = 1, . . . ,4:
∂
∂t
〈nˆα〉 = Tr{L1nˆα} + Tr{L2nˆα} + Tr{L3nˆα}. (24)
In the following, we explicitly discuss only the second term
on the right-hand side, but the calculation for the other terms
is done along the same lines:
Tr{L2nˆα} = 12
∑
i,j
γij 〈[a†jai ,nˆα]a†i aj + a†jai [nˆα,a†i aj ]〉.
(25)
The commutators can be directly evaluated:
〈[a†jai ,nˆα]a†i aj 〉 = 〈nˆj (1 − nˆα)δαi − nˆα(1 − nˆi)δαj 〉, (26)
which leads to
Tr{L2nˆα} =
∑
i
{γαi〈(1 − nˆα)nˆi〉 − γiα〈(1 − nˆi)nˆα〉}. (27)
Thus, the EOM couples single-operator expectation values
to many-operator expectation values, which are in general
in their turn coupled to expectation values of higher order.
This generates a hierarchy of equations limited only by the
maximum number of carriers in the QD. By applying a
Hartree-Fock–type factorization scheme to the expectation
values,
〈(1 − nˆα)nˆβ〉 = (1 − 〈nˆα〉)〈nˆβ〉,
〈(1 − nˆα)nˆβ nˆγ 〉 = (1 − 〈nˆα〉)〈nˆβ〉〈nˆγ 〉, (28)
the hierarchy is truncated and Eq. (27), together with the
corresponding equations for Tr{L1nˆα} and Tr{L3nˆα}, reduce
to a closed set of EOM for the single-particle state populations
fα = 〈nˆα〉. As shown above, the rates γ already include
the corresponding WL population factors as well as exact
energy conservation and (screened) Coulombmatrix elements.
An example for a process contained in L2 is given by
Eq. (18). Using this, as well as the rate γ4,3 of the reverse
process, together with Eqs. (27) and (28), we can specify
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the corresponding part of the EOM for f4 due to relaxation
processes:
∂f4
∂t
∣∣∣∣
rel
= 2π
h¯
∑
k1,k2
δ
(
ε3 − ε4 + εk1 − εk2
)
× [∣∣W3k1k24∣∣2 + ∣∣W3k14k2 ∣∣2 − 2Re{W3k1k24W ∗3k14k2}]
× [fk1(1 − fk2)(1−f4)f3 − (1−fk1)fk2 (1−f3)f4].
(29)
Applying the same procedure to all possible scattering pro-
cesses contained in L1, L2, and L3, as classified in Ref. 27, we
obtain exactly the Boltzmann equation (1) with the scattering
integrals (2).
In other words, in the limit of free carriers, the vNL
equation is reduced to a Boltzmann equation by a mean-field
approximation to the Pauli interaction when calculating the
lowest-order system-reservoir interaction.
E. Correlations due to intra-QD Coulomb interaction
In a second step, we consider not only QD carrier
correlations due to Pauli blocking, but also due to energy
renormalizations introduced by Coulomb interaction between
QD carriers, as discussed in Sec. IIC 1. The renormalization
generates energetic preferences of certain configurations and
discrimination of others, thus acting as a source of additional
correlations between the carriers, which are referred to as
“Coulomb correlations” in the following.
As the renormalized eigenvalues of HS enter the scattering
rates γ via energy conservation, these are now also sensitive
to QD state occupancies, which are not directly involved in
the corresponding transition, but lead to energy shifts. Thus,
for example, the transitions |0001〉 → |0010〉 and |1001〉 →
|1010〉 do not involve the same transition energy anymore.
Both transition rates γ|0010〉,|0001〉 and γ|1010〉,|1001〉 are given by
Eq. (18), but with different energies replacing the free-particle
energy ε3,4. Hence, each transition |J 〉 → |I 〉 has to be treated
separately and therefore the system operators now take the
form
sIJ = |I 〉〈J |, (30)
with I and J being configuration indices. Then, the vNL
equation in secular approximation is given by
ρ˙ = − i
h¯
[HS,ρ]
+
∑
I,J
γIJ
2
[2sIJ ρs†IJ − s†IJ sIJ ρ − ρs†IJ sIJ ], (31)
where γIJ is the scattering rate from configuration |J 〉 to
configuration |I 〉. Note that in this case, it is manifest that
the secular approximation and the diagonal approximation as
defined in Sec. II C3 are equivalent.
III. NUMERICAL RESULTS
For the subsequent discussion of numerical results from
the evaluation of the vNL equation, we apply the usual def-
inition of correlation functions. Two-particle correlations are
given by
C1,2 = f1,2 − f1 · f2, (32)
where f1,2 = 〈nˆ1nˆ2〉 is the expectation value of the simultane-
ous occupancy of two QD states 1 and 2 and f1 = 〈nˆ1〉, f2 =
〈nˆ2〉 are the expectation values of the individual occupancies.
Thus, for a systemwith two single-particle states, for which the
two-particle correlation is greater than zero, it is more likely to
find both states populated or unpopulated simultaneously than
if their statistics would be independent. In the case of three
particles, the correlations are defined as
C1,2,3 = f1,2,3 − f1 · f2 · f3
− f1 · C2,3 − f2 · C1,3 − f3 · C1,2 (33)
with f1,2,3 = 〈nˆ1nˆ2nˆ3〉. The order of correlations appearing in
the QD system is limited by the number of its single-particle
states, so that in the system considered here, correlations up to
the four-particle ones are generated. While the influence of all
appearing correlations is included in the numerical solution of
the vNL equation, we subsequently illustrate their role for the
examples of two- and three-particle correlations.
A. Model parameters
For the numerical results in this paper, we consider an
InGaAs system consisting of a flat lens-shaped QD on a
WL (see Table I). We assume effective electron and hole
masses me = 0.067m0 and mh = 0.15m0,51 respectively, and
the dielectric constant ε = 12.5 as well as the optical dipole
transition matrix element dcv = 0.5 nm · e. A WL thickness
of 2.2 nm and additional 2.1 nm QD height are used, leading
to large subband energy spacing in the z direction, so that
only the energetically lowest confined state in this direction is
considered. The finite height of the confinement potential for
electrons and holes is taken to be 350 and 170 meV, respec-
tively, so that equal z-confinementwave functions for electrons
and holes can be adopted. Furthermore, we assume equal
QD in-plane wave functions for electrons and holes, where
the in-plane confinement potential is modeled as a harmonic
oscillator potential with oscillator length l = 5.4 nm. Using
these assumptions as well as an envelope approximation, the
wave functions of the combinedQD-WL system andwith them
the Coulomb matrix elements can be constructed following
the procedure described in Ref. 27, where a similar system
TABLE I. Parameters of the InGaAs QD-WL system.
Effective electron mass me 0.067m0
Effective hole mass mh 0.15 m0
Dielectric constant ε 12.5
Dipole transition matrix element dcv 0.5 nm · e
WL thickness 2.2 nm
QD height 2.1 nm
Electron z-confinement potential 350 meV
Hole z-confinement potential 170 meV
QD in-plane oscillator length l 5.4 nm
QD hole excited-state energy ε1 −15 meV
QD hole ground-state energy ε2 −30 meV
QD electron ground-state energy ε3 −80 meV
QD electron excited-state energy ε4 −40 meV
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FIG. 2. (Color online) Time evolution of the QD system at T = 77 K for the initial state of a QD p exciton in the presence of a WL
carrier density of nWL = 0 cm−2 (a)–(c) and nWL = 10 10 cm−2 (d)–(f), respectively. Note the difference in the time axes. (a) and (d) exhibit
the occupancies of some chosen configurations (1Xs : direct s exciton; 1Xp: direct p exciton; 0Xs : skew s exciton |1010〉; 0Xp: skew p exciton
|0101〉). (b) and (e) contain the filling of the s-shell states |2〉 (hs) and |3〉 (es) in both pictures (vNL: von Neumann–Lindblad equation; B:
Boltzmann equation). Both insets: semilogarithmic plot of the difference to the steady-state occupancy f sss vs time in ps. (c) and (f) show some
chosen two- and three-particle correlations [see definitions (32) and (33)].
geometry is adopted. The ground-state energies for electrons
(holes) are taken to be 80 meV (30 meV) and the excited-state
energies are taken to be 40 meV (15 meV) below the WL
continuum.
B. Pauli correlations
In the following, we compare the time evolution of the QD
system given by the vNL equation and the Boltzmann equation
(1) with a certain initial condition. For the vNL equation, we
use in this section the forms (20)–(23) together with (4), so that
renormalizations due to Coulomb interaction solely between
QD carriers are omitted. Thus, we illustrate the theoretical
considerations of Sec. II D. As environmental parameters, we
assume that the reservoir of WL carriers with density nWL is at
a temperature T = 77 K. This may be achieved by electrical
or optical excitation of the WL.
As a first example, the QD is prepared to be in a state
of unity probability for the p exciton, which is described as
ρ0 = |1Xp〉〈1Xp| = |1001〉〈1001| in the configuration picture
and f1 = f4 = 1, f2 = f3 = 0 in the single-particle picture.
Note that, according to the definitions (32) and (33), this initial
state is not correlated and thus is equivalent for both pictures.
It corresponds to an incoherent p exciton, as no off-diagonal
elements of ρ are considered. In this way, the effects of
correlations on carrier scattering can be studied more clearly,
as they do not get mixed with coherence effects. Results of the
time evolution for different WL carrier densities are shown in
Figs. 2 and 3. In the limiting case of zero WL carrier density,
almost all scattering processes are suppressed, as they require
a finite occupancy of WL electron or hole states. The only
remaining scattering process is the QD-assisted ejection of the
p-shell hole into the WL, shown schematically in Fig. 4(a),
which benefits from the nonoccupation of WL hole states. For
this reason and due to the missing screening of the QD-WL
Coulomb interaction, the corresponding scattering rate is
maximal for zero WL density. This scattering mechanism has
been considered in Ref. 41 to account for fast carrier relaxation
at low WL carrier densities after previous “geminate capture”
of an electron-hole pair. The presence of only one Lindblad
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FIG. 3. (Color online) Time evolution of the QD system at T = 77 K for the initial state of a QD p exciton in the presence of a WL carrier
density of nWL = 1011 cm−2 (a)–(c) and nWL = 1012 cm−2 (d)–(f), respectively. Note the difference in the time axes. (a) and (d) exhibit the
occupancies of some chosen configurations (1Xs : direct s exciton; 1Xp: direct p exciton; 2Xsp: s-p biexciton). (b) and (e) contain the filling
of the s-shell states |2〉 (hs) and |3〉 (es) in both pictures (vNL: von Neumann–Lindblad equation; B: Boltzmann equation). (c) and (f) show
some chosen two- and three-particle correlations [see definitions (32) and (33)].
term in Eq. (11) affecting the p exciton leads to a system of
only two equations
∂
∂t
〈1001|ρ|1001〉 = −γ 〈1001|ρ|1001〉,
∂
∂t
〈0010|ρ|0010〉 = γ 〈1001|ρ|1001〉, (34)
exhibiting a purely exponential decrease of the p-exciton
occupancy and simultaneous increase of the s-shell electron
occupancy at a transition rate γ = γ|0010〉,|1001〉 [cf. inset in
Fig. 2(b)]. In contrast, the Boltzmann equation yields
˙f1 = ˙f4 = − ˙f3 = −γf 31 (35)
with the solution
f1(t) = f4(t) = 1 − f3(t) = (2γ t + 1)−1/2 (36)
and thus a convergence ∝ t−1/2 to the same steady state, which
is significantly slower than the exponential convergence. A
comparison with the behavior at higher WL carrier densities
suggests that this difference is maximal in the zero density
case. Moreover, it is not only a quantitative, but also a
qualitative difference, in the sense that the fully correlated
dynamics can be assigned a constant rate for all times γ . Also
note that in the case of zeroWL carrier density, the equilibrium
state is not a thermal state due to the missing energy and
particle exchange with the WL. Nevertheless, all correlations
die out and hence both the Boltzmann and the vNL equations
lead to the same steady state.
It can also be shown that the deviation between the s-
shell occupancy in the configuration and in the single-particle
picture is directly connected with the correlations depicted in
Fig. 2(c): According to the vNL equation, the increase of the
electron s-shell occupancy is proportional to the simultaneous
nonoccupancy of the s-shell electron and occupancy of the
p-shell electron and hole 〈nˆhp nˆep (1 − nˆes )〉 (cf. discussion in
Sec. II D1). Using the definitions (32) and (33), this can be
expressed in terms of two- and three-particle correlations as〈
nˆhp nˆep
(
1 − nˆes
)〉 = 〈nˆhp 〉〈nˆep 〉(1 − 〈nˆes 〉)
+ (1 − 〈nˆes 〉)Chp,ep − 〈nˆep 〉Chp,es
− 〈nˆhp 〉Ces,ep − Chp,es ,ep . (37)
At the beginning of the time evolution, correlations have not
built up yet and the increase of the s-shell population after
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the Boltzmann equation is equally fast, which is reflected by
the equal slopes of the curves in Fig. 2(b). As the p-exciton
population is reduced, positive correlations between the p-
shell states are generated, as well as negative correlations
between both these states and the s-electron state occupied
in the final configuration [see Fig. 2(c)]. A comparison with
Eq. (37) reveals that the contributing two-particle correlations
always favor the transition, which generates them, while the
three-particle correlation does so only after about 250 fs.
As the WL carrier density is increased to a (small) finite
value, additional scattering channels are opened, allowing for
all possible configurations to be populated and eventually
thermalizing the QD system. In thermal equilibrium, all
correlations vanish in the case of free particles according to
Wick’s theorem,52 so that again both the Boltzmann equation
and the vNL equation propagate towards the same steady state.
As shown in Fig. 2(d), this leads to a relaxation of thep exciton
to the s shell via intermediate steps. Figure 2(e) reveals that
the QD-assisted hole ejection discussed for nWL = 0 cm−2
is weakened and mixed with other processes, leading to a
subexponential increase of the s-shell electron occupancy.
Moreover, relaxation of the hole to the s shell takes place.
However, the faster QD-assisted ejection of holes from the
s shell into the WL leads to an immediate decrease of
the s-shell occupancy in the case of the fully correlated
dynamics [cf. Fig. 4(b)]. This behavior is not reproduced by the
Boltzmann equation, which yields a monotonous increase of
the s-shell hole population. The result can again be explained
by formulating the decrease of the s-shell hole occupancy due
to this process in terms of correlations〈
nˆhs nˆep
(
1 − nˆes
)〉 = 〈nˆhs 〉〈nˆep 〉(1 − 〈nˆes 〉)
+ (1 − 〈nˆes 〉)Chs,ep − 〈nˆep 〉Chs,es
− 〈nˆhs 〉Ces,ep − Chs,es ,ep , (38)
and using the correlations shown in Fig. 2(f). In the Boltzmann
solution, the ejection of holes from the s shell is underestimated
to such an amount that a markedly too fast filling of the s-shell
hole state is predicted.
Note that with higher WL carrier densities, more and more
scattering processes become important in the dynamics. Thus,
a consideration of only a few processes and the corresponding
FIG. 4. (Color online) (a) Transition from configuration |1001〉 to
|0010〉 via QD-assisted hole ejection. (b) Successive transitions from
configuration |1001〉 to |0101〉 (0Xp) viaWL-assisted hole relaxation
and to |0010〉 via QD-assisted hole ejection.
correlations is not sufficient to understand the dynamics in
detail. A further increase of the WL carrier density to medium
and high values leads to a faster population of the s exciton and
subsequently the s-p biexciton (see Fig. 3). At a density nWL =
1012 cm−2, the QD is almost entirely filled after 4 ps. This is
a consequence of capture and relaxation processes becoming
more effective. Furthermore, the discrepancy between both
pictures becomes less significant for highWL carrier densities,
which means that Pauli correlations are less important and die
out faster in this regime. This is due to the fact that many
configurations are connected by efficient scattering channels,
especially by fast carrier exchange with the reservoir. In
contrast to this, in the low-density case, only few such channels
are open, so that information about states being occupied
simultaneously is retained much longer in the QD system. In
other words, a small number of processes bringing the system
out of the initial state will lead to a nearly exponential behavior
in the fully correlated dynamics, which can not be reproduced
by the nonexponential behavior resulting from the Boltzmann
equation. With a growing number of scattering channels, this
discrepancy is weakened, and the suitability of the Boltzmann
equation to describe the system increases.
To close this chapter, a second initial condition without
correlations shall be briefly presented, which is the case of
an empty QD: ρ0 = |0X〉〈0X| and fν = 0. Results of the
time evolution for a medium WL carrier density are shown
in Fig. 5. It can be seen that correlations build up in this
case as well, although the difference between fully correlated
and Boltzmann dynamics appears to be less significant for the
s-shell occupancy than in the case discussed with Fig. 3(b).
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FIG. 5. (Color online) Time evolution of the initially empty
QD system at T = 77 K in the presence of a WL carrier density
nWL = 1011 cm−2. (a) contains the filling of the s-shell states |2〉
(hs) and |3〉 (es) in both pictures (vNL: von Neumann–Lindblad
equation; B: Boltzmann equation). (b) shows some chosen two-
particle correlations [see definition (32)].
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Moreover, as carriers have to be injected into the QD first, the
buildup of correlations takes more time here. We conclude that
correlations are more important in situations where carriers are
simultaneously excited in theQDbefore thermalization begins.
C. Coulomb correlations
To illustrate the effects of QD carrier correlations due to the
Coulomb interaction between the QD carriers, as discussed in
Sec. II E, we compare the time evolution of the QD system
described by the vNL equation (31) with free-particle and
renormalized energies. As reservoir parameters, we choose
a temperature T = 300 K and WL carrier densities nWL =
1010 cm−2 as well as nWL = 5 × 1011 cm−2. Note the different
choice of temperature compared to the previous section. It is
due to the fact that at low temperatures and for elevated WL
carrier densities, the QD is practically filled with electrons and
holes, irrespective of any correlation between the QD carriers.
Consequently, effects of renormalization in the steady state,
which shall be demonstrated in this section, are negligible in
this parameter regime. Figure 6 exhibits the resulting time
evolution with a p exciton as initial state.
A comparison of the curves obtained with the vNL equation
for a low WL carrier density reveals that while the number of
electrons in the QD is only slightly changed due to Coulomb
interaction, the number of holes increases significantly. This
can be seen as an attraction of holes by the negatively
charged QD, which is an effective result of the modification
of scattering rates due to the renormalized transition energies.
As an example for this, we discuss again the QD-assisted hole
ejection shown in Fig. 4, which is dominant for low densities
in the case of free carriers. A hole is scattered into the WL
by exactly the amount of energy gained in the relaxation of
the electron. If Coulomb interaction is taken into account,
the ejection requires additional energy to compensate for the
attractive potential between electron and hole, which amounts
to approximately 20meV at a density nWL = 1010 cm−2. Thus,
hole ejection from the p shell takes place into a WL state
with smaller wave number, resulting in a different QD-WL
overlap and therefore a different rate for the process. In this
case, the rate is reduced by this effect, while hole ejection
from the s shell is even turned impossible by the strict
energy conservation. The former results in a slower increase
of the s-shell electron occupancy, while the latter benefits the
increase of the s-shell hole occupancy, as shown in Fig. 6(b). A
comparison of both curves with the Boltzmann result reveals
that in this case, the effects of Pauli correlations and Coulomb
correlations point in different directions: one is favoring QD-
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FIG. 6. (Color online) Time evolution of the QD system at T = 300 K for the initial state of a QD p exciton in the presence of a WL
carrier density of nWL = 1010 cm−2 (a), (b) and nWL = 5 × 1011 cm−2 (c), (d), respectively. (a) and (c) exhibit the number of electrons (e) and
holes (h) inside the QD from the solution of the Boltzmann equation, the von Neumann–Lindblad equation fully considering Pauli correlations
(vNL, free) and Pauli plus Coulomb correlations (vNL, ren.), respectively. (b) shows the filling of the s-shell states |2〉 (h) and |3〉 (e) for
nWL = 1010 cm−2. (d) provides some chosen two-particle correlations for nWL = 5 × 1011 cm−2 and renormalized energies [see definition
(32)].
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assisted hole ejection processes, while the other is opposing
them. Nevertheless, by absolute means, the effect of Pauli
correlations is the stronger one, at least in the initial evolution.
For long times, both calculationswith unrenormalized energies
underestimate the number of holes in the QD.
In the regime of high WL carrier densities, where screening
effects are much stronger, the relative importance of transition
energy renormalization is considerably reduced, although the
total number of carriers in the QD is increased. At the same
time, Pauli correlations play no role anymore, as has been
discussed already.
Moreover, a part of the correlations built up during the
time evolution is retained in thermal equilibrium, in contrast
to the case of free QD carriers. As expected, the correlations of
particles with different charge are positive, whereas particles
with equal charge tend to appear in the QD independently
rather than together [see Fig. 6(d)]. Both electronic states
will be occupied with a probability close to unity, so that the
correlation between those states is negative, but very small. The
dependence of the absolute values of Coulomb correlations on
the WL carrier density is nontrivial, as it involves an interplay
of attractive and repulsive interactions that will in general
compensate to some degree.
D. Scattering rates
In this section, we present numerical results for the WL
carrier density dependence of rates belonging to the most
important types of scattering processes in our model system
at temperatures T = 77 and 300 K. For the calculation in
Fig. 7, we took into account renormalization of transition
energies, but we chose only transitions in which no additional
carriers are present in the QD. For instance, transitions due to
WL-assisted capture processes involvemerely the carrier being
captured into the QD. Thus, only the QD-assisted capture and
ejection rates shown here are modified with respect to the
unrenormalized case. For all types of processes, additional
carriers in the QD, which do not take part directly in the
transition, modify the rates, but do not drastically change their
overall dependence on the WL carrier density.
The efficiency of the various scattering processes has
already been discussed in detail in Ref. 27. However, there
equilibrium scattering rates are presented, which contain not
only WL populations, but also QD populations in thermal
equilibrium, which together enter the Boltzmann scattering
integrals. On the other hand, the rates γ contributing to the
vNL equation depend only on WL populations, while QD
populations are contained in the density matrix and can thus
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FIG. 7. (Color online) Scattering rates γ between QD configurations with renormalized transition energies vs WL carrier density nWL. (a)
and (c) provide rates for capture and ejection processes into and from the confined single-particle states at T = 77 and 300 K, respectively.
(b) and (d) show rates for WL-assisted relaxation processes from confined excited to ground states (γ rele , γ relh ) and for QD-assisted capture and
ejection processes of the p-shell hole (γ cap,QDhp , γ ej,QDhp ) at T = 77 and 300 K, respectively. In all cases, no additional carriers are present in the
QD.
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be arbitrarily far away from the thermal equilibrium of the WL
occupation. This leads to different expressions for all scattering
rates involving two or three QD states, but to coinciding
expressions in the case of WL-assisted capture and ejection
processes, as long as energy renormalization is neglected. As
an example for the differences between the Lindblad rates γ
and the Boltzmann rates, we consider the QD-assisted hole
ejection, which was already discussed in Secs. III B and III C.
In terms of Lindblad rates, it is the fastest Coulomb scattering
process at low WL carrier densities and fully contributes in the
presence of a single p exciton in the QD. When considering
the coupled QD-WL system in thermodynamic equilibrium,
in the low-density limit, the QD population vanishes (which
is a different situation) and the rates according to Boltzmann
scattering integrals are suppressed.27 The discussed Lindblad
rate also relies on a low population of holes in the WL, so
that its efficiency decreases at elevated densities, even more
so at low temperatures. At the same time, the reverse process
becomes possible, but never reaches the efficiency of most of
the WL-assisted capture and relaxation processes.
A similar behavior of all rates shown above can be predicted
for a situation in which two spin subsystems are populated in
theWL and in the QD. In that case, the corresponding totalWL
carrier density leads to a smaller chemical potential and thus
to smallerWL carrier populations entering the scattering rates.
Hence, the curves in Fig. 7 are shifted towards larger densities
to some degree. Additionally, the direct contributions to all
WL-assisted processes increase by a factor of 2.
IV. COHERENT EXCITATION OF A P EXCITON IN THE
PRESENCE OF WL CARRIERS
After studying the effects of Pauli andCoulomb correlations
on the evolution of an incoherently excited system, we shall
at last briefly discuss situations in which coherences are
present in the QD. A generalization of the Boltzmann equation
for the population dynamics to scattering integrals including
interband-transition density matrix elements via the so-called
polarization scattering has been discussed, e.g., in Ref. 53.
Due to the numerical complexity of such a treatment, we omit
a direct comparison and focus on the results with full QD
carrier correlations.
In the following, we consider an initially empty single
QD at T = 77 K in the presence of a previously created WL
carrier density. The QD is coherently pumped by a pulsed
source tuned to the p-exciton transition (0X → 1Xp), where
the pulse is assumed to have Gaussian shape with an area of
0.2π and a full width at half maximum (FWHM) of 120 ps.
The coherent pump is modeled by a Hamiltonian HP in the
vNL equation (31):
ρ˙ = − i
h¯
[HS + HP ,ρ] + L(ρ), (39)
which can be written in the form
HP = idcvE(t)(ephp − h†pe†p). (40)
It is a generalization of the Hamiltonian used in Ref. 54
for atomic systems in the sense that it conveys transitions
between all pairs of configurations that differ by a p exciton,
regardless of additional carriers in the QD. Bringing it to
the interaction picture w.r.t. HS and applying the RWA, its
components in the configuration basis read as, up to a sign,
〈I |HP |J 〉 = idcv2 E0(t)
[
eiδIJ t δnIX,n
J
X−1 − e−iδIJ t δnIX,nJX+1
]
.
(41)
Here, E0(t) is the envelope of the external field, δIJ denotes
the detuning of the transition |J 〉 → |I 〉 against the pump
frequency due to Coulomb shifts, and nIX = {0,1} is the
number of p excitons in configuration |I 〉. Note that the
eigenstates of HS are not eigenstates of HP , so that during
the pulsed excitation, the system-reservoir interaction is
not described properly in the sense discussed in Sec. II C2.
However, the pulse is short and we are mainly interested in
the system dynamics after the excitation.
Figure 8 shows the creation of polarizations in the system
due to the pulse as well as their subsequent attenuation due
to dephasing processes. The QD polarizations are readily
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available as off-diagonal densitymatrix elements, e.g.,ψ1Xp =
〈0000|ρ|1001〉. According to the vNL equation (31), any
polarization ρIJ is attenuated if either of the configurations
|I 〉 and |J 〉 is an initial state of at least one scattering process.
In the limit of zeroWL carrier density, only one such scattering
process involving the empty QD or the p exciton is possible,
namely, the WL-assisted hole ejection [see Fig. 4(a)]. It leads
to a dephasing rate of  = γ|0010〉,|1001〉/2 in accordance with
the vNL equation, which can be extracted by fitting the
polarization ψ1Xp after the pulse with an exponential.
At a density of 5 × 1011 cm−2, many scattering channels
are open, leading to a significantly increased dephasing
rate. Moreover, additional polarizations are generated, as the
corresponding configurations are populated due to scattering
during the pulse. As discussed above, this scattering is only
approximately described during the pulse, while a dephasing
rate can be assigned to the polarization decay after the pulse.
In a last step, we would like to quantify the dephasing
 of the p-exciton transition shown in Fig. 8 depending
on the WL carrier density. This can be accomplished by
systematically fitting the polarization ψ1Xp after the pulse
with an exponential of the form a · e−t . The same is done
for the s-exciton transition (0X → 1Xs) after excitation with
a corresponding optical pulse. The result is shown in Fig. 9.
The dephasing of the p-exciton transition is already visible at
low densities, which is mainly due to the WL-assisted hole
ejection discussed above (see also Fig. 7). It grows with the
WL carrier density, as relaxation of carriers from the p to the s
shell gradually becomes more andmore effective. Comparable
processes are not available for the s-exciton transition, so that
its dephasing is kept very low for small and medium densities.
A remarkable increase of the slope for both transitions is
observed between nWL = 1011 cm−2 and nWL = 1012 cm−2,
where the electron and hole populations at the respective band
edges rise significantly, making carrier capture the dominant
dephasing process. A similar behavior can also be expected
for different QD materials and geometries, with the “jump” of
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the dephasing curve being more or less sharp, depending on
the reservoir temperature.
V. CONCLUSIONS
We have discussed the effects of carrier correlations in a
single QD by comparing the carrier dynamics described by
a Boltzmann equation (1) with the fully correlated dynamics
governed by a von Neumann–Lindblad equation (11). In two
steps, we took into account QD carrier correlations beyond
the Boltzmann equation generated by the exact treatment
of Pauli blocking (“Pauli correlations”) and, furthermore,
correlations generated by energy renormalizations due to
Coulomb interaction between the QD carriers (“Coulomb
correlations”).
Coupling of the QD to a WL via Coulomb interaction
gives rise to various scattering processes between the QD
configurations, whereby the latter naturally include full Pauli
correlations. The corresponding rates have been evaluated
under the assumption that the WL acts as a bath and is
occupied with electrons and holes in a thermal equilibrium
state. Of all the processes, only the class of QD-assisted
hole ejection is retained at very low WL carrier densities,
leading to an exponential time evolution of the system in the
presence of QD carrier correlations. The Boltzmann equation
with its mean-field approximation to the Pauli interaction
leads to significant deviations in the dynamics, as it results
in a power-law behavior without a constant rate assigned
to it. With increasing WL carrier density, more scattering
processes appear in the system. This leads to a fast dissipation
of information about simultaneous occupation of states and
therefore renders Pauli correlations irrelevant at high densities.
Coulomb interaction solely between the QD carriers results
in a renormalization of transition energies depending on
the presence of additional carriers in the QD, which do
not take part directly in the respective scattering process.
Thus, it modifies the scattering rates and introduces Coulomb
correlations into the QD system. This changes the carrier
dynamics on short time scales and the particle numbers in
the QD also on larger time scales, especially in the regime
of low WL carrier density. In the high-density regime, strong
screening reduces the renormalization and hereby its relative
effect on particle dynamics and numbers.
It can be concluded that for lowWLcarrier densities, neither
Pauli correlations nor Coulomb correlations can be safely
neglected if the dynamics of single-particle states in theQD are
to be predicted qualitatively and quantitatively. Moreover, the
steady state of the QDmay be strongly influenced by Coulomb
correlations, even if nonthermal situations are concerned.
However, in the high-density regime, both types of QD carrier
correlations play a lesser role. This implies that a description
of carrier dynamics by a Boltzmann equation is more reliable
in this regime. Furthermore, in a configuration-based model
for a QD laser operating at elevated carrier densities, it might
be justified to neglect the influence of additional carriers in the
QDon scattering rates and remainwith amuch smaller number
of Lindblad terms, as in Eqs. (20)–(23). As carrier capture and
relaxation are the dominant processes, onemay even relinquish
the third class of Lindblad terms (23) for simplicity reasons.
205144-14
TREATMENT OF CARRIER SCATTERING IN QUANTUM . . . PHYSICAL REVIEW B 85, 205144 (2012)
Based on the density-dependent behavior of Coulomb
scattering rates, it is also shown that dephasing, as described by
the vNL equation, increases significantly in the region where
the chemical potentials of electrons and holes cross the band
edges. The width of this region is predicted to increase with
the temperature.
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Experimental results for the carrier capture and relaxation dynamics in self-organized semiconductor quantum
dots are analyzed using amicroscopic theory. Time-resolved differential transmission changes of the quantum-dot
transitions after ultrafast optical excitation of the barrier states are studied in a wide range of carrier temperatures
and excitation densities. The measurements can be explained by quantum-dot polaron scattering and their
excitation-dependent renormalization due to additional Coulomb scattering processes. Results of configuration-
picture and single-particle-picture descriptions, both with nonperturbative transition rates, show good agreement
with the experiments while Boltzmann scattering rates lead to a different excitation density and temperature
dependence.
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I. INTRODUCTION
In the past, extensive investigations of the carrier scattering
processes in semiconductor quantum dots (QDs) have been
performed both experimentally1–7 and theoretically8–18 due
to their numerous applications in optoelectronics devices and
for semiconductor quantum optics. In QDs the energy levels
are completely quantized. From the viewpoint of perturbation
theory, energy relaxation of QD-confined carriers toward
lower states only occurs when a scattering mechanism exactly
fulfills energy conservation in terms of free-carrier states,
which is expressed by a δ function in Fermi’s golden rule.
In the case of phonon scattering, phonon dispersions must
be evaluated or multiphonon processes have to be taken
into account. However, the longitudinal optical (LO) phonon
dispersion is small, and longitudinal acoustic (LA) phonons
as well as higher-order processes (such as LO-LA phonon
combinations) turned out to contribute only weakly to the
redistribution of carriers.9,15 In experiment, though, efficient
carrier relaxation was observed. This has led to the puzzling
question of which mechanisms override the “phonon bottle-
neck”. Carrier-carrier interaction processes were proposed,2
and indeed, when scattering partners are available, Coulomb
scattering can provide efficient carrier relaxation. Regarding
the interaction with LO phonons, it was demonstrated that
perturbation theory does not provide the full answer for
modeling QDs and that quasiparticles (“polarons”) emerging
from the nonperturbative carrier-phonon interaction should be
considered.12,19,20
Instead of sharp energies, these quasiparticles represent an
extended energy range due to phonon replicas and their broad-
ening. Spectral functions reflect these properties, and transition
rates depend on the overlap between the spectral functions of
the involved states.21,22 For the low-temperature regime and
in the long-time limit, polaron satellites and hybridizations
show small broadenings which end up in low scattering rates
within a model that solely considers carrier scattering due
to polarons. In the ultrafast time domain, however, spectral
functions are not yet sharply defined and non-Markovian
effects temporally lift the energy-conservation condition.23,24
It has also been shown that coupling of LO phonons to
plasmons in doped heterostructures leads to the formation of
quasiparticles referred to as “plasmon LO phonons”, which
exhibit a stronger dispersion than LO phonons alone and hence
enable efficient scattering of QD carriers.25,26
Carrier-carrier Coulomb interaction provides additional
scattering channels due to the coupling of localized QD
states and delocalized states, which are provided by ener-
getically nearby wetting layer (WL) or barrier material. In
the past, carrier-carrier Coulomb scattering has been mainly
addressed in terms of Boltzmann transition rates.8,13–16,18,27,28
Such a treatment relies on a single-particle description of
carrier excitations. In its simplest form, it is derived from
Fermi’s golden rule. Quantum kinetic models, e.g., based
on the nonequilibrium Green’s function technique, allow
for the inclusion of non-Markovian effects and quasiparticle
renormalizations, e.g., when the carrier scattering is used to
determine interaction-induced dephasing in optical absorption
and gain spectra.29,30 Recently it has been pointed out that
the co-action of carrier-carrier and carrier-phonon interaction
contributes in a nontrivial way, since both interactions lead to
quasiparticle renormalizations, which in turn act back on the
individual scattering efficiencies.31 Another question, which
has been addressed, is about the use of a configuration-picture
description of QD excitations, which accounts for the different
multiexciton states, in comparison to the usual single-particle
picture description, which considers the averaged carrier
populations of the single-particle states.32
Among the many issues is the relative importance of carrier
scatteringwith LO phonons versus the Coulomb scattering and
their temperature and excitation density dependence. In this
paper, we compare systematic experimental results to a novel
theoretical approach, which includes the configuration-picture
description of QD excitations and the co-action of Coulomb
and polaron scattering within a nonperturbative theory.
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II. EXPERIMENTAL SETUP AND RESULTS
A. Overview
Time-resolved differential transmission (TRDT) experi-
ments were performed with samples containing ten layers of
nominally undoped (In,Ga)As/GaAs QDs. The density of dots
in each layer was estimated to 1 × 1010 cm−2. By postgrowth
thermal annealing at various temperatures, the confinement
potential heights of the QDs (taken as the energy difference
between WL and ground-state emission) were shifted in a
wide range for different pieces of the as-grown sample. The
QD samples were kept in an optical cryostat with a variable
temperature insert.
The temporal evolution of carriers in the QDs after
pulsed excitation was studied by time-resolved pump-probe
spectroscopy: We used two synchronized Ti:sapphire lasers
whose emission wavelengths could be tuned independently.
Each laser emitted 1.5-ps pulses with a repetition rate of
75.6 MHz and the temporal jitter between the two linearly
polarized pulse trains was less than 1 ps. The temporal delay
t between the pulses was altered with a mechanical delay
line with a precision of 100 fs. One laser with variable power
served as a pump that excited carriers in the GaAs barrier
at 1.55 eV. The other laser, the probe, tested the populations
in the QD states. The reference pump excitation density was
I0 = 40W/cm2; the fixed probe density was ten times weaker.
The probe laser energy was tuned over a wide range, mapping
all QD-confined states including the WL. From comparison
of QD photoluminescence (PL) spectra taken at varying pump
excitation power (not shown), we estimate that the average
bright exciton occupation per QD is clearly below ∼2 per
excitation cycle with the reference density I0.
A pair of balanced photodiodes connected to a lock-in
amplifier was employed for detection. The resulting time-
resolved transmission signal gives the difference between the
probe beam sent through the sample, recorded with or without
pump illumination. Thereby the probe absorption under the
specific conditions initiated by the initial pump excitation
and the subsequent carrier dynamics is detected. The signal
is positive if the transmission is enhanced by the pump action,
whereas it is negative for pump-reduced transmission.
Our previous experiments6 on the TRDT dynamics of QD
resonances after pulsed optical excitation were performed at
10 K only and are now extended to elevated temperatures.
Results are summarized in Fig. 1 for a QD sample where the
confinement potential height as defined above is 90 meV. The
contour plots show the TRDT versus probe energy and pump-
probe delay. The signal as a function of energy provides a
mapping of the interband transitions involving the QDs and the
WL. The QD shell structure is reflected by the approximately
equidistant variation of the transmission amplitude in the
energy range from 1.36 to 1.46 eV at 10 K. Three features
corresponding to transitions between well-confined electron
and hole states are seen, with hints for a fourth confined shell
around 1.44 eV which is, however, very close to the WL.
This shell and the WL become more apparent in the 80-K
transmission plot, where two well-separated features are
observed around 1.45 eV. Signals corresponding to negative
differential transmission (DT) values arise from exciton states
that can be excited only in the presence of carriers excited
FIG. 1. (Color online) (a)–(c) Contour plot of the differential
transmission vs probe energy and pump-probe delay for T = 10, 80,
and 180 K, recorded on the QD sample with 90-meV confinement
potential height. Pump excitation density is I0 with excitation into the
GaAs barrier. (d)–(f) DT traces at the energies marked by the arrows
in the left-hand panels, corresponding to the different QD shells.
by the pump pulse. They appear at renormalized energies as
compared to the features for the unexcited-dot case due to the
influence of Coulomb interactions.
With increasing temperature the transmission features shift
in parallel to lower energies due to the band-gap reduction.33
Concurrently, considerable changes are observed in the tem-
poral evolutions of the TRDT peaks. Two distinct time regimes
can be distinguished: The signals rise fast on a few-tens-ps time
scale indicating a fast buildup of shell populations, whereas
the subsequent decays are much slower. During the short-time
range the carrier capture and relaxation dynamics take place,
which are the focus of the present paper. For completeness,
however, we also discuss the long-time behavior briefly in the
next section.
B. Long-time behavior
Variation of the temperature affects the different trans-
mission traces corresponding to the QD shells in a similar
manner at long delays. In general, the behavior in this
range is largely determined by the radiative recombination
of bright exciton complexes. At 10 K the TRDT signals can
be approximated by biexponential decays with a fast and a
much slower component, as seen from Figs. 1(d) and 1(c),
showing transmission traces as function of delay for the three
energies corresponding to the TRDT maxima of the confined
QD shells. From time-resolved photoluminescence we know
that the radiative ground-state exciton lifetime in the studied
sample with 90 meV confinement potential is 0.4 ns.34,35 This
time corresponds well to the decay time of the fast component
of the ground-state differential transmission, so we relate it
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to recombination of bright excitons. For the excited shells,
the fast decays occur on comparable time scales with a slight
acceleration in particular for the first excited shell, most likely
due to relaxation into lower-lying shells in addition to the
radiative decay.
The long-lived signal is particularly pronounced for the
ground state and can be assigned to dark exciton population.6,36
The exchange interaction splitting between dark and bright
excitons is on the order of 0.1 meV, leading to an exciton spin
relaxation between these two reservoirs that is slow compared
to the bright exciton radiative decay. The slow signals for the
excited states are contributed by an incomplete relaxation of
carriers. The decay times of both contributions exceed the
pump-pulse separation, giving rise to the TRDT signals at
negative delays reflecting the aftermath of the pump pulse
preceding the pulse at time zero by 13.2 ns.
With increasing temperature up to 80 K, the populations
surviving the pump-pulse separation disappear in all shells.
However, also the fast decaying component is slowed down,
so that the two-component behavior is smeared out indicating
coupling between the bright and dark exciton reservoirs. We
attribute this behavior to thermal activation of exciton spin
relaxation. At 80K the spin-relaxation time apparently is in the
nanosecond range, comparable to the bright exciton radiative
decay, so that the bright exciton reservoir becomes efficiently
fed through dark exciton spin relaxation. As a result the fast-
decaying component of the ground state is decelerated. In
addition, also the corresponding TRDT decays of the excited-
shell signals become slower due to thermal population.
Further increase of the temperature up to T = 180 K leads
to a shortening of decays, so that basically only the fast compo-
nent is present, independent of the considered shell: The TRDT
amplitude evolutions of the three shells are almost identical so
a thermal exchange of carriers between the confined states
occurs. The third excited shell, quasiresonant with the wetting
layer, becomes depopulated particularly fast. At 180K thermal
activation also leads to a long-lasting carrier population in the
WL, while at lower temperatures this population is rather short
lived, shorter than the QD populations, indicating efficient
carrier capture into the quantum dots. By contrast, at 180 K
traces of the wetting layer population can be seen even at
negative delays, so that carriers survive there over times
exceeding the pulse repetition period. From following the
transmission trace with time, also the influence of Coulomb
interactions and the resulting renormalization of transition
energies can be assessed, as discussed already above for the
negative DT values. As long as appreciable carrier populations
are present in the QD shells, the WL-related transmission
feature is shifted to lower energies compared to the times after
decay of the dot populations when the line appears at energies
about 5 meV higher.
C. Short-time behavior
Let us turn now to the early time evolutions of the
TRDT signals, during which the pump excitation populations
build up due to carrier capture and relaxation. The inset
in Fig. 2 contains examples of TRDT traces for the three
studied temperatures at fixed excitation power I0/3. To
assess the underlying dynamics more quantitatively, we have
FIG. 2. Rise times extracted from TRDT transients of the QD
ground state, obtained at various excitation intensities for temper-
atures T = 10, 80, and 180 K. The inset shows DT traces at an
excitation density of I0/3. In the figure and inset, QD confinement
potential height is 90 meV, with excitation into GaAs at 1.55 eV
photon energy.
analyzed the DT signal increase by monoexponential fits. The
dependence of the rise times of the ground-state transition
signal determined thereby is shown in Fig. 2 versus excitation
intensity at temperatures T = 10, 80, and 180 K. The data for
T = 10Kunderline the importance of carrier-carrier scattering
processes for relaxation, as seen from the strong drop of the
rise time with excitation density. In contrast, the rise times at
T = 80 K show a weaker variation with excitation density
and at T = 180 K almost no dependence remains. These
results indicate a relaxation pathway which opens up and
becomes efficient with increasing temperature. This behavior
is analyzed in more detail below in Sec. IV.
Another important parameter is the energy spacing of
the confined electron and hole QD levels, Ee,h. When
applying perturbation theory, the LO-phonon scattering effi-
ciency should strongly depend onEe,h, becoming significant
only for the resonance case. However, in the nonperturbative
treatment based on the polaron picture, fast relaxation is not
limited to a strict resonance condition. As demonstrated in
Ref. 21 the spectral functions of a coupled carrier-phonon
system can lead to fast relaxation on a picosecond scale
even for considerable detuning of Ee,h with respect to the
LO-phonon energy. Additional Coulomb scattering processes,
which exhibit a pronounced increase in efficiency with the
excitation density, further reduce the dependence of the
scattering processes on Ee,h.
These findings are confirmed in our experiments. As a
measure for the confined level splitting we use two quan-
tities which are directly experimentally accessible. Besides
the already mentioned confinement potential height, this is
the approximately equidistant energy splitting between the
emission bands from different QD shells in high-excitation
photoluminescence. This splitting is determined by the sum
of the electron and hole confined level splittings modified by
Coulomb interaction effects. Both quantities are linked to each
other.
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FIG. 3. Rise times of the TRDT ground-state signal vs QD shell
splitting obtained fromhigh-excitation PL. The shell splitting (bottom
axis) is intimately related to the confinement potential height given at
the top axis. The data sets correspond to different excitation intensities
in units of the reference density I0. All data points indicate excitation
into GaAs at 1.55 eV photon energy.
Different values for these two quantities are accessible
through the series of samples annealed at different temper-
atures. Figure 3 shows TRDT rise times of the ground-state
transmission versus different shell splittings (bottom axis) and
confinement potential heights (top axis), respectively, recorded
for different excitation powers. For all confinement potentials
the rise time considerably decreases with increasing excitation
density, which reflects the influence of Coulomb-mediated
scattering processes. Irrespective of this dependence, even for
the lowest excitation power a rapid buildup of the ground-state
population is observed for the different shell splittings studied
with a resonant shortening for a splitting around 28 meV.
The apparent weak dependence of the population rise
times on the energy splitting between the QD shells can
be highlighted also by another experiment. As mentioned,
the confined level structure of the QDs is reflected by
the equidistant TRDT features in Fig. 1. Application of a
longitudinal magnetic field leads to a splitting of the shells
that can be well described by the Fock-Darwin spectrum,37
even when including many-body effects. As a result the level
structure becomes anharmonic with widely varying splittings
between confined shells. Corresponding experiments for the
TRDT are shown in Fig. 4, recorded at a field strength of
5.5 T as compared to the zero-field case. The temperature was
180 K. The changes of the level structure by the magnetic
field are apparent from this contour plot. Still the rise times
of the different transmission features remain short as a result
of efficient carrier relaxation, even though the shell splittings
deviate considerably from the LO-phonon energy. The ground-
state population becomes evenmore dominant compared to the
higher-lying shell populations. The negative TRDT features
disappear when the field is applied. Note also that for the
wetting layer two well-separated transmission features show
up in the magnetic field which reflect Landau-level formation,
for which again pronounced shifts with time are observed due
FIG. 4. (Color online) Contour plots of the differential transmis-
sion vs probe energy and pump-probe delay for B = 0 (top) and
B = 5.5 T (bottom) at T = 180 K. Pump density is I0 with excitation
into the GaAs barrier at 1.55 eV photon energy. In both cases, the QD
sample with 90 meV confinement potential height was used.
to changes of Coulomb interaction with varying dot carrier
density.
III. THEORETICAL ANALYSIS
The temperature and excitation density dependence of
the experimental results for the rise time of the differential
transmission in Fig. 2 point to an interplay between carrier-
phonon and WL-assisted carrier-carrier relaxation processes.
To elucidate the role of different mechanisms, we evaluate
the QD carrier dynamics using two fundamentally different
approaches. Within a single-particle description the excitation
of the QD states is determined by one-particle occupation
probabilities fi , which are calculated from kinetic equations.
Alternatively, we use a configuration-picture description, in
which the QD carriers are represented by a density operator
ρ(t) in a many-particle configuration basis. The dynamical
evolution of ρ(t) follows from a direct solution of the von
Neumann equation. As we discussed in Ref. 32, this descrip-
tion accounts for Pauli and Coulomb correlations between the
few QD carriers, induced by the exclusion principle as well as
the Coulomb interaction between theQD carriers, respectively.
These two approaches are further defined by the way the
interaction processes enter the evaluation of the scattering
rates. In both cases, carrier scattering processes are introduced
by the coupling of QD carriers to (i) a bosonic bath of
LO phonons and (ii) a fermionic bath of WL carriers. For
this purpose, we use a nonperturbative description of carrier
scattering processes, in which the central role is played by
the renormalized spectral functions. They include the joint
contributions of carrier-carrier and carrier-phonon interaction
to determine renormalized quasiparticle properties for the QD
carriers. The same spectral functions are then used for the
calculation of the carrier-phonon as well as the carrier-carrier
scattering rates. These rates enter both the von Neumann
equation via the Lindblad terms, and the kinetic equations via
single-particle scattering rates. Therefore, in what concerns
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the transition rates, the two approaches are treated on equal
footing.
Additionally, for a direct comparison, in Sec. IV below we
also present results for the single-particle kinetic equations
using perturbative Boltzmann scattering integrals, as provided
by Fermi’s golden rule. In this case, the transition rates do
not include quasiparticle renormalizations and strict energy
conservation appears in terms of free-carrier energies. Then
the carrier-phonon and carrier-carrier scattering rates become
independent of each other and the population factors determine
only the availability of initial and final states.
A. Description of QD-carrier dynamics
The bound states in each QD consist of ground and
excited states in each band. These are the single-particle
states provided by the QD confinement potential. In the first
approach, a single-particle basis |i〉 is used for the QD and the
WL states and the excitation dynamics is described in terms
of single-particle occupation probabilities fi . If we restrict
ourselves to Markovian dynamics, the equation of motion for
fi can be written as
∂fi
∂t
= (1 − fi)S ini − fiSouti , (1)
with the rates S ini and Souti describing in- and out-scattering
for the single-particle states, respectively. Considering the
quasicontinuous density of states of the environment, the latter
acts as an energy and particle reservoir for the QDs. In general,
the dynamics of phonons and WL carriers follows their own
kinetic equations. However, this is beyond the scope of this
paper and not necessary for the presented experiments. As a
result of ultrafast thermalization processes, it is assumed that
phonons andWL carriers are in thermal equilibriumwith given
temperature andWL-carrier density. Then scattering rates have
to be calculated only for i being a QD state index.
In the past it has been pointed out that in QD systems, due
to the finite state space of the electronic excitations and the
strong Coulomb configuration interaction, carrier correlations
are of increasing importance and a configuration-picture
description should be more appropriate.38 Consequences for
QD laser threshold current densities39 or the QD gain recovery
dynamics40 have been discussed. This is the motivation for
our second theoretical approach, in which the QD carriers
are described by a density operator ρ(t) that is expressed in a
configuration basis. This leads to a full many-body description
of the QD excitations, in which the Coulomb configuration
interaction can be directly included. The multiexciton states
are the fundamental entities of this approach and their
occupation probabilities and transition amplitudes between
these configurations are determined.
Denoting the single-particle creation (annihilation) oper-
ators by a†i (ai), a given configuration |I 〉 is defined by
specifying which single-particle states are occupied (nIi =
〈I |a†i ai |I 〉 = 1) or empty (nIi = 0). This approach contains
the full information about the QD system, in contrast to the
single-particle description. Considering the QD as an open
quantum system and, like in the single-particle approach, the
coupling to its environment of LO phonons and WL carriers,
one can describe the dynamics of the QD density operator by
the von Neumann–Lindblad (vNL) equation
ρ˙ = − i
h¯
[HS,ρ] +
∑
X
γX
2
[2sXρs†X − s†XsXρ − ρs†XsX]. (2)
The commutator part on the right-hand side represents the
quantum-mechanical evolution of the QD excitations, driven
by the system Hamiltonian,
HS = H0 + HQDCoul, (3)
which consists of the “free” part with the confinement energies
ε0i ,
H0 =
∑
i
nˆi ε
0
i , (4)
and the Coulomb interaction between the QD carriers,
H
QD
Coul =
1
2
∑
ijkl
Vijkl a
†
i a
†
j akal . (5)
As in Ref. 32, we simplify the picture by using an approximate
Coulomb Hamiltonian expressed in terms of the number
operators nˆi = a†i ai ,
H
QD
Coul ≈ H diagCoul =
∑
i,j
Dij nˆi nˆj , (6)
which is diagonal in the configuration basis:
HS |I 〉 ≈
(
H0 + H diagCoul
)|I 〉 = εI |I 〉. (7)
The interaction parameters Dij contain the Hartree and Fock
Coulomb integrals, Vijji and Vijij , respectively. In this picture
the mixing of configurations is neglected, but their energies
are renormalized as
εI =
∑
i
ε0i n
I
i +
∑
i,j
Dijn
I
i n
I
j . (8)
Further details about this approximation are discussed in
Ref. 41.
Dissipative Lindblad terms are obtained by accounting for
the interaction between system and reservoirs with Hamilto-
nians of the general form
HSR =
∑
X
sXX, (9)
with system and reservoir operators, sX and X, respectively,
and summed over some appropriate set of indices. As shown
below, both the interaction with phonons and the Coulomb
interaction with WL carriers can be cast into this form.
The operator sX describes a transition between two
eigenstates of the system Hamiltonian HS and the energy
change associated with this transition is h¯ωX. The usual
treatment of the system-reservoir interaction, based on the
Born-Markov approximation,42 is our starting point which is
extended subsequently. The transition rate appearing in the
corresponding Lindblad term of the vNL equation is
γX(t) = 2
h¯2
Re
∫ t
0
dt ′ e−iωX(t−t
′)〈†X(t)X(t ′)〉R, (10)
with the time dependence in X(t) defined by the reservoir
Hamiltonian HR and the average 〈· · · 〉R taken on the reservoir
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state. Assuming a reservoir in thermal equilibrium, the
reservoir correlator depends only on the time difference and
is typically fast decaying with it. Then the lower limit of the
time integral can be extended to minus infinity (completed
collision approximation23), making the transition rates time
independent:
γX = 2
h¯2
Re
∫ ∞
0
dτ e−iωXτ 〈†X(τ )X(0)〉R. (11)
As seen from Eq. (11), the transition rate picks up from the
spectrum of the reservoir correlator 〈†X(t)X(t ′)〉R precisely
the energy lost or gained in the transition. In this sense the
Born-Markov rate obeys the rule of exact energy conservation:
The energy change in the system is compensated by the
reservoir. Examples are encountered below.
The Born-Markov approximation for the transition rates,
used in Eqs. (10) and (11), corresponds to the level of
Boltzmann scattering rates. When used in the vNL equation
these transitions occur between QD configurations while in
the Boltzmann equation transitions between single-particle
states are considered. Indeed, if in the vNL equation Coulomb
and Pauli correlations between the QD carriers are treated in
factorization approximation, the Boltzmann equation in the
single-particle picture is recovered, as we have discussed in
detail in Ref. 32.
Due to the discrete nature of the QD states, the dispersion-
less phonon spectrum, and the presence of strong interaction
processes, it is necessary to use nonperturbative scattering rates
in order to prevent unphysical results. This applies to both
the single-particle and the configuration-picture description.
Specifically we refer to QD polarons and their modification in
the presence of Coulomb scattering.
In the following sections we briefly discuss the two types
of system-reservoir coupling, namely carrier scattering by
LO phonons (including QD-WL and QD-QD transitions) and
carrier-carrier Coulomb scattering (in which among the two
initial and two final states one, two, and three WL states
can contribute). Note that Coulomb interaction solely between
QD states is part of the system Hamiltonian. Subsequently,
we introduce an ansatz to include renormalizations in the
Lindblad rates beyond perturbation theory and discuss the
renormalizations that are used for the numerical results in
this paper.
B. QD-WL carrier-carrier scattering
The QD in contact with the WL carriers is subject to
various Auger-like processes. Carriers are captured or ejected
from the QD and they scatter between localized states due to
the Coulomb interaction with WL carriers; the latter provide
the necessary energy for the transition processes. A detailed
analysis of these processes and the corresponding rates have
been given in Ref. 32. Here we summarize the used results.
The WL carrier reservoir Hamiltonian is HR =
∑
k εka
†
kak ,
with k representing both momentum and band index. The
system-reservoir Hamiltonian describes the Coulomb interac-
tion between QD and WL carriers. The Coulomb interaction
between the QD carriers themselves, Eq. (5), is part of the
system Hamiltonian HS and all indices involved refer to QD
states. The system-reservoir interaction has the same form,
HSR = 12
∑
ijkl
Vijkl a
†
i a
†
j akal , (12)
but with the difference that now the summation contains both
QD and WL indices. To take a specific example, consider the
transition of a QD carrier from |j 〉 to |i〉 facilitated by a WL
carrier scattered from |k′〉 to |k〉. This is controlled by the terms∑
k,k′
Vikk′j a
†
i a
†
kak′aj +
∑
k,k′
Vikjk′ a
†
i a
†
kajak′
= a†i aj
∑
k,k′
[Vikk′j − Vikjk′ ] a†kak′ , (13)
which contains two QD and two WL operators. Similarly, the
WL-assisted capture into or ejection out of the QD would
contain one QD and three WL operators.
One would be tempted to identify in Eq. (13) sX with a†i aj
and X =
∑
k,k′[Vikk′j − Vikjk′] a†kak′ . However, this is not
the case, since the operator a†i aj describes many transitions
between QD configurations and the energy change is not
the same for all. Therefore, the frequency ωX in Eq. (10) is
different for the various possible configurations involved. This
is because the initial and final configuration energies depend
also on the “spectator” carriers, which do not take part in the
transition. A transition event contained in a†i aj takes place
between configurations |J 〉 = a†j |〉 and |I 〉 = a†i |〉. Here|〉 is a reference state which specifies the spectator carriers
and in which, of course, the single-particle states i,j are left
empty. The corresponding energies are εJ and εI calculated
according to Eq. (8). One has now a given transfer energy
h¯ωIJ = εI − εJ for each transfer operator |I 〉〈J | contained in
a
†
i aj .
As a consequence one identifies the appropriate system
operators in HSR as sX = sIJ = |I 〉〈J | with IJ = X given
above. The corresponding transition rate obtained from
Eq. (10) is then
γIJ = 2π
h¯
∑
k,k′
|Vikk′j − Vikjk′ |2(1 − fk)fk′δ(h¯ωIJ + εk − εk′)
(14)
in accordancewith Fermi’s golden rule. The transition from |J 〉
to |I 〉 in the QD is energetically compensated by the scattering
from k′ to k in theWL reservoir, described with the occupation
probabilities fk .
C. QD carrier scattering by LO phonons
A second type of reservoir is provided by the phonon
system. In polar semiconductors the strongest contribution to
carrier scattering processes is due to LOphonons, forwhichwe
assume a dispersionless spectrum ωq = ωLO. The LO-phonon
reservoir Hamiltonian is given by
HR =
∑
q
h¯ωLOb
†
qbq (15)
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and the interaction between the QD system and the phonon
reservoir is described by the Hamiltonian
HSR =
∑
i,j,q
gi,jq a
†
i aj (bq + b†−q) (16)
with the Fro¨hlich coupling matrix elements gi,jq .43
In Eq. (16) we have to distinguish between two cases.
First, when both indices i,j refer to QD states, electronic
transitions |j 〉 → |i〉 inside the QD assisted by the emission
or absorption of phonons are described, leading to the intra-QD
carrier relaxation. The second case involves a QD and a WL
state and corresponds to the carrier capture from or reemission
into the WL, again assisted by phonons.
Considering for illustration the first case, we encounter
here the same situation as in the previous section, namely that
one cannot apply the usual Born-Markov procedure directly
to a†i aj . Again, the many-body correlation description is
retained by treating separately the transitions |I 〉〈J | between
all possible configurations, which include the movement of
a carrier from |j 〉 to |i〉. With the reservoir operator IJ =∑
q g
i,j
q (bq + b†−q) one obtains from Eq. (11) the transition
rate in the form
γIJ = 2
h¯2
Re
∫ ∞
0
dτ e−
i
h¯
(εI−εJ )τ
×
∑
q
∣∣gi,jq ∣∣2{(1 + NLO)e−iωLOτ + NLOeiωLOτ }
= 2π
h¯2
∑
q
∣∣gi,jq ∣∣2{(1 + NLO) δ(ωIJ + ωLO)
+NLO δ(ωIJ − ωLO)}. (17)
NLO is the phonon population at the given lattice temperature.
The first term corresponds to processes with phonon emission,
the second to absorption.
In Eq. (17) one encounters a problem that is specific to
the LO-phonon-driven carrier kinetics in discrete electronic
systems. The strict energy-conserving condition expressed
by the δ functions is in general not met. In QDs only
coincidentally the phonon frequency is resonant with the
transition energy. In early theoretical considerations,44,45 this
observation has led to the prediction of a “phonon bottleneck”.
However, only in lowest-order perturbation theory (Fermi’s
golden rule) is the scattering rate vanishing. Equation (17)
corresponds to this level due to the applied Born-Markov
approximation. Nonperturbative treatments lead to the polaron
picture with nonvanishing scattering rates.12,19–22 For the polar
coupling in QDs, one even encounters a strong-coupling
situation with efficient scattering rates.21,22 The quasiparticle
renormalization effects of the nonperturbative treatment can
be included in a generalized form of Eq. (17) via spectral
functions, which are the subject of the following section.
D. Quasiparticle renormalizations
A systematic inclusion of interaction processes of arbitrary
order is offered by the quantum kinetic theory,23,24,46 expressed
in terms of Kadanoff-Baym equations. In the following, we
present an ansatz to combine the configuration-picture descrip-
tion with quantum-kinetic methods and systematically include
quasiparticle renormalizations in the QD-carrier interaction
with LO phonons and WL carriers.
The Kadanoff-Baym equations lead to results similar
to Eq. (17) and corresponding equations for carrier-carrier
scattering, butwith the exponentials oscillatingwith the system
energies replaced bymore complex retarded Green’s functions
(GFs),
1
ih¯
e−
i
h¯
εI t =⇒ Gri (t). (18)
Here, |i〉 is the single-particle state which is occupied in the
configuration |I 〉, but not in the reference configuration |〉;
see above. Of course, the same replacement goes for the
oscillatory exponential containing εJ . Note that for certain
Coulomb scattering processes this can also be true for two
single-particle states, so that a product of two GFs appears in
Eq. (18). The above replacement corresponds to a substitution
of free particles by quasiparticles with a complex spectral
structure, which is due to the interaction processes included in
the retarded GF,
Gri (t) = − θ (t)
i
h¯
〈|ai (t) a†i + a†i ai (t)|〉. (19)
To simplify the calculation of the retarded GF, often a
definite state |〉 is used for the averaging, e.g., the vacuum
state corresponding to the unexcited system. In contrast, our
ansatz is to perform the replacement in Eq. (18) but calculate
the retarded GF by taking the average on the particular
reference state |〉 of the transition from |J 〉 = a†j |〉 to
|I 〉 = a†i |〉. Hence, the transition between the single-particle
states, that defines the transition |J 〉 =⇒ |I 〉, is assumed
to take place in the presence of the actual arrangement of
“spectator” carriers and the renormalizations they cause. The
ansatz ensures that the states occupied by the spectator carriers
are Pauli blocked during the evolution and also that the proper
Coulomb renormalization is included. On the other hand, one
has to keep in mind that Gri (t) depends on the reference
state; i.e., for a given QD state |i〉 one has several such
GFs, and in calculating γIJ the appropriate ones need to be
used. For notational simplicity we omit in the following the
configuration index of the GFs as being obvious from the
context.
The retarded GFs obey the spectral Kadanoff-Baym
equation23,24,46(
ih¯
∂
∂t
− εI
)
Gri (t) = δ(t) +
∫ t
0
dt ′ri (t − t ′)Gri (t ′), (20)
with the self-energy
ri (t − t ′) = δ(t − t ′)
{
HFi (t)
∣∣
Coul + Hi (t)
∣∣
LO
}
+ θ (t − t ′){>i (t − t ′)|Coul − <i (t − t ′)|Coul
+>i (t − t ′)|LO − <i (t − t ′)|LO}, (21)
where the instantaneous term describes the Hartree-Fock
energy renormalization due to Coulomb interaction between
QD and WL carriers as well as the Hartree-like one due to LO
phonons. The propagators >i and <i contain the quasipar-
ticle renormalizations introduced by the scattering processes.
A central ingredient of our theoretical approach is that we
include here self-consistently simultaneous contributions from
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both carrier-phonon and carrier-carrier interactions. This leads
to the fully renormalized spectral functions discussed earlier,
which include polaronic as well as Coulomb effects. With
these spectral functions the nonperturbative transition rates are
calculated. (Note that only the Coulomb interaction processes
involving WL states lead to dissipative carrier scattering.)
The LO-phonon contribution to >i and <i is
the polaron self-energy in self-consistent random-phase
approximation:23,24
>i (t − t ′)|LO =
∑
j
(1 − fj )Grj (t − t ′)D>i,j (t − t ′),
(22)
<i (t − t ′)|LO = −
∑
j
fjG
r
j (t − t ′)D<i,j (t − t ′),
which describes quasiparticle renormalizations of the carriers
due to their exchange of phonons with the surrounding crystal.
The summation runs over both QD and WL state indices. In
the former case fj = nj is the occupancy in the single-particle
state j of the reference state |〉. For the WL case we take as
fj the thermal equilibrium values. Also the WL retarded GFs
are calculated in the absence of the QD, in accordance with the
general assumption that the small system does not influence
the bath. The phonon propagators in thermal equilibrium are
given by
D
≷
i,j (t − t ′) =
∑
q
∣∣gi,jq ∣∣2d≷(t − t ′),
(23)
d≷(t − t ′) = {(1 + NLO)e∓iωLO(t−t ′) + NLOe±iωLO(t−t ′)}.
For>i |Coul and<i |Coul in Eq. (21)we use the second-order
Born self-energies.23,24 In Ref. 31 these have been formulated
for the Coulomb interaction between QD and WL carriers
using self-consistently renormalized spectral functions. As a
result, the Coulomb scattering contributes to damping and
thus to collision broadening and changes the polaronic GF in a
nontrivial way. This in turn modifies all the transition rates.31
Replacing the exponential factors in Eq. (17) yields the
following expression for the transition rate:
γIJ = 2Re
∫ ∞
0
dt Gri (t)Gr,∗j (t)D>i,j (t). (24)
The importance of the quasiparticle renormalization is seen
by recasting Eq. (24) in terms of the spectral functions, which
are obtained from the Fourier transform of the retarded GFs,
ˆGi(ω) = −1/π Im Gri (ω),
γIJ = 2π
h¯2
∑
q
∣∣gi,jq ∣∣2 ∫ ∫ dω dω′ ˆGi(ω) ˆGj (ω′)
×{(1 + NLO)δ(ω − ω′ + ωLO) + NLOδ(ω − ω′ − ωLO)}.
(25)
As a result, the carrier scattering rate due to LO-phonon
emission or absorption is determined by the overlap of the
spectral functions for the initial and final states,∫
dω ˆGi(ω ∓ ωLO) ˆGj (ω). (26)
Finally, we abandon the completed-collision approxima-
tion, contained for example in Eqs. (17) and (24), and use
time-dependent scattering rates, which further softens the
energy-conserving condition at small times.
When considering the interaction with both reservoirs
simultaneously, the rate of a given transition is
γIJ = γ CoulIJ + γ LOIJ . (27)
This does not mean that the total effect of the two reservoirs
is additive, since the transition rates themselves contain com-
bined influences due to the above-discussed renormalizations.
In the case of phonon scattering the details of the retarded
GFs are essential, since Fermi’s golden rule with bare-particle
energies—usually the dominant contribution in the evaluation
of transition rates—is vanishing. This is not the case for the
Coulomb rates γ CoulIJ . Nevertheless, to be consistent, we use
the same retarded GF (containing carrier-phonon and carrier-
carrier influences) to modify the Coulomb rates as we used for
the carrier-phonon rates.
E. Examples for spectral functions
The quasiparticle GFs show a rich spectrum of Fourier
components, instead of the single frequency of the bare
particle. This makes the difference between Eq. (17), which
predicts the phonon bottleneck, and the renormalized result,
Eq. (25), where the energy δ conditions can be met by the
spectral continuum of ˆG(ω).
Examples for the QD spectral functions are provided in
Fig. 5, where the energy is given in units of the phonon
energy h¯ωLO. The QD model assumes two confined states,
s and p, for which in the left-hand column a separation
by 1.1 h¯ωLO has been chosen. The nominal ground state
is 2.2 h¯ωLO below the WL. The spectral functions show
phonon satellites, representing higher-order processes due to
multiphonon emission and absorption. The peaks are further
broadened by Coulomb interaction between the carriers, even
at the considered low WL-carrier density. In the left-hand
column, the hybridization emerges since the phonon satellites
of one shell are located in the vicinity of the other shell. The
right-hand column corresponds to a situation in which the
level spacing is considerably smaller than the phonon energy.
Nevertheless, in both cases, a substantial overlap according
to Eq. (26) is obtained, which facilitates efficient carrier
scattering. The increased broadening of the peaks for higher
temperatures is an important contribution to the experimentally
observed temperature dependence of the transition rates. This
effect is missing in the perturbative Boltzmann scattering rates.
IV. NUMERICAL RESULTS
A. QD model
In the subsequent calculations, we consider an ensemble of
identical QDswhich are randomly distributed with a density of
1 × 1010 cm−2, containing a confined ground state and a first
excited energy shell. Thus, we omit higher excited confined
states, indicated by the experimental results, for numerical
simplicity. Assuming a cylindrical symmetry and parabolic
in-plane confinement, the excited shell is twofold degenerate.
The energy-level spacing in the QD is chosen as 20 meV for
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FIG. 5. (Color online) Spectral functions of the electronic ground
state (GS) and excited state (ES) with the empty QD as reference state
|〉 for different temperatures and a WL-carrier density of 3.2 ×
109 cm−2. For their calculation, both polaronic and carrier-carrier
renormalizations are utilized. The left-hand (right-hand) column is
for a QD-level spacing of 40 meV (20 meV) for electrons and
15 meV (8 meV) for holes. The energy is given relative to the WL
band edge in units of the LO-phonon energy.
electrons and 8 meV for holes, with the same values for the
distance of the excited shell below the continuum. The re-
sulting interband energy differences correspond to the studied
experimental situation. For the calculations, standard InGaAs
material parameters for the effective masses, dielectric con-
stants, and the LO-phonon energy of 36 meV have been used.
For the calculation of the Coulomb matrix elements,
the QD states are described by a two-dimensional in-plane
confinement and a finite-height potential confinement in the
growth direction.47 Orthogonalized plane waves are used for
the WL states.27,48
When calculating the time evolution of the QD carrier
population, we consider as the initial state empty QDs. For
optical excitation of the delocalized states with short laser
pulses, it is assumed that the carriers thermalize rapidly on a
time scale that is faster than the considered time for the QD
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FIG. 6. (Color online) Rise time of the TRDT signal for the
QD ground state calculated as a function of the WL carrier density
for different temperatures. Both carrier-carrier and carrier-phonon
interactions are considered within a nonperturbative theory including
joint quasiparticle renormalizations. Results for the multiexciton
configuration-picture description (solid circles) and single-particle
description (open circles) are shown. For 80 and 180 K the
corresponding results are practically identical.
carrier capture, thus leading to the discussed quasiequilibrium
situation for the reservoir population.
B. Comparison with experimental results
Figure 6 collects the results for the rise times of the total
electron plus hole ground-state occupancies, calculated for
various temperatures and WL carrier densities in the presence
of the interactions with both reservoirs. As a general trend
we find a higher temperature sensitivity at lower WL carrier
densities, which points to a dominant role of the phonon
scattering in this regime. For low temperatures, the transition
rate increases strongly with the WL carrier density due to
more efficient carrier-carrier scattering (Auger-like processes
assisted by WL carriers). The latter also causes stronger
broadening of the spectral functions, which in turn accelerates
carrier-phonon scattering as well. For elevated temperatures,
the density dependence is weak due to a strong phonon
contribution. These general trends as well as the quantitative
results for the transition rates are in good agreement with the
experiment; see Fig. 2. As we show below, renormalization
effects are of critical importance for this agreement: Phonon
andCoulomb scattering cannot be considered separate entities.
Also a more detailed discussion of the temperature and
carrier-density dependence of the scattering processes is given
below.
A direct comparison between the many-particle
configuration-picture description of QD excitations (solid
symbols) and the single-particle description (open circles)
in Fig. 6 shows a small difference for low temperatures
and a negligible difference at elevated temperatures. This
is due to the fact that the rise-time dynamics is mostly
determined by carrier capture processes, which are slower
than the subsequent relaxation processes of carriers within
the QD. For the capture, the dominant processes are the
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FIG. 7. (Color online) Same as Fig. 6 using the single-particle
description. Results are compared for the inclusion of both spin
subsystems (solid circles) and when considering only one spin
subsystem, i.e., neglecting the influence of the other spin polarization
(open circles).
carrier transitions from the WL to a QD state, assisted either
by LO phonons or another WL carrier moved to higher
energies. Only one of the involved states belongs to the
QD, while the other states represent quasicontinuous degrees
of freedom. Then the approximate treatment of QD carrier
correlations in the single-particle description (corresponding
to a factorization approximation for carrier correlations)
seems to be a reasonable approach for these processes when
compared to the full treatment of QD carrier correlations
within the von Neumann equation (which accounts for the
transition of the QD between two many-body configurations).
To simplify the numerical treatment of the latter, we have
considered in Fig. 6 only one spin subsystem.
Since, in the present situation, the carrier dynamics is well
represented within a single-particle description, we proceed
on this level to extend the calculation to both spin subsystems.
As can be seen in Fig. 7, except for low densities as well as
low temperatures, the rise time increases only weakly when
including the contributions of both spin subsystems. On a
perturbative level, the carrier-phonon interaction would be
unaffected. Within our nonperturbative description, the inclu-
sion of both spins enters via quasiparticle renormalizations.
As it turns out, this is the origin for the observed changes
at low carrier densities in Fig. 7: Correlation contributions
to the QD energy renormalizations reduce the energetic
distance between the QD and WL states, thus increasing
the efficiency of carrier-phonon interaction. This underscores
the importance of considering Coulomb renormalizations
for the states involved in carrier-phonon interaction processes.
For the Coulomb processes, the other spin subsystem provides
additional scattering partners, but also additional screening
of the Coulomb interaction. The net result is a small in-
crease in the Coulomb scattering rate at higher WL carrier
densities.
As a last step, we use in the single-particle description
transition rates calculated from Fermi’s golden rule. In this
case, the rates depend only on free-carrier energies, and energy
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FIG. 8. (Color online) Same as Figs. 6 and 7 using the single-
particle description and both spin subsystems. Instead of nonpertur-
bative transition rates, now Boltzmann scattering integrals are used.
renormalizations due to excited carriers (both in the QD and
WL) are absent. This precludes not only energy shifts and
polaron sidebands, but also the self-consistent level broadening
associated with the scattering itself. The corresponding rise-
time results in Fig. 8 exhibit a completely different behavior
with a density and temperature dependence clearly deviating
from the experimental results in Fig. 2.
As it turns out, the use of renormalized spectral functions
for the calculation of transition rates substantially increases
the number of scattering possibilities in comparison to the
available scattering channels in terms of free-particle energies.
Polaron renormalizations lead to additional phonon sidebands
and the Coulomb interactions broaden these resonances. This
also softens the resonance conditions for the processes involv-
ing monoenergetic LO phonons, as illustrated in Fig. 9(a).
When considering only the interaction between WL and QD
carriers via LO phonons within a nonperturbative treatment
(using renormalized spectral functions), scattering is not
restricted to the case where the energy difference of the elec-
tronic levels matches the LO-phonon energy. However, at the
considered low temperature, the resonance condition is well
pronounced (green symbols). When additionally including in
the used spectral functions the broadening due to Coulomb
interaction between QD and WL carriers, the LO-phonon
resonance is less pronounced (blue circles). Including the
Coulomb scattering itself (with fully renormalized spectral
functions), even at the considered low carrier density, the
phonon resonance is further weakened (red squares). Also the
phonon resonance is much less pronounced at elevated carrier
densities [Fig. 9(b)] and temperatures (not shown).
C. Density and temperature dependence
of the population dynamics
So far we have only discussed the rise time of the ground-
state population. The population dynamics itself provides addi-
tional information about the efficiency of scattering processes
and its nontrivial interplay. As we show, the efficiency of
carrier-phonon scattering increases faster with temperature
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FIG. 9. (Color online) (a) Rise time of the TRDT signal for the
QD ground state calculated as a function of the electron confinement
energy for a WL carrier density nWL = 1.1 × 1010 cm−2 and 5 K.
Results including both carrier-carrier and carrier-phonon interactions
within a nonperturbative theory using joint quasiparticle renormal-
izations (red squares) are compared with nonperturbative scattering
rates considering only the interaction with LO phonons but including
in the spectral functions also Coulomb shifts and broadenings (black
circles) and nonperturbative scattering rates only for LO phonons
(green circles). In the latter case, instantaneousCoulomb energy shifts
are included for better comparison. (b) Carrier-density dependence
of the rise time based on the full calculation. For all curves, the
single-particle description including both spin subsystems is used.
than the Coulomb scattering. Nevertheless, also the Coulomb
scattering has its own temperature dependence, mainly via
the population functions of the initial WL states, which are
more spread out at elevated temperatures. In turn, the Coulomb
scattering efficiency increases faster with carrier density than
the carrier-phonon scattering. But the latter also has a clear
carrier-density dependence via the population factors of the
initial states for the scattering processes and via the carrier-
density dependence of Coulomb renormalizations entering in
the spectral functions.
This general trend and further details are provided in
Fig. 10, where we compare the QD ground-state population
dynamics due to the separate interaction with each reservoir
(WL carriers, LO phonons) to those in which the reservoirs
co-act self-consistently.
The top graph of Fig. 10 shows the time evolution of the
sum of the QD electron and hole ground-state population for
low temperature and WL carrier density. When considering
carrier scattering due to LO phonons alone (in a nonpertur-
bative theory using spectral functions only with LO-phonon
renormalizations; green dash-dotted line), the rise time is
much smaller than if carrier-carrier Coulomb scattering is used
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FIG. 10. (Color online) Time evolution of the sum of the
QD electron and hole ground-state population for various carrier
densities and temperatures. Results considering only nonperturbative
carrier-phonon scattering (dash-dotted green line), nonperturbative
carrier-phonon scattering with spectral functions containing polaron
andCoulomb (Hartree-Fock and scattering) renormalizations (dashed
black line), solely Coulomb scattering with accordingly renormalized
spectral functions (dotted blue line), and the full result including
mutual renormalizations (solid red line) are provided. In all cases, the
single-particle description including both spin subsystems is used.
Exponential fits for the rise time are given for each curve.
alone (in a nonperturbative theory using spectral functions
only with Coulomb renormalizations; blue dotted line). On
the other hand, the phonon scattering alone leads to a much
smaller QD population. When both Coulomb and LO-phonon
scattering co-act self-consistently, the population increase
is considerably faster than if one would add independent
processes. In the present case, the LO-phonon scattering gains
a lot from the Coulomb broadening of the spectral functions.
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This can be seen from the black dashed line, which represents
the LO-phonon scattering contributions alone, calculated with
spectral functions containing both polaron and Coulomb
renormalizations. The latter case is rather close to the full
result. Hence LO-phonon scattering is dominant in this regime,
but only with the help of broadening effects in the spectral
functions due to Coulomb scattering.
Themiddle graph addresses the same situation for increased
temperature. Then the LO-phonon scattering alone becomes
considerably more efficient. The Coulomb scattering alone
is also faster albeit with reduced stationary population. Both
effects are the result of the changes in the WL population,
which provides additional capture processes as well as
increased possibility for the reverse processes (QD carrier
escape). The self-consistent rate considering both processes
(red line) is again faster but the carrier escape lowers the
stationary population.
This trend continues at elevated carrier densities (bot-
tom graph). Clearly the Coulomb scattering benefits more
strongly from the increasing WL carrier density, but the
carrier-phonon scattering is also accelerated (different ab-
scissas should be noted). In this case, both Coulomb and
LO-phonon scattering contribute comparably to the full
dynamics.
As a general observation from the shown results, we
conclude that the interplay of carrier scattering due to
Coulomb and LO-phonon interaction is not additive and has a
nontrivial dependence on excitation conditions and QD level
spacing. Coulomb interaction can further accelerate the carrier
scattering due to LO-phonon interaction; it may, however,
reduce the achievable QD population.
V. CONCLUSIONS
The QD carrier dynamics under the influence of Coulomb
scattering and interaction with LO phonons was studied in
an experiment-theory comparison. Fast population of the QD
states after optical excitation into the barrier states is observed.
The rise time of the QD population strongly changes with
temperature for weak excitation and is temperature insensitive
for strong excitation. In the used theoretical model, LO
phonons and WL carriers play the role of reservoirs, which
ensure irreversible dissipation and population redistribution of
the QD carriers toward equilibrium. The results of two theo-
retical formalisms are compared: the von Neumann–Lindblad
equation for the full QD density operator and kinetic equa-
tions for the single-particle occupation probabilities. For the
considered carrier-capture processes from a quasicontinuum
of delocalized states and the subsequent relaxation processes
within the QDs, mediated by the reservoirs, both formalisms
lead to identical results except for low temperatures and carrier
densities. Agreement with the experimental results is only
obtained when—in both cases—nonperturbative scattering
rates are used. The latter account for polaron renormalization
effects of the electronic states and additional broadening
effects due to Coulomb scattering processes.
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Kapitel 4
Optische und elektronische
Eigenschaften von
Monolagen-Molybda¨ndisulfid
In diesem Kapitel werden Arbeiten und Ergebnisse zu optischen Eigenschaften von Monolagen-Molyb-
da¨ndisulfid (MoS2) vorgestellt, die zu der in Abschnitt 4.5 enthaltenen Publikation III fu¨hrten. Hierbei
war das Ziel, die in Kapitel 2 dargestellten Vielteilchenmethoden in Gestalt der Halbleiter-Bloch-
Gleichungen mit ab-initio berechneten Einteilcheneigenschaften und Coulomb-Matrixelementen zu
kombinieren, um den Einfluss angeregter Ladungstra¨ger auf das lineare Absorptionsspektrum zu be-
schreiben. Der wesentliche Unterschied zu den im vorangegangenen Kapitel dargestellten Methoden
besteht also darin, dass dort nur Zusta¨nde nahe des Γ-Punktes von InGaAs von Interesse waren, die
zudem in einem relativ einfachen Modell berechnet wurden. Hier verwenden wir hingegen mo¨glichst
realistische Zusta¨nde aus der gesamten Brillouin-Zone, anstatt nur die Umgebung des optisch inter-
essanten K-Punktes zu betrachten, siehe auch Abbildung 4.1. Der Grund hierfu¨r ist zum einen, dass
die relativ komplizierte Hintergrundabschirmung im echt zweidimensionalen Monolagen-MoS2 korrekt
beschrieben werden sollte, um verla¨ssliche Exziton-Bindungsenergien zu erhalten, zum anderen exis-
tieren verschiedene Minima in der Bandstruktur von MoS2, die bei Anregung von Ladungstra¨gern
besetzt werden und die optischen Eigenschaften beeinflussen ko¨nnen. Zusa¨tzlich sind ho¨herenergeti-
sche exzitonische Anregungen mo¨glich, die im reziproken Raum weit entfernt vom K-Punkt lokalisiert
sind und in einer Effektivmassenna¨herung nicht beschrieben werden. Ein weiterer Vorteil dieser Her-
angehensweise besteht darin, dass die Einteilcheneigenschaften und Coulomb-Matrixelemente, sofern
sie einmal ab-initio berechnet wurden, stets als Grundlage fu¨r beliebige systematische Verallgemeine-
rungen der hier verwendeten Vielteilchentheorie eingesetzt werden ko¨nnen.
Die Ab-initio-Rechnungen wurden in der AG Wehling im Institut fu¨r Theoretische Physik der Uni-
versita¨t Bremen durchgefu¨hrt. Zur Einordnung dieser Arbeiten und um den Bezug zu den eigenen
Untersuchungen herzustellen, soll in Abschnitt 4.1 zuna¨chst in gebu¨hrender Ku¨rze auf die entsprechen-
den Methoden eingegangen werden. Dies umfasst kombinierte Dichtefunktionaltheorie- (DFT-) und
GW-Rechnungen, aus denen ein 3-Band-Tight-Binding-Modell extrahiert wurde, welches die Einteil-
cheneigenschaften beschreibt, sowie Coulomb-Matrixelemente in der entsprechenden Einteilchenbasis.
Diese Komponenten wurden vom Autor zur Auswertung der Halbleiter-Bloch-Gleichungen verwendet,
welche in Abschnitt 4.4 genauer diskutiert werden. Eine Darstellung der Eigenschaften des Materialsys-
tems im realen und reziproken Raum erfolgt in Abschnitt 4.3. Fu¨r Details zur numerischen Umsetzung
der Ab-initio-Rechnungen wird auf Publikation III mitsamt dem zugeho¨rigen unterstu¨tzenden Material
(Abschnitt 4.6) sowie Quellen darin verwiesen.
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Abbildung 4.1: Bandstruktur von Monolagen-Molybda¨ndisulfid als Ergebnis einer Dichtefunktional-
rechnung in Lokale-Dichte-Na¨herung. Die Liniendicke gibt die Projektion der Ba¨nder auf die 4d-
Orbitale von Molybda¨n (links) und die 3p-Orbitale von Schwefel (rechts) an. Die fu¨r optische U¨berga¨n-
ge relevanten Ba¨nder mit der direkten Bandlu¨cke am K-Punkt setzen sich vorwiegend aus d-Orbitalen
mit Magnetquantenzahl m = 0 (dz2) und |m| = 2 (dxy, dx2−y2) zusammen, mit einer geringen Bei-
mischung von p-Orbitalen. Die d-Orbitale mit |m| = 1 sind wegen ihrer ungeraden Parita¨t unter
Spiegelungen an der x-y-Ebene von den anderen d-Orbitalen entkoppelt. Mehr Informationen zur
Brillouin-Zone liefert Abbildung 4.2. Die Rechnung wurde ausgefu¨hrt von Malte Ro¨sner aus der AG
Wehling im Rahmen der Kooperation, die zu Publikation III gefu¨hrt hat.
4.1 Ab-initio-Methoden
4.1.1 Dichtefunktionaltheorie
Die Dichtefunktionaltheorie ist eine Methode zur Beschreibung des Grundzustandes wechselwirkender
Elektronensysteme in einem externen Potential, etwa der Elektronen in einem (periodischen) Festko¨r-
perkristall [103]. Hierbei wird das Vielteilchenproblem auf ein Einteilchenproblem mit entsprechendem
effektivem Potential reduziert, dessen genaue Form allerdings nicht bekannt ist und durch geeigne-
te Ansa¨tze approximiert werden muss. Ausgangspunkt ist die Vielteilchen-Schro¨dingergleichung des
N-Elektronen-Systems unter Beru¨cksichtigung der Coulomb-Wechselwirkung aller Elektronen unter-
einander sowie des externen (Kristall-)Potentials V,
H =
N∑
i=1
p2i
2m
+
N∑
i=1
V (ri) +
∑
i<j
e2
4πε0|ri − rj | , (4.1)
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und gesucht wird die Grundzustandswellenfunktion Φ0(r1, ..., rN ). Man arbeitet hierbei mit der Teil-
chendichte
n(r) = 〈Φ|
N∑
i=1
δ(r − ri) |Φ〉 (4.2)
als unbekannter Gro¨ße, die eine wesentlich weniger komplizierte Funktion darstellt als die antisymme-
trische Vielteilchenwellenfunktion Φ(r1, ..., rN ). Ermo¨glicht wird dies durch das Theorem von Hohen-
berg und Kohn, welches besagt, dass die Grundzustandsenergie ein eindeutiges Funktional der Teil-
chendichte ist, E0 = E{n0(r)}, die wiederum eindeutig durch das externe Potential festgelegt wird.
Zudem gilt fu¨r die Grundzustandsenergie nach dem Ritz’schen Variationsprinzip die Ungleichung
E0 ≤ 〈Φ|H |Φ〉 = E{n(r)}, (4.3)
die Grundzustandsteilchendichte n0(r) minimiert also das Funktional E{n(r)} mit dem Energie-
wert E0. Das Problem des wechselwirkenden Grundzustandes kann somit auf das Variationsproblem
δE{n(r)} = 0 mit der Nebenbedingung ∫ d3rn(r) = N umgeschrieben werden. Es besteht jedoch
das fundamentale Problem, dass die explizite funktionale Abha¨ngigkeit der Gesamtenergie von der
Teilchendichte nicht bekannt ist, wie eine Zerlegung des Funktionals in die unterschiedlichen Beitra¨ge
zur Energie zeigt:
E{n(r)} = T{n(r)}+
∫
d3rV (r)n(r) +
1
2
e2
4πε0
∫
d3r
∫
d3r′
n(r)n(r′)
|r − r′| + EXC{n(r)}. (4.4)
Es sind lediglich die Form der externen potentiellen Energie sowie der elektrostatischen Wechsel-
wirkungsenergie bekannt, die kinetische Energie T und alle weiteren Wechselwirkungsbeitra¨ge, die
im Austausch-Korrelations-Funktional EXC zusammengefasst sind, ko¨nnen a priori nicht formuliert
werden. Ein Ansatz fu¨r die kinetische Energie besteht darin, ein effektives Einteilchenproblem mit un-
bekannten Wellenfunktionen Φi zu postulieren, das dieselbe Teilchendichte besitze wie das betrachtete
wechselwirkende System, n(r) =
∑N
i=1 |Φ(ri)|2, sodass man die kinetische Energie schreiben kann als
T{n(r)} =
N∑
i=1
−2
2m
∫
d3rΦ∗i (r)∇2Φi(r). (4.5)
Eventuelle Korrekturen zur kinetischen Energie durch die Wechselwirkung werden ebenfalls in das
unbekannte Austausch-Korrelations-Funktional aufgenommen. Statt nach der Teilchendichte zu vari-
ieren, kann wegen des eindeutigen Zusammenhanges auch nach den effektiven Einteilchenwellenfunk-
tionen variiert werden, was unter der Nebenbedingung der Normierung der Wellenfunktionen auf die
Kohn-Sham-Gleichungen fu¨hrt,
{
− 
2
2m
∇2 + V (r) +
∫
d3r′
e2
4πε0|r − r′|n(r
′) +
δEXC{n(r)}
δn(r)
}
Φi = εiΦi (4.6)
mit Lagrange-Parametern εi. Die Kohn-Sham-Gleichungen entsprechen einer Einteilchen-Schro¨din-
gergleichung mit lokalem effektivem Potential, die selbstkonsistent zu lo¨sen ist. Das Funktional
EXC{n(r)} ist nach wie vor unbekannt, hier sind jedoch verschiedenste Ansa¨tze mit unterschiedlichen
Parametrisierungen in Gebrauch, etwa in Lokale-Dichte-Na¨herung (LDA), in der das Funktional nur
von der Teilchendichte am Ort r abha¨ngig ist, oder in Generalized-Gradient-Expansion (GGA), in
der auch erste Ableitungen der Dichte nach dem Ort auftreten [120]. Nichtlokale Korrelationen ko¨n-
nen allerdings mit diesen Ansa¨tzen nicht hinreichend beschrieben werden. Es ist zu beachten, dass
es sich bei den Kohn-Sham-Wellenfunktionen und -Eigenwerten um mathematische Hilfsmittel han-
delt, denen keine direkte physikalische Bedeutung zukommt. Infolgedessen liefern DFT-Rechnungen
oft qualitativ richtige Bandstrukturen, die quantitativen Ergebnisse fu¨r Halbleiter und Isolatoren ko¨n-
nen jedoch unzuverla¨ssig sein und unterscha¨tzen die Bandlu¨cke um bis zu 1 eV, wie ein Vergleich
mit experimentell bestimmten Bandlu¨cken zeigt [120]. Es werden daher u¨blicherweise Vielteilchen-
methoden in der Formulierung Green’scher Funktionen zur systematischen Verbesserung der Kohn-
Sham-Ergebnisse verwendet. Praktisch formuliert man die elektronische Selbstenergie des Systems in
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GW-Na¨herung und fu¨hrt eine sto¨rungstheoretische Entwicklung nach Kohn-Sham-Zusta¨nden durch,
die Quasiteilchen-Renormierungen des Systems liefert. Dies fu¨hrt letztlich auf ein besseres Dichte-
funktional als das urspru¨nglich verwendete. Diese Methode wird in ihren Grundzu¨gen im na¨chsten
Abschnitt eingefu¨hrt, fu¨r eine detaillierte Beschreibung siehe [121, 122].
4.1.2 GW-Na¨herung
Die GW-Na¨herung ist eine Methode, die gut zur Beschreibung von Systemen geeignet ist, in denen ein
Großteil der Korrelationen durch Polarisationseffekte in RPA abgedeckt sind, zum Beispiel einfache
Metalle sowie Halbleiter. Sie versagt allerdings in Fa¨llen, in denen schon die Dichtefunktionaltheorie
sehr schlechte Ergebnisse liefert, etwa in stark korrelierten Systemen wie manchen U¨bergangsmetal-
loxiden [123]. Es werden zeitgeordnete Green’sche Funktionen betrachtet, die eine Dyson-Gleichung
analog Gleichung (2.2) erfu¨llen, jedoch aufgrund der vorliegenden Gleichgewichtssituation bei T = 0
nicht mehr auf der gesamten Keldysh-Kontur betrachtet werden mu¨ssen, sondern nur auf der reellen
Zeitachse. In Frequenzdarstellung lautet die Dyson-Gleichung
G(r, r′, ω) = G0(r, r′, ω) +
∫
d3r′′
∫
d3r′′′G0(r, r′′, ω)Σ(r′′, r′′′, ω)G(r′′′, r′, ω), (4.7)
wobei die freien Green’schen Funktionen in der Lehmann-Darstellung durch die Eigenzusta¨nde und
deren Besetzungen sowie die Eigenenergien des wechselwirkungsfreien Systems gegeben sind,
G0(r, r
′, ω) =
∑
i
ϕ0i (r)(ϕ
0
i (r
′))∗
[
1− f0i
ω − ε0i + iη
+
f0i
ω − ε0i − iη
]
, (4.8)
und das wechselwirkungsfreie System beschrieben wird durch
h0(r)ϕ
0
i (r) =
(
− 
2
2m
∇2 + V (r) +
∫
d3r′
e2
4πε0|r − r′|n(r
′)
)
ϕ0i (r) = ε
0
i (r)ϕ
0
i (r). (4.9)
Die Lehmann-Darstellung der vollen Green’schen Funktionen lautet
G(r, r′, ω) =
∑
i
[
ΦN+1i (r)(Φ
N+1
i (r
′))∗
ω − εN+1i + iη
+
ΦN−1i (r)(Φ
N−1
i (r
′))∗
ω − εN−1i − iη
]
. (4.10)
Die Summe la¨uft hier u¨ber Eigenzusta¨nde |ΦN±1i 〉 des wechselwirkenden (N ± 1)-Teilchen-Systems,
εN±1i stellt die Energien dar, die fu¨r das Entfernen bzw. Hinzufu¨gen eines Elektrons aufgebracht werden
mu¨ssen, und ΦN±1i (r) sind die Amplituden 〈ΦN0 |ψ(r)|ΦN+1i 〉 und 〈ΦN−1i |ψ(r)|ΦN0 〉 der Feldoperato-
ren ψ(r). Im Quasiteilchen-Bild lassen sich die Amplituden als Quasiteilchen-Wellenfunktionen der
Zusta¨nde oberhalb und unterhalb des chemischen Potentials auffassen, εN±1i sind dann die entspre-
chenden Quasiteilchen-Energien. Wir lassen im Folgenden die Indizes (N ± 1) weg, um die Notation
zu vereinfachen. Setzt man die Lehmann-Darstellungen der freien Green’schen Funktionen (4.8) und
vollen Green’schen Funktionen (4.10) in die Dyson-Gleichung (4.7) unter Verwendung von (4.9) ein,
so ergibt sich eine nichtlineare Gleichung fu¨r die Quasiteilchen-Wellenfunktionen und -Energien,
h0(r)Φi(r) +
∫
d3r′Σ(r, r′, εi/)Φi(r′) = εi(r)Φi(r), (4.11)
die der Form nach den Kohn-Sham-Gleichungen (4.6) sehr a¨hnlich ist. Die eigentliche GW-Na¨herung
besteht nun darin, das fundamentale Gleichungssystem aus Abschnitt 2.1 fu¨r reellzeitige Green’sche
Funktionen und G = G0 aufzustellen. Es ergeben sich dann die Selbstenergie
ΣGW(1, 2) = iG0(1, 2)W (1
+, 2) (4.12)
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und die Polarisationsfunktion
PGW(1, 2) = −iG0(1, 2)G0(2, 1), (4.13)
was der in Kapitel 2 diskutierten RPA-Na¨herung fu¨r Keldysh-Green’sche Funktionen a¨hnelt, jedoch
mit freien Green’schen Funktionen G0 statt der vollen Funktionen G. Die Quasiteilchen bestehen
dann aus Ladungstra¨gern, die von einer Polarisationswolke umgeben sind und deren Wechselwirkung
untereinander daher abgeschirmt ist. Es ist zu beachten, dass das hier eingefu¨hrte W Beitra¨ge zur
Abschirmung durch die gefu¨llten Valenz- und leeren Leitungsba¨nder des Halbleiters im Grundzustand
entha¨lt und spa¨ter die Rolle der “unabgeschirmten”, also nur durch den Ladungshintergrund abge-
schirmten Wechselwirkung V aus Gleichung (2.25) u¨bernimmt. Mit W wird dann die durch angeregte
Elektronen und Lo¨cher abgeschirmte Wechselwirkung bezeichnet. Die Selbstenergie (4.12) ist im Fre-
quenzraum gegeben durch
ΣGW(r, r′, ω) = i
∫
dω′
2π
G0(r, r
′, ω + ω′)W (r, r′, ω′)eiω
′η, (4.14)
wa¨hrend fu¨r die durch den Ladungshintergrund abgeschirmteWechselwirkung das folgende Gleichungs-
system gilt:
W (r, r′, ω) =
∫
d3r′′ε−1(r, r′′, ω)V (r′′, r′),
ε(r, r′, ω) = δ(r − r′)−
∫
d3r′′V (r, r′′)P (r′′, r′, ω),
P (r, r′, ω) =
∑
i,j
ϕ0i (r)(ϕ
0
j (r))
∗
(
f0i (1− f0j )
ω + ε0i − ε0j + iη
− f
0
i (1− f0j )
ω − ε0i + ε0j − iη
)
(ϕ0i (r
′))∗ϕ0j (r
′)
(4.15)
mit der mikroskopischen dielektrischen Funktion ε(r, r′, ω). Die Polarisationsfunktion P besitzt ei-
ne a¨hnliche Struktur wie die zur Beschreibung der Plasmaabschirmung eingefu¨hrte Funktion mit
Matrixelementen der Form Pij , siehe Abschnitt 2.4. Allerdings handelt es sich hier um eine zeit-
geordnete Funktion, wa¨hrend dort die retardierte Funktion zum Einsatz kam. Praktisch wird nun die
formale A¨hnlichkeit der Kohn-Sham-Gleichungen (4.6) und der Quasiteilchen-Gleichungen (4.11) aus-
genutzt und von den Lo¨sungen ϕKSi und ε
KS
i der Kohn-Sham-Gleichungen mit Austausch-Korrelations-
Potential VXC =
δEXC{n(r)}
δn(r) ausgegangen. Unter der Annahme, dass die Korrekturen der GW-Na¨herung
gegenu¨ber der DFT-Rechnung nicht zu groß sind, da die Kohn-Sham-Wellenfunktionen oft eine gute
Na¨herung der Quasiteilchen-Wellenfunktionen darstellen [124], werden die Quasiteilchen-Energien in
erster Ordnung Sto¨rungstheorie berechnet,
εi ≈ εKSi +
〈
ϕKSi
∣∣Σ(εi/)− VXC ∣∣ϕKSi , (4.16)
was wiederum ein Selbstkonsistenzproblem darstellt. Man entwickelt hierzu außerdem die Selbstenergie
(4.14) im Frequenzraum linear um die Kohn-Sham-Energien und wertet das verbleibende Frequenzin-
tegral unter Verwendung der Kohn-Sham-Green’schen Funktion GKS0 statt G0 aus, wobei als Zwi-
schenschritt die dielektrische Funktion ε(r, r′, ω) zu berechnen ist. Im Ergebnis erha¨lt man komplexe
Quasiteilchen-Energien εi, die sowohl Verschiebungen der DFT-Bandstruktur durch den Realteil von
Σ als auch Quasiteilchen-Lebensdauern, gegeben durch den (inversen) Imagina¨rteil von Σ, enthalten.
Die verschobene Kristall-Bandstruktur, zusammen mit den Kristall-Wellenfunktionen aus den Kohn-
Sham-Gleichungen und der durch den Ladungshintergrund abgeschirmten Coulomb-Wechselwirkung
liefern nun eine Grundlage zur Beschreibung des Kristalls im unangeregten Zustand. Auf diese ab-
initio berechneten Gro¨ßen soll spa¨ter in Form eines Tight-Binding-Modells sowie eines Modells fu¨r die
Coulomb-Wechselwirkung zuru¨ckgegriffen werden, die die wesentliche Physik des Systems beschreiben
und dennoch mo¨glichst einfach sind. Hierzu ist es notwendig, die Gro¨ßen in einer geeigneten loka-
lisierten Basis zu formulieren. Auf eine entsprechende Methode, die Wannier-Konstruktion, wird im
na¨chsten Abschnitt eingegangen, wobei wir uns an die Ausfu¨hrungen von Marzari und Vanderbilt
halten [125, 126].
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4.1.3 Wannier-Konstruktion
Im Allgemeinen beno¨tigt man zur Beschreibung eines Festko¨rperkristalls im Bild quasi-freier Teilchen
eine Basis aus Einteilchenzusta¨nden, die den Hilbertraum des Kristalls aufspannt, wozu u¨blicherweise
Bloch-Funktionen Φλk(r) = u
λ
k(r)e
ik·r verwendet werden. Diese erha¨lt man etwa als Resultat einer Ab-
initio-Rechnung, wie sie im vorigen Abschnitt beschrieben wurde. Eine alternative Darstellung, die in
manchen Anwendungsbereichen besser zur Beschreibung der interessierenden Physik geeignet ist, ist
durch im Ortsraum lokalisierte Wannier-Funktionen wλR(r) gegeben. Hierbei ist λ ein banda¨hnlicher
Index und R bezeichnet den Gitterplatz, an dem die Funktion lokalisiert ist. Wannier-Funktionen
sind mit Bloch-Funktionen durch eine unita¨re Transformation verbunden und sind im Gegensatz zu
ihnen keine Eigenfunktionen des Kristall-Hamiltonoperators, bilden jedoch ein Orthonormalsystem.
Die Transformation lautet in darstellungsfreier Schreibweise
∣∣wλR〉 = VEZ(2π)3
∫
BZ
d3ke−ik·R
∣∣Φλk〉 , (4.17)
wobei VEZ das Volumen der Einheitszelle des Kristalls bezeichnet, so dass die Bloch-Funktionen auf
der Einheitszelle normiert sind. Hierbei gibt es jedoch zwei Aspekte zu beachten, die die Glattheit des
Integranden in k beeintra¨chtigen. Zum einen besteht eine Eichfreiheit der Bloch-Funktionen, da eine
Multiplikation der Bloch-Faktoren uλk mit (bezu¨glich des reziproken Gitters periodischen) Phasenfakto-
ren eiϕ
λ
k an der Physik nichts a¨ndert. Dies hat auch zur Folge, dass es unendlich viele a¨quivalente Sa¨tze
von Wannier-Funktionen mit unterschiedlicher Lokalisierung gibt. Zum anderen sind an Symmetrie-
punkten in der Brillouin-Zone Bandentartungen mo¨glich, sodass eine Unterscheidung der Ba¨nder an
diesen Punkten erschwert wird. Statt der Bloch-Funktion
∣∣Φλk〉 kann also in allgemeiner Schreibweise
fu¨r den Fall, dass eine Gruppe von J Ba¨ndern betrachtet wird, ebenso die Bloch-Funktion
∣∣Φ˜αk〉 = J∑
λ=1
Uλαk
∣∣Φλk〉 (4.18)
verwendet werden. Die Transformation Uλαk ist dann so zu wa¨hlen, dass ein glatter Integrand in Glei-
chung (4.17) entsteht und insbesondere die Ba¨nder entwirrt werden. Eine Mo¨glichkeit hierzu ist die
Projektion der Bloch-Funktionen auf N geeignete Testfunktionen |gα〉, zum Beispiel atomare Orbitale,
die auch einen kleineren Raum aufspannen ko¨nnen als die urspru¨nglichen Bloch-Funktionen (J ≥ N).
In unserem Fall bietet sich die Projektion auf die Orbitale dz2 , dxy und dx2−y2 an, da diese die domi-
nanten Beitra¨ge zu den optisch interessanten Ba¨ndern von MoS2 liefern, siehe Abbildung 4.1. Dennoch
werden die so erzeugten lokalisierten Zusta¨nde keine reinen Orbitale sein, sondern auch Einflu¨sse aller
anderen urspru¨nglich beru¨cksichtigten Ba¨nder und der entsprechenden Orbitale enthalten, insbeson-
dere von p-Orbitalen des Schwefels. Ungeachtet dessen bezeichnen wir im Folgenden die lokalisierten
Zusta¨nde einfach als Orbitale. Die Projektion lautet im Allgemeinen
∣∣Φαk〉 = J∑
λ=1
Aλαk
∣∣Φλk〉 mit Aλαk = 〈Φλk∣∣gα〉. (4.19)
Mittels einer Lo¨wdin-Transformation ko¨nnen die so berechneten Zusta¨nde orthonormalisiert werden,
∣∣Φ˜αk〉 = J∑
λ=1
(AS−1/2)λαk
∣∣Φλk〉 mit Sλαk = 〈Φλk∣∣Φαk〉. (4.20)
Die Matrix (AS−1/2)k stellt dann die gesuchte Transformation Uk in Gleichung (4.18) dar, so dass man
unter Verwendung der urspru¨nglichen Transformation (4.17) mit den |Φ˜αk〉 N Wannier-Funktionen fu¨r
jeden Gitterplatz erha¨lt. Mittels geeigneter Methoden kann die Lokalisierung der Wannier-Funktionen
systematisch weiter verbessert werden, wovon wir hier jedoch absehen, da die Lokalisierung d-artiger
Wellenfunktionen fu¨r die Erstellung eines Tight-Binding-Modells vo¨llig genu¨gt. Es ist zu beachten,
4.2. TIGHT-BINDING-MODELL 67
dass die genaue Form der Wannier-Funktionen fu¨r die weiteren Rechnungen nicht relevant ist, sondern
lediglich die Matrizen Uk. Mit diesen la¨sst sich aus dem Hamiltonoperator in der Bloch-Basis,
Hλλ
′
k = ε
λ
kδλλ′ , (4.21)
der Hamiltonoperator in der Wannier-Basis erzeugen,
HWk = (Uk)
+HkUk. (4.22)
Wie in [126] dargestellt, la¨sst sich dieser als Fourier-Summe u¨ber Matrixelemente Hαα
′
(R) mit geeig-
neten Gittervektoren R formulieren,
HW,αα
′
k =
∑
R
eik·RHαα
′
(R). (4.23)
Wir ko¨nnen an dieser Stelle schon festhalten, dass die Matrixelemente HW,αα
′
k einem Tight-Binding-
Hamiltonoperator entsprechen, der ab-initio berechnet wurde. Hαα
′
(R) sind dann die zugeho¨rigen
Hu¨pf-Matrixelemente, die somit im Prinzip ebenfalls ab-initio zuga¨nglich sind. Obwohl wir damit die
eigentliche Tight-Binding-Na¨herung umgangen haben, soll im na¨chsten Abschnitt kurz das Grund-
prinzip der Tight-Binding-Methode erla¨utert werden.
4.2 Tight-Binding-Modell
Um eine Verbindung zwischen den ab-initio berechneten Einteilcheneigenschaften und Coulomb-Matrix-
elementen und den in Kapitel 2 eingefu¨hrten Vielteilchenmethoden herzustellen, gehen wir in diesem
Abschnitt auf die Auswertung des Tight-Binding-Modells ein und diskutieren spa¨ter die daraus gewon-
nenen Ergebnisse. In diesem Zuge erla¨utern wir auch die Einfu¨hrung von Spin-Orbit-Wechselwirkung
in das Modell, die in der Ab-initio-Rechnung der Einfachheit halber noch nicht beru¨cksichtigt wurde.
Dies ist gerechtfertigt, da die Spin-Orbit-Wechselwirkung in MoS2 schwach genug ist, um die wesent-
lichen Effekte auch in einer na¨herungsweisen Behandlung erfassen zu ko¨nnen.
4.2.1 Grundprinzip
Die grundlegende Idee von Tight-Binding ist es, von isolierten Atomen mit entsprechenden Orbitalen
auszugehen und den U¨bergang zum Kristallverbund durch einen schwachen U¨berlapp der atomaren
Wellenfunktionen untereinander und mit dem Potential benachbarter Atomru¨mpfe zu vollziehen [103].
Man konstruiert die Kristall-Wellenfunktionen also ausgehend von den lokalisierten Wellenfunktionen
an den Gitterpla¨tzen, so dass sie das Bloch-Theorem erfu¨llen, wobei man oft den sogenannten LCAO-
(Linear Combination of Atomic Orbitals)Ansatz verwendet, bei dem mehrere Orbitale pro Gitterplatz
beru¨cksichtigt werden. Die Wellenfunktionen lauten dann
∣∣Φλk〉 =∑
α
cλα(k)
∣∣χαk〉 mit ∣∣χαk〉 =∑
R
eik·R
∣∣Rα〉, (4.24)
wobei λ die Ba¨nder des Festko¨rpers indiziert, wa¨hrend α Orbitale bezeichnet und auch einen Spin-
index enthalten kann. Idealerweise verwendet man die im vorigen Abschnitt eingefu¨hrten Wannier-
Funktionen, |Rα〉 = |wαR〉, da sie im Gegensatz zu atomaren Wellenfunktionen an verschiedenen
Gitterpla¨tzen orthonormiert sind, 〈
wαR
∣∣wα′R′〉 = δRR′δαα′ . (4.25)
Dann gilt fu¨r die Bloch-Summen 〈
χαk
∣∣χα′k′〉 = Nδkk′δαα′ (4.26)
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mit N der Anzahl von Gitterpla¨tzen. Man kann den Hamiltonoperator des Kristalls in der Wannier-
Basis formulieren,
H =
∑
Rα
EαR |wαR〉 〈wαR|+
∑
{Rα}={R′α′}
tαα
′
RR′ |wαR〉 〈wα
′
R′ |. (4.27)
Die diagonalen Matrixelemente EαR stellen die Energien der Orbitale α am Gitterplatz R inklusive
Verschiebungen durch die Potentiale der Atomru¨mpfe bei R = R′ dar, wa¨hrend die nichtdiagona-
len Hu¨pf-Matrixelemente tαα
′
RR′ Amplituden fu¨r das Hu¨pfen von Elektronen zwischen Gitterpla¨tzen
und Orbitalen, vermittelt durch das Kristallpotential, darstellen. Wir fassen beide Arten von Ma-
trixelementen im Folgenden zu verallgemeinerten Hu¨pf-Matrixelementen zusammen. Fu¨r die Matri-
xelemente ko¨nnen mikroskopische Ausdru¨cke angegeben werden. Die eigentliche Vorgehensweise der
Tight-Binding-Methode besteht darin, unter der Annahme schwachen U¨berlapps der Wellenfunktio-
nen und Potentiale Na¨herungen vorzunehmen, um die Matrixelemente explizit zu berechnen oder
alternativ im Rahmen eines semi-empirischen Tight-Binding-Modells als Parameter zur Anpassung
an experimentelle Ergebnisse oder an Resultate von Ab-Initio-Rechnungen fu¨r die Bandstruktur zu
verwenden. Wie oben bereits erwa¨hnt, ko¨nnen wir jedoch auf ab-initio berechnete Tight-Binding-
Matrixelemente zuru¨ckgreifen. Diese liegen allerdings in der Form (4.23) vor, also in der orbitalen
Basis {|dz2〉, |dxy〉, |dx2−y2〉} u¨ber beliebigen Wellenvektoren k. Um sie zu verwenden, gehen wir von
der Schro¨dingergleichung des Kristalls in Bloch-Darstellung aus,
H
∣∣Φλk〉 = ελk ∣∣Φλk〉 , (4.28)
und setzen den Ansatz (4.24) fu¨r die Tight-Binding-Wellenfunktion ein. Multiplikation mit einer Bloch-
Summe 〈χα′k | und Ausnutzung der Orthonormalita¨tsrelationen (4.25) und (4.26) fu¨hrt auf das Eigen-
wertproblem
∑
α′
HTB,αα
′
k c
λ
α′(k) = ε
λ
kc
λ
α(k), (4.29)
dessen Lo¨sung fu¨r jeden beliebigen k-Punkt die Energie des Bandes λ sowie die (komplexwertige)
Beimischung cλα des Orbitales α zu diesem Band liefert. Der Tight-Binding-Hamiltonoperator lautet
HTB,αα
′
k =
1
N
∑
RR′
tαα
′
RR′e
ik·(R′−R) =
∑
R
tαα
′
R e
ik·R, (4.30)
wobei wir im zweiten Schritt die Translationsinvarianz der Hu¨pf-Matrixelemente ausgenutzt haben.
Diese sind gegeben durch
tαα
′
R = 〈wα0 |H|wα
′
R 〉 (4.31)
und entsprechen den Matrixelementen Hαα
′
(R) in Gleichung (4.23). Der Tight-Binding-Hamilton-
operator HTB,αα
′
k ist damit a¨quivalent zum ab-initio durch Wannier-Konstruktion berechneten Ope-
rator HW,αα
′
k , den wir gema¨ß Gleichung (4.29) auszuwerten haben.
4.2.2 Spin-Orbit-Wechselwirkung
Der allgemeine Hamiltonoperator der Spin-Orbit-Wechselwirkung fu¨r ein Elektron folgt aus der Dirac-
Gleichung [127],
HSO =
1
2m2c2
[
∇U(r)× p
]
· S, (4.32)
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wobei U(r) in diesem Fall das gitterperiodische Kristallpotential bezeichnet und S der Spin-Operator
ist, der durch die Pauli-Matrizen dargestellt wird, S = 2σ. Der Hamiltonoperator ist translati-
onssymmetrisch bezu¨glich Gittervektoren und hat daher die gleiche Form wie der Tight-Binding-
Hamiltonoperator,
HSO,αα
′
k =
∑
R
eik·R〈wα0 |HSO|wα
′
R 〉. (4.33)
Unter den Annahmen, dass die Spin-Orbit-Wechselwirkung aufgrund ihrer Schwa¨che nur diagonal
bezu¨glich Gitterpla¨tzen wirkt, und dass wegen der guten Lokalisierung der Wellenfunktionen nur der
(R = 0)-Term in der lokalen Darstellung von HSO beitra¨gt, ergibt sich ein Hamiltonoperator mit
einem spha¨risch-symmetrischen Potential wie in einem Atom [128],
HSO,αα
′
k ≈ 〈wα0 |ξ(r)L · S|wα
′
R 〉. (4.34)
Hierbei ist L der Bahndrehimpulsoperator und ξ(r) = 12m2c2
1
r
dU(r)
dr . Der Operator vermittelt al-
so eine Wechselwirkung zwischen verschiedenen Orbitalen am selben Gitterplatz. Die Sta¨rke dieser
Wechselwirkung kann nun als Parameter aufgefasst und entweder an eine Referenz-Bandstruktur an-
gepasst oder anhand der atomaren Kopplung des jeweiligen Materials gewa¨hlt werden. Der Gesamt-
Hamiltonoperator lautet in einer orbitalen Basis, die explizit die Spin-Freiheitsgrade entha¨lt
({|dz2 , ↑〉, |dxy, ↑〉, |dx2−y2 , ↑〉 |dz2 , ↓〉, |dxy, ↓〉, |dx2−y2 , ↓〉}),
H =
(
HTB 0
0 HTB
)
+HSO. (4.35)
Um HSO explizit in der orbitalen Basis zu berechnen, setzen wir HSO = λ
2
L · S, wobei λ die Sta¨rke
der atomaren Spin-Orbit-Kopplung in Molybda¨n beschreibt. Unter der Annahme, dass die Wannier-
Funktionen reinen orbitalen Charakter mit der Drehimpulsquantenzahl l = 2 und den Magnetquan-
tenzahlen m(dz2) = 0, m(dxy) = m(dx2−y2) = ±2 besitzen, ko¨nnen wir das Skalarprodukt
1
2
L · S = 1
2
(Lxσx + Lyσy + Lzσz) (4.36)
auswerten. Hierzu wenden wir die Drehimpulsalgebra in der Orbitalbasis an und finden
Lx = Ly = 0,
Lz = 
⎛⎝0 0 00 0 2i
0 −2i 0
⎞⎠ , (4.37)
womit sich insgesamt
HSO =
λ
2
(
Lz 0
0 −Lz
)
(4.38)
ergibt. Durch die Spin-Orbit-Wechselwirkung werden also nur Entartungen in der Bandstruktur auf-
gehoben, es findet jedoch keine Mischung der ↑- und ↓-Orbitale statt. Jedem Band, das sich aus der
Lo¨sung des Eigenwertproblems ergibt, ist demnach ein wohldefinierter Spin zugeordnet, sodass es sich
anbietet, den Spinindex in den Bandindex aufzunehmen. Die Beru¨cksichtigung von Korrekturen der
Spin-Orbit-Wechselwirkung, die durch die Abweichung der Wannier-Funktionen vom reinen orbitalen
Charakter entstehen, diskutieren wir im unterstu¨tzenden Material zu Publikation III.
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4.2.3 Dipol-Matrixelemente
Mit dem zuvor beschriebenen Tight-Binding-Modell ko¨nnen neben der Bandstruktur auch Dipol-
Matrixelemente berechnet werden, die fu¨r die optischen Eigenschaften des Materials signifikant sind,
dλλ
′
k = e〈Φλk|r|Φλ
′
k 〉. (4.39)
Die Auswertung kann prinzipiell direkt durch Einsetzen der Lo¨sungen (4.24) erfolgen, es treten hierbei
jedoch Ableitungen der Tight-Binding-Koeffizienten ∇kcλα(k) auf, die wegen der zufa¨lligen Phasen
der Koeffizienten numerisch schwer auszuwerten sind, a¨hnlich der Situation bei der Berechnung der
Wannier-Funktionen in Abschnitt 4.1.3. Daher gehen wir hier einen Umweg u¨ber den Stromoperator,
dessen Auswertung zu wohldefinierten Ausdru¨cken fu¨hrt. Hierzu verwenden wir die Relation [103]
1
m
p =
i

[H, r] , (4.40)
die auch unter Beru¨cksichtigung von Spin-Orbit-Wechselwirkung gu¨ltig bleibt, sofern diese wie hier
diagonal bezu¨glich Gitterpla¨tzen ist, da sie dann mit dem Ortsoperator auf dem Gitter vertauscht.
Die Relation fu¨hrt auf
dλλ
′
k =
e
im
〈Φλk|p|Φλ
′
k 〉
1
ελk − ελ′k
, (4.41)
was wegen der A¨quivalenz von Impuls- und Stromoperator,
j =
∑
kλλ′
e
m
〈Φλk|p|Φλ
′
k 〉cλ†k cλ
′
k , (4.42)
einen Bezug zwischen Dipol- und Stromoperator herstellt,
dλλ
′
k =

i
1
ελk − ελ′k
∑
αα′
(cλα(k))
∗cλ
′
α′(k)j
αα′
k . (4.43)
Die Berechnung der Matrixelemente des Stromoperators aus dem Tight-Binding-Hamiltonoperator
erfolgt in A.1, sie lauten
jαα
′
k =
e

∇kHTB,αα′(k). (4.44)
Hierbei ist ∇kHTB,αα′(k) eine verallgemeinerte Fermi-Geschwindigkeit in der orbitalen Basis. Mit
diesem Ausdruck fu¨r den Stromoperator ko¨nnen die Dipol-Matrixelemente auf der gesamten Brillouin-
Zone berechnet werden. Es werden allerdings nur Beitra¨ge beru¨cksichtigt, die durch die Tight-Binding-
Koeffizienten cλα(k) beschrieben werden und den Einhu¨llenden der Wellenfunktionen entsprechen. Die
ra¨umliche Variation der Wellenfunktionen auf der Einheitszelle wird hier außer Acht gelassen, da diese
Informationen u¨ber das Tight-Binding-Modell nicht zuga¨nglich sind. Wir nehmen jedoch an, dass die
Einhu¨llenden-Beitra¨ge dominant sind und das physikalische Verhalten des Systems bereits korrekt
wiedergeben. Dies wird auch als Einhu¨llenden-Na¨herung bezeichnet [129].
4.2.4 Coulomb-Matrixelemente
Eine GW-Rechnung, die Eigenzusta¨nde und -energien des Systems liefert, ermo¨glicht auch den Zugang
zur dielektrischen Funktion ε(r, r′, ω) des Systems im Grundzustand, siehe Gleichung (4.15), und somit
zu Coulomb-Matrixelementen, die durch Hintergrund-Ladungstra¨ger abgeschirmt sind. Diese Matrix-
elemente bezeichnen wir von jetzt an mit V in U¨bereinstimmung mit der durch den Ladungshinter-
grund abgeschirmten Coulomb-Wechselwirkung, die in Kapitel 2 eingefu¨hrt und bereits in Kapitel 3
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verwendet wurde. Wegen der echten Zweidimensionalita¨t des Systems, ganz im Gegensatz zu dem
im vorigen Kapitel untersuchten Quantenpunkt-Benetzungsschicht-System, das von Halbleitermateri-
al umgeben war, wird die Hintergrundabschirmung nicht durch eine Konstante beschrieben, sondern
weist eine q-Abha¨ngigkeit auf. Die ab-initio berechnete Coulomb-Wechselwirkung kann auf dieselbe
orbitale Basis projiziert werden, die wir bereits fu¨r das Tight-Binding-Modell verwendet haben, wo-
bei wir annehmen, dass die Wechselwirkung vom Elektronenspin unabha¨ngig ist und auch durch die
Spin-Orbit-Wechselwirkung nicht signifikant modifiziert wird. Um die Beschreibung des Materials auch
weiterhin mo¨glichst einfach zu halten, vernachla¨ssigen wir die Frequenzabha¨ngigkeit der Wechselwir-
kung und verwenden fu¨r die Matrixelemente in der orbitalen Basis ein Modell, das die 1/q-Singularita¨t
der Wechselwirkung explizit entha¨lt und die gesamte q-Abha¨ngigkeit mithilfe weniger Parameter gut
beschreibt. Die genaue Parametrisierung ist in Publikation III angegeben. Hierzu fu¨hren wir geeignete
Formfaktoren Fq und dielektrische Funktionen ein, sodass
V αββαq =
e2
2ε0qA
Fαβq (ε
−1
q )
αβ (4.45)
mit der Kristallfla¨che A und Orbitalen α, β gilt, und passen die freien Parameter an die ab-initio
berechneten Matrixelemente an. Die Coulomb-Matrixelemente in der Bloch-Basis erha¨lt man dann
durch Verwenden des Tight-Binding-Ansatzes (4.24),
V λ1λ2λ3λ4k,k′−q,k′,k−q =
∑
αβ
(cλ1α (k))
∗(cλ2β (k
′ − q))∗cλ3β (k′)cλ4α (k − q)V αββαq . (4.46)
Hierbei haben wir bereits die Quasiimpulserhaltung beru¨cksichtigt, die durch die Translationsin-
varianz des Kristalls entsteht, und Matrixelemente in der orbitalen Basis, die keine Wechselwir-
kung zwischen Ladungsdichten beschreiben, wegen ihrer Kleinheit ausgeschlossen. Man beachte, dass
Austausch-artige Matrixelemente (k′ = k) diagonal im Spin sind, wa¨hrend Hartree-artige Matrixele-
mente (q = 0) zwischen beiden Spin-Subsystemen wirken ko¨nnen. Letztere beschreiben Renormie-
rungen durch elektrostatische Wechselwirkung der Ladungstra¨ger im System, siehe Gleichung (2.29).
Fu¨r sie ist eine gesonderte Betrachtung notwendig, die wir in A.2 vornehmen.
4.3 Materialsystem
Wir haben nun sa¨mtliche Gro¨ßen erla¨utert, die bei der Berechnung optischer Eigenschaften von
Monolagen-MoS2 in die Halbleiter-Bloch-Gleichungen eingehen, na¨mlich die Dispersion sowie Dipol-
und Coulomb-Matrixelemente. Bevor wir jedoch die Bloch-Gleichungen selbst einfu¨hren, soll an dieser
Stelle das Materialsystem genauer beschrieben werden. Insbesondere gehen wir auf Symmetrien der
wichtigen physikalischen Gro¨ßen in der Brillouin-Zone ein, die dann zur Reduktion der erforderlichen
Einteilchenbasis verwendet werden ko¨nnen. Abbildung 4.2 zeigt die Einheitszelle des realen Kristall-
gitters sowie die Brillouin-Zone mit wichtigen Symmetriepunkten.
4.3.1 Symmetrieu¨berlegungen
Die Punktgruppe von Monolagen-MoS2 ist D3h und entha¨lt demnach neben dem neutralen Element E
eine dreiza¨hlige Rotation C3 um die z-Achse in Wachstumsrichtung, drei dazu senkrechte zweiza¨hlige
Rotationen C ′2 entlang der Verbindungslinien zwischen benachbarten Molybda¨n- und Schwefelatomen,
sowie eine Spiegelung σh an der x-y-Ebene. Da wir die Spin-Orbit-Wechselwirkung beru¨cksichtigen,
muss neben den ra¨umlichen Symmetrien auch das Verhalten des Spin-Freiheitsgrades s der Kristal-
lelektronen unter Symmetrietransformationen in Betracht gezogen werden, als Eigenfunktionen des
Kristalls dienen Pauli-Spinore statt skalarer Wellenfunktionen. Wir schreiben daher in diesem Ab-
schnitt sowohl die Band- als auch die Spinindizes von Zusta¨nden explizit aus, wobei die Bandindizes
die drei ohne Spin-Orbit-Wechselwirkung jeweils doppelt entarteten Ba¨nder bezeichnen. Die Diskussion
wird dadurch erleichtert, dass, wie in Abschnitt 4.2.2 gezeigt wurde, die z-Komponente des Elektronen-
spins trotz Spin-Orbit-Wechselwirkung eine gute Quantenzahl ist. Dies ist eine Folge der Symmetrie
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Abbildung 4.2: Links: Kristallgitter von Monolagen-Molybda¨ndisulfid mit Basisvektoren R1 und
R2 in Draufsicht. Die grauen Kugeln kennzeichnen Mo-Atome, die gelben S-Atome. Man beachte
die fehlende Inversionssymmetrie. Mitte: Schematische Darstellung der prismatischen Koordination
in der Monolage, die die Spiegelsymmetrie bezu¨glich der x-y-Ebene veranschaulicht. Rechts: Ers-
te Brillouin-Zone mit reziproken Basisvektoren k1 und k2 sowie wichtigen Symmetriepunkten. Die
ina¨quivalenten K- und K′-Punkte unterscheiden sich durch die Zusammensetzung der entsprechen-
den Bloch-Funktionen aus den lokalisierten Orbitalen; Das Valenzband am K-/K′-Punkt wird durch
d±2 = 1/
√
2(dx2−y2 ± idxy) dominiert.
des Systems gegenu¨ber Spiegelungen σh, die eine Wechselwirkung der d-Orbitale mit Magnetquan-
tenzahl |m| = 2, welche Teil unserer lokalisierten Basis sind, mit (|m| = 1)-Orbitalen aufgrund ihrer
unterschiedlichen Parita¨t verhindert, wie man bereits in Abbildung 4.1 sehen konnte. Auch in einer
orbitalen Basis, die die (|m| = 1)-Orbitale einschließt, wu¨rden demnach die x- und y-Komponenten
des Bahndrehimpulsoperators L und somit die entsprechenden Pauli-Matrizen nicht zur Spin-Orbit-
Wechselwirkung beitragen, siehe auch Gleichung (4.36).
Symmetrieoperationen wirken sowohl auf die ra¨umlichen Freiheitsgrade, als auch auf den Spin der
Zusta¨nde [130]. So werden beliebige Rotationen mit der Achse n um einen Winkel ϕ im Spinor-Raum
durch die Matrix
U = 1cos
(ϕ
2
)
+ i(n · σ)sin
(ϕ
2
)
(4.47)
beschrieben, wenn die Spinoren in der Basis
{
|↑〉 =
(
1
0
)
, |↓〉 =
(
0
1
)}
(4.48)
dargestellt werden [131], wa¨hrend die Operation zugleich auf die ra¨umlichen Argumente der Spinor-
Komponenten wirkt. Hieraus folgt, dass die Rotation C3 (n = ez) die Komponenten mit unter-
schiedlichem Spin nicht vermischt, also jede Komponente fu¨r sich ra¨umlich rotiert wird, wa¨hrend eine
Rotation C ′2 senkrecht dazu (z.B. n = ey, ϕ = π) die Komponenten gerade vertauscht. Entsprechend
ist die Wirkung einer Symmetrieoperation D der Punktgruppe auf den Spin zu verstehen, die wir im
Folgenden als Ds schreiben. Da das periodische Potential des Kristallgitters invariant gegenu¨ber den
Operationen D ist, ebenso wie die Spin-Orbit-Wechselwirkung (4.32), gilt dies auch fu¨r den Hamilton-
operator des Kristalls, der folglich mit dem entsprechenden Symmetrieoperator vertauscht, [H,D] = 0
[130]. Es besitzen demnach die Zusta¨nde |Φλk,s〉 und D|Φλk,s〉 die gleichen Eigenenergien,
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ελk,s = ε
λ
Dk,Ds. (4.49)
Man kann sich davon u¨berzeugen, dass zudem die Anwendung der Symmetrieoperation D, insbeson-
dere des ra¨umlichen Anteils, auf eine Bloch-Funktion bis auf einen Phasenfaktor wieder eine Bloch-
Funktion erzeugt, deren Wellenvektor durch Anwendung derselben Operation im reziproken Raum
aus dem urspru¨nglichen Wellenvektor hervorgeht [132],
D
∣∣Φλk,s〉 = ∣∣ΦλDk,Ds〉 . (4.50)
Eine weitere Symmetrie, die außerhalb der Punktsymmetrien des Kristalls liegt, ist die Zeitumkehrsym-
metrie, die aus der Invarianz der Schro¨dingergleichung bzw. der Pauligleichung gegen Zeitumkehr in
Abwesenheit von Magnetfeldern folgt. Der Zeitumkehroperator T = Kσy mit dem Konjugations-
operator K vertauscht also mit dem Hamiltonoperator, [H,T ] = 0, und kehrt sowohl Impulse als
auch Drehimpulse und Spins in ihrer Richtung um. Dies fu¨hrt dazu, dass die Zusta¨nde |Φλk,s〉 und
T |Φλk,s〉 = |Φλ−k,−s〉 entartet sind [132],
ελk,s = ε
λ
−k,−s . (4.51)
Diese sogenannte Kramers-Entartung garantiert in Abwesenheit von Magnetfeldern das wenigstens
zweimalige Auftreten jeder Energie im System. Betrachten wir nun die Brillouin-Zone von MoS2,
so finden wir, dass wir unter Ausnutzung der C3-Symmetrie sowie der Zeitumkehrsymmetrie die
Bandstruktur in der gesamten Brillouin-Zone auf eine reduzierte Brillouin-Zone mit der Umrandung
Γ−K−M−K′−Γ abbilden ko¨nnen. Wir beno¨tigen also nur 1/6 der urspru¨nglichen Basiszusta¨nde, um
die Bandstruktur zu beschreiben, wobei der K- und der K′-Punkt beide enthalten sein mu¨ssen. Eine
Folge der Zeitumkehrsymmetrie ist es, dass die Dispersion bei K fu¨r eine Spinrichtung der Dispersion
bei K′ fu¨r die umgekehrte Spinrichtung gleicht, und umgekehrt. Dies ist schematisch in Abbildung 4.3
dargestellt.
Abbildung 4.3: Schematische Darstellung der spinabha¨ngigen Dispersion der zwei Valenz- und vier
Leitungsba¨nder, die aus dem 3-Band-Tight-Binding-Modell mit Spin-Orbit-Kopplung folgen, in den
K- und K′-Valleys. Vergleiche auch die ab-initio berechneten Ba¨nder in Abbildung 4.1.
Es mu¨ssen nun noch die Symmetrien der Dipol- und Coulomb-Matrixelemente u¨berpru¨ft werden.
Der Dipoloperator geht nicht in vektorieller Form in die Bloch-Gleichungen ein, sondern stets in
Projektion auf den Polarisationsvektor ε des anregenden elektrischen Feldes. Die Erwartungswerte
lauten also fu¨r Bloch-Funktionen, auf die wir eine Transformation D anwenden,
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dλλ
′
Dk,Ds = e〈ΦλDk,Ds|ε · r|Φλ
′
Dk,Ds〉 = e〈Φλk,s|D†ε · rD|Φλ
′
k,s〉. (4.52)
Der Ortsoperator transformiert sich wie ein Vektor und damit im Allgemeinen nicht so symmetrisch
wie die Zusta¨nde des Systems, da er eine Richtung im Raum auszeichnet. Betrachten wir jedoch
elektrische Felder mit zirkularer Polarisation, die senkrecht auf die MoS2-Monolage auftreffen, so ist
eine hohe Symmetrie der Dipol-Matrixelemente zu erwarten. Links- beziehungsweise rechtszirkular
polarisiertes Licht wird durch den Polarisationsvektor
ε(σ±) =
1√
2
(
1
±i
)
(4.53)
beschrieben und entspricht Photonen mit definierter z-Komponente des Spins Sz = ± [133]. Fu¨r die
Transformation des Ortsoperators ist generell nur der ra¨umliche Anteil der Symmetrieoperatoren von
Bedeutung, da er vom Spin der Bloch-Elektronen unabha¨ngig ist. Bezeichnet also R eine Drehung im
Raum, so la¨sst sich die Transformation schreiben als [130]
R†riR =
∑
j
Rijrj . (4.54)
Man u¨berzeugt sich leicht davon, dass eine C3-Drehung um die z-Achse die σ+- und σ−-Komponenten
nicht vermischt, wa¨hrend eine C ′2-Drehung die Komponenten gerade vertauscht, also rechtszirkulares
in linkszirkulares Licht u¨berfu¨hrt, und umgekehrt. Auch der Zeitumkehroperator vertauscht durch
komplexe Konjugation die Polarisationsrichtungen, da er die einzelnen kartesischen Komponenten des
Ortsoperators invariant la¨sst. Da nur der Betrag der Matrixelemente eine physikalische Bedeutung
besitzt, ko¨nnen wir eventuelle Phasenfaktoren ignorieren und folgern
dλλ
′
C3k,s(σ±) = d
λλ′
k,s (σ±),
dλλ
′
C′2k,−s(σ±) = d
λλ′
k,s (σ∓),
dλλ
′
−k,−s(σ±) = d
λλ′
k,s (σ∓).
(4.55)
Betrachten wir wieder die Brillouin-Zone, so finden wir, dass wir Dipol-Matrixelemente mit definiertem
Photonenspin auf dieselbe reduzierte Brillouin-Zone abbilden ko¨nnen wie die Dispersion, sofern wir
alle drei Symmetrieoperationen anwenden. Zugleich wird klar, dass Dipol-Matrixelemente am K-Punkt
fu¨r eine Polarisationsrichtung den Matrixelementen am K′-Punkt mit entgegengesetzter Polarisation
und umgekehrtem Elektronenspin entsprechen. U¨ber diese Betrachtungen hinaus lassen sich auch
Auswahlregeln fu¨r die Dipol-U¨berga¨nge diskutieren, was jedoch den Rahmen dieser Arbeit sprengt.
Die Auswahlregeln werden allerdings in den numerischen Ergebnissen sichtbar, wie wir im na¨chsten
Abschnitt zeigen werden. Eine Diskussion ist beispielsweise in [134] zu finden.
Die Coulomb-Matrixelemente lassen sich a¨hnlich behandeln wie die Dipol-Matrixelemente, mit dem
Unterschied, dass Symmetrieoperationen auf mehrere Koordinaten gleichzeitig wirken mu¨ssen [130].
Fu¨r die Halbleiter-Bloch-Gleichungen sind vor allem Austausch-artige Matrixelemente interessant,
wobei wir die Spins nicht ausschreiben, da die Matrixelemente hiervon nicht abha¨ngig sind,
VDkDk′DkDk′ =
∫
d3r
∫
d3r′Φ∗Dk(r)Φ
∗
Dk′(r
′)
1
|r − r′|
1
ε(r, r′)
ΦDk(r
′)ΦDk′(r)
=
∫
d3r
∫
d3r′Φ∗k(r)Φ
∗
k′(r
′)D†rD
†
r′
1
|r − r′|
1
ε(r, r′)
Dr′DrΦk(r
′)Φk′(r)
= Vkk′kk′ .
(4.56)
Im letzten Schritt wurde ausgenutzt, dass bei gleichzeitiger Transformation von r und r′ der Abstand
|r − r′| unvera¨ndert bleibt und dass die dielektrische Funktion ε die Periodizita¨t des Gitters tra¨gt.
Hieraus folgt, dass Terme der Form
∑
k′ Vkk′kk′fk′ (und analog Hartree-artige Terme) nur fu¨r Zusta¨nde
k aus der reduzierten Brillouin-Zone ausgewertet werden mu¨ssen. Es ist hierbei jedoch in jedem Fall
u¨ber alle Zusta¨nde k′ aus der gesamten Brillouin-Zone zu summieren.
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4.3.2 Ergebnisse der Tight-Binding-Rechnung
Zum Abschluss dieses Abschnittes sollen noch einige numerische Resultate der Tight-Binding-Rechnung
gezeigt werden. Abbildung 4.4 zeigt die beiden Valenzba¨nder mit verschiedenen Spinrichtungen u¨ber
der gesamten Brillouin-Zone, an denen die oben erla¨uterten Symmetrien gut zu erkennen sind. In Ab-
bildung 4.5 sind Dipol-Matrixelemente fu¨r rechtszirkular polarisiertes Licht u¨ber der Brillouin-Zone
dargestellt, wobei wir die Matrixelemente gema¨ß Gleichung (4.39) mit dem Valenzband als Band λ
und dem Leitungsband als λ′ auswerten. Es ist zu sehen, dass mit dieser Polarisation zwischen Va-
lenzband und niedrigerem Leitungsband gema¨ß den optischen Auswahlregeln insbesondere U¨berga¨nge
um den K-Punkt angeregt werden, wa¨hrend Zusta¨nde um den K′-Punkt nur schwach koppeln. Diese
Tatsache ermo¨glicht Anwendungen im Bereich der Valleytronics, in dem der
”
Valley“-Freiheitsgrad der
Elektronen, also die Information u¨ber den Aufenthalt um den K- oder K′-Punkt in der Brillouin- Zo-
ne, optisch kontrolliert wird [134–136]. Zwischen Valenzband und ho¨herem Leitungsband dominieren
U¨berga¨nge im Inneren der Brillouin-Zone. Des Weiteren koppelt zirkular polarisiertes Licht an spin-
diagonale U¨berga¨nge zwischen Zusta¨nden beider Spinrichtungen, eine Selektion der Spinquantenzahl
findet also nicht statt. Die Dipol-Matrixelemente weisen genau wie die Dispersion die zu erwartende
Symmetrie auf.
Abbildung 4.4: Dispersion der Valenzba¨nder von Monolagen-Molybda¨ndisulfid mit verschiedenen Spin-
richtungen, berechnet mit dem 3-Band-Tight-Binding-Modell fu¨r das unverspannte Material aus Pu-
blikation III, vergleiche auch die schematische Darstellung in Abbildung 4.3. Man beachte die Unter-
schiede zwischen K- und K′-Punkt.
Abbildung 4.5: Dipol-Matrixelemente von Monolagen-Molybda¨ndisulfid fu¨r optische U¨berga¨nge zwi-
schen Valenzband und dem unteren (links) und oberen Leitungsband (rechts) mit positiver Elektronen-
spinrichtung und rechtszirkular polarisiertem Licht, berechnet mit dem 3-Band-Tight-Binding-Modell
fu¨r das unverspannte Material aus Publikation III, vergleiche auch die schematische Darstellung in
Abbildung 4.3. Die U¨berga¨nge mit dem unteren Leitungsband findet u¨berwiegend am K-Punkt statt.
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4.4 Lineare Absorptionsspektren
Wie in Publikation III erla¨utert, werden die Halbleiter-Bloch-Gleichungen verwendet, um zuna¨chst
die zeitliche Entwicklung der mikroskopischen Interbandpolarisationen im Monolagen-MoS2 nach ei-
ner schwachen optischen Anregung zu berechnen. Hieraus erha¨lt man durch Integration u¨ber die
Brillouin-Zone die makroskopische Polarisation des Systems, die wiederum dessen frequenzabha¨ngige
lineare Suszeptibilita¨t liefert [102], zu der der Absorptionskoeffizient proportional ist. Zur Berech-
nung der expliziten Form des Absorptionskoeffizienten nehmen wir an, dass das Monolagen-MoS2 im
Vergleich zur optischen Wellenla¨nge unendlich du¨nn ist, siehe dazu die Rechnung in A.3. Die oben
diskutierten Symmetrien des Systems ko¨nnen ausgenutzt werden, um die erforderliche Einteilchen-
basis zu reduzieren, so dass die Bloch-Gleichungen nur fu¨r mikroskopische Polarisationen ψk in der
reduzierten Brillouin-Zone gelo¨st werden mu¨ssen. Die makroskopische Polarisation erha¨lt man dann
mit
P (t) =
1
A
∑
k∈BZ
∑
λλ′
(
ψλλ
′
k (t)d
λλ′
k + c.c.
)
=
6
A
∑
k∈BZred
∑
λλ′
(
ψλλ
′
k (t)d
λλ′
k + c.c.
)
.
(4.57)
Die Halbleiter-Bloch-Gleichungen in der Bloch-Basis folgen aus den kinetischen Kadanoff-Baym-Glei-
chungen (2.19),
[
i
∂
∂t
− (ε˜λ′k (t)− ε˜λk(t))
]
ψλλ
′
k (t) + Ω
λλ′
k (t)(f
λ
k (t)− fλ
′
k (t))
+
∑
λ′′ =λ,λ′
[
Ωλ
′′λ′
k (t)ψ
λλ′′
k (t)− ψλ
′′λ′
k (t)Ω
λλ′′
k (t)
]
= −iSλλ′k (t),
(4.58)
wobei wir die Bewegungsgleichungen der Besetzungsfunktionen fk vernachla¨ssigen, da wir nur an
linearen optischen Effekten interessiert sind und A¨nderungen der Besetzungsfunktionen mindestens
quadratisch im elektrischen Feld sind. Dementsprechend sind die Besetzungsfunktionen in den Be-
wegungsgleichungen der Polarisationen durch die Anfangsbedingung festgelegt, etwa unter Annahme
einer vor der Zeitentwicklung vorgenommenen optischen Anregung des Systems und darauffolgender
Relaxation in ein Quasigleichgewicht. Des Weiteren verzichten wir auf eine mikroskopische Berech-
nung der Dephasierung, die durch die Streuterme Sλλ
′
k (t) beschrieben wird. Die Dephasierung durch
Coulomb-Streuung der Ladungstra¨ger und durch Elektron-Phonon-Streuung wird in [137] bzw. [138]
fu¨r Quantenpunkt-Benetzungsschicht-Systeme diskutiert. Hier beschra¨nken wir uns darauf, die Depha-
sierung durch eine pha¨nomenologische Konstante γ zu beschreiben, indem wir S lambdaλ
′
k (t) = γψ
λλ′
k (t)
setzen. Es werden nur solche Interbandu¨berga¨nge beru¨cksichtigt, die Anregungen u¨ber die Bandlu¨cke
des Halbleiters hinweg beschreiben. Sonstige Anregungen, etwa zwischen den Leitungsba¨ndern, liegen
zum einen nicht im interessanten Frequenzbereich und ko¨nnen zum anderen die relevanten U¨berga¨nge
im linearen Spektrum nicht durch Coulomb-Wechselwirkung beeinflussen, wovon wir uns im Folgenden
u¨berzeugen. Eine solche Wechselwirkung zwischen verschiedenen Polarisationen wa¨re etwa u¨ber den
letzten Term auf der linken Seite in Gleichung (4.58) mo¨glich. Die verallgemeinerte Rabi-Frequenz
entha¨lt in Hartree-Fock-Na¨herung mit (2.22) und (2.29) sowohl Renormierungsbeitra¨ge durch Beset-
zungen als auch durch Interbandpolarisationen. Der genannte Wechselwirkungsterm liefert fu¨r einen
bestimmten U¨bergang ψλλ
′
k also entweder Beitra¨ge, die quadratisch in Polarisationen sind, oder die
wegen der konstanten Besetzungsfunktionen proportional zu einer anderen Polarisation ψλ
′′λ′′′
k am sel-
ben k-Punkt sind. Erstere spielen fu¨r ein lineares Spektrum keine Rolle, wa¨hrend letztere zumindest
in der Umgebung des K-Punktes stark unterschiedlich oszillierende Polarisationen koppeln, sodass
im Sinne einer Rotating-Wave-Approximation (RWA) [102] die Wechselwirkung verschwindet. Wir
ko¨nnen also den letzten Term auf der linken Seite vernachla¨ssigen und Bewegungsgleichungen nur
fu¨r U¨berga¨nge u¨ber die Bandlu¨cke hinweg betrachten. Auch im zweiten Term auf der linken Seite
kann eine Kopplung an sonstige U¨berga¨nge erfolgen, diese werden jedoch durch die unten getroffe-
ne Einschra¨nkung der Coulomb-Matrixelemente verhindert. Im Elektron-Loch-Bild (2.23) lauten die
Halbleiter-Bloch-Gleichungen
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[
i
∂
∂t
− (ε˜ek(t) + ε˜hk(t)) + iγ
]
ψhek (t) + Ω
he
k (1− fek(t)− fhk (t)) = 0, (4.59)
vergleiche auch [102]. Wir verwenden die SXCH-Selbstenergie, um die instantanen Renormierungen
der Bandstruktur und der Rabi-Frequenz zu beschreiben, Σδ = ΣH+ΣSX+ΣCH. Die Plasmaabschir-
mung der Coulomb-Matrixelemente in RPA diskutieren wir fu¨r eine allgemeine Bloch-Basis in A.4.
In den Halbleiter-Bloch-Gleichungen beru¨cksichtigen wir nur solche Coulomb-Matrixelemente, die in
Anfangs- und Endzusta¨nden gleichviele Elektronen und Lo¨cher enthalten, also von der Form V eeee,
V hhhh, V ehhe, V heeh, V eheh, V hehe sind. Von allen weiteren Matrixelementen nehmen wir an, dass
sie vernachla¨ssigbar klein sind. Eine Auswertung von Gleichung (2.33) im Elektron-Loch-Bild ergibt
dann
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∑
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(4.60)
Sortiert man die zwei Valenz- und vier Leitungsba¨nder, die das Tight-Binding-Modell liefert, nach
ihrer Spinquantenzahl, so ergeben sich wegen der Spindiagonalita¨t der Dipol-Matrixelemente und der
Coulomb-Matrixelemente vier Polarisationen an jedem Punkt der Brillouin-Zone, siehe auch Abbil-
dung 4.3. Die Bloch-Gleichungen mu¨ssen, wie oben besprochen, nur auf einem Sechstel der Brillouin-
Zone gelo¨st werden, jedoch ist bei der Auswertung der Renormierungen eine Integration u¨ber alle
Punkte der vollen Brillouin-Zone als Wechselwirkungspartner notwendig. Hierbei ist außerdem zu
beachten, dass die Wahl der Brillouin-Zone mit K- und K′-Punkten am Rand willku¨rlich ist, dass
jedoch Erwartungswerte nicht von dieser Wahl abha¨ngen du¨rfen. Dies kann gewa¨hrleistet werden, in-
dem zu jedem Impulsu¨bertrag k − k′ ein reziproker Gittervektor G so addiert wird, dass der Betrag
des resultierenden Impulses minimal wird. Diese Umklapp-Prozesse bewirken, dass jeder Punkt k der
reduzierten Brillouin-Zone mit einer Menge von Punkten k′ wechselwirkt, die innerhalb einer um k
zentrierten vollen Brillouin-Zone liegen. Dies wird schematisch in Abbildung 4.6 dargestellt.
Abbildung 4.6: Schematische Darstellung von Umklapp-Prozessen, die durch Addition eines reziproken
Gittervektors G zum Impulsu¨bertrag k − k′ bei einer Streuung von k nach k′ beschrieben werden.
Hierdurch wechselwirkt der Zustand k effektiv mit allen Zusta¨nden innerhalb der grau dargestellten
Brillouin-Zone.
Es lassen sich außerdem unter Ausnutzung der Symmetrie des Problems effektive Coulomb-Matrix-
elemente einfu¨hren, die die Wechselwirkung eines Punktes k mit allen a¨quivalenten Punkten k′ zu-
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sammenfasst. Wenn wir mit k′i den i-ten Zustand (i = 1, ..., 6) notieren, der zum Zustand k
′ aus der
reduzierten Brillouin-Zone a¨quivalent ist, so ko¨nnen wir fu¨r typische Selbstenergie-Beitra¨ge schreiben:
∑
k′∈BZ
Vk,k′−Gψk′−G =
∑
k′∈BZred
6∑
i=1
Vk,k′i−Gψk′i−G
=
∑
k′∈BZred
ψk′
6∑
i=1
Vk,k′i−G
=
∑
k′∈BZred
ψk′ V˜k,k′ .
(4.61)
Einige wichtige Aspekte bei der numerischen Auswertung der Summen u¨ber die reduzierte Brillouin-
Zone erla¨utern wir in A.5.
In Analogie zur Wannier-Gleichung fu¨r Exzitonen lassen sich aus der Summe u¨ber mikroskopische
Polarisationen im Frequenzraum ψk(ω) =
∑
he ψ
he
k (ω) Exziton-Wellenfunktionen im reziproken Raum
gewinnen gema¨ß
χω(k) =
ψk(ω)
E(ω)
. (4.62)
Diese ko¨nnen zudem auf dem realen Gitter mit Gittervektoren R durch Fourier-Transformation dar-
gestellt werden,
χω(R) =
1
A
∑
k
eik·Rχω(k). (4.63)
Hieraus la¨sst sich der Bohr-Radius der Wellenfunktion im Realraum berechnen als Standardabwei-
chung des Ortes,
aB,ω =
√∑
RR
2|χω(R)|2 − (
∑
RRx|χω(R)|2)2 − (
∑
RRy|χω(R)|2)2∑
R |χω(R)|2
. (4.64)
Sowohl Exziton-Wellenfunktionen als auch Bohr-Radien werden in Publikation III fu¨r verschiedene
Fa¨lle diskutiert.
Zusammenfassend lassen sich mit den in diesem Kapitel vorgestellten Methoden lineare Absorptionss-
pektren sowie Exziton-Wellenfunktionen von Monolagen-MoS2 mit angeregten Elektronen und Lo¨-
chern im Quasigleichgewicht basierend auf realistischen Bandstrukturen und Coulomb-Matrixelemen-
ten berechnen. Das verwendete Modell kommt mit einer relativ kleinen effektiven Basis aus und kann
systematisch erweitert werden, um zusa¨tzliche Wechselwirkungsmechanismen zu beru¨cksichtigen oder
die bereits enthaltenen Korrelationen in einer besseren Na¨herung zu behandeln.
4.5 Publikation III: “Influence of Excited Carriers on the Op-
tical and Electronic Properties of MoS2”
Influence of Excited Carriers on the Optical and Electronic Properties
of MoS2
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ABSTRACT: We study the ground-state and finite-density optical
response of molybdenum disulfide by solving the semiconductor Bloch
equations, using ab initio band structures and Coulomb interaction matrix
elements. Spectra for excited carrier densities up to 1013 cm−2 reveal a
redshift of the excitonic ground-state absorption, whereas higher excitonic
lines are found to disappear successively due to Coulomb-induced band
gap shrinkage of more than 500 meV and binding-energy reduction. Strain-
induced band variations lead to a redshift of the lowest exciton line by
∼110 meV/% and change the direct transition to indirect while
maintaining the magnitude of the optical response.
KEYWORDS: Optical properties, MoS2 dichalcogenide, excitons, 2D materials, screened Coulomb matrix elements,
excited carriers/doping
Two-dimensional materials, such as graphene1 andtransition-metal dichalcogenides2 combine physical
strength and structural flexibility3 with electronic structures
ranging from wide gap insulators4 to highly conductive Dirac
materials. Molybdenum disulfide (MoS2) has been identified to
exhibit a transition from an indirect band gap for bulk material
to a direct gap for a monolayer,5 making this particular
transition-metal dichalcogenide a promising candidate for
optical applications. Expertise in the preparation of two-
dimensional materials6 has set off recent studies of the light
emission properties of monolayer dichalcogenides. First optical
measurements on MoS2 have revealed two dominant emission
lines in the visible range,7−9 corresponding to the two direct
band gap transitions at the K and K′ points that are separated
by a spin−orbit splitting of approximately 150 meV.7 It is
important to note that the experimentally observed transition
energies are not determined solely by the single-particle band
gap, but also by the electron−hole Coulomb interaction, which
leads to the observed excitonic states.
Coulomb effects are stronger for carriers in reduced
dimensions, and for two-dimensional layers a suppression of
effective screening of the long-range Coulomb interaction has
been discussed. This results from the situation that most field
lines pass free space or the substrate and not the two-
dimensional material.10−12 Approaches like semilocal density
functional theory, which neglect long-range exchange effects,
therefore underestimate the electronic band gap of MoS2 by
about 1 eV.13 Regarding the optical properties, a comparatively
large exciton-binding energy of ∼1 eV has been predicted as a
distinct feature of the monolayer MoS2.
14−17 By today, the
most accurate theoretical approach to ground-state optical
properties in MoS2 is based on combined first-principle GW
and Bethe-Salpeter (BSE) calculations. Discrepancies in the
literature demonstrate the computational challenge in obtaining
well converged results.15−17
In this Letter, we present an alternative theoretical approach
that offers the distinct advantage to go beyond the ground-state
level and study the optical response of MoS2 in the presence of
excited carriers. An ab initio G0W0 band-structure calculation is
used to formulate a tight-binding (TB) Hamiltonian for the
three dominant bands, which carry hybrid Mo-d and S-p
character. Screened Coulomb matrix elements are obtained on
the same ab initio footing and are subsequently expressed in
terms of a form factor and a wave vector-dependent dielectric
function that accurately models the k-dependence of the matrix
elements. These results are the basis of a numerical solution of
the semiconductor Bloch equations (SBE)18 for the micro-
scopic electron−hole interband polarizations calculated over
the complete Brillouin zone (BZ) in order to obtain the optical
response. The SBE describe the excitonic states and excitation-
induced energy shifts and include inter- and intraband
Coulomb-interaction effects of excited carriers. We show that
in MoS2 the large excitonic binding energy due to strongly
enhanced Coulomb effects is accompanied by band-edge shifts
of more than 500 meV, causing a redshift of the transitions at
the K-points with increasing carrier density. Additional
transitions involving the higher conduction band remain
more stable up to carrier densities of 1013cm−2. These results
are supported by first measurements of carrier-density depend-
ent optical spectra of MoS2.
19 For a biaxially strained
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freestanding layer, we find a redshift of the exciton absorption
energy of 110 meV/%.
For the unexcited system, the solution of the SBE is
equivalent to the Bethe-Salpeter equation.20,21 In this case and
in combination with an effective mass approximation, the SBE
lead to the Elliot formula for absorption that has been used for
MoS2.
14,22 We demonstrate, however, that at elevated carrier
densities, the whole BZ must be considered to describe the
spectral properties of MoS2.
Ab Initio-Based TB Hamitonian and Coulomb Matrix
Elements. A central element of our approach is the three-band
tight-binding Hamiltonian Hk
αβ, which is obtained on the
foundation of a vacuum extrapolated G0W0 calculation, see the
Supporting Information for more details. The indices label the
predominant orbital character {|dz2⟩,|dxy⟩,|dx2−y2⟩} of the basis
functions, and the underlying lattice constant is chosen to be a
= 3.18 Å (a = 3.16 Å, a = 3.20 Å) for the unstrained (uniformly
strained) case. The resulting band structure for the unstrained
lattice is shown in the left panel of Figure 1. The three
highlighted bands are used for the TB parametrization. We find
a direct band gap energy at the K-point of 2.72 eV (3.18 Å),
2.66 eV (3.20 Å), and 2.80 eV (3.16 Å) for the unstrained and
strained structures in agreement with data of ref 17. In the latter
case, the direct band gap is lost due to a lowering of the
conduction-band minimum at Σ, shown in the insets of Figure
2.
The second ingredient to calculations of optical properties
are Coulomb matrix elements. We suggest a simple and yet
accurate method to obtain matrix elements that can be used in
various TB-based calculations. For each orbital combination, we
provide a fit formula for the bare Coulomb matrix element Uq
αβ
= Uq
αββα
ε γ
=
+
αβ
αβU
e
A q q2
1
(1 )q
2
0 (1)
where e is the elementary charge, A is the area of the two-
dimensional unit cell, and γ is a parameter that appears in a
form factor to capture the effective height of the MoS2 layer
affecting short wavelengths. The screened Coulomb matrix
elements
ε=αβ αβ αβ−V Uq q q,1 (2)
require knowledge of the two-dimensional dielectric function
εαβ,q. In layered materials, εαβ,q can be approximated by an
electrostatic model describing the layer itself as a homogeneous
dielectric medium with a dielectric constant ε∞ and an effective
height d, surrounded by vacuum, as10,23
ε
ε
ε ε
ε ε
= + + −
+ − −
αβ αβ
αβ αβ
αβ αβ
−
∞
∞ ∞
−
∞ ∞
−
αβ
αβ
1 1 ( 1)e
1 ( 1)e
qd
qdq,
1
(3)
In the limit of long wavelength this model yields a
description of the dielectric screening that is equivalent to
that in ref 24. The three parameters d, ε∞, and γ are determined
from ab initio calculations using the SPEX25 code: Bare and
screened Coulomb matrix elements in RPA are obtained q-
resolved in the Wannier basis. The DFT input for SPEX is
Figure 1. Left: Band structure as obtained from G0W0 without spin−orbit coupling. The highlighted bands enter the TB model that forms the basis
of the SBE calculation. Σ denotes the point at which the local minimum in the conduction band next to K occurs. Right: Bare and screened Coulomb
matrix elements, shown exemplary for the interaction between dxy and dx2−y2. Ab initio results (symbols) are compared to the fit of eq 2 (solid line)
using the two-dimensional dielectric function, which is shown in the inset (symbols, numerically obtained ε; solid line, parametrization using eq 3).
Figure 2. Ground-state absorption spectra for freestanding MoS2 using
a = 3.16, 3.18, and 3.20 Å from top to bottom, the middle panel
representing the unstrained monolayer. A phenomenological homoge-
neous broadening of 10 meV (hwhm) has been used. The spectra are
terminated on the high-energy side by the onset of the unbound
continuum states. Strain-induced band shifts cause the conduction-
band minimum to change from K to Σ, thereby creating an indirect
band gap. Relevant segments of the band-structure, including SOC, are
shown as insets.
Nano Letters Letter
dx.doi.org/10.1021/nl500595u | Nano Lett. 2014, 14, 3743−37483744
calculated within the FLAPW method as implemented in the
FLEUR code26 for the unstrained geometry that enters the
band structure. (See Supporting Information for more details.)
For one orbital combination, screened and bare Coulomb
matrix elements, as well as the dielectric function, are shown in
the right panel of Figure 1 (other cases are discussed in the
Supporting Information). While the fit for the dielectric
function (inset) using eq 3 can deviate from the numerical
values, the electrostatic description of the screened Coulomb
matrix elements in terms of eqs 1−3 is extremely accurate
(right panel of Figure 1). This interpolation scheme is applied
to every orbital combination, which leads to the orbital-
dependent parameters provided in Table 1.
With the aim of developing a numerically easy to handle and
yet material-realistic model, we use a TB Hamiltonian and
Coulomb matrix elements on the basis of ab initio calculations
as foundation for determining the optical properties using the
SBE. We emphasize that in this work, the overall concept and
the insight gained from the SBE is prioritized over more
demanding approaches to optimize, for example, the band gap
energy. In this spirit, we treat the spin−orbit-interaction (SOC)
in a simplified way by considering Russell−Saunders coupling
with a k-dependent coupling parameter that is chosen to match
the SOC at valence- and conduction-band symmetry points to
that of a GGA calculation (see Supporting Information). The
TB Hamiltonian then becomes Hk
αβ = Hk
αβ ⊗ I + HSOC, where I
is the 2 × 2 unity matrix. Diagonalization yields the band
structure εk
λ and the eigenstates |ψk
λ⟩ = Σαcα,kλ |k,α⟩ of the system.
Here, λ labels the bands in the eigenbasis of Hk
αβ, and α denotes
the orbital basis augmented by spin. Effective masses at the
relevant symmetry points are summarized in Table 1 in the
Supporting Information. From this Hamiltonian, we calculate
direct dipole transition matrix elements using a Peierls
approximation27
∑
ψ ψ
ε ε
= ⟨ | |̂ ⟩
=
−
* ′ ∂
λλ λ λ
λ λ
αα
α
λ
α
λ αβ
′ ′
′
′
′
e r
e
i
c c H
d
1
( )
k k k
k k
k k k k, ,
(4)
We use an electric field with circular polarization, on which
the dipole matrix elements are projected. Hence they exhibit a
3-fold rotational symmetry, allowing for the reduction of the k
space to one-sixth of the first BZ. The Coulomb matrix
elements in eq 2 have to be transformed from the orbital basis
into the eigenbasis of Hk
αβ, for example
∑= * *λλ λ λ
αβ
α
λ
β
λ
β
λ
α
λ αβ
′ ′
′ ′
′
′ ′
′ | − ′|V c c c c V( ) ( )kk kk k k k k k k, , , ,
(5)
Optical Properties. The linear absorption spectrum of
MoS2 is calculated by solving the SBE in time for the
microscopic interband polarizations ψk
he(t) = ⟨ak
hak
e⟩ including
direct transitions between the two highest valence bands and
the four lowest conduction bands in the electron−hole picture
ψ ε ε= −
ℏ
̃ + ̃ + Ω − −
t
t
i
i t f f
d
d
( ) ( ) ( )(1 )k k k k k k
he h e he h e
(6)
The irreducible part of the first BZ is sampled by 60 grid
points in ΓM direction and 120 grid points in KK′ direction.
The operators ak
λ annihilate a carrier in band λ with momentum
k, f k
λ denote carrier populations, ℏΩkhe(t) = E(t)(dkhe)* +
Σk′,h′,e′Wkk′kk′eh′he′ψk′h′e′(t)/A is the generalized Rabi energy contain-
ing the plasma-screened Coulomb potential W, and ε̃k
λ are the
renormalized energies, see the Supporting Information. The
macroscopic polarization of the system as a response to the
electric field is calculated as P(t) = Σk,h,e(ψk′hedkhe + c.c.). From
this, the linear absorption spectrum is obtained by considering
an electric field propagation vertical to the single-layer plane of
δ-extension.
For the zero-density case, the ground-state absorption
spectrum, which corresponds to f k
λ = 0, W = V, and ε̃ = ε, is
shown in Figure 2 for the unstrained case (middle) and ±0.6%
biaxial strain of the monolayer (top and bottom). In all three
cases, a series of peaks can be identified. The lowest two peaks
correspond to the excitonic A and B transitions separated due
to the valence-band splitting of 130 meV in good agreement
with experimental findings.7 For the unstrained case, we find
binding energies of 570 and 580 meV for A and B, respectively.
To gain more insight into the nature of the MoS2 bound states,
we use the Fourier transform of the microscopic polarizations
in eq 6 for each transition between bands h and e, ψk(ω) =
? [∑{he}ψkhe(t)], to obtain what we refer to as the excitonic
wave function
χ
ψ ω
ω
=ω E
k( ) Im
( )
( )
k
(7)
For excitation with polarized light, the A-peak wave function,
corresponding to an energy of 2.07 eV, is shown in the top
panel of Figure 3. We find strong contributions at the K valley
due to direct dipole transitions, whereas the contributions from
the K′ valley are mainly caused by weak dipole matrix elements,
augmented by Coulomb mixing with the K valley. The Bohr
radius of the real-space wave function (not shown) is 1 nm,
which is in agreement with ref 16. Higher excited states of the
A-exciton are found for example at 2.35 (A′) and 2.45 eV (A″)
and can be identified by nodes in the wave functions (A′ wave
function is shown in the middle panel of Figure 3) and a
stronger localization at the valleys in comparison to the ground
state. The series of bound K-valley states ends at the onset of
the continuum of unbound states, where the plot in Figure 2
ends on the high-energy side. We identify the prominent peak
at about 2.5 eV with the C-transition discussed in ref 16. In the
ground-state spectra, it is superimposed with an excited state
from the K valley. The corresponding wave function is shown
in the bottom panel of Figure 3 and exhibits a strong
component around the Γ point. Regarding strain, we find a
redshift of the spectrum with increasing lattice constant (trend
in Figure 2 from top to bottom). No present work is known to
us where biaxial tensile strain is studied in freestanding
monolayer MoS2. Our result of 110 meV/% exceeds the
literature values for monoaxial strain of MoS2 on a substrate by
Table 1. Parametrization of the Orbitally-Resolved Screened
Coulomb Matrix Elements for Freestanding, Unstrained
MoS2
orbitals d (Å) ε∞ γ (Å)
dz2 dz2 11.70 7.16 1.99
dz2 dxy 4.56 14.03 2.42
dz2 dx2y2 4.60 13.97 2.40
dxy dxy 12.88 6.88 2.32
dxy dx2y2 7.13 9.90 2.46
dx2y2 dx2y2 12.73 6.92 2.27
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about a factor of 2.13,28,29 In the Supporting Information, we
compare the above shown zero-density spectrum for the
unstrained case with a corresponding spectrum obtained by
using only the two lowest conduction bands to investigate the
influence of the third and fourth conduction band on the
optical properties. Moreover, we estimate that full convergence
of our G0W0 calculation with respect to the k-mesh would lead
to a redshift of all spectra by roughly 100 to 150 meV, which
would bring the spectral position of the A peak in the range of
1.9 eV.
Finite-Density Spectral Properties. The SBE offer the
distinct advantage that the influence of excited carriers can be
explicitly included, giving access to the density-dependent
optical response. We assume the system to be in a thermal
quasi-equilibrium state described by Fermi functions f k
λ with
given temperature, carrier density, but different chemical
potentials for electrons and holes. Experimentally, this situation
might be realized by exciting the system optically, such that
equal electron and hole densities are generated, and letting
relaxation processes bring the system into a quasi-equilibrium
state. Fermi functions and band-structure renormalizations are
calculated self-consistently. As we consider the optical response
to a weak field, the populations themselves experience no
dynamical changes.
The presence of carriers in the system leads to Pauli-blocking
of occupied states, plasma screening of the Coulomb
interaction, as well as band-structure and Rabi-frequency
renormalizations. Pauli-blocking is naturally included due to
the occurrence of population factors in the SBE. The Coulomb
interaction is screened via Wkk′kk′
λλ′λλ′ = εplasma−1 (|k − k′|)Vkk′kk′λλ′λλ′ in
addition to the dielectric screening discussed above. Renorm-
alizations are treated in screened-exchange-Coulomb-hole
(SXCH) approximation elaborated in the Supporting Informa-
tion, for which the plasma-screened Coulomb matrix elements
are considered. These we obtain in Debye approximation,
where the two-dimensional inverse screening length κq is
calculated by considering populated parts of the BZ in effective
mass approximation, namely the K and K′ valleys, as well as the
conduction-band minima at Σ and Σ′ and the valence-band
minimum at Γ. Then, the plasma dielectric function can be
expressed in the familiar way, εplasma
−1 (q) = 1 + κq/q.
In Figure 4, room temperature spectra for carrier densities
from 0 to 1013 cm−2 are shown. We find sizable band gap
shrinkage of more than 500 meV (bottom panel of Figure 4),
causing the higher peaks from the K valley to be successively
absorbed into the band edge. Bleaching of the exciton
absorption is visible at moderate carrier densities, but small
compared to semiconductor quantum wells, where gain is
typically reached for comparable carrier densities. The positions
of A (and B) transitions exhibit a redshift from 2.07 to 2.00 eV
(2.21 to 2.15 eV) with increasing carrier density, which is a
consequence of the competition between the shrinking band
gap and the reduction of the binding energy due to plasma
screening and Pauli blocking. The real-space Bohr radius
increases from 1.0 nm in the unexcited system to 1.9 nm at a
density of 3 × 1012/cm2, where the exciton is almost fully
absorbed by the band edge. Unlike the K-valley exciton, the C-
peak exciton is stable against increasing carrier densities up to
1013/cm2. As the K-valley contributions in the corresponding
wave function disappear, a clear signature of the C-wave
function is left that is in accordance with the results in ref 16,
see Figure 5. This behavior can not be described within an
effective-mass picture at the K and K′ valleys. The overall finite
density results are strongly supported by recent experimental
findings.19 Finite-density results under strain are provided in
the Supporting Information and exhibit the same qualitative
behavior. A difference shows up in the amount of redshift of the
K-valley exciton, which is due to the different population of
conduction band minima and corresponding Hartree−Fock
renormalizations as well as plasma screening contributions at
elevated carrier densities. This in turn is a consequence of the
changing energetic position of the Σ point under strain. The
results again demonstrate that a description of spectral
properties in the excited system requires sampling of the
whole first BZ and not just the K and K′ valleys.
Conclusion. In our studies of optical properties of MoS2, we
find strong band gap shrinkage in the presence of moderate
carrier densities that is of the same order as the large excitonic
Figure 3. Normalized excitonic wave functions for the ground-state A
peak, the first excited-state A′ peak and the C peak (from top to
bottom). Shown is the extent over the first BZ with the K and K′
valleys in the six corners and the Γ point in the middle. While the
ground-state wave function is positive over the whole BZ, the excited-
state wave function crosses the zero plane along one closed line.
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binding energy, making this a prominent effect for optical
properties. The peak position of the ground-state transition
shifts to lower energies with increasing excited-carrier density, a
finding that is supported by a recent experiment.19
Furthermore, the A and B absorption shows only mild
bleaching before disappearing into the band edge at high
carrier densities, and it appears to be challenging to obtain
optical gain in this material system. Our method is based on the
requirements of providing a material and structure-specific
approach at the accuracy of a G0W0 calculation, as well as the
need to cover the whole BZ and to account for excited carriers
in the different conduction-band valleys. To this end, we solve
the semiconductor Bloch equations for the relevant bands. The
starting point is a G0W0 band-structure, ab initio Coulomb
matrix elements and screening. From here, correlation effects
can systematically be included to access optical nonlinearities,
as well as trionic and biexcitonic signatures recently discussed
in MoS2.
19,30,31 The necessity to go beyond effective mass
approximations is underlined by the fact that significant carrier
population can build up at the Σ point and modify the carrier-
density dependent behavior. Moreover, the C-exciton peak
dominating the spectra at elevated carrier densities is beyond
the physics of K and K′ valleys.
Finally, we provide an analytical expression for screened
Coulomb matrix elements, as well as an accessible method of
how these can be obtained to be used in a variety of
investigations and material systems in the raising research field
of transition-metal dichalcogenides.
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Ab Initio Details
We performed G0W0 calculations with the PAW
method as implemented in the Vienna Ab initio
Simulation Package (VASP).1,2 As starting point,
we used the Kohn-Sham eigenstates and ener-
gies obtained from GGA (PBE)3 calculations on
a 18× 18× 1 k-mesh and with a plane wave cut-
off of 280eV. As mentioned in the main text three
different lattice constants are used (3.16, 3.18 and
3.20Å). For each lattice constant the z displace-
ments of the sulfur atoms are optimized until the
the force acting on each S atom is smaller than
10−5 eV/Å. In the G0W0 calculations the same k-
mesh is used together with 200 bands and an en-
ergy cut-off of 150eV for the response function to
obtain quasiparticle energies for these parameters.
The MoS2 sheet is embedded in a three dimen-
sional unit cell with an effective vacuum distance
hvac separating adjacent sheets. The Coulomb in-
teraction between two slabs decreases inversely
proportional to hvac.4 Thus, to model a free stand-
ing MoS2 layer several hvac are used (varying be-
tween 25 and 55Å) and resulting energies are ex-
trapolated. To this end Wannier functions (WF)
are generated based on projections of the three
bands of interest onto the Mo-dz2, -dxy and -dx2y2
orbitals using the Wannier90 code.5 These WF
∗To whom correspondence should be addressed
†Institut für Theoretische Physik
‡Bremen Center for Computational Materials Science
serve as the basis of the three band TB Hamilto-
nianHαβk (hvac). The band structure of the the free-
standing single layer is obtained by extrapolating
the corresponding bandgaps at K εK(hvac) accord-
ing to
εK(hvac) = εK(∞)+
b
hvac
, (8)
where b is the slope of the linear extrapolation.
The resulting shift for the band gap is applied to all
conduction bands. As mentioned in the main text,
the resulting direct band gap for the unstrained
structure (a = 3.18Å) is 2.72eV, which agrees
within 50meV with Ref.6
Convergence
Figure 1 shows the convergence behavior of the
G0W0 calculations concerning the k-point sam-
pling and height extrapolations. Regarding the
k-point sampling we find that using a 18× 18×
1 k-mesh overestimates the resulting band gap
of a truly converged k-mesh by roughly 100 to
150meV, see Figure 1(c). Figure 1(d) shows the
linearly extrapolated band gaps (dashed lines) for
different k-meshes in dependence of the vacuum
height. In this plot the 1/h= 0 value corresponds
to the limit of a freestanding monolayer. Here
we see that the slope of the linear extrapolation
decreases with the k-mesh. Since the k-mesh is
not fully converged, the correct band gap is ex-
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Figure 1: Band gap at K as a function of the GW parameters. All calculations have been done for the
unstrained lattice constant of a = 3.18Å. If not declared otherwise, an intermediate vacuum distance of
h= 35Å, 200 bands and a GW energy cut-off of 150eV have been used on a 18×18×1 k-mesh.
pected to be smaller than the value we used here.
Hence a calculation based on a fully converged
G0W0 bandstructure is expected to yield absorp-
tion spectra which are red-shifted by roughly 100
to 150meV with respect to our results.
Strictly, for each vacuum distance, values for
GW energy cutoff and number of bands must be
chosen individually to reach convergence. For
h = 35Å we have verified that the band-gap de-
pendence on both parameters is at least one order
of magnitude smaller than with respect to the k-
point sampling, see Figure 1(a) and (b). For a de-
tailed analysis of the GW parameters on the con-
vergence properties we refer to Refs. 6 and 7. We
note, however, that full optimization of the band
gap is not a central purpose of this letter, since
even free standing MoS2 will be subject to some
environmental effects, e.g. due to substrates at a
few nm distance.
Spin-Orbit Coupling
As explained in the main text, the SOC is intro-
duced a posteriori by adding
HSOC = λ (k)L ·S= λ (k)2
(
Lz 0
0 −Lz
)
(9)
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Figure 2: Black: DFT (GGA) band structure with
SOC, Red: TB band strcture with effective SOC.
to the TB Hamiltonian. Here,
Lz =
⎛⎝0 0 00 0 2i
0 −2i 0
⎞⎠ (10)
and λ (k) is introduced to account for the variation
in sulfur p orbital admixture throughout the BZ.
We find that
λ (k) = λ0 · e ·
(
1− |k||K|
)2
· e−
(
1− |k||K|
)2
(11)
2
with λ0= 73meV8 reproduces the spin-orbit split-
tings of the DFT (GGA) band structure reasonably
well, as can be seen in Figure 2.
Coulomb Matrix Elements and
Dielectric Function for Different
Orbital Combinations
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Figure 3: Bare (green) and screened (red)
Coulomb matrix elements between dz2 orbitals for
different k-meshes and number of bands for a vac-
uum height of ∼ 30Å.
As for the TB model, we start with a GGA cal-
culation in FLEUR.9 Here we use a 16× 16× 1
k-mesh to get a converged DFT ground state. The
polarization function is evaluated in the SPEX10
code using 200 Bloch states and an increased k-
mesh of 32× 32× 1. The bare and screened
Coulomb interaction are calculated in the Wannier
basis, which is defined from the Mo d-projections
as before. Thus, the TB model of the band struc-
ture and the Coulomb matrix elements are handled
on equal footing. Here we use the same extrapola-
tion scheme as introduced above to obtain the band
structure. The vacuum distances have been var-
ied between 20 and 31Å. As explained in the main
text, the discrete values of the dielectric function
and the bare Coulomb interaction are interpolated
using Eqs. (1)–(3) for every orbital combination.
In this way we obtain a simple parametrization of
the screened Coulomb interaction that interpolates
the ab initio data very well, as it can be seen in
Figure 4.
In Figure 3 we show the bare and screened
Coulomb interaction in dependence on the num-
ber of bands and the k-mesh. Since the number
of bands mainly influences the polarization func-
tion and thus the screened Coulomb interaction,
the bare Coulomb interaction is unaffected by this
parameter. Even the screened matrix elements dif-
fer by less than 1%. The use of different k-meshes
(16×16×1 and 32×32×1) also results in devi-
ations of less than 1%. Thus, the RPA calculations
for the Coulomb matrixelements are clearly con-
verged.
SXCH and Plasma Screening
Carrier interaction effects can be included in the
SBE on the level of the Hartree-Fock approxi-
mation, which gives rise to renormalizations of
the Rabi frequency that are determined by the
background-screened Coulomb matrix elements,
see Eq. (2):
h¯Ωhe,HFk = E(t)
(
dhek
)∗
+
1
A ∑k′,h′,e′V
eh′he′
kk′kk′ψh
′e′
k′ (t),
(12)
where k− k′ is running over the first Brillouin
zone. These renormalizations lead to the excitonic
states in the optical response. Furthermore, the
band structure is renormalized in the presence of
excited carriers due to the corresponding intraband
Hartree-Fock renormalizations, as indicated by the
use of ε˜ instead of ε:
ε˜e,HFk = ε
e
k+
1
A ∑k′,e′
[
Vee
′e′e
kk′k′k−Vee
′ee′
kk′kk′
]
f e
′
k′
− 1
A ∑k′,h′
[
Veh
′h′e
kk′k′k−Veh
′eh′
kk′kk′
]
f h
′
k′ .
(13)
A similar equation holds for holes. It is known
that screening effects due to an excited electron-
hole plasma can strongly modify the Hartree-Fock
renormalizations in Eqs. (12) and (13). Hence,
we use plasma-screened Fock-type Coulomb ma-
trix elements Wkk′kk′ instead of Vkk′kk′ to calcu-
late the Rabi frequency and band structure renor-
malizations. The Hartree interaction must not be
screened to avoid double-counting. A systematic
derivation of the screened exchange self-energy
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Figure 4: Orbitally-resolved bare and screened Coulomb matrix elements for freestanding, unstrained
MoS2 and various orbital combinations. The insets show the corresponding dielectric functions (dots: ab
initio values, solid lines: fits according to (2), dashed lines: linear fits).
using diagram techniques shows that yet another
renormalization contribution has to be taken into
account on the same level of approximation, which
is the so-called Coulomb-Hole self-energy.11 It is
a correlation self-energy describing the energy re-
duction due to the depletion shell around a given
charged particle, and can be written as the change
of self-interaction of such a particle with and with-
out the presence of a plasma. This leads to addi-
tional renormalizations of the band structure. In
our momentum basis, the SXCH-renormalized en-
ergies are given by
ε˜e,HFk = ε
e
k+
1
A ∑k′,e′
[
Vee
′e′e
kk′k′k−Wee
′ee′
kk′kk′
]
f e
′
k′
+
1
2A ∑k′,e′
[
Wee
′ee′
kk′kk′ −Vee
′ee′
kk′kk′
]
−1
A ∑k′,h′
[
Veh
′h′e
kk′k′k−Weh
′eh′
kk′kk′
]
f h
′
k′
− 1
2A ∑k′,h′
[
Weh
′eh′
kk′kk′ −Veh
′eh′
kk′kk′
]
,
h¯Ωhe,HFk = E(t)
(
dhek
)∗
+
1
A ∑k′,h′,e′W
eh′he′
kk′kk′ψh
′e′
k′ (t).
(14)
We use the plasma dielectric function in Debye
approximation. In contrast to quantum-well sys-
tems, where the consideration of an isotropic re-
gion around the Γ point is sufficient, here carrier
populations can build up in the K, K′, Σ, Σ′ and Γ
valleys and contribute to the screening. Note that
Σ and Σ′ appear three times each in the first Bril-
louin zone. We assume isotropic populations and
4
consider quadratic dispersion relations with effec-
tive massesmλν to describe the small regions of the
Brillouin zone actually populated by excited car-
riers. Using the microscopic Coulomb matrix ele-
ments (5) for q→ 0 and k-independent in each val-
ley, one arrives at an approximate plasma dielec-
tric function that depends only on the modulus of
momentum and contains a momentum-dependent
inverse Debye screening length κq:
ε−1plasma(q) = 1−∑
λ
∫ d2k
(2π)2
Vλλλλk,k−q,k,k−q
f λk−q− f λk
ελk−q− ελk
= 1+∑
λ
∑
ν=K ,K ′ ,Σ,Σ′ ,Γ
Vλλλλν ,ν−q,ν ,ν−q
mλν f λν
2π h¯2
= 1+∑
λ
∑
ν
mλν f λν
2π h¯2
e2
2ε0q
×∑
αβ
∣∣∣cλα(ν )∣∣∣2 ∣∣∣cλβ (ν )∣∣∣2Fαβ (q)ε−1αβ (q)
= 1+
κq
q
.
(15)
The effective masses used for the calculation of
the inverse screening length κq are given in Ta-
ble 1.
Table 1: Effective electron and hole masses in
units of m0 at the relevant symmetry points K, Σ
and Γ. The subscripts denote the band index in
energetical order.
a= 3.16Å a= 3.18Å a= 3.20Å
K1 0.60 0.59 0.57
K2 0.51 0.51 0.49
K3/4 0.61 0.59 0.54
Σ3 0.78 0.64 0.70
Σ4 0.81 0.69 0.75
Γ1/2 5.5 4.7 3.5
The Hartree-type Coulomb matrix elements are
calculated performing the long-wavelength limit
of Eq. (2):
Vαβq→0 =
e2
2ε0A
lim
q→0
(1
q
− (γαβ +mαβ )
)
, (16)
with mαβ the slope of the dielectric function for
small q. We explicitely extract the slope for each
orbital combination from the ab initio data to cap-
ture the q→ 0 behavior appropriately, see Table 2
and linear fits in Figure 4. As the divergent part is
orbital-independent and for each term a counter-
part with opposite sign exists, these terms cancel
exactly when Eq. (14) is evaluated. We neglect
Hartree terms in the Rabi frequency, as these are
sensitive to identical orbital character of valence
and conduction band at the same k point and thus
are small in the K and K′ valleys.
Table 2: Slope of the dielectric function at long
wavelength for freestanding, unstrained MoS2.
orbitals m (Å)
dz2 dz2 26.75
dz2 dxy 29.30
dz2 dx2y2 29.30
dxy dxy 26.82
dxy dx2y2 28.55
dx2y2 dx2y2 26.82
The SXCH self-energy in combination with
the Debye approximation to the plasma dielectric
function capture most of the physics responsible
for carrier-density dependent energy shifts in opti-
cal spectra, as it is underlined by the good agree-
ment between theory and experiment we discuss
in the main text. Nevertheless, there may still be
visible quantitative corrections due to a more elab-
orated treatment of carrier correlations. As plasma
screening enters both Rabi frequency and band
structure renormalizations, corrections to the De-
bye approximation are likely to maintain the large
compensation between gap shift and binding en-
ergy reduction. Still, these corrections may change
the carrier-density scale at which the K-valley ex-
citon disappears. On the other hand, the SXCH
self-energy affects only the gap shift and may thus
be responsible for an overestimation of the exciton
redshift by some 10meV.
Finite-Density Spectra for the Strained
Sample
In the strained case a= 3.20Å, for which the con-
duction band minimum at Σ is energetically signif-
icantly higher than that at K (see inset of Figure 2
in the main text), the optical spectra are shown in
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Figure 5: Top: Monolayer MoS2 optical ab-
sorption spectra for carrier densities from 0 to
1013/cm2 and 300K. Calculations are shown for
the strained structure (a = 3.20Å). Bottom: Gap
shift and binding energy belonging to the A (solid
line) and B (dashed line) exciton transitions for in-
creasing carrier density.
Figure 5. The qualitative density-dependent be-
havior of the spectrum is the same as in the un-
strained case. The positions of A and B transitions
exhibit a redshift from 2.02 to 1.98 eV and from
2.15 to 2.12 eV, respectively. Hence, the redshift is
smaller in the strained case (40 instead of 70meV).
The reason is that more population is building up
in the conduction band minima at K and K′ in this
case. This leads to stronger Hartree shifts of K and
K′ that counteract the band gap shrinkage caused
by the SXCH renormalizations.
Two vs. Four Conduction Bands in SBE
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Figure 6: Ground-state absorption spectra for un-
strained, freestanding MoS2 including two and
four conduction bands in the solution of the SBE.
To investigate the influence of the third and
fourth conduction band on the optical properties
of unexcited MoS2, we compare absorption spec-
tra obtained by solving the SBE (6) using two and
four conduction bands. The result is shown in Fig-
ure 6. We find that the positions of the K-valley ex-
citon peaks are weakly shifted and their amplitude
is increased due to interaction of the microscopic
polarizations for different conduction bands in the
Rabi frequency (14). Moreover, the C-exciton
peak is red-shifted from close to the band edge in
the case of two conduction bands to 2.5 eV in the
case of four conduction bands. This along with
an analysis of the C-peak wave function shows
that the higher conduction bands significantly con-
tribute to the C exciton. We conclude that two
conduction bands are sufficient to describe the K-
valley excitons, but that a full description of the
absorption spectrum requires the consideration of
at least four conduction bands.
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Kapitel 5
Zusammenfassung und Ausblick
In dieser Dissertation wurden Arbeiten zum Einfluss von Korrelationseffekten in angeregten Halbleiter-
Nanostrukturen auf deren elektronische und optische Eigenschaften vorgestellt, wobei zwei verschie-
dene Systeme betrachtet wurden, na¨mlich selbstorganisiert gewachsene InGaAs-Quantenpunkte sowie
atomare Monolagen aus MoS2. Die Ergebnisse, die in den Publikationen I bis III pra¨sentiert werden,
sollen an dieser Stelle noch einmal zusammengefasst und durch einen Ausblick auf mo¨gliche daran
anknu¨pfende Arbeiten erga¨nzt werden.
In Publikation I wurde der Einfluss von Korrelationen zwischen Ladungstra¨gern in einem einzel-
nen Quantenpunkt anhand eines Vergleiches der Ladungstra¨gerdynamik, die durch eine Boltzmann-
Gleichung beschrieben wird, mit der voll korrelierten Dynamik einer Von Neumann-Lindblad-Gleichung
im Konfigurationsbild untersucht. Hierbei wurde unterschieden zwischen Korrelationen, die durch die
exakte Behandlung von Pauli-Blocking generiert werden, und solchen, die durch Coulomb-Wechselwir-
kung ausschließlich zwischen den Quantenpunkt-Ladungstra¨gern entstehen. Die Dynamik wurde durch
die Kopplung des Quantenpunktes an eine Benetzungsschicht, welche als thermisches Reservoir behan-
delt wurde, mittels Coulomb-Wechselwirkung getrieben. Von der Vielzahl an verschiedenen Streupro-
zessen verbleibt im Grenzfall verschwindender Anregungsdichte lediglich die Ausstreuung von Lo¨chern
aus dem Quantenpunkt, assistiert durch Relaxation eines Elektrons von der p- in die s-Schale, was
nach resonanter Anregung der p-Schale zu einer exponentiellen Zeitabha¨ngigkeit in der voll korre-
lierten Theorie fu¨hrt. Diese kann durch die Boltzmann-Gleichung, welcher eine Molekularfeldna¨he-
rung der Pauli-Wechselwirkung zugrunde liegt, nicht reproduziert werden. Stattdessen liefert sie ein
Potenzgesetz ohne konstante Rate, was eine fundamentale qualitative Abweichung darstellt. Mit zu-
nehmender Anregungsdichte werden zusa¨tzliche Streuprozesse mo¨glich, was zu einer Dissipation der
Korrelationen zwischen den Quantenpunkt-Ladungstra¨gern fu¨hrt. Die Coulomb-Wechselwirkung aus-
schließlich zwischen den Quantenpunkt-Ladungstra¨gern fu¨hrt zu einer Renormierung der U¨bergangs-
energien der Vielteilchenzusta¨nde abha¨ngig von der Anwesenheit zusa¨tzlicher, am jeweiligen Streupro-
zess unbeteiligter Ladungstra¨ger im Quantenpunkt. Auf diese Art werden die Streuraten modifiziert,
was sowohl die Dynamik auf kurzen Zeitskalen als auch die Anzahl der Ladungstra¨ger im Quan-
tenpunkt auf langen Zeitskalen beeinflusst, insbesondere bei niedrigen Anregungsdichten. Bei hohen
Anregungsdichten wird der Effekt der Coulomb-Renormierungen durch effiziente Plasmaabschirmung
reduziert. Es kann gefolgert werden, dass bei niedrigen Anregungsdichten weder Korrelationen durch
Pauli-Blocking noch Korrelationen durch Coulomb-Wechselwirkung der Quantenpunkt-Ladungstra¨ger
vernachla¨ssigt werden ko¨nnen, wenn die Ladungstra¨gerdynamik im Quantenpunkt durch Coulomb-
Streuprozesse qualitativ und quantitativ korrekt beschrieben werden soll. Daru¨ber hinaus ko¨nnen
die Coulomb-Korrelationen auch nichtthermische stationa¨re Zusta¨nde, etwa im Betrieb eines Einzel-
Quantenpunkt-Emitters, beeinflussen. Bei hohen Anregungsdichten ist allerdings eine Beschreibung
der Ladungstra¨gerdynamik durch eine Boltzmann-Gleichung zuverla¨ssig, insbesondere dann, wenn die
Anregung der Quantenpunktzusta¨nde nicht resonant erfolgt, sondern ausschließlich durch Einfang
von Ladungstra¨gern aus der Benetzungsschicht. Auch die Modellierung eines Einzel-Quantenpunkt-
Emitters im Konfigurationsbild, sofern sie aus anderen Gru¨nden notwendig ist, kann im Regime hoher
Anregungsdichte signifikant vereinfacht werden, indem Coulomb-Korrelationen durch zusa¨tzliche La-
dungstra¨ger im Quantenpunkt vernachla¨ssigt werden. Dies fu¨hrt insbesondere bei einer gro¨ßeren An-
zahl gebundener Quantenpunktzusta¨nde zu einer starken Reduktion der Anzahl von Lindblad-Termen
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in der Von-Neumann-Lindblad-Gleichung. Durch Beschra¨nkung auf die dominanten reservoirassistier-
ten Streuprozesse kann die Anzahl weiter verringert werden.
In Publikation II wurde die Ladungstra¨gerdynamik in InGaAs-Quantenpunkten nach Anregung von
Barrierenzusta¨nden unter dem Einfluss von Coulomb- und Elektron-LO-Phonon-Wechselwirkung in
einem Theorie-Experiment-Vergleich untersucht. Es wurde eine schnelle Besetzung der Quantenpunkt-
zusta¨nde beobachtet, deren charakteristische Zeit bei niedrigen Anregungsdichten stark temperatur-
abha¨ngig und bei hohen Anregungsdichten temperaturunabha¨ngig ist. In der theoretischen Modellie-
rung wurden Benetzungsschicht-Ladungstra¨ger und LO-Phononen als thermisches Reservoir beschrie-
ben, wa¨hrend die Dynamik des Quantenpunkt-Ensembles sowohl im Einteilchen- als auch im Kon-
figurationsbild betrachtet und die numerischen Ergebnisse verglichen wurden. Hierzu wurden nicht-
sto¨rungstheoretische Streuraten verwendet, was einen neuen Ansatz zur Kombination des Konfigura-
tionsbildes mit Quasiteilchen-Renormierungen erforderte. Außer fu¨r tiefe Temperaturen und niedrige
Anregungsdichten liefern beide Formalismen identische Ergebnisse, was auf eine geringere Relevanz
der im Konfigurationsbild zusa¨tzlich enthaltenen Korrelationen als in den Ergebnissen von Publikati-
on I schließen la¨sst. Dies kann zum einen damit begru¨ndet werden, dass in Publikation II zusa¨tzlich
die Wechselwirkung mit LO-Phononen beru¨cksichtigt wurde, welche auch bei geringen Anregungs-
dichten effiziente Ladungstra¨gerstreuung ermo¨glichen, zum anderen wurde diese Tendenz noch durch
die flachere energetische Struktur der modellierten Quantenpunkte versta¨rkt. Hierdurch wurden La-
dungstra¨ger effizient direkt in den Quantenpunkt-Grundzustand eingestreut, sodass sich relativ wenige
Korrelationen innerhalb der Quantenpunkte aufbauen konnten. Dennoch ist der verwendete Ansatz
im Konfigurationsbild eine wesentliche Entwicklung, da hiermit sowohl Streuprozesse durch Coulomb-
als auch durch Elektron-LO-Phonon-Wechselwirkung in die Von-Neumann-Lindblad-Gleichung eines
Einzel-Quantenpunkt-Emitters einbezogen werden ko¨nnen. Auch die Beschreibung resonanter Anre-
gungssituationen, wie sie in Publikation I diskutiert wurden, kann so unter Beru¨cksichtigung von pho-
nonassistierten Streuprozessen erfolgen. Die Relevanz der nicht-sto¨rungstheoretischen Streuraten un-
ter Beru¨cksichtigung von Polaron-Renormierungen und zusa¨tzlichen spektralen Verbreiterungen durch
Coulomb-Wechselwirkung wird daran ersichtlich, dass sie eine gute U¨bereinstimmung der theoretischen
mit den experimentellen Ergebnissen liefern. Sto¨rungstheoretische Streuraten ko¨nnen hingegen die ex-
perimentell beobachtete Temperatur- und Anregungsdichteabha¨ngigkeit nicht korrekt wiedergeben.
In Publikation III wurden die optischen Eigenschaften von Monolagen-MoS2 in Anwesenheit angereg-
ter Ladungstra¨ger untersucht. Hierbei wurde eine Bandlu¨ckenreduzierung von der Gro¨ßenordnung der
Exziton-Bindungsenergie bereits bei moderaten Anregungsdichten festgestellt, was eine starke Aus-
wirkung auf die optischen Eigenschaften des Materials hat. Die spektrale Position des exzitonischen
Grundzustandes erfa¨hrt mit zunehmender Anregung eine Rotverschiebung, bevor sowohl A- als auch
B-Peak im Absorptionsspektrum bei hohen Anregungsdichten von der Bandkante absorbiert werden,
was mit ju¨ngsten experimentellen Ergebnissen u¨bereinstimmt. Beide Peaks werden nur leicht durch
angeregte Ladungstra¨ger ausgeblichen und optischer Gewinn kann in Monolagen-MoS2 unseren Er-
gebnissen zufolge nur bei sehr hohen Anregungsdichten jenseits der hier betrachteten Skala erreicht
werden. Die verwendete Methode zur Berechnung der optischen Eigenschaften ist darauf ausgerichtet,
die Materialeigenschaften im Grundzustand auf dem Niveau einer G0W0-Rechnung zu beschreiben und
zugleich die komplette erste Brillouin-Zone abzudecken, um angeregte Ladungstra¨ger in den verschie-
denen Leitungsbandminima zu beru¨cksichtigen. Hierzu wurden die Halbleiter-Bloch-Gleichungen in
SXCH-Na¨herung fu¨r die relevanten Ba¨nder unter Verwendung von ab-initio berechneten Bandstruktu-
ren und abgeschirmten Coulomb-Matrixelementen, fu¨r welche analytische Ausdru¨cke angeben wurden,
gelo¨st. Die Notwendigkeit, u¨ber eine Effektivmassenna¨herung hinauszugehen, wird daran ersichtlich,
dass sich am Σ-Punkt signifikante Besetzungswahrscheinlichkeiten fu¨r Ladungstra¨ger aufbauen ko¨n-
nen, die das anregungsabha¨ngige Verhalten des Materials beeinflussen. Zudem liegt der C-Peak, der
das Absorptionsspektrum bei hohen Anregungsdichten dominiert, außerhalb der Physik der K- und
K′-Valleys.
Zuku¨nftige Arbeiten
Die in Publikation II vorgestellte Theorie der Ladungstra¨gerstreuung in Quantenpunkten mittels nicht-
sto¨rungstheoretischer Streuraten im Konfigurationsbild kann in Zukunft eingesetzt werden, um Einzel-
Quantenpunkt-Emitter mit einer realistischen dissipativen Dynamik zu modellieren. Dies liefert eine
Beschreibung der Dephasierung in Abha¨ngigkeit von der Temperatur und der Ladungstra¨gerdichte im
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umgebenden Halbleitermaterial sowie von der energetischen Struktur der Quantenpunkte. In diesem
Zusammenhang kann außerdem die Wirkung verschiedener Anregungsmechanismen auf das Emissi-
onsverhalten der Emitter untersucht werden. So werden resonante Anregungen etwa der p-Schale eines
Quantenpunkt-Emitters, wie wir sie im Prinzip in Publikation I untersucht haben, zu anderen Kor-
relationen der Ladungstra¨ger fu¨hren als der unabha¨ngige Einfang von Elektronen und Lo¨chern nach
Anregung des Barrierenmaterials wie in Publikation II. Die Frage, inwiefern sich dies auf die Photonen-
statistik des Emitters u¨bertra¨gt, kann systematisch untersucht werden. Hierbei kann gegebenenfalls
bei der Berechnung der Streuraten auf eine Beru¨cksichtigung der zusa¨tzlichen, am jeweiligen Streu-
prozess unbeteiligten Ladungstra¨ger verzichtet werden, um die Anzahl der Lindblad-Terme deutlich
zu reduzieren. Eine mo¨gliche Erweiterung der Theorie besteht darin, die Modell-Wellenfunktionen
der Quantenpunkte an Wellenfunktionen aus einer Tight-Binding-Rechnung anzupassen, um einen
direkten Zusammenhang zwischen den mikroskopisch berechneten dissipativen Eigenschaften und rea-
listischen geometrischen und materiellen Eigenschaften der Quantenpunkte herzustellen [139].
Die Arbeiten u¨ber optische Eigenschaften von Monolagen-MoS2 ko¨nnen direkt fortgesetzt werden, in-
dem analog zum Absorptionsspektrum die Photolumineszenz (PL) des Materials mittels der Halbleiter-
Lumineszenz-Gleichungen [140] untersucht wird. Hier ist insbesondere die Intensita¨t der PL in Abha¨n-
gigkeit von der relativen energetischen Lage der verschiedenen Leitungsbandminima von Interesse, fu¨r
die in Publikation III bereits drei mo¨gliche Konfigurationen diskutiert wurden. Auch die zeitaufgelo¨ste
PL kann betrachtet werden, eventuell unter Beru¨cksichtigung realistischer Anregungssituationen, um
den Quantenertrag der PL abzuscha¨tzen. Aufbauend auf den ab-initio berechneten Einteilcheneigen-
schaften und Coulomb-Matrixelementen des Materials lassen sich systematisch weitere Korrelationen
beru¨cksichtigen, etwa durch eine mikroskopische Berechnung der Dephasierung und Ladungstra¨ger-
streuung durch Coulomb-Wechselwirkung, die natu¨rlicherweise in die Halbleiter-Bloch-Gleichungen
(2.19) eingehen. Ebenso ko¨nnen optische Nichtlinearita¨ten betrachtet werden sowie analoge Korrelati-
onsbeitra¨ge durch Elektron-Phonon-Wechselwirkung. Durch eine Erweiterung der Bewegungsgleichun-
gen auf Vielteilchenerwartungswerte sind trionische und biexzitonische Beitra¨ge zuga¨nglich, wie sie
bereits in der Literatur diskutiert wurden [141–143]. Letztlich kann die in Publikation III pra¨sentierte
Methode durch Vergro¨ßerung der atomaren Basis auch auf kompliziertere Materialsysteme angewen-
det werden, um etwa exzitonische Eigenschaften von Van-der-Waals-Heterostrukturen zu untersuchen,
welche besonders interessante und vielversprechende Anwendungsmo¨glichkeiten bereitstellen.
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Kapitel A
Erga¨nzendes Material
A.1 Stromoperator in Tight-Binding-Darstellung
Wir betrachten zuna¨chst einen allgemeinen Hamiltonoperator quasi-freier Elektronen auf einem Gitter,
H =
∑
RR′
αα′
tαα
′
RR′c
α†
R c
α′
R′ . (A.1)
In diesem Bild kann mittels der sogenannten Peierls-Ersetzung ein elektromagnetisches Vektorpotential
angekoppelt werden [144],
cα†R → cα†R exp
(
ie
c
∫ R
dr ·A(r, t)
)
, (A.2)
sodass Elektron-Wellenfunktionen beim Hu¨pfen auf dem Gitter einen Phasenfaktor erhalten. Nehmen
wir analog der Dipol-Na¨herung an, dass das Vektorpotential langsam vera¨nderlich ist und damit
die Struktur der Orbitale innerhalb einer Einheitszelle nicht auflo¨st, so ergibt sich fu¨r die Hu¨pf-
Matrixelemente
tαα
′
RR′ → tαα
′
RR′exp
(
ie
c
A(t) · (R−R′)
)
. (A.3)
Man kann sich durch Betrachtung der Schro¨dingergleichung mit minimaler Kopplung an das elektro-
magnetische Potential zusammen mit der Kontinuita¨tsgleichung davon u¨berzeugen, dass der Strom-
operator eine Funktionalableitung des Hamiltonoperators nach dem Vektorpotential ist,
ji = −1
c
δH
δAi
, (A.4)
was im Grenzfall eines verschwindenden Vektorpotentials
ji = − ie

∑
RR′
αα′
tαα
′
RR′(Ri −R′i)cα†R cα
′
R′ (A.5)
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liefert. Nach Wechsel in die Bloch-Basis und unter Verwendung des Tight-Binding-Hamitonoperators
(4.30) inklusive Spin-Orbit-Wechselwirkung la¨sst sich schließlich zeigen, dass fu¨r den Stromoperator
ji =
e

∑
αα′k
∂kiH
TB,αα′
k c
α†
k c
α′
k (A.6)
gilt. Damit lauten die Matrixelemente
jαα
′
k =
e

∇kHTB,αα′(k). (A.7)
A.2 Hartree-Renormierungen in Monolagen-MoS2
Die in der Bloch-Basis Hartree-artigen Coulomb-Matrixelemente in MoS2 erfordern die Auswertung
der orbitalen Matrixelemente im Grenzfall großer Wellenla¨ngen. Die Selbstenergie lautet gema¨ß Glei-
chungen (2.29) und (4.46) (ohne explizite Zeitabha¨ngigkeit)
ΣH,λλ
′
k =
∑
k′
fλ
′
k′
∑
αβ
(cλα(k))
∗(cλ
′
β (k
′))∗cλ
′
β (k
′)cλα(k) lim
q→0
V αββαq , (A.8)
wobei sich die orbitalen Matrixelemente (siehe Publikation III) im Grenzfall folgendermaßen verhalten:
lim
q→0
V αββαq = lim
q→0
e2
2ε0
(
1
q
−Kαβ
)
mit Kαβ > 0. (A.9)
Der 1/q-Beitrag spiegelt die langreichweitige Homogenita¨t des Systems wider, wa¨hrend die Koeffizien-
tenKαβ Abweichungen durch die spezifische Form der Orbitale beschreiben. Die Hartree-Renormierun-
gen lassen sich somit schreiben als
ΣH,λλ
′
k = limq→0
e2
2ε0q
nλ
′ −Δλλ′k (A.10)
mit der Ladungstra¨gerdichte nλ
′
=
∑
k′ f
λ′
k′ und dem Korrekturterm
Δλλ
′
k =
e2
2ε0
∑
k′
fλ
′
k′
∑
αβ
|cλα(k)|2|cλ
′
β (k
′)|2Kαβ . (A.11)
Im Elektron-Loch-Bild ergeben sich dann die Energieverschiebungen
Δek = Σ
H,ee
k − ΣH,ehk = limq→0
e2
2ε0q
ne −Δeek −
e2
2ε0q
nh +Δehk ,
Δhk = Σ
H,hh
k − ΣH,hek = limq→0
e2
2ε0q
nh −Δhhk −
e2
2ε0q
ne +Δhek .
(A.12)
Im Falle gleicher Elektron- und Lochdichten, also bei globaler Ladungsneutralita¨t im System, heben
sich die singula¨ren Beitra¨ge gegenseitig weg und es bleiben die Korrekturterme u¨brig. Die resultieren-
den Hartree-Verschiebungen an jedem k-Punkt lassen sich also verstehen durch die unterschiedliche
Beimischung der Orbitale in Elektron- und Lochzusta¨nden, was lokalen Ladungsinhomogenita¨ten in
der Einheitszelle des realen Kristalls entspricht. Im Gegensatz hierzu haben wir in Kapitel 3 derarti-
ge Ladungsinhomogenita¨ten in der Benetzungsschicht ausgeschlossen, so dass die Benetzungsschicht-
zusta¨nde keine Hartree-Verschiebungen erfahren haben, wa¨hrend sie in Quantenpunkten durchaus
auftreten konnten.
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A.3 Absorption einer du¨nnen Schicht
Die frequenzabha¨ngige Absorption der MoS2-Monolage wird mittels einer semiklassischen Beschrei-
bung von Licht berechnet, das durch eine du¨nne, von Vakuum umgebene Schicht propagiert. Aus-
gangspunkt ist die Wellengleichung des elektrischen Feldes [145]
[
Δ− 1
c2
∂2
∂t2
]
E(r, t) = −μ0 ∂
2
∂t2
P (r, t)− 1
ε0
grad divP (r, t), (A.13)
wobei die Polarisation sowohl resonante exzitonische als auch nichtresonante Hintergrundbeitra¨ge
entha¨lt, P = PEx + PB . Fourier-Transformation bezu¨glich der lateralen Koordinaten liefert unter
der Annahme, dass das elektrische Feld senkrecht zur Schicht propagiert und keine Polarisation in
z-Richtung entsteht, eine eindimensionale Wellengleichung, die das laterale elektrische Feld mit der
lateralen Polarisation verknu¨pft,
[
∂2
∂z2
− 1
c2
∂2
∂t2
]
E(z, t) = −μ0 ∂
2
∂t2
P (z, t). (A.14)
Wir vernachla¨ssigen den Einfluss der Hintergrundpolarisation auf die Absorption und verwenden
P (z, t) = P (t)|ξ(z)|2 mit der makroskopischen exzitonischen Polarisation P (t), die durch die Halbleiter-
Bloch-Gleichungen beschrieben wird, und den Einschluss-Wellenfunktionen ξ(z) der Monolage. Weiter-
hin dru¨cken wir die Fourier-transformierte Polarisation durch eine lineare Suszeptibilita¨t aus, P (ω) =
χ(ω)Eeff(ω), wobei Eeff(ω) =
∫
dzE(z, ω)|ξ(z)|2 die effektive Feldkomponente ist, die mit der Schicht
wechselwirkt. Da die Dicke der Monolage gering ist im Vergleich zur Wellenla¨nge des einfallenden
elektrischen Feldes, ko¨nnen die Einschluss-Wellenfunktionen durch Delta-Funktionen gena¨hert wer-
den, |ξ(z)|2 = δ(z − z0). Somit erfu¨llt das elektrische Feld die Gleichung
[
∂2
∂z2
+
ω2
c2
]
E(z, ω) = μ0ω
2χ(ω)δ(z − z0)E(z0, ω). (A.15)
Diese kann mit dem Ansatz EL(z) = exp(iω/cz) + r · exp(−iω/cz) fu¨r das einfallende Feld und
ER(z) = t · exp(iω/cz) fu¨r das auslaufende Feld gelo¨st werden, was die Reflektions- und Transmissi-
onskoeffizienten R = |r|2 = |Y |2/|1 − Y |2 bzw. T = |t|2 = 1/|1 − Y |2 liefert mit Y = iω/(2cε0)χ(ω).
Die Absorption ist dann gegeben durch den Ausdruck α = 1−R− T .
A.4 Plasmaabschirmung in der Bloch-Basis
Wir gehen von der spektralen Kadanoff-Baym-Gleichung des Plasmons in der Einteilchendarstellung
(2.45) aus und verwenden die Polarisationfunktion (2.43) in statischer Na¨herung. Dies ergibt
W rν1ν2ν3ν4(t) = Vν1ν2ν3ν4 +
∑
ν5ν6
Vν1ν5ν6ν4P
r
ν5ν6(t)W
r
ν6ν2ν3ν5(t), (A.16)
wobei wir aus Gru¨nden der U¨bersichtlichkeit zu einem gemeinsamen Index ν = {k, λ} zuru¨ckkehren.
Fu¨r Bloch-Zusta¨nde gilt stets Vν1ν2ν3ν4 = Vν1ν2ν3ν4δk1−k4,k3−k2 und man kann folgende Relation
beweisen [146]:
Vν1ν5ν6ν4Vν6ν2ν3ν5δk1−k4,k6−k5δk6−k5,k3−k2 = Vν1ν2ν3ν4Vν6ν5ν6ν5δk1−k4,k6−k5δk1−k4,k3−k2 . (A.17)
Wir setzen nun die abgeschirmte Wechselwirkung selbst wieder auf der rechten Seite von
Gleichung (A.16) ein, wobei wir die Quasiimpulserhaltung nicht explizit anschreiben,
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W rν1ν2ν3ν4(t) = Vν1ν2ν3ν4+
∑
ν5ν6
Vν1ν5ν6ν4P
r
ν5ν6(t)
{
Vν6ν2ν3ν5 +
∑
ν′5ν
′
6
Vν6ν′5ν′6ν5P
r
ν′5ν
′
6
(t)×
{
Vν′6ν2ν3ν′5+
∑
ν′′5 ν
′′
6
Vν′6ν′′5 ν′′6 ν′5P
r
ν′′5 ν
′′
6
(t)
{
V rν′′6 ν2ν3ν′′5 + ...
}}}
.
(A.18)
Multipliziert man dies aus und wendet in jedem Term von rechts nach links hinreichend oft (n mal im
(n + 1)-ten Term) die Relation (A.17) an, so la¨sst sich die unendliche Reihe wieder zusammenfassen
zu
W rν1ν2ν3ν4(t) = Vν1ν2ν3ν4
(
1 + P˜ (t) + (P˜ (t))2 + (P˜ (t))3 + ...
)
=
Vν1ν2ν3ν4
1− P˜ (t) (A.19)
mit der modifizierten Polarisationsfunktion P˜ (t) =
∑
ν5ν6
P rν5ν6(t)Vν6ν5ν6ν5 . Wir ko¨nnen also eine
dielektrische Funktion definieren, die die Plasmaabschirmung beschreibt:
εk1−k4(t) = 1−
∑
ν5ν6
P rν5ν6(t)Vν6ν5ν6ν5δk1−k4,k6−k5 . (A.20)
Abschließend ergibt sich damit fu¨r beliebige Matrixelemente zwischen Bloch-Zusta¨nden
W r,λ1λ2λ3λ4k,k′−q,k′,k−q(t) = V
λ1λ2λ3λ4
k,k′−q,k′,k−qε
−1
q (t), εq(t) = 1−
∑
k,λ
fλk−q(t)− fλk (t)
ελk−q − ελk
V λλλλk,k−q,k,k−q. (A.21)
A.5 Integration auf der reduzierten Brillouin-Zone von
Monolagen-MoS2
Abbildung E.1: Koordinatensystem, in dem u¨ber Funktionen auf der reduzierten Brillouin-Zone inte-
griert wird, vgl. Abbildung 4.2.
Die numerische Integration u¨ber Funktionen auf der reduzierten Brillouin-Zone, etwa zur Berech-
nung der makroskopischen Polarisation (4.57) oder von Selbstenergie-Beitra¨gen (4.61), wird in karte-
sischen Koordinaten ausgefu¨hrt, wobei wir beide Koordinatenachsen a¨quidistant rastern. Wir wa¨hlen
die Achsen so, dass die Symmetrielinie K−K′ auf dem Gitter liegt, siehe Abbildung E.1, und inte-
grieren auf den Intervallen kx ∈ [0,Kx] und ky ∈ [−Ky,Ky]. Weiterhin wa¨hlen wir die Anzahl der
Gitterpunkte Nkx in kx-Richtung und Nky in ky-Richtung so, dass die Symmetrieachsen Γ−K und
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Γ−K′ auf dem Gitter liegen: Nky = 2Nkx − 1. Die Punkte des so definierten zweidimensionalen Inte-
grationsgitters, die in der reduzierten Brillouin-Zone liegen, legen die diskrete Einteilchenbasis fest, in
der wir die Halbleiter-Bloch-Gleichungen lo¨sen. Durch den entsprechenden Faktor in Gleichung (4.57)
wird jeder Punkt der reduzierten Brillouin-Zone sechsfach gewichtet. Dies ist fu¨r Punkte innerhalb
der reduzierten Brillouin-Zone korrekt, allgemeine Punkte auf dem Rand kommen hingegen nur drei-
mal in der vollen Brillouin-Zone vor, die Punkte Γ,K und K′ sogar nur jeweils einmal. Dies ist mit
entsprechenden Gewichtsfaktoren fu¨r die Symmetriepunkte zu beru¨cksichtigen.
Es soll nun die numerische Berechnung der Selbstenergie-Beitra¨ge und insbesondere die Hebung der
Coulomb-Singularita¨t bei k = k′ erla¨utert werden, welche in Matrixelementen ohne Plasmaabschir-
mung auftritt. Es ist zu beachten, dass bei der Berechnung der Renormierungen u¨ber die gesamte
Brillouin-Zone zu integrieren ist, weshalb wir von dem entsprechenden Ausdruck aus Gleichung (4.61)
ausgehen,
Ik =
∑
k′∈BZred
ψk′
6∑
i=1
Vk,k′i−G =
A
(2π)2
∫
BZred
d2k′ψk′
6∑
i=1
Vk,k′i−G
=
A
(2π)2
∑
{k′x,k′y}∈BZred
Δk′xΔk′yΔk′,symmψk′x,k′y
6∑
i=1
Vk,k′i−G.
(A.22)
Im ersten Schritt haben wir im thermodynamischen Limes die Summe u¨ber Wellenvektoren in ein
Integral u¨berfu¨hrt, welches im zweiten Schritt gema¨ß der obigen Ausfu¨hrungen diskretisiert wurde,
sodass Δk′x = kx,max/(Nkx − 1), Δk′y = 2ky,max/(Nky − 1). Δk′,symm bezeichnet die Faktoren zur
Reduktion des Gewichtes der Symmetriepunkte. Wir setzen nun die Coulomb-Matrixelemente (4.46)
ein, wobei wir alle Anteile außer dem 1/q-Faktor zu einer Funktion g(k,k′i−G) zusammenfassen, und
zerlegen die Summe in einen Term k = k′ und einen Term k = k′. Zudem nehmen wir an, dass alle
Funktionen in g auf dem Intervall eines Gitterpunktes praktisch konstant sind,
Ik =
∑
{k′x,k′y}∈BZred
Δk′xΔk′yΔk′,symmψk′x,k′y
6∑
i=1
g(k,k′i −G)
1
|k − k′i +G|
=
∑
{k′x,k′y}∈BZred
Δk′xΔk′yΔk′,symmψk′x,k′y
6∑
i=1,
k =k′i−G
g(k,k′i −G)
1
|k − k′i +G|
+Δk,symmψkx,kyg(k,k)
∫ kx+Δkx/2
kx−Δkx/2
dk′x
∫ ky+Δky/2
ky−Δky/2
dk′y
1√
(kx − k′x)2 + (ky − k′y)2
.
(A.23)
Das k′y-Integral la¨sst sich analytisch lo¨sen,
∫ ky+Δky/2
ky−Δky/2
dk′y
1√
(kx − k′x)2 + (ky − k′y)2
= ln
⎡⎣ Δky/2 +
√
(kx − k′x)2 +Δ2ky/4
−Δky/2 +
√
(kx − k′x)2 +Δ2ky/4
⎤⎦ . (A.24)
Die Integration u¨ber k′x kann man dann auf einem feinen, angepassten Gitter ausfu¨hren, um die
verbleibende logarithmische Singularita¨t korrekt zu behandeln. Der gesamte Selbstenergie-Beitrag la¨sst
sich durch die Einfu¨hrung effektiver Matrixelemente Mkk′ auf eine kompakte Form bringen,
Ik =
∑
k′∈BZred
Mkk′ψk′ ,
Mkk′ =
{
Δk′xΔk′yΔk′,symm
∑6
i=1 g(k,k
′
i −G) 1|k−k′i+G| ,k = k
′
i −G
Δk,symmg(k,k)J , sonst
,
(A.25)
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wobei J das Integral u¨ber die Singularita¨t bezeichnet. Man kann sich davon u¨berzeugen, dass fu¨r
k = k′ die Funktionen g(k,k′) einen von k unabha¨ngigen Wert annehmen, sodass dies, bis auf die
Symmetriefaktoren, auch fu¨r die diagonalen Matrixelemente in Gleichung (A.25) gilt.
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Kapitel C
Darstellung des Eigenanteils an den
Publikationen
An der Abfassung sa¨mtlicher fu¨r die vorliegende kumulative Dissertation verwendeten Publikationen
waren neben dem Kandidaten selbst weitere Autoren beteiligt. Im Folgenden werden der Eigenanteil
des Kandidaten sowie die Beitra¨ge der Koautoren dargestellt.
Publikation I
Der Kandidat hat sa¨mtliche numerische Rechnungen durchgefu¨hrt, die zu den in der Publikation ge-
zeigten Ergebnissen fu¨hrten, wobei zur Optimierung der numerischen Implementierung der Coulomb-
Matrixelemente Matthias Florian beigetragen hat. Der Kandidat hat außerdem unter Betreuung durch
Paul Gartner und Frank Jahnke ausgehend von der zitierten Literatur die Theorie inklusive der ana-
lytischen Ergebnisse und der numerisch zu lo¨senden Gleichungen ausgearbeitet. Die Interpretation
der analytischen und numerischen Ergebnisse erfolgte durch sa¨mtliche Autoren in Zusammenarbeit,
ebenso wie die Schriftlegung der Publikation.
Publikation II
Der Kandidat hat wiederum sa¨mtliche numerische Rechnungen durchgefu¨hrt, wobei Matthias Florian
maßgeblich an der Entwicklung eines adaptiven Algorithmus’ zur Lo¨sung der spektralen Kadanoff-
Baym-Gleichungen beteiligt war, welcher die Rechnungen stark optimiert hat. Die theoretischen Grund-
lagen, insbesondere der Ansatz zur Kombination von Konfigurationsbild und Quasiteilchen-Renormie-
rungen, wurde vom Kandidaten zusammen mit Paul Gartner, Matthias Florian und Frank Jahnke
ausgearbeitet. Die Proben, an denen die experimentellen Ergebnisse erzielt wurden, wurden von Dirk
Reuter und Andreas Wieck bereitgestellt. Die experimentellen Messungen wurden von Hannes Kurtze
und Manfred Bayer durchgefu¨hrt. Die Interpretation der Ergebnisse erfolgte in Zusammenarbeit durch
die Autoren von der Universita¨t Bremen und der Technischen Universita¨t Dortmund, ebenso wie die
Schriftlegung der Publikation.
Publikation III
Der Kandidat hat die numerischen Rechnungen zu den optischen Eigenschaften von MoS2 durch-
gefu¨hrt. Ihnen liegen Ab-initio-Berechnungen der elektronischen Eigenschaften zugrunde, welche von
Malte Ro¨sner und Tim Wehling in Abstimmung mit dem Kandidaten durchgefu¨hrt wurden. Die Ent-
wicklung der Methode zur Kombination von Ab-initio-Rechnungen und Vielteilchentheorie erfolgte
durch sa¨mtliche Autoren in Zusammenarbeit, ebenso wie die Interpretation der Ergebnisse und die
Schriftlegung der Publikation.
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