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Abstract
When visualizing data, we would like to convey both the data and the uncertainty associated with it. There are many incentives to do this, ranging from hurricane path projection
to geographical surveys. Important decision making tasks rely upon humans perceiving a
clear picture of the data and having confidence in their decisions. Topological Data Analysis
has the potential to visualize the data as features or hierarchies in ways that are familiar to
human intuition, and thus could help us convey the variation associated with uncertainty.
In this thesis, we evaluate four visualization techniques: color maps, isocontours, Reeb
graphs, and persistence diagrams, that each demonstrate some level of topological representation of the data.
We build and run a user study evaluating the perception of various Gaussian signals
applied on 3D models using each of the visualization techniques, and measure how effectively
they each portray positional and amplitude variations.
We show that for positional variation, the topology-based Reeb graph visualization shows
higher accuracy than the other types of visualizations. For amplitude variation, the least
topologically-oriented technique, color maps, demonstrated the highest accuracy. In terms
of confidence, we show high levels of confidence in decision making for all techniques, except
for color maps. These results take an important step towards understanding what topologybased tools are best to use under various data configuration scenarios.

vi

Chapter 1: Introduction

We do not live in a perfect world with perfect measurements, and the data we get by
measuring and simulating scientific phenomena can be erroneous to some degree, whether
due to noise, measurement error, modeling error, computation error, etc. This error causes
some amount of uncertainty in the accuracy of any observations made on that data. We need
to quantify and visualize just how uncertain the data is so that an honest representation is
available to the decision-makers. The more uncertain the data is, the less trustworthy any
findings from it can be. However, if the uncertainty can be precisely understood, then it is
still possible to draw valid conclusions from otherwise ineffective data.
Uncertainty shows up in many problem domains, e.g., Geographic Information Systems
(GIS) and hurricane forecasts [1, 2, 3, 4]. In the case of hurricane forecasting, paths are
constructed from multiple forecasting models that project where the storm will go, often
visualized using spaghetti plots [5]. For general consumption, the paths are often aggregated
into one primary trajectory with a “cone of uncertainty,” most often a 95% confidence
interval, to illustrate a range of possibilities. Decision-makers rely on these types of maps
to plan for moving resources, ordering evacuations, etc., with the understanding of the risks
involved due to the uncertainty. If, however, the uncertainty could be more precisely specified
and conveyed, transportation and personnel could be used more efficiently, potentially saving
lives and millions of dollars, all aiding in quick recovery.
Though traditional visualizations, such as heatmaps, are often considered intuitive to
users, they are inaccurate, due to the inherent difficulty of color perception [6] and cannot
be directly used to visualize uncertainty. Potter et al. [7] describe various forms of uncertainty
across a span of visualization types. Proper representation can depend on the type of data,
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e.g., scalar, vector, or tensor, and the dimensionality of the data, e.g., 1D can use box plots,
2D can use opacity, color mapping, and animation based techniques, just to name a few.
Topology is a branch of mathematics that studies properties of any object’s critical
structures that are preserved through a series of deformations and transformations [8]. Such
ability can prove very useful when trying to effectively communicate the uncertainty seen
in the data while taking into account the dimensionality of the problem. Topological Data
Analysis (TDA) shows promise in this area because it provides a suite of tools that can
summarize the data represented in n-dimensional scalar fields as features or hierarchies in
ways that are familiar to human intuition [9, 10]. Thus, it is worth investigating leveraging
the tools of TDA in the interactive visualization of uncertainty, as they can summarize the
structure of functions and are robust to noise.
To this end, it makes sense that the first step in attempting to harness TDA to grapple
with uncertainty is to understand the limits of its current tools via direct user testing.
To do this, we compare four visualizations that show the topology of a scalar function
applied to a 2-manifold triangular mesh. Two of the techniques, namely the Reeb graph and
persistence diagram, come from TDA and emphasize visualizing the topology of a function.
We compare them against two visualization techniques that lie outside of TDA, color maps
and isocontours, that show the values of a function directly.
Each of these techniques is related to the other, thus allowing a unique insight into how
users perceive visualizations that are mathematically linked together. The relationship is
summarized in Figure 1.1. The color map directly renders the function based on a predefined color scale, only showing the topology indirectly. The isocontour visualization acts
as a topographic version of the color map, directly showing both the function and the topology using a series of level sets. Reeb graphs act as a skeletal summary of the isocontours
visualization, tracking the evolution of the contour level sets across the function. Thus the
Reeb graph directly shows the topology, but not the function. Persistence diagrams are a
scatterplot-based visualization that tracks the persistence of features in the Reeb graph. In
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other words, for each feature, it tracks when it is born and when it dies in the function
domain. Thus, it only infers the original function as well as the topology.

Figure 1.1: The four visualization types that are evaluated in this study. They are
categorized on the chart with two axes: Topology and Function. The persistence diagram,
which is the most indirect method with respect to Topology and Function, is located at the
lower-left corner. The Reeb graph is to the right of it, as it directly shows Topology. The
isocontours visualization, which is the most direct method for both Topology and Function,
is at the upper right, with color map being to the left of it, as it indirectly shows Topology.
Each of these visualizations shows differing levels of information from the data, but
sometimes less is more, particularly with complex data. Each one captures a specific aspect
3

of the same underlying data. The question is: which of the visualizations does the best job
in enabling accurate insight, and under what context?
This thesis is a preliminary study into the work of uncertainty that will inform the
measurement of visual communications. We aim to understand, under a variety of scenarios,
which visualization is the best at enabling the user to make accurate decisions, and what
uncertainty is caused by each. Using this data, we aim to create an initial expectation for
how to apply the Reeb graphs effectively and guide what future studies should look for in
utilizing Reeb graphs and other topological tools in the work of visualizing uncertainty.
We investigate the ability to identify variations or to perform comparison tasks, which is
the ability to detect a change, giving a sense of saliency of information in the visualizations.
The study measures how well users can gauge position and amplitude variance in Gaussian
functions, with other factors such as noise and the number of features, on a variety of models.
By doing so, we hope to see patterns in how effective each visualization is in aiding the user
in the isolated task of feature similarity analysis as a starting point to gauge the effectiveness
of topological techniques compared to standard ones. We hope to see that the topological
overall performs better in aiding the users at the task.
In chapter 2, we will provide a background on the Reeb graph and persistence diagram, as
well as an overview of the four visualization types in the study. In chapter 3, we will discuss
the design and implementation details of the experiment. In chapter 4, we will discuss our
findings, and in chapter 5, we will provide conclusions and future work.

4

Chapter 2: Background

2.1

The Reeb Graph
The Reeb graph is a graph that is used to describe the topological skeleton of an m-

dimensional manifold, M, which has a Morse function, f , mapped over the surface, formally
f : M → R [11]. The Reeb graph tracks the connected components of contours as f is
swept from −∞ → +∞, as shown in Figure 2.1. In the sweep, at some iso-level fz ∈ R, we
describe a contour level set C ≡ {point P : P ∈ M ∧ FM (P ) = fz }, where FM extracts the
iso-level of P on the surface of M. In the event that C describes more than one connected
component for any given fz , they can be separated. Then, for each connected component in
the collection, we collapse it to a point. Multiple points represent the tracking of multiple
connected components, and they summarize how the level sets evolve from −∞ → +∞ in f .
When tracking the evolution of connected components, certain special events change the
number of connected components. These events are associated with critical points in the
topology of f , as shown in Figure 2.2. In the case of a local minimum, a new edge begins. In
the case of a local maximum, an edge ends. In the case of saddle points, two or more edges
could combine into one, or one edge could split into multiple branches [12].
The finalized Reeb graph summarizes the evolution and tracks the connectivity of the
level sets at each level of the function. It can have multiple edges between nodes, defined
here as loops, or branching paths. This structure is what enables the Reeb graph to describe
the topological shape of the function mapped over the manifold.
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(a)

(b)

(c)

(d)

Figure 2.1: The component parts of the Reeb graph skeleton are described. (a) The
function value of fa yields a level set, which is labeled Ca . (b) For each function value fa ,
fb , and fc , there are associated level sets for each. The number of level sets will depend on
the topology of the manifold at the function value. fa and fc both have only one level set,
while fb has two. Each level set behaves like its own island. The center point of Ca in fa is
labeled CPa . (c) The contour at each function value are collapsed to a single point and
tracked. (d) By tracking from −∞ to +∞, the Reeb graph structure emerges, which
summarizes the topology of the manifold succinctly.
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(a)

(b)

(c)

(d)

Figure 2.2: The four types of critical points in a Reeb graph are shown. (a) A local
minimum, which corresponds to a local minimum in the function, has one arc, A, coming
out from it. (b) Similarly, a local maximum, which corresponds to a local maximum in the
function, has one arc, B, approaching it. (c) The first of two saddle cases, the merge
saddle, has two arc paths merge into a single path continuing upward. (d) The split saddle,
on the other hand, has one arc split into two paths.
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2.1.1 Implementation
The efficient computation of Reeb graphs is a well-studied problem with sequential [13]
and parallel [12] variations. As an example, one approach is based on unions of contour
trees [13, 14].
Let M be a mesh, which is represented as a graph, G = (V, E), with vertices, V , and
edges, E. First, initialize an empty list of sets L, which will be used to categorize each of
the vertices. The next step is to sort all of the vertices of M in ascending order by their
function value, f (vi ), for vi ∈ V . Now, a process, called sub-level set filtration, is used to
generate a merge tree, as shown in Figure 2.3. For each vertex Va in the newly sorted list,
take that vertex and evaluate its connectivity. Vertex Va is only considered with respect to
vertices that have been processed before it. We come to three possible conditions:
• If Va is connected to any vertex Vb in any set S ∈ L, then Va ∈ S. If Va is in S only,
then Va is categorized as a regular vertex.

Figure 2.3: A description of the criteria for a regular vertex. Consider the current vertex,
Va , and its neighbors whose function value are less than f (Va ). We notice that it is
connected to two vertices, Vb and Vc , which are both already in the set B1 . Since it is
connected to these two vertices, and no other, we, therefore, conclude that Va also belongs
in B1 , and that it does not disrupt the topology of the manifold.
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• If Va is not inside any existing set S ∈ L, then it creates a new set S 0 and appends it
to L, and becomes the first vertex inside S 0 , and is categorized as a minimum. This
can be seen in Figure 2.4.

Figure 2.4: A description of the criteria for a minimum vertex. If the vertex Va is not
connected to any vertex in any of the prior sets, this means that Va is a local minimum, and
thus begins a new traversal. As such, a new set is created for it, and Va is placed in the set.

• If Va is connected to more than one set in L, then the vertex is categorized as a saddle.
A new set is created, which is the union of all the sets that Va touches, and replaces
those older sets. Then Va is added to that set, as shown in Figure 2.5.
To identify the maxima and split saddles, an analogous process called super-level set
filtration is run, which scans in the opposite order, from the global maximum down to
the global minimum. The merge trees from the sub-level set filtration and super-level set
filtration can be combined into a contour tree [15]. If the manifold has no loops, the process
is complete.
To handle loops, relative homology must be used [12, 13]. First, essential critical points
of f are identified. These are split and merge saddles that are essential to the homology
of the manifold, not the function. For each essential split saddle, sub-level set filtration
is performed to generate a merge tree with respect to the critical point. The merge tree
is finally stitched back into the main contour tree, resulting in a Reeb graph, as shown in
9

Figure 2.5: A description of the criteria for a saddle vertex. Here, Va is connected to two
or more vertices that exist in different sets, making it a is a merge saddle. This event
requires that the sets, B1 and B2 be merged into a new set, B1 ∪ B2 , to which Va is added.
Figure 2.6. For this thesis, we use an implementation called ReCon to generate the Reeb
graph data [13].

Figure 2.6: An example of a complete Reeb graph. An example of a manifold where once
the skeletonization is complete, the resulting graph from the skeleton can represent a Reeb
graph object. This ability to extract a graph object is the basis for many topological
functions, e.g., shape matching.
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2.2

Persistence Diagrams
To further summarize the structure of the Reeb graph, we extract a summary represen-

tation, known as the persistence diagram. The persistence diagram pairs critical points in
a hierarchical manner, such that we can differentiate topological features, which are signal
from those that are noise. Often Reeb graphs have extraneous features indicated in the
topological skeleton as a result of noise in the function, f . Not only may these features not
be crucial to understanding the structure of the Reeb graph, they often obfuscate the ability
to see the larger picture.
Persistence diagrams enable the ability to see more prominent features in a Reeb graph
and are a stable representation of the function [11, 16]. Let A be a minimum critical point
of the function, and let B be either a saddle point or a local maximum that is the closest
neighbor to A. A and B are grouped together as a birth-death pair, where A marks the
birth point of the feature, and B marks the death point of the feature. The feature then
has a measure, known as persistence, applied to it, which is d = |f (B) − f (A)|, as seen in
Figure 2.7(a). For a given feature to be considered noise, meaning it can be pruned, the
feature distance d must be less than a certain  threshold. Thus, one method of cleaning up
the Reeb graph is to prune noise, as shown in Figure 2.7(b).
In the case of essential pairs, or saddle to saddle persistence, as in loops, an analogous
approach is considered. Let A be the split saddle and B be a be the merge saddle. The
persistence is still d = |f (B) − f (A)|, as shown in Figure 2.8(a). Pruning features, similar
to above, provides a clearer picture of the loop, as shown in Figure 2.8(b).
This operation is performed until the resulting data matches the user’s input. However,
finding the optimal threshold is important, as being too aggressive leaves an oversimplified,
meaningless dataset and too relaxed may result in a messy dataset.
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(a)

(b)

Figure 2.7: Example of persistence and pruning of local minimum and a saddle. (a) For
two critical points, A and B, the persistence between them is described as
d = |f (B) − f (A)|, where f is the function applied to the manifold. (b) Pruning is used to
remove/simplify extraneous details. These details are usually unimportant to the big
picture and will not change the important characteristics of the function. Any pair of
critical points which have a distance less than a user defined threshold are pruned, leaving
behind only features that are above the threshold.

(a)

(b)

Figure 2.8: Persistence and pruning example around a loop. (a) An analogous definition
is used in the case of inner topological loops, where A and B are specifically saddle
vertices, the persistence is still d = |f (B) − f (A)|, where f is the function applied to the
manifold. (b) Much like in Figure 2.7(b), within the loop, we evaluate pairs of critical
points that do not exceed a defined threshold and prune such features, leading to a
simplified loop structure.
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2.3

Visualizations
We compare four visualization types that reveal the topology of a function applied to a

manifold. Color maps directly display function using color. Isocontours indirectly display
the topology by forming contours or rings at regular intervals. Reeb graphs show the skeleton
of the topology. Finally, persistence diagrams show the relationship between critical points.

2.3.1 Color Maps
Color maps, see Figure 2.9, indirectly show the topology by displaying the function using
color. They are intensity maps with a certain visual color scale associated with it. Let
f describe a function that is applied to the surface of a manifold M, such that it has a
global minimum fmin and global maximum fmax . Now suppose we have a color scale C,
like that shown in Figure 2.9(b). The color scale is a map, i.e., a function. The map
is configured such that fmin maps to Cmin and fmax to Cmax . Practically speaking, color
maps are implemented with a discrete set of colors, but they are often interpolated to imply
continuity in the function domain.
We wanted to choose the best color map to compare effectively against the other visualization techniques. One study notes that often the context of the physical marks in the
visualization for which a color is employed can vary what the user perceives [17]. It is also
important to keep in mind that different users perceive color differences in various manners [6, 17], as it is not guaranteed to have uniform meaning throughout. That is to say,
although colors may mathematically be equidistant according to a coordinate system (RGB,
HSV, or CIE-LAB, for instance), the user perception can be biased towards different colors,
e.g., pure green may appear brighter than pure blue.
The perception of color and color maps is a significant subfield of visualization with many
prior works, e.g., [6, 17, 18, 19]. In a recent study, Liu et al. compared various color maps
and concluded that the viridis map [6] was most effective at highlighting features in a way
that users could ascertain features correctly. As such, it is employed in this study to give
13

(a)

(b)

Figure 2.9: A color map model example and the associated color scale are shown. (a) An
example model, a torus, has two different functions applied to it using the same color map.
The left model shows a function that varies vertically, while the right shows a Gaussian
function applied to the model. (b) The viridis color map is used in this visualization [6]. It
has been shown to be the most effective for identifying visual features when compared
against other color maps. For this study, the bottom of the scale, the purple-like hue, is
fmin , and the top of the scale, the yellowish hue, is fmax .
a good reference point for comparison with the other techniques. The color scale and an
example of a color scale mapped onto a model can be seen in Figure 2.9.

2.3.2 Isocontours
Isocontour visualizations, see Figure 2.10, are used in many geographic applications.
They identify and plot 1D functions on a 2D manifold. This is done by drawing contours
at a given intensity level in the function domain (also called the iso-level), such that all
points in the contour represent the function at that intensity on the surface. The isocontour
visualization shows the topology by forming contours at regular intervals that reflect the
appearance of the function at those intervals.
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Figure 2.10: An example of the isocontour visualization applied to the torus model. The
left figure shows a linear function along the y-axis, and the right figure shows a Gaussian
function. The left figure shows a smooth progression of ring contours that wrap around the
model, similar to a geographical topography map. The same is true for the right figure as
well, but noise can introduce jitter to the contour, making it tougher to spot the significant
features. The data for these visualizations are the same as those in Figure 2.9.
Formally, contours are defined as a series of level sets. For each level set SV , an iso-level
f ∈ [fmin , fmax ], where fmin and fmax are defined for the function FM , is overlaid on top
of the manifold M. There will exist a set of points corresponding to SV on the surface of
M which have the iso-level of f . These points can then be grouped together by evaluating
neighboring points and seeing if they share the same value f .
The set of all contours on the surface represents all the possible locations that could exist
for that given iso-level. In this work, we use the concept to draw iso-curves on the surface
of a 2-manifold embedded in R3 , to visualize a function as applied to the mesh. Multiple
isocontours can thus serve to illustrate the “distribution” of the function across the surface.
To determine what iso-levels we use to draw the contours, we first start by gathering the
global minimum and maximum of the function domain. From there, we decide how many
intervals between that range we desire, e.g., 10 intervals would equate to 10 iso-levels being
rendered. These intervals then uniformly divide the range of the function domain, and we
15

retrieve the associated values from that division. From there, the contours for each iso-level
is generated.
When observing the isocontour visualizations on the model, the user should be looking
for visual patterns that arise from the contours as they wrap around the model. Distinct
shapes will often appear around the critical points of the model as well, so combining those
features may help to put together a better topological picture of the function.
In order to construct the necessary line geometry to render the isocontours on M, an
efficient implementation of the marching squares algorithm was employed [20]. The algorithm
provides a method of converting the function field of M into a discrete level set geometry
based on a particular iso-level.

2.3.3 Reeb Graphs
Reeb graphs, see Figure 2.11, are used to graph the topological structure of a given
function embedded in a mesh as a skeleton. The skeleton is formed by tracking the evolution
of contour sets for the manifold as the function, f , increases from the global minimum to
the global maximum.
It is a challenge to display these graphs in 2D space correctly, since they can be nonplanar. In other words, there is occlusion and intersection of arcs when dealing with a 2D
canvas. Instead, we opt for using the embedded graph in R3 . Rendering the graph in the
embedding dimension of the manifold avoids intersections. Occlusion is overcome by allowing
users to rotate the scene view.
Our visualization uses a straightforward 3D centroid based representation of the graph, as
used by the Topology Toolkit [21, 22]. The nodes of the graph represent the critical points of
the function overlaid on top of the manifold. Because the nodes represent specific positions
on the surface that best represents the critical point of the function, they are effectively
embedded by knowing the position of the vertex of the manifold at the critical point. As
such, the nodes are represented directly using a vertex on the manifold at that location. The
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Figure 2.11: An example Reeb graph embedding is shown. This is for two functions on
the torus model, the left being a y-axis function, and the right being a Gaussian function.
The left shows an ideal version of the Reeb graph, where the flow is very concise and
straightforward to follow. In this case, it is clear where the critical points are located for
the function, and in general, how the function flows across the model. It can be seen how
the critical points relate to one another as well, and the shape of the graph can signify
many topological properties, such as the genus. The right shows a real-world example with
noise introduced, and immediately it can be seen that the graph is a mess due to the noise.
This causes multiple small arcs and nodes to show up in numerous places, by the necessity
of representing every feature of the function, which causes visual clutter in the embedding.
Though the user can still gain some sense of what is going on, for more complex functions,
this can easily get worse. The data for these visualizations are the same as those in
Figure 2.9.
edges of the graph are arcs that connect between nodes in which the function has connectivity
over the manifold. The arc often represents the flow of the function over the manifold as
it proceeds to the next critical point. As such, a naive edge connection scheme would not
suffice, as it would not represent the flow of data correctly. We utilized the centroids of isocontours to draw the actual trajectory of the arcs throughout the manifold, which is similar
to the methods employed by Topology Toolkit when they render arcs of such a nature [22].
When creating an arc, we first start with knowing the pair of vertices, ordered by isovalue, that we are creating the arc for. The vertices are a and b, respectively. This is possible
17

because of the ReCon software providing the Reeb graph ahead of time [13]. Then for those
pairs of vertices, we first construct a shortest search path based on a unique neighbor of the
starting vertex with a larger iso-level and the ending vertex. In order to determine how the
arc best follows the path for the two vertices, we sweep along the path and generate the
needed level sets. These level sets can then be further processed to extract their centroids,
which give the arc trajectory when ordered by traversal. Once all arcs are formed, the
required edges for the Reeb graph are now ready for rendering.
Because the graph is embedded within the 3D model, it is possible for the user to intuit
the features directly, as it contains a straightforward correspondence to the function being
represented on the manifold. In the event of high-density noise, however, this may result in
a cluttered visualization, as can be seen in Figure 2.12. The primary features to look for are
the placements of the nodes, which are represented as blue dots on the manifold, and the
arc trajectories and flow between those blue dots, which are represented as red curves. If
the graph is very noisy, visual clustering may occur, which could still be used to ascertain
whether two functions are different or not.

2.3.4 Persistence Diagrams
Persistence diagrams, see Figure 2.13, are scatterplots that can be used to illustrate the
birth-death pairs of topological data for contour trees or Reeb graphs. Using persistence
diagrams gives a stable view of the function from a topological standpoint, as it shows the
relationship of critical points of the function over a manifold, as found by the Reeb graph.
The idea is that different features will have some noticeable impact on the visualization, and
this is quantified by understanding how long they persist. For Reeb graphs, an example of
a feature can be seen in observing edges between two critical points on the graph. If the
function distance between the two critical points is very short, then we can assume it is no
more than noise. If it is very long, however, then we may assume it is an important part of
the skeleton that we should be paying attention to.
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Figure 2.12: An example of a Reeb graph with very noisy data. This shows how the
individual details of the graph get lost, and instead, visual clustering of edge connections
and node placements are observed.

Figure 2.13: Two examples of persistence diagrams are shown for a torus. These are the
same as those in Figure 2.9. It is immediately obvious that the two are very different, as
the persistent features for the left view stick out much further than for the right. As well,
the right view has a many low persistence features, likely signifying noise in the function,
scattered all across the diagonal line.
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The horizontal axis maps the birth of a feature, while the vertical axis maps its death.
The ranged of the values is based on the function domain, as they represent the entry and
exit points for the features in the Reeb graph. So a point on this plot will represent a
birth-death pair simply based on its x-/y-position.
The points are also color encoded for the type of feature they represent. In this case,
they would represent the type of critical point pairs that an arc (or set of arcs, as tunnels
are possible) would be connected with. The blue dot represents local minimum or maximum
paired with a saddle. The red dot represents arcs that are connected with a saddle to another
saddle. In other words, the red dots are holes/tunnels in the manifold.
The persistence diagram also has a diagonal line through the middle of the plot. This is
what holds zero persistence. The name implies the meaning, as feature points that appear on
or near this line have the same birth and death time. Consequently, any point that lies close
to this line is considered to be a small, barely persistent feature, and up to a user-selected
threshold, can be disregarded and considered noise. This makes the diagonal line very useful
in quickly spotting any notable features, as any genuinely persistent features of the function
will stick out, often appearing very far away from the diagonal line.
When evaluating data with the persistent diagram, the first thing to note are the points
that lie far away from the diagonal, as those denote the more persistent features of the
function, as well as their color/type. Then, one may also notice the distribution of points
as they lie along the diagonal, and then any additional clustering patterns would also be
noticed and used for comparison with other such charts.
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Chapter 3: Experimental Design

3.1

Dataset Generation

3.1.1 Model Selection
The first step of the data generation process was to determine which models to use.
We opted for models that were familiar shapes, to help reduce the overall cognitive strain
in interpreting the model and the function. As a basic requirement, all needed to be 2manifold triangle meshes embedded in 3D space. As such, we have chosen biological models
from human anatomy and animal kingdom. For each, we have selected three subcategories:
1. Anatomical: Busts and statues (see Figure 3.1)
2. Anatomical: Internal organs and structures (see Figure 3.2)
3. Anatomical: Body parts, e.g., hands and feet (see Figure 3.3)
4. Animal: Land animals (see Figure 3.4)
5. Animal: Sea animals (see Figure 3.5)
6. Animal: Avian animals (see Figure 3.6)
For each category, we have selected four models to avoid categorical bias. The golden
retriever, the horse, the lion, the rabbit, the skull, the tooth, the turtle, the shark, the fish,
the owl, the parrot, and the sparrow-like bird come from the Princeton Shape Benchmark
repository [23]. The windfish, the bimba and bust models, and the hands are provided by
the AIMS@SHAPE repository [24]. The torus model comes as the default shape used in
the modeling software Blender 3D [25]. The heart and kidney are provided by BlueLink
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Figure 3.1: The anatomical bust models used: bimba, bust, frederick, and lincoln.

Figure 3.2: The anatomical organ/structure models: heart, kidney, skull, and tooth.

Figure 3.3: The anatomy models used: handFist, handPointPrep, foot1, and foot2.
Anatomy of the University of Michigan [26, 27]. The duck model, the busts of Abraham
Lincoln and Frederick Douglass, and both of the feet models were acquired from the website
Free3D by username “printablemodels” [28] and used under the doctrine of Fair Use for
research and scholarly purposes.
To ensure soundness in geometric reasoning, we verified that the models are proper 2manifold triangle meshes using MeshLab [29]. The models were also prepared and cleaned
using Blender 3D’s mesh re-topology and malformed mesh detection tools, and finally, they
were exported to a web-friendly format and orientation.
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Figure 3.4: The land animal models used: goldenRetriever, lion, rabbit, and horse.

Figure 3.5: The sea animal models used: turtle, shark, fish, and windfish.

Figure 3.6: The avian animal models used: owl, parrot, bird, and duck.
3.1.2 Function Generation
For this experiment, we focused on generating isotropic 3D Gaussian functions that would
apply across the surface of the model.
 

(x − xo )2 (y − yo )2 (z − zo )2
f (x, y) = A · exp −
+
+
2
2σX
2σY2
2σZ2
The parameters for producing a single isotropic 3D Gaussian function were the amplitude,
A, the source position, (x0 , y0 , z0 ), and the standard deviation vector, (σX , σY , σZ ), which
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was uniform. For each vertex of the mesh, the Gaussian function would be calculated for
the vertex position, (x, y, z).
In addition to Gaussian features, we included the ability to insert 3D Perlin noise. The
input to the noise calculation was the desired signal-to-noise ratio (SNR). Using the known
signal amplitude, A, the 3D Perlin noise was scaled, N = SN R/A, based upon the SNR,
and its contribution added to the function value of all vertices.

3.1.3 Function Selection
For each trial, we generated three separate functions for comparison: a baseline and two
others, which would appear to the left or right of the baseline.
For a given baseline, we considered the following inputs: the amplitude of the Gaussian
signal, the position of that signal, the SNR, and the number of signal features. The position
is a point on the surface of the model. If there were more than one feature to consider, only
one would have the amplitude input applied, while the others all shared an amplitude of 1.0.
To generate a function set, the following parameter inputs are needed: the type of function
variation, the desired SNR, the desired “spread” in the variation as A0 distance, two values
A0 and A1 for which |A0 − A1 | = A0 , and the number of features. Any parameters not
specified were fixed to a standard value, like the amplitude of the signal (1.0), the epsilon
for thresholding (0.1), and the standard deviation vector (a unit vector). For each trial,
the baseline dataset always received an amplitude of 1.0, and its position on the model was
randomly selected. Other factors like signal-to-noise, and the number of features, remained
constant between the three datasets.
There were two variations of the Gaussian function we considered for each trial: position
and amplitude. A 1D demonstration of the types of variations can be seen in Figure 3.7.
For positional variation, the location between the signal sources was varied. For amplitude
variation, between the datasets in an experiment, only the amplitude of a single signal is
changed, not the position.
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(a)

(b)

Figure 3.7: We show 1D examples of the variation types used. (a) shows the
position-based variation for a Gaussian signal, while (b) shows the amplitude-based
variation.
For position variation type three vertices on the model were chosen. The first was chosen
randomly and used as the baseline. The other two were selected at a geodesic distance away
from the first point, and used for both the left and right visualizations, based on the distance
values A0 and A1 , respectively. The remaining features were separate points and did not
vary between the three visualizations. Thus they could be chosen randomly as vertices in
one pass. Using the vertices, three functions were calculated, one for each visualization,
combined with the features that do not change between the three. An example of this can
be seen in Figure 3.8(a).
If the variation type was amplitude-based, the process is nearly the same as with positional variation, with two key differences. 1) Between the three visualizations, they will
share the same vertex, only the amplitude strength of the applied Gaussian function varies.
2) To account for the change in amplitude below and above the fixed value of 1.0. The range
of values for the left and right visualization is from −0.75 to +0.75. The selected values act
as offsets to the baseline’s amplitude. Then for each vertex, the Gaussian signal’s strength
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(a)

(b)

Figure 3.8: We show 1D examples of how we measure each variation. Note that the figure
shows example configurations between the three reference Gaussian signals. However, A0
and A1 can be either left or right of B for (b) or below or above B for (a). A0 then is still
the total distance between A0 and A1 . (a) shows that A0 is the measure of the distance
between the positions A0 and A1 , which are calculated as geodesic offsets of the reference
position B. (b) shows that A0 is the measure of the distance between the amplitudes A0
and A1 , which are calculated based on offsets of the reference amplitude B.
to the vertex was computed accounting for the adjusted amplitudes. An example of this can
be seen in Figure 3.8(b).
Once the input parameters were determined, three individual functions are generated
based on the variation type. The three functions are the baseline function, the left function,
and the right function, resembling what visualizations to show the end-user during experimentation. When generating each of the functions, we configured the generation based on
the following.
The SNR was selected from a value range of [60, 90]. We chose this range through visual
experimentation before running the trials. This is because anything outside of the range was
either too noisy or too simple.
For the number of features, we selected a value from the range [2, 9]. We chose this
number using visual inspection, such that the task would be neither too easy nor too hard.
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As for the parameters involving variation between the visualizations, this needs to be
categorized further. Suppose that in either the case of position or amplitude, the baseline
has a reference configuration called B. Let there be two other configurations called A0 and
A1 , which will vary from B by either position or amplitude, according to the type of function
being generated. A0 and A1 are chosen from the range of [−.75, .75] in the case of scale, and
[0, 1.5] in the case of position. The reason for this is that due to the manifold fitting within a
unit cube, any larger a value range may risk visual complications due to unintended overlap,
e.g., the geodesic distance may cause the position to wrap around closer to the baseline. The
distance between A0 and A1 we call A0 . Thus it is the parameter A0 that we consider the
input value, and from it, various pairs of A0 and A1 are generated for the functions. A0 is
selected from the range [0.05, 0.4], as anything below 0.05 would be too small to detect a
meaningful change, while anything above 0.4 would be too obvious a change, as determined
by visual inspection.

3.1.4 Dataset Generation Process
We ran batch scripts to generate thousands of functions on the models, each depending on
the amplitude, signal-to-noise ratio, and the number of signal sources for a given experiment.
For each experiment, a total of three functions were produced: one for the baseline, and two
for comparison points in the final visualization. Once each Gaussian function was generated,
they were then passed on to the rest of the pipeline to produce contour-line mesh data for
isocontours using the simplex version of the Marching Squares algorithm [20]. The function
and contour data also lead to 3D graph objects for the Reeb graphs. A preprocessing step
was required to convert the function into usable Reeb graph data. For this, ReCon was used
to produce the Reeb graph as needed. The Reeb graph was used to generate the persistence
diagrams using the Propagate and Pair algorithm [30]. It was then copied over to a web
server to host the data for user queries, along with the necessary metadata.
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3.2

Visualization Experiment Setup

3.2.1 Visualization Setup
In this experiment, we opted to utilize visualizations of arbitrary functions as applied to
a 3D model. This setup mimics the nature of most problem domains, especially for diagnoses
(video games, geographic modeling, medical, etc.). An orbiting camera is employed to enable
the user to peruse the model and look from any angle to observe features otherwise blocked
by the traditional static 3D image setup. This layer of interactivity is minimal and only
addresses the immediate needs to effectively make decisions for the data at hand. For this
to work, however, we needed a large variety of possible datasets to describe the situations
and experimental conditions to test the user’s perception. For color maps, since we are only
concerned with the user detecting the larger difference, it is unnecessary to add a color scale.
Each trial prompts the user with three visualizations, a baseline visualization which is in
the center, and a left and a right visualization. The left and right visualization deviate from
the baseline in some way, and those deviations are recorded as a00 and a01 . Exactly which
visualization has which deviation is recorded in, and an additional parameter randomly
chosen during the experiment that tracks when the choice selection is flipped. The user is
then tasked with determining, if possible, which of the two visualizations are more similar
to the baseline visualization. If they are unable to answer this with any confidence, they can
opt-out of answering the question. Take the deviations of a00 and a01 , and find the distance
between them, and call that a0 . The goal then is to see for a variety of conditions how
small a0 can get with a clear and correct answer. On this basis, we establish the perceptual
strength of a given visualization type for a variety of factors.
For both variation types, we are testing to see how well each visualization displays differences in the position of signals, with respect to a baseline for comparison. Since each trial
has three visualizations, the central one being the baseline, the difference of signal offsets
between the left and right visualizations are measured as A0 . We test to see which visualiza-
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tions best aid the users to correctly make a comparison with the baseline, as well as what
the smallest A0 is for each.

3.2.2 Front End Interface
THREEJS was used to write the front end interface [31]. The experiment setup is as
follows: we ask each user with 48 questions. For each, one of the four visualization types is
chosen (Reeb graph, isocontour, color map, or persistence diagram). We then present three
of the selected visualization: one baseline figure and two that deviate from that baseline
either by position or amplitude. We then ask the user which of the two figures is closer in
similarity to the baseline figure. The user has the option to either pick the first option or
the second or to say they do not know the answer. This response, along with other metrics,
is sent to the server, and we proceed to the next question.
To ensure no bias occurs in the process of delivering the questions to the users, the
visualization order and the question order is completely randomized. We take the Lease
Common Multiple of each attribute (i.e., signal-to-noise, number of features, amplitude,
etc.), and produce a randomized queue. To equalize the distribution, we use bucket counters
to ensure that there is an equal number of instances in the randomized queue for each
attribute needed. Finally, we employ the Fischer Yates shuffle algorithm [32] to ensure
everything is randomized with an equally likely probability of being chosen.
The entire user experience is as follows: Once the user visits the website link, they are
taken to an instruction page containing the first layer of instructions briefly describing the
overall structure of the experiment, as well as things to check for to ensure the smooth operation of the experiment. Next, they are taken to a demographics page where they can answer
any questions about themselves. After this, there are two sections. The tutorial section
goes through each feature of the experimental interface, including all of the visualization
types and interactivity capabilities using a test model and function so that the user can be
introduced to all necessary components for proper interaction with the experiment. The
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practice section lets the user run through a practice session with a test model and function
to make sure they can answer the questions as correctly as possible. In the event of incorrect
answers, a hint is provided to steer them in the right direction. By the time they reach the
secondary instruction page, they are trained enough to actually undergo the experiment.
The secondary instruction page just provides some final notes and remarks. From there, the
user proceeds to answer 48 questions to the best of their ability describing whether the left
or right visualization is more similar to the baseline visualization. The exact mechanics of
each experiment trial is described in more detail earlier in this subsection.

3.2.3 Data Collection
The data from each subject is recorded into a JSON document. Each record contains
their subject ID, session metadata (timestamp, IP address, etc.), mouse metadata (number of
clicks, which view clicked), question attributes, and answers are all recorded and concurrently
validated in this database system. This database, along with the generated datasets, are
analyzed.

30

Chapter 4: Evaluation

4.1

Hypothesis
Since two variables, amplitude and position, are being used to evaluate user performance

on visualizations, and those functions have separate criteria to determine accuracy for each
trial, the hypotheses were established to account for each function and then help paint a
picture for a larger viewpoint. It should be noted that before conducting the first trial, we
were not entirely sure how the perception parameters would play out, and so we could only
make an educated guess. As a result, this particular study would serve well as a preliminary
study to a more exhaustive experiment in the future.
For each trial, we compare the performance of four visualizations: color maps, isocontours, Reeb graphs, and persistence diagrams with respect to accuracy and confidence. Based
on our observations while designing the experiment and visualizations, the following describes
how we believed they would perform for each function type.

4.1.1 Positional Variation Accuracy
Color maps, we believed would work best for most scenarios because of the intuitive
nature of directly overlaying a function over a model with a color scale. We believed that
with the right color scale to aid in human perception, important details would pop up quickly
and be grasped easily.
We believed isocontours would be second best because though the topological contours
are constructed in a manner that humans can visually understand. Working against it, at
certain densities, isocontours can be cluttered. Still, they allow for seeing the flow of the
topology around the model.
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Initially, we believed Reeb graphs would not do well with positional data because it
constructs an abstraction of the topology, which emphasizes more about the connectivity of
topology than the function itself. Nevertheless, due to the direct 3D embedding, we suspect
this may enable viewing differences between functions by virtue of placement of the vertices
and edges over the model.
We believe that persistence diagrams will do the worst in this category because of the fact
they mainly detect the scale of topological features, regardless of position. For this reason,
we believe that it will not render any useful information for users looking for a positional
change.
Thus, we have the first hypothesis, H1, which states: for positional-based accuracy for
visualizations, color maps will perform the best, isocontours will be second best, followed by
Reeb graphs, and finally persistence diagrams.

4.1.2 Amplitude Variation Accuracy
From visual practice trials during design, it was found that color maps were extremely
helpful in detecting differences of amplitude, while the rest were not as effective. For this
reason, we believed that color maps would do the best.
Persistence diagrams we believed would be second best because the nature of persistence
lends itself to identifying features of larger amplitudes, while other noisier amplitudes are
minuscule in the visualization. The only reason it comes second best is that we believe color
maps are far more intuitive.
Isocontours we believed would be third best because the contour rings adjust intuitively
to changes in amplitude, but again, too many rings cluttered the view.
We suspected that Reeb graphs would do the worst in this area because of the sheer
visual noise introduced in the 3D embedding. Such clutter would make it very hard to do
any effective decision making. Though it may do better than it would in the positional

32

variation because of the visible feature changes to be tracked, it likely will not do better
than the other visualizations in the amplitude variation category.
Thus, we have the second hypothesis, H2, which states: for amplitude-based accuracy for
visualizations, color maps would perform the best, persistence diagrams will be second best,
followed by isocontours, and finally Reeb graphs.

4.1.3 Confidence for Both Variation Types
Confidence in our context is a measure of how often the user answers the question, in
other words not selecting the “Unsure” option during the experiment. Although it is mostly
unclear how well each visualization would perform in this aspect, we have some idea as
to what to expect. Persistence diagrams we believed would be the highest in confidence
because it is a scatterplot. Thus, it would be very familiar to many people, not subject to
rendering issues, such as occlusion, and inherit some abilities for correlation judgment [33].
Though we believe it would perform the highest, there have been studies to indicate that
scatterplots could suffer from the problem of overdrawing, which may affect the results of this
hypothesis [34]. We believe that color maps would have the lowest confidence overall because
of the ambiguity in perceptual color models [6, 17]. Thus users may have more difficulty
understanding more nuanced features apart from noise patterns. We also suspected that
noise would be detrimental for isocontours and Reeb graph visualizations. Still, we suspect
it would be more so for the case for Reeb graphs, as the graphs would attempt to draw all
of the features, even the noisy parts of the function, which would lead to dramatic visual
clutter.
Thus, our the third hypothesis, H3, states that: irrespective of function type, persistence
diagrams will have the highest confidence followed by isocontours, then Reeb graph, and
finally, color maps.
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4.2

Running the Experiment
We conducted the experiment using Amazon Mechanical Turk and the web server de-

scribed in chapter 3. There were 40 participants in all, of which only 1 gave problematic
data (i.e., the participant failed to engage with the study, answering every question with
“Unsure”). For 39 remaining participants, 48 trials were conducted for each. Thus there are
a total of 1,872 stimuli used in the evaluation.
For the 39 participants, 13 were female, 24 were male, and 2 did not disclose their gender.
The ages of the participants range from 18 yrs to 65 yrs old. The most common age is 25 yrs
old. 19 participants reported needing corrected vision. The majority of participants claimed
to have low-to-moderate knowledge of visualization (on a scale from 1 to 5), ranging from 2
to 3. Each age group had a high distribution of moderate skill, while those who claimed to
have extremely high or low skill were outliers.

4.3

Data Analysis Methodology
Once the data was collected, we used Jupyter Lab and the Pandas framework for Python

to analyze the data and gather the needed statistics for accuracy and confidence. In order to
compare results between the visualization categories, along with any relevant sub-categories,
we used A/B testing to calculate the effect size and statistical significance (i.e., p-value). The
effect size represents the relative difference between two visualization categories in terms of
performance (either with determining positional or amplitude variation or with illustrating
confidence).
The measure of accuracy for each visualization was calculated as follows: for every trial in
which there was an attempt (that is, the user did not select “Unsure” in the trial), calculate
the percentage of trials for which the user correctly chose the visualization, per the rules for
the variation type being tested.
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The measure for confidence was as follows: for every trial, attempt or no attempt, calculate the percentage of trials where the user was provided an answer (i.e., selecting left or
right). This would also cover edge cases where the user timed out on a question.

4.4

Findings
For our analysis, we focus on two categories: amplitude and positional variation. Cor-

rectness was defined as a measure of whether the user correctly selected the most similar
visualization or not. In the case of positional variation, it was a simple check to see if the
user selected the visualization that had a smaller distance from the baseline. For amplitude
variation, first, the amplitude settings had to be shifted by half of the specified range in the
dataset generation to account for the fact that amplitude changes can be two-tailed, either
being smaller or larger than the baseline. Once that correction was factored in, we evaluated
whether the user correctly selected the visualization, which had a smaller amplitude distance
from the baseline.

4.4.1 Accuracy in Positional Variation
For our positional variation hypothesis, H1, we will refer to Table 4.1. Here the results completely diverge from our hypothesis. For the most part, it can be shown that
the topologically-based visualizations (both the Reeb graph and persistence diagrams), performed better than the more intuitive/familiar visualizations and that the familiar visualizations actually performed slightly worse than just simply making a random guess. Reeb graphs
performed the best, persistence diagrams performed second best, isocontours performed third
best, and color maps performed the worst. The difference between Reeb graphs and color
maps in performance roughly spans a 10% margin. There could be any number of reasons
for the outstanding performance of Reeb graphs. We suspect that the Reeb graph does a
better job of directly embedding the central position of the features into the visualization,
compared to than any of the other visualizations.
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Table 4.1: Summary table showing results for the positional variation. The table indicates
the observed confidence and accuracy for the total sample pool of trials. Confidence was
measured as (#correct + #incorrect)/(#correct + #incorrect + #unsure), and accuracy
was measured as #correct/(#correct + #incorrect).

Positional Performance
Method
Confidence Accuracy
Reeb graph
94.3%
58.1%
Persistence diagrams
94.7%
54.3%
Isocontours
95.0%
49.6%
Color maps
88.6%
48.3%
Table 4.2: A/B testing for positional accuracy showing relative improvement. The
methods on the left (A) are tested against the method on the bottom (B). Positive
numbers mean the method on the left (A) performed better than the method on the
bottom (B). Statistically significant results, i.e., p < 0.05 are bolded.

6.98%
(p = 0.210)

Reeb graph
Persistence diagrams
A
Isocontours
Color maps

-6.98%
(p = 0.210)
-17.3%
(p = 0.035)
-20.4%
(p = 0.021)
Reeb graph

17.3%
(p = 0.035)
9.67%
(p = 0.153)

-9.67%
(p = 0.153)
-12.6%
(p = 0.103)
Persistence
diagram

20.4%
(p = 0.021)
12.6%
(p = 0.103)
2.65%
(p = 0.396)

-2.65%
(p = 0.396)
Isocontours

Color maps

B
Table 4.2 shows the A/B test results for positional variation accuracy. Here statistical
significance highlights that the Reeb graph’s improvement over color maps and isocontours
was not by chance and that users did perform better. Reeb graphs outperformed persistence
diagrams, though not with statistical significance, making it worthwhile to study further.
Although persistence diagrams perform better than isocontours and color maps, it is again,
not statistically significant, so that no definite statement regarding the performance between
these can be stated. Finally, isocontours and color maps effectively performed identically. As
to the points that did not show statistical significance, further testing is required to confirm
the trends indicated in this study.
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4.4.2 Accuracy in Amplitude Variation
Table 4.3 will be used to discuss the performance of the visualizations with respect
to the amplitude variation hypotheses, H2. Here we can see that for the accuracy, the
results reasonably lined up with our hypothesis. Color maps performed the best. This
was expected since color maps naturally show scale and intensity by virtue of how human
perception handles brighter colors against a darker background [6, 17]. What was surprising
was the staggering difference by which color maps performed better when compared to the
other visualizations, as it was better than the others by at least 20%. Following color maps,
persistence diagrams and isocontour visualizations performed similarly. Predictably, Reeb
graphs did the worst, being only slightly better than random guessing.
Table 4.4 shows the A/B testings results for amplitude variation accuracy. The strongest
indicators of statistical significance were between every visualization and the color map,
where p < 0.001. This is due to the high relative accuracy achieved with the color map.
The persistence diagram and isocontours had a high p-value, likely indicating very little
confidence that one did better than the other. Overall they seem to perform roughly the
same. As for Reeb graphs, it did comparatively worse than every other visual technique, but
with the exception of the color map, the p-values in Reeb graphs row do not indicate strong
confidence in the result, likely requiring more testing before being certain.
Table 4.3: Summary table showing results for the amplitude variation. The table
indicates the observed confidence and accuracy for the total sample pool of trials.
Confidence was measured as
(#correct + #incorrect)/(#correct + #incorrect + #unsure), and accuracy was measured
as #correct/(#correct + #incorrect). Accuracy was based on if the user chose the
visualization in which the source signal had a closer amplitude distance to the baseline.

Amplitude Performance
Method
Confidence Accuracy
Reeb graph
94.2%
52.7%
Persistence diagrams
94.2%
57.5%
Isocontours
93.5%
56.7%
Color maps
90.4%
76.4%
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Table 4.4: A/B testing for amplitude accuracy measuring the relative improvement. The
methods on the left (A) are tested against the method on the bottom (B). Positive
numbers mean the method on the left (A) performed better than the method on the
bottom (B). Statistically significant results, i.e., p < 0.05 are bolded.

-9.29%
(p = 0.152)

Reeb graph
Persistence diagrams
A
Isocontours
Color maps

9.29%
(p = 0.152)
7.65%
(p = 0.197)
45.1%
(p < 0.001)
Reeb graph

-7.65%
(p = 0.197)
1.53%
(p = 0.428)

-1.53%
(p = 0.428)
32.7%
(p < 0.001)
Persistence
diagram

-45.1%
(p < 0.001)
-32.7%
(p < 0.001)
-34.8%
(p < 0.001)

34.8%
(p < 0.001)
Isocontours

Color maps

B
4.4.3 Confidence
We now discuss results for our hypothesis for confidence for both types of variation,
H3. On the whole, we can see that the results largely diverge from our hypothesis. In
Table 4.1, though there is a defined ordering, once again, the differences between the top
three are minute (less than 1% difference between each of them). This time, however,
isocontours showed the highest confidence, which defied our expectations. In Table 4.3, it
can be seen that the two topological methods tie in confidence. In contrast, the intuitive
methods only have slightly lower confidence (with differences less than 5%), which already
violates our hypothesis for a clear ranking order among the visualizations. Reeb graphs
especially performed much better in this respect than we had initially thought.
The only finding between both of these tables that was consistent with our hypothesis
was that color maps would rank the lowest in confidence.
Table 4.5 shows the comparison results for positional variation confidence. One very
interesting thing to note here is that there is high statistical significance for the cells relating
to color maps. These cells indicate that every other visualization technique showed roughly
6-7% definite improvement for confidence compared to color maps. When paired with the
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Table 4.5: A/B testing of positional confidence for the relative improvement. The
methods on the left (A) are tested against the method on the bottom (B). Positive
numbers mean the method on the left (A) performed better than the method on the
bottom (B). Statistically significant results, i.e., p < 0.05 are bolded.

-0.01%
(p = .490)

Reeb graph
Persistence diagrams
A
Isocontours
Color maps

0.01%
(p = 0.490)
0.65%
(p = 0.384)
-6.38%
(p = 0.015)
Reeb graph

-0.65%
(p = 0.384)
-0.28%
(p = 0.448)

0.28%
(p = 0.448)
-6.77%
(p = 0.009)
Persistence
diagram

6.38%
(p = 0.015)
6.77%
(p = 0.009)
7.07%
(p = 0.007)

-7.07%
(p = 0.007)
Isocontours

Color maps

B
accuracy results from Table 4.1, this may indicate that color maps are not well suited to
position-based tasks. However, it is important to note that further testing with different
experimental variables is required before saying for certain. For positional variation, the
direct relationship between confidence and accuracy becomes muddied. Color maps are still
shown to have the least confidence, but this time they also perform the worst, which is a
straightforward result as compared to the results with amplitude variation. Reeb graphs
do not have the lowest confidence, but they do not have the highest either, even though
they perform the best. Persistence diagrams have the second-highest confidence and the
second-best performance for accuracy. Isocontours have the highest confidence, with the
second-worst performance.
For amplitude variation, Table 4.6 shows the comparisons of results for amplitude variation confidence. None of the cells in this table indicate a p-value with statistical significance, so no definitive conclusions can be made without further testing. Nevertheless, we
can observe a mostly inverse relationship between the confidence and the accuracy for each
visualization. For instance, the Reeb graph and persistence diagrams have the highest confidence, but the worst performance, while the color map has the lowest confidence, but the
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Table 4.6: A/B testing of amplitude confidence for the relative improvement. The
methods on the left (A) are tested against the method on the bottom (B). Positive
numbers mean the method on the left (A) performed better than the method on the
bottom (B). Statistically significant results, i.e., p < 0.05 are bolded.

-0.01%
(p = 0.490)

Reeb graph
Persistence diagrams
A
Isocontours
Color maps

0.01%
(p = 0.490)
-0.68%
(p = 0.388)
-4.19%
(p = 0.060)
Reeb graph

0.68%
(p = 0.388)
0.74%
(p = 0.380)

-0.74%
(p = 0.380)
-4.26%
(p = 0.059)
Persistence
diagram

4.19%
(p = 0.060)
4.26%
(p = 0.059)
3.49%
(p = 0.103)

-3.49%
(p = 0.103)
Isocontours

Color maps

B
best performance. Isocontours are considered third-lowest confidence, but the accuracy is
almost on par with persistence diagrams.
The main feature that seems consistent across both variation types is that color maps
have the lowest confidence in both contexts, but as to which visualization performs the best,
which one has the highest confidence, and how those things seem to relate, differs wildly per
variation type.
As for why the Reeb graph, isocontours, and persistence diagrams enable high confidence
in both cases, this is unknown. It may be that the visualization is so noisy and chaotic that
it causes the user to immediately make a snap judgment due to the strain of attempting to
comprehend the visualization. This is also likely to occur in situations with a low signal-tonoise ratio, or where there are multiple features present, causing thousands of little features
to be pasted onto the screen in a jumbled mess. It is interesting then, that despite the
apparent mess that users are still somehow able to perform better than randomly guessing.
Another thing that is interesting to note is that despite the apparent difficulty of the
questions (some of the users had provided feedback explicitly stating that the experiments
were challenging), and in practically all cases, when compared to the total sample size of
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the trials per visualization and function, confidence was very high throughout. “Unsure”
responses only accounted for less than 10% of the responses. This means that for the vast
majority of the experiments, the users opted to answer as much as they could. What kind
of statement this makes regarding human psychology when faced with uncertain situations
would be material for a future study.

4.5

Discussion
There was a category of analysis that was left out of the findings. Primarily, the experi-

ment was set up to evaluate the influence of different values of A0 , i.e., the smallest distance
that the user would be able to perceive a noticeable change beyond random guessing. The
main reason this was left out of any conclusive findings was that the data did not prove
conclusive enough to make any definite trends in this study. This is primarily because the
sample size from the experiment was too sparse so that no generalizations could be made
without significant error. But what was found is still interesting enough to merit discussion.

4.5.1 Positional Variation
Figure 4.1 summarizes the findings of the experiment as divided up by A0 and visualization
type for positional variation. The four visualization types are color-coded per the legend in
the figure. The Y-axis shows the accuracy of each trial (ranging from 0% to 100%), and
the X-axis shows the A0 values. Here the trends are chaotic. For the most part though,
it appears that Reeb graphs do better compared to other types of visualization at various
points along the X-axis. Also, the fact that Reeb graphs have a clear downward trending
line may show that its efficacy is not dominant, and further study would be required to see
if the trend itself continues to worsen. Persistence diagrams also have a downward trend,
but otherwise seem only to be slightly worse than Reeb graphs, exceeding it at some points
in the X-axis. The Reeb graph has two peaks at A0 = 0.05 and A0 = 0.35, both with 68%
accuracy. At A0 = 0.2, it is only slightly better than random guessing, and at A0 = 0.4, it
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Figure 4.1: The results are summarized for the positional variation against A0 . The
X-axis contains the intervals of A0 , while the Y-axis contains the accuracy. Each of the
visualization types is color-coded: blue for color maps, grey for persistence diagrams,
yellow for Reeb graphs, and orange for isocontours.
is actually slightly worse than random guessing. However, due to these two peaks spread
across the curve, it becomes very challenging to discern the smallest perceptible difference.
Isocontours seem to be the worst-performing at A0 = 0.2, with 35% accuracy for the entire
chart. Despite this, isocontours also have the best accuracy at A0 = 0.3 with an accuracy of
69%. This is the only peak for the isocontour curve but helps to substantiate the upward
trend for isocontours. There is no way to discern the smallest perceptible difference, as it
seems to fluctuate across the curve and even worsens beyond A0 = 0.3.
Persistence diagrams, in general, have similar performance characteristics to Reeb graphs,
but there is no discernible peak in performance. It seems to follow the same downward trend
as Reeb graphs. At a few points in the chart, it is no better than random guessing, and at
A0 = 0.35, it is actually worse than random guessing, with 48% accuracy. At A0 = 0.1, it
does the best at 64% accuracy.
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Color maps generally performed worst overall, but they do not have any of the lows of
isocontours, nor any significant peaks in performance except for at A0 = 0.4, where it did
better than every other visualization. This potentially indicates that color maps become
more intuitive as the distance increases. At A0 = 0.35, the accuracy becomes larger than
random guessing by a non-trivial amount at 54%, and obviously more so at A0 = 0.4 at
68% accuracy. This might imply that the boundary for smallest useful perception may lie
somewhere at A0 = .35, whether larger or smaller, is yet to be determined, however. Color
maps have the clearest uptrend of any of the visualizations, and it is very likely to see it
improve as A0 increases.

4.5.2 Amplitude Variation
Figure 4.2 summarizes the findings of the experiment as divided up by A0 and visualization type for amplitude variation. The conventions for this figure are the same as those
for Figure 4.1. Generally, it can be seen, with exception to A0 = 0.05, that the color map
visualization performs above every other visualization. It’s underlying trend line also indicates an upward increase in accuracy, however without more data points on the X-axis, this
would be hard to prove, as the maximum of the color map curve lies around A0 = 0.2 (with
an accuracy of 87.5%) and plateaus from there. At A0 = 0.05, its accuracy is approximately
0.52, which is only slightly better than random guessing, but at A0 = 0.1, it jumps up significantly to 70% accuracy. This may suggest that the boundary of comprehension for the
smallest perceptible difference lies in between A0 = 0.05 and A0 = 0.1, but exactly what that
is, remains unclear, as linear interpolation was used to render the chart.
The other visualization types, in comparison, have no clear trend. Persistence diagrams
have a very slight upward trend, but due to the fluctuations in the data, it is unclear if the
trend indicates anything noteworthy. The same issue exists for Reeb graphs as well, though
it appears the overall trend is flat. Isocontours, however, have a bit of a downward trend,
apparently indicating they get harder to read as the A0 increases.
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Figure 4.2: The results are summarized for the amplitude variation against A0 . The
X-axis contains the intervals of A0 , while the Y-axis contains the accuracy. Each of the
visualization types is color-coded: blue for color maps, grey for persistence diagrams,
yellow for Reeb graphs, and orange for isocontours.
Interestingly, both persistence diagrams and Reeb graphs indicate an accuracy higher
than random guessing at A0 = 0.05, exceeding the performance of color maps, with 60%
and 59% accuracy, respectively. This is likely because the visualization begins to represent
a positional based trial at such small amplitude fluctuations. The maximum for persistence
diagrams is at A0 = 0.35, but due to the fluctuating performance around it, no clear monotonic trend can be established. Reeb graphs have a maximum performance at A0 = 0.4 with
an accuracy of 62%. But for similar reasons, no monotonic trend can be reasonably established. Because no such trends can be established, and in multiple points along the X-axis
performance is worse than random guessing, we are unable to discern what the smallest
perceptible difference is for these visualization types, given that it works well with some, but
works poorly with others.
Isocontours appear to be the middle of the road as far as comparisons go, and are relatively stable when compared to persistence diagrams and Reeb graphs. In some measure44

ments, it mostly performs better than Reeb graphs, but not so with the persistence diagrams.
Its peaks are at A0 = 0.1 and A0 = 0.35, with 62% and 64% accuracy, respectively.
In both the positional and amplitude variation comparison charts, there was a signficant
amount of ambiguity. A further study may attempt to evaluate the performance of these
visualizations with respect to extra parameters like the signal-to-noise ratio or the number
of features present, with higher sample counts dedicated to each in order to better ascertain
any hidden correlations that might explain what we see here.
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Chapter 5: Conclusion

In this study, we conducted an experiment for four types of visualizations: color maps,
isocontours, persistence diagrams, and Reeb graphs. The experiment would gauge two factors for each visualization: 1) how likely would users ascertain the correct answer using the
visualization as a reference, and 2) how much uncertainty would be observed for that visualization. We set out with the chief aim of understanding the efficacy of the Reeb graph and
persistence diagram as compared to other visualizations.
The experiment was conducted with respect to two variations of the Gaussian function,
one in which the position of the source signal would fluctuate, and the other in which the
amplitude would fluctuate. Though many of our results remain inconclusive, they hint
at the Reeb graph performing best for variations of position and color maps performing
best for variations of amplitude. The utility of other methods in these scenarios remains
unclear. The results were interesting in that it partially confirmed our hypotheses as to
which visualizations would achieve the best accuracy for the variation types.
As for confidence, some aspects of it were predictable, like the fact that color maps had
the lowest confidence, regardless of the variation type, but it proved to be more nuanced for
nearly every other visualization type.
Overall, this study remained inconclusive in several respects, such as the fact that not all
visualizations have a clear comparison point, and the fact we were unable to pinpoint a clear
boundary in which configuration produced the best results. However, a more refined search
over the parameter space outlined in the experiment design could yield very interesting finds
as to the real efficacy of these visualizations.
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This work was performed primarily as a preliminary study to open the door to future
work on projects detailing Topological Data Analysis for Reeb graphs. As such, there are
several items to work on to make future studies more fruitful.

5.1

Future Work

5.1.1 Model Selection and Data Generation
Some models proved to be problematic for input verification, so we had to prune them
down to 24 models. There were enough models in each category to prevent categorical bias
for the subject matter, but it limited the total number of scenarios we could test. Future
work would include adding robustness features to enable more models to be used. As well, for
some of the models which were pruned, we could not guarantee a proper fit for the geodesic
point calculation, preventing us from generating the needed functions. Further future work
would include verifying how to have all models use a feasible geodesic point for data set
generation.
One of the more painful aspects was the dataset generation, which took multiple months
to complete. In order to make studies in this area less time consuming, further optimization
in dataset generation should be studied.
Currently, the functions are limited to two simple variation types: position and amplitude.
We do not consider other types of variation, e.g., we do not consider anisotropic functions.
Future work should include measuring perceptual differences on these axes as well.
We also plan to revisit the data function generation to refine further how we plan to measure variation, including improving on weaknesses in the current techniques and attempting
to define criteria of finer granularity so that we can more precisely judge the accuracy of the
data. For instance, when measuring positional variance, we do so based on the lengths of
the distances between A0 and A1 , however, depending on model topology in some edge case
scenarios, A0 and A1 can be close together, so A0 becomes a measure of the arc length from
A0 to B to A1 , rather than a pure distance between A0 and A1 . In the current experiment,
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however, the topology was inspected for each of the models so that we ensure the more
straightforward case of roughly approximating the pure distances between A0 and A1 .
5.1.2 Experimental Configuration
Reeb graphs and persistence diagrams noticeably suffered due to the excessive features
introduced by 3D Perlin noise. This is, however, necessary in order to simulate real-world
data sets in some manner. This means visual clustering is involved in making decisions.
Future work would include adding some ability for topological simplification, using a persistence slider of some sort for the visualizations [12, 13, 35]. By introducing this feature, we
expect the advantages of Reeb graphs and persistence diagrams to shine, as users would be
able to understand how the Reeb graph and persistence diagram could simplify the data,
and make more sound decisions from that, rather than trying to make judgment calls from
messy visuals. A similar feature could be introduced for isocontours visualizations, which
reduces the contour count or even highlighting different contours via color-coding, which
may contribute to simplifying the visuals as well.
Although the interface did successfully convey the visualizations to the user in the experiment trials, there is nevertheless likely room for improvement. For example, the camera
orbits around the model and enables zooming in. However, it doesn’t allow for full navigation, including scene walking, mostly to prevent the user from permanently losing their view
of the model during the trial. This means that certain features may always get occluded,
like the inner portions of a torus-like model, thus hiding information that may help the user
detect differentiating information. Allowing for that, while also enabling the user to reset
the view as needed, would assist in making the viewing experience as comfortable as possible
while giving all of the tools needed to perform the task at hand. The time required per trial
may need to be adjusted accordingly.
Furthermore, due to various edge cases in generating the Reeb graph as well as the lower
resolution model topology, calculating the necessary arcs requires a ’best fit’ approach. Some
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arcs may get repeated, and some filled properly, but some will end up resorting to pure linear
interpolation if the requested arc is malformed.

5.1.3 Data Analysis
Since we only had 39 participants, many of our findings were too sparse to form statistical
significance for many of the features we were aiming to observe. While it is necessary to be
careful in order to prevent unintended changes to the original hypothesis, it would be a good
idea to take some of the findings of this study to refine further what should be searched for,
and test accordingly with new hypotheses in mind to better extract the data that is needed.
Although the findings here were inconclusive in many respects, there are a lot of interesting threads to find within the produced dataset. For instance, the accuracy and uncertainty
could be further analyzed by demographic to see if there may be a trail. As well, the discussions back in chapter 4 could be expanded to consider further the impact that signal-to-noise
ratio, or the number of features had on the accuracy performance for each of the visualizations. In like manner, there may be other such parameters that may yield hidden correlations
that could help refine the hypothesis in future trials.
As such, whenever the hypothesis is further refined and using the information from this
study, the dataset generation phase could be revisited to further generate data in specific
parameter search spaces, to hone in on potential key areas of interest. In order to know
exactly what data to produce for this effect, it would be helpful to extract as much insight
from the current analysis as possible.
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