We consider a box model of the Arctic system to examine its natural variability pertaining to the decadal Arctic Oscillation (AO) and the multidecadal Low-Frequency Oscillation (LFO). We distinguish the hierarchical order of the winter over the summer open-areas with only the former perturbing the sea-level pressure to effect coupled balances. From such balances, we discern two feedback loops on the winter open-area: a positive ice-flux feedback that elevates its overall variance and a negative buoyancy feedback that suppresses its low-frequency variance to render a decadal AO peak when subjected to white atmospheric noise. This negative buoyancy feedback may also reproduce observed phasing among LFO signals forced by the AMV (Atlantic Multidecadal Variability), thus resolving some outstanding questions. For the summer open-area, its variance is induced mainly by the winter forcings and insensitive to the base state. Its decadal signal merely reflects the preconditioning winter open-area, but its LFO variance is induced additionally and in comparable measure by the winter SAT (surface air temperature) through the latter's effect on the melt duration and the firstyear ice thickness. As such, the summer open-area signal is dominantly multidecadal, which moreover is several times its winter counterpart, consistent with the observed disparity. Although the model is extremely crude, its explicit solution allows quantitative comparison with observations and the generally positive outcome suggests that the model has isolated the essential physics of the Arctic natural variability of our concern.
Introduction
Because of its strong blockage of the surface heat flux and yet of slight thermal inertia, the Arctic sea ice is both a facilitator and a sensitive gauge of the climate change. As such, the rapid retreat of the perennial sea ice in recent years has sounded alarm of possible human impact (Comiso 2006) , presaging even a tipping point (Lindsay and Zhang 2005; Holland et al. 2006a ). Its serious implications have accelerated the effort in simulating the observed sea ice variation from general circulation models (GCMs)-in the hope of improving their predictive capability. Intercomparisons among ensemble models (Zhang and Walsh 2006; Stroeve et al. 2007; Wang et al. 2007) however have revealed their possible shortfall in capturing the observed sensitivity, which might adversely impact their prediction of future climate changes.
The complexity of the Arctic system has engendered many natural modes, including the decadal Arctic Oscillation (AO) and the multidecadal Low-Frequency Oscillation (LFO) (Polyakov and Johnson 2000) -the focus of the present study. The imprints of these natural modes can be seen in many climate variables: the decadal AO for example is highly discernible in the winter spectra of the joint SIE/SLP (sea-ice extent/sea-level pressure) (Venegas and Mysak 2000) , and the LFO manifests particularly strongly in the winter SAT (surface-air temperature) and summer SIE (Polyakov et al. 2003a) . Since the timescales of these natural modes are comparable to that projected for the human-induced change, understanding their characteristics is important for discerning the latter, but despite the progress made to date, many questions remain as to the genesis and signature of these natural modes, as highlighted below.
The AO is defined by the leading EOF (empirical orthogonal function) of the SLP in the northern hemisphere. It is annular in appearance with its center of action in the Arctic (Thompson and Wallace 1998; Deser 2000) and exhibits significant quasi-decadal peak (Hurrell and van Loon 1997; Yi et al. 1999; Stephenson et al. 2000) . The AO is widely believed to be an intrinsic atmospheric phenomenon since the atmospheric GCMs (AGCMs) have simulated its spatial pattern and short-term behavior (Hurrell et al. 2003 ; Thompson et al. 2003 ), but as characteristic of stochastic processes of short correlation time of several days (Feldstein 2000) , the model-produced spectra typically level off beyond several weeks to display little low-frequency structure (Delworth and Greatbatch 2000; Tanaka 2003) . 1 In coupled ocean-atmosphere models, the thermal inertia of the ocean would redden the atmospheric spectra and the involvement of the ocean dynamics has produced decadal and longer-period SST (sea-surface temperature) anomaly, but a distinct decadal peak in the SLP has not emerged (Zorita and Frankignoul 1997; Osborn et al. 1999; Delworth and Mann 2000; Czaja et al. 2003; Fan and Schneider 2012) . With the AO centered in the Arctic and the well-known effect of the SIE on the SLP (Slonosky et al. 1997) , one naturally suspects that the sea ice may play an active role in the decadal AO, and indeed coupled models that include the interactive sea ice have produced quasi-decadal peak in the ice volume (Goosse et al. 2002) .
Motivated more narrowly by the decadal sea-ice variability in the Arctic, many mechanisms have been proposed for its explanation (Ikeda 1990; Mysak and Venegas 1998; Ikeda et al. 2001; Goosse et al. 2002; Proshutinsky et al. 2002; Dukhovskoy et al. 2004; Wang et al. 2005) . The diversity of the propositions is not surprising given the complexity of the Arctic system, so myriad feedback loops can be fashioned; the real challenge however lies in establishing the importance of these feedbacks, which can be advanced by explicit calculation of the model signals that can be tested against observation-a step not yet sufficiently taken. Also, with the SIE/SLP link often assumed in these studies, we shall broaden our inquiry from the decadal SIE to the decadal AO, and ask specifically: What is the natural mode of the coupled oceanatmosphere-cryosphere? What determines its timescale? Can it account for the observed decadal AO?
The LFO is the Arctic manifestation of the AMV (Atlantic multidecadal variability, Polyakov et al. 2003b ), a well-documented hemispheric phenomenon characterized by the SST anomaly in the North Atlantic (Enfield et al. 2001) . The AMV may perturb the Arctic climate via the anomalous temperature of both the water and air masses entering the Arctic circle Polyakov et al. 2007) , as expounded below.
The oceanic route by way of the Atlantic Water (AW) has been invoked for the recent warming of the Arctic intermediate layer (Grotefendt et al. 1998; Semenov and Bengtsson 2003) , but as a stand-alone forcing, it would conflict with the observed salting of the layer (Polyakov et al. 2004 ) since the AW has been freshening in the last few decades (Dickson et al. 2000) . Although an increasing AW transport ) could ease the problem since the AW remains a salinity source of the Arctic Ocean, this transport and its portion that is entrained into the upper layer to impact the surface climate are both internal properties of the Arctic system (Stigebrandt 1981; Foldvik et al.1988; Bjork et al. 2002; Polyakov et al. 2004) hence their roles remain to be determined.
As for the atmospheric route, since the summer SAT over the Arctic Ocean is constrained by the year-round sea ice to be near the freezing point (Rigor et al. 2000) , the SAT anomaly is largely limited to the winter season (Polyakov et al. 2003b) , so why does the LFO manifest much more strongly in the summer SIE (Parkinson and Cavalieri 2008) ? Moreover, with the perceived SIE/SLP link, why does the summer ice continue its recent decline even when the AO index has returned to its neutral phasethe so-called Arctic climate paradox (Overland and Wang 2005; Maslanik et al. 2007a )? The Great Salinity Anomaly (GSA) is a dramatic freshening event of the subarctic oceans caused by anomalous freshwater flux from the Arctic Ocean (Aagaard and Carmack 1989 ), but why does it peak around 1970 when the AO hence presumably the ice-flux out of the Arctic is at a minimum (Dickson et al. 2000) ?
We have highlighted some outstanding questions of the Arctic natural variability, including the origin of the decadal AO and the phasing of the LFO signals. To address these specific questions and more generally to advance physical understanding of the Arctic climate, we present here a box model of the Arctic that retains only minimal physical elements of the observed system and examine its variability. Since the simplification necessarily involves 1 One notable exception is the decadal peak produced in a truncated atmospheric model (James and James 1992) , which however has not been duplicated by AGCMs. In addition, although the AO may be described as breaking synoptic waves (Strong and Magnusdottir 2008) , the latter have life cycle of about 2 weeks (Benedict et al. 2004 ) and in any event do not constitute an external forcing. subjective determination, we consider it essential that the model signals be explicitly calculated and tested quantitatively against observation-wherein lies a significant attribute of the present study.
The paper is organized as follows: we discuss the main hypotheses in Sect. 2 and formulate the model in Sect. 3. In Sects. 4 and 5, we deduce the winter and summer climate signals sequentially and compare them with observations. In Sect. 6, we summarize the main findings and provide additional discussion.
Hypotheses

Hierarchical SIE
The hierarchical difference of the winter and summer SIE can be readily inferred from the seasonal progression of the sea ice (Parkinson and Cavalieri 1989, their Fig. 13 ). In winter, because of the strong surface cooling, the SIE would attain quasi-equilibrium with the winter forcing shortly into the freezing season; defining the ''winter'' SIE as this seasonal equilibrium, it would be independent of the summer SIE. In summer, on the other hand, there is no heat sink to effectuate equilibrium, so the sea ice simply retreats continually until it is halted by the onset of the freezing season; defining the ''summer'' SIE as this annual minimum, it is then a transitory property preconditioned by the winter SIE.
Besides this hierarchical difference, only in winter with its intense sea-air heat flux would the SIE perturb the SLP to couple the system and since it is the specificity of the coupled balances that endows the character of the natural variability, the derivation of the model equations pertains to the winter balances and, as we shall see later, only a subset of the equations will be needed to examine the summer perturbation.
Differential forcing
For a causal explanation of the observed variability, its forcing must be independently justified. For the decadal AO, we assume the forcing to be the white-noise SAT stemming from the stochastic atmosphere, which can be produced from AGCM runs that contain no climate signals (Delworth and Greatbatch 2000) . The use of the whitenoise forcing assures that, if a decadal peak were to emerge in the Arctic response, it can only be attributed to the internal working of the Arctic system.
For the LFO, we assume it to be forced by the AMV through the temperature anomaly of both air and water masses that enter the Arctic Circle (Sect. 1). Although the AMV can be enhanced by the freshwater flux from the Arctic Ocean (Jungclaus et al. 2005) , its genesis is generally attributed to the extra-Arctic ocean dynamics, such as the interactive thermohaline circulation or self-propagating thermal waves (Delworth and Greatbatch 2000; Dijkstra et al. 2006; Ou 2011) , hence it may be justifiably posed as external to the Arctic system.
Direct SIE/SLP link
As noted in Sect. 2.1, the winter SIE anomaly would elicit immediate and local SLP response via its blockage of the sea-air heat flux, a generic process that was widely invoked in the exposition of the Arctic natural modes (Mysak and Venegas 1998; Ikeda et al. 2001; Goosse et al. 2002; Wang et al. 2005) . The AGCM runs forced by the slow-varying SIE anomaly showed however that the long-term SLP response can be quite varied, possibly even of the opposite sign (Herman and Johnson 1978; Murray and Simmonds 1995; Goosse et al. 2002; Alexander et al. 2004; Bengtsson et al. 2004; Magnusdottir et al. 2004; Singarayer et al. 2005; Deser et al. 2007; Seierstad and Bader 2009) . Such divergent response however is not unexpected since it involves large-scale atmospheric dynamics of many additional degrees of freedom (Kushnir et al. 2002) , but for the stochastic SIE induced by the weather noise or forced by the extra-Arctic AMV (Sect. 2.2), the equilibrium response is unrealized hence of little practical significance.
As the only robust link between stochastic signals, we postulate therefore a direct instantaneous perturbation of the SLP by the SIE. It is noted that such instantaneous link would manifest as zero-lag even in the climate bands (think of two identical stochastic timeseries because of the instantaneous link), which however is unrelated to the equilibrium response. This deduction is consistent with the observed, near in-phase, correlation between the climatic SIE and SLP signals (Slonosky et al. 1997; Mysak and Venegas 1998; Yi et al. 1999; Deser et al. 2000; Stroeve et al. 2008; Strong et al. 2009 ). Although such concurrence has also been attributed to the atmospheric driving of the ice flux-hence indirectly the SIE via the heat balance, we shall argue later (Sect. 2.4) why it is more aptly supportive of the direct SIE effect on the SLP.
Following this direct SIE/SLP link, we postulate two feedback loops, as illustrated in Fig. 1 , in which the arrows signify causal relation with their sign and lag (if nonzero) marked (''R. T.'' stands for ''relaxation time'' for the ice and ''residence time'' for the upper ocean). We have replaced the SIE by the open-area as the primary variable, thus removing the dependence on the basin size; and based on the net sign around the loop, we refer the inner and outer loops as, respectively, the positive ''ice-flux'' and negative ''buoyancy'' feedback, which are discussed further below.
Positive ice-flux feedback
With the winter SIE anomaly confined largely to the Barents Sea (Parkinson and Cavalieri 2008) , it would perturb the regional SLP (Arrow 1) hence the cyclonic atmospheric circulation over the eastern Arctic. This atmospheric anomaly can be identified with the Barents Oscillation (BO, Skeie 2000) , which is the primary driver of the ice flux variation through the Fram Strait (Vinje 2001; Wang et al. 2009; Tsukernik et al. 2010) , as encapsulated in Arrow 2. The BO however simply reflects the spatial shift of the AO in the 1970s hence may not be considered as an independent mode (Tremblay 2001; Cavalieri 2002) , and with this broader interpretation of the AO, Arrow 2 would be consistent with observed correlation between the AO and the ice flux both prior and post the AO shift (Dickson et al. 2000; Jung and Hilmer 2001; Rigor et al. 2002; Kwok et al. 2004) , a link that is also supported by numerical calculations (Harder et al. 1998; Zhang and Hunke 2001; Koberle and Gerdes 2003; Bengtsson et al. 2004; Koenigk et al. 2006) .
Since the ice export is an important heat source of the Arctic Ocean in winter (Aagaard and Greisman 1975) , it would perturb the open-area through the heat balance (Arrow 3) with a lag of the ice relaxation time. As computational supports of Arrows 2-3, regional ocean-ice models forced with observed AO have captured some recent changes in the Arctic SIE (Hilmer and Lamke 2000; Zhang et al. 2003; Wang et al. 2009) ; and the only conceptual difference in our formulation is that the AO is not external but is itself linked to the open-area (Arrow 1) to facilitate a feedback. The two views in fact may be differentiated by observation since, if the AO were external, the correlation of SLP/SIE should degrade strongly from that of SLP/ice-flux because of the additional step involving the basin-wide heat balance (hence indirect). The observed correlations of both pairs however are around 0.6 Kwok et al. 2004; Stroeve et al. 2008; Tsukernik et al. 2010) , suggesting that both represent a direct link (that is, involving only one arrow in Fig. 1 ), in support of our scheme.
With the net sign being positive around the loop, the ice-flux feedback is positive: an enlarged open area in the Barents Sea, for example, would depress the regional SLP to enhance the cyclonic atmospheric circulation over the eastern Arctic, which would then augment the ice export through the Fram Strait to further enlarge the open area via the heat balance. It should be mentioned that since the proposed feedback involves the direct SIE/SLP link, it obviously may not be assessed by observational analysis that has precluded this link (Strong et al. 2009 ). Moreover, as we shall see later, this positive ice-flux feedback merely acts to elevate the climate variance, but plays no role in the genesis of the decadal AO, our primary inquiry.
Negative buoyancy feedback
The SIE-induced change in the cyclonic atmospheric circulation and the attendant storm activity would affect the moisture transport into the polar cap, as seen in the positive correlation among these variables Dickson et al. 2000; Rogers et al. 2001 ). This moisture transport amounts to the net P-E (precipitation minus evaporation) over the Arctic Ocean, but GCM output showed that the AO-induced P-E anomaly extends far beyond the polar cap to encompass the watersheds of the Arctic-draining rivers and the Bering Sea (Singarayer et al. 2006; Previdi and Liepert 2007) , thus augmenting the above perturbation. As its supporting evidence, the river discharge into the Arctic Ocean generally tracks the AO (Peterson et al. 2002, their Fig. 3 ) and the decade-long freshwater flux through the Bering Strait showed a distinct minimum in early 2000s that coincided with an AO trough Fig. 3f ; Stroeve et al. 2008, their Fig. 3b ). Although the above perturbation may be partly mitigated by the concurrent ice export, the sign of Arrow 4 remains positive (see Sect. 4.2), and this variation in the freshwater input would perturb the upper-layer buoyancy (Arrow 5) with a lag of the ocean residence time.
The altered stratification would affect the ocean heat uptake via entrainment (Arrow 6)-the diapycnal process that converts the AW into the AcW (Arctic Water) (Saloranta and Haugan 2004; Rudels et al. 2004) . Although the entrainment can be affected by myriad processes and is highly heterogeneous geographically (Aagaard and Roach 1990; McPhee et al. 2005; Timmermans et al. 2008) , its basin-averaged rate is nonetheless subjected to the mechanical-energy balance hence inversely proportional to 2 This dependence is well validated in both the laboratory (Turner 1979) and oceanic settings (Niiler 1977) and has been applied to studies of the Arctic Ocean (Stigebrandt 1981) . One is cognizant of the complication introduced by the cold halocline (CHL), which is defined by the surface buoyancy (Aagaard et al. 1981 ) and yet the entrainment must reach the deeper thermocline (defining our layer depth) to pump up the ocean heat (Rudels et al. 2004 ). Nonetheless, calculations by Bjork et al. (2002) showed that the wax/wane of the CHL would perturb the ocean heat uptake, as encapsulated in Arrow 6.
As the last link (Arrow 7), the ocean heat uptake, being an important heat source of the Arctic Ocean in winter (Aagaard and Greisman 1975) , would affect the open-area through upper-layer heat balance incurring a lag of the ice relaxation time. Model calculations have demonstrated the importance of Arrows 6-7 in the climate variability of Greenland/Labrador Seas (Koenigk et al. 2006; Goosse et al. 2002) and, as their more dramatic example, it is surmised that the freshening during the GSA would suppress the deep convection and the ocean heat uptake to promote the observed ice growth in the Greenland Sea (Aagaard and Carmack 1989; Mysak et al. 1990 ). We postulate that the same processes are operative in the Arctic Ocean-albeit in their linear perturbative sense, as also suggested by Aagaard and Coachman (1975) and demonstrated by Bjork et al. (2002) .
Counting the signs around the loop, the buoyancy feedback is negative: enlarging the open area, for example, would lower the SLP to enhance the cyclonic atmospheric circulation and storm activity, which would bring in more moisture to elevate the surface buoyancy; the enhanced stratification then curtails the ocean heat uptake to close the open area, countering the initial perturbation.
To recap, we have provided physical, observational and computational support for the various links depicted in Fig. 1 , but the importance of the resulting feedbacks lies ultimately in their account of the observed phenomenon. Through this study, we shall demonstrate that while the positive ice-feedback would elevate the overall variance, it is the negative buoyancy feedback that may produce the decadal AO peak and the observed phasing among LFO signals-thus constituting the central hypothesis of the model.
Model formulation
We consider a proxy Arctic Ocean as sketched in Fig. 2 , which is connected to the North Atlantic through the Fram Strait. Its semi-enclosure and voluminous river discharge stratify the upper layer and curtail the ocean heat uptakevia the wind-induced entrainment-to maintain the yearround sea ice. The entrainment converts the AW into the AcW, which exits the Arctic Ocean as a buoyancy-driven exchange flow, and the prevailing cyclonic atmospheric circulation exports the sea ice through the Fram Strait, which constitutes an important heat source and freshwater sink of the Arctic Ocean.
Corresponding to the actual Arctic Ocean, the model domain includes the Barents Sea (see Fig. 2 of where the winter SIE anomaly is concentrated (Parkinson and Cavalieri 2008) ; and the flow variation through the Bering Strait is included in its perturbation of the freshwater budget. We enclose in open squares and circles the external and internal variables (the symbols are listed in Appendix 1) with overbars and primes denoting the long-term means and deviations, respectively. The external parameters include the mean freshwater input ( " F w ) and ice flux ( " F i ), the wind-work (W), the T/S of the AW (the subscript ''o''), the FYI (first-year ice) thickness (h i ) and the surface heat flux over the open ocean (q, positive if the ocean gains heat). With the upper-layer at the freezing temperature (T f ) in winter, the internal variables include state variables: the open-area (A), the buoyancy (b) and depth (h) of the upper-layer; and the auxiliary fluxes associated with the entrainment (F e ), the surface outflow (F), and the perturbative freshwater input (F 0 w ) and ice export (F 0 i ). We shall next formulate the essential balances in winter that govern the internal variables.
We begin with the mass balance of the upper-layer given by Fig. 2 The model configuration of a proxy Arctic system, in which a two-layered Arctic Ocean exports ice to-and exchanges watermasses with-the North Atlantic through the Fram Strait. The squares and circles enclose the external and internal variables, and overbars and primes denote the means and perturbations, respectively (the symbols are defined in Appendix 1)
ð3:1Þ where A T is the ''total'' basin area, A i , the SIE, and the subscript ''t'' denotes the time derivative. The rhs is the net of (sequentially) the entraining AW and freshwater input minus the outgoing AcW and ice flux through the Fram Strait, which is balanced on the lhs by the storage change of the upper layer and the sea ice. The terms in curly brackets are an order of magnitude smaller than other fluxes (in both means and perturbations) (see Aagaard and Greisman 1975; ) hence negligible in the mass balance but need to be retained to facilitate the later derivation of the heat and salt balances for which they are absolutely important-because of the enormous salinity and/or heat deficit they carry.
Neglecting the departure of the freshwater input and the sea ice from the freezing temperature, whose effect can be easily seen to be secondary, the heat balance of the combined upper-layer/ice is given by
80 K is the latent-heat deficit of the ice (with respect to the freezing water) and the surface heat flux q Ã over the open ocean has been expressed in its equivalent melt-rateÃ ðq i LÞ À1 : ð3:3Þ Equation (3.2) states that the heat-storage change of the upper-layer/ice (the lhs) is balanced on the rhs by the heat fluxes associated with, sequentially, the entrainment, the AcW outflow, the freshwater input, the ice export and the surface heating (negative in winter). Combining (3.1) and (3.2), the heat balance takes a simpler form
where
is the ocean-heat uptake. For simplicity, all heat transports have been expressed in their equivalent ice-volume fluxes and need to be multiplied by q i L to convert to the heat unit. Eq. (3.4) states that the net heat input due to (sequentially on the rhs) the ocean-heat uptake, ice export and surface heating would enlarge the open area (the lhs). One notes that since the heat transports are referenced to the freezing temperature, the AcW outflow and the upper-layer heat storage do not appear explicitly. The salt budget of the upper layer is of the form
in which we have neglected the small salinity carried by the exporting ice. Combined with the mass balance (3.1), we derive the freshwater balance
in which we have neglected the salinity variation of the AW in comparison with that of the AcW, to be justified a posteriori (Sect. 4.4). This equation states that the change in the freshwater content (FWC, the lhs) is caused on the rhs by (sequentially) the ice melt and the freshwater input minus the freshwater sinks associated with the ice export and the AcW outflow. Since the upper-layer buoyancy b is dominated by the salinity deficit (Aagaard and Carmack 1989) , we have
where g is the gravitational acceleration and b, the saline contraction coefficient. With this, (3.7) can be converted into an equation governing the upper-layer buoyancy
It is noted that since the buoyancy is referenced to the AW, the entrainment of the latter does not enter this equation explicitly, but its effect is entailed in the AcW outflow via the mass balance (3.1). Having derived the mass, heat and buoyancy equations governing the state variables h, A and b, we shall next relate the internal fluxes in these equations to the state variables. We begin with the AcW outflow (F) corresponding to the East Greenland Current (EGC), which we assume to be buoyancy-driven (Stigebrandt 1981; Foldvik et al. 1988) hence subjected to the hydraulic principle of maximum transport (Whitehead et al. 1974) . Neglecting the deep flow speed, then for a strait wider than the baroclinic deformation radius-as is the case for the Fram Strait, the hydraulic principle implies the surfacing of the pycnocline (Ou 2001) hence an EGC transport of
where f is the Coriolis parameter and h, approximately the mean upper-layer depth. This equation would follow directly from geostrophy given the observed outcropping of the pycnocline (Rabe et al. 2009 ), but our invoking the hydraulic principle allows this feature to be deduced, thus removing its empiricism. With the outcrop separating oppositely directed flows , it argues against their driving by the regional wind, which does not have such spatial structure; and moreover the wind is highly seasonal whereas the EGC is not (Foldvik et al. 1988; Jonsson 1989 as cited by , as one would expect for a buoyancy-driven flow governed by the much longer ocean residence time (Foldvik et al. 1988; Meredith et al. 2001) . Model simulations by Jahn et al. (2010) suggested that the EGC is perturbed more by the steric height of the Arctic Ocean than by the local wind, which is consistent with (3.10) since the steric height is proportional to the buoyancy content (bh) on account of the hydrostatic balance. The EGC transport is to be calculated later from the model closure and its quantitative comparison with observation (Sect. 4.1) would provide a posteriori support of our buoyancy-driven hypothesis. As discussed in Sect. 2.5, the basin-averaged entrainment is subjected to the mechanical energy balance hence of the form (Turner 1979) F e ¼ W=ðbhÞ;
ð3:11Þ which states that the wind-work would entrain the denser AW across the pycnocline-a potential-energy barrier associated with the upper-layer buoyancy. Since the surface cooling only slightly enhances the entrainment (Stigebrandt 1981) , it can be absorbed into the uncertain wind-work. As discussed in Sects. 2.4 and 2.5, the freshwater and ice fluxes are assumed to vary with the open-area so that for small perturbations (asterisks indicate dimensional variables), we have
Since l and m involve atmospheric dynamics and moisture transport not considered in our model, they are to be estimated later from observations. For convenience, we define the buoyancy content (per unit area) as g bh;
ð3:14Þ which can be converted to the FWC and the steric height by multiplying by A
À1
T ðgbS o Þ and g -1 , respectively. The heat and buoyancy equations (3.4) and (3.9), after substituting from (3.5), (3.10), (3.11) and (3.14), become
with F w and F i given by (3.12) and (3.13). Referring to the external variables indicated in Fig. 2 (the open squares), (3.15) and (3.16) form a closed set of equations governing the two prognostic variables A (the open-area) and g (the buoyancy content). Once the buoyancy content is determined, one may calculate the upper-layer depth through the mass balance (3.1) in its approximate form (that is, neglecting the bracketed terms)
and the buoyancy via (3.14). With the closure, we may now proceed to examine the winter climate.
Winter climate
We decompose variables (using A as a default) into their long-term means (overbarred) and deviations (primed) as, nominally,
The means (or base values) are over a period long compared with the natural modes under consideration and the perturbations have been normalized by their base values hence are dimensionless (referred as fractional perturbations). As exceptions to (4.1), the surface heat flux is decomposed as
so a positive q 0 implies warming anomaly (" q is negative in winter); and the fractional perturbation of the AW temperature is defined as
The advantage of using the fractional perturbations will become clearer later since it would reduce the number of the dimensionless parameters.
Base state
Since we are concerned with the climate variability, we may simply take the base state from observation, but as an added test of the model equations, we shall nonetheless see if they can produce a reasonable base state. Taking the time-mean of the buoyancy equation (3.16) yields
is the (external) buoyancy input (see Fig. 2 ). To estimate " B, we sum up all freshwater fluxes tabulated in Serreze et al. (2006, referenced From (4.4), we calculate " g % 2:45 m 2 s À2 and, applying the conversion factor given just after (3.14), FWC % 8:35 Â 10 4 km 3 , the latter in fact comparable to its observed value Table 2) , which amounts to a positive test of the buoyancy-driven exchange at the Fram strait.
From (3.17) and (4.4), the mean upper-layer depth is given by the well-known Monin-Obukov scale (Turner 1979 
The wind-work is highly uncertain and can be expressed in the friction velocity Niiler 1977) , and since we are more definite about the thermocline depth (about 200 m, see Aagaard et al. 1981) , we use it instead to estimate the friction velocity, which yields u Ã % 0:56 cm=s. This is within its measuring bounds (Maykut and McPhee 1995, their Fig. 2 ) and the corresponding wind-work is " W % 4:28 Â 10 6 m 5 s À3 . Dividing the buoyancy content by the upper-layer depth yields " b % 0:012 m s À2 [see (3.14)], which implies via (3.8) an upper-layer salinity deficit of 1.54, certainly within its observational realm (Aagaard et al. 1981) .
Since the entrainment flux equals the AcW outflow in the base state (3.1), they are both 1.75 Sv based on (3.11) hence commensurate with the observed EGC transport (Foldvik et al. 1988 ), a further support of its driving by the buoyancy contrast. Setting additionally the AW and AcW temperatures to be 2 and -1.5 K, respectively , the ocean heat uptake in (3.5) would be 0.076 Sv, which is thus comparable to the exporting ice (0.073 Sv) as heat sources of the Arctic Ocean. If we take the winter surface heat flux of " q Ã % À100 W m
À2 over the open-area 3 so that " q % À3Â 10 À7 m s À1 , the heat balance (3.4) yields " A % 0:5Â 10 6 km 2 , again within its observational realm. Nonetheless since this open area is likely an underestimate given the neglected heating associated with the Barents Sea and Bering Strait inflows, we shall set " A % 10 6 km 2 as a more pertinent value based on observations (see for example Parkinson and Cavalieri 2008) .
To recap, the model equations can produce a base state not unlike that observed, suggesting that their application may not be limited to small perturbations considered here, and the nonlinearity embedded in these equations in particular could be germane to large-amplitude climate change to merit future exploration.
Perturbations
Besides using the fractional perturbation, we nondimensionalize the time by the ice relaxation time defined as t i " h i =j" qj; ð4:7Þ which, using " h i % 1 m (Haas et al. 2008) , is about 39 days-indeed short compared with the freezing season (lasing 9 months), as alluded to earlier (Sect. 2.1). In contrast, the watermass properties can be seen from (3.16) to vary on a much longer ocean residence time defined as
which is about 35 years or two orders of magnitude greater than the ice relaxation time. Assuming the fractional perturbations to be small compared with unity (can be checked a posteriori), they are then governed by the Eqs. (3.15) and (3.16)
where e t i =t o , and a's and c's are the damping and coupling coefficients, respectively, with the expressions:
ð4:11Þ
The coupling physics depicted in Fig. 1 is readily identified with these coefficients: The positive ice-flux feedback is contained in a 1 , which would weaken the damping of the open-area; the positive link of the buoyancy to the open-area through the freshwater flux is contained in c 2 , and the negative effect of the buoyancy on the openarea through the ocean-heat uptake is contained in c 1 , and together they facilitate the negative buoyancy feedback.
For a quantitative discussion, we need to estimate l and m from the observed ranges 4 in the open-area, the freshwater input and ice fluxes-assuming they are causally linked as depicted in Fig. 1 . The winter open-area is limited to the Kara and Barents seas and we take its observed range to be 0.15 9 10 6 km 2 (Parkinson and Cavalieri 2008, their Fig. 20) or about 15 % of its base value. The other ranges are taken from Table 3 ): for the ice flux, it is 0.021 Sv 5 yielding m % 1:4 Â 10 7 m/s; for the freshwater input to the Arctic Ocean, they are 0.012, 0.024 and 0.022 Sv respectively for the river runoff, P-E over the Arctic Ocean and the Bering Strait inflow for a total range of 0.06 Sv hence l % 4 Â 10 7 m/s. Although these estimates are highly uncertain, given that m is only a third of l, the coupling coefficient c 2 is likely positive as postulated in Fig. 1 . Combined with other values listed in Table 1 and Appendix 1, we calculated therefore e = 0.003 and (a 1 , a 2 , c 1 , c 2 , c 3 ) = (0.53, 2, 0.25, 3.42, 3.95), which will be referred as the standard case.
Equations (4.9) and (4.10) can be solved in terms of Fourier transforms (Appendix 2), which are plotted in Fig. 3 against the Fourier frequency r. The amplitude has been normalized by that of the forcing (hence the ''impedance'') and the phase is relative to the peak warming. With the non-dimensionalization, a unit frequency corresponds to a period of 2p 9 (39 days) or about 8 months, and for reference we have marked in shaded columns the decadal and the LFO (50-80 years) bands whose signals are discussed separately below.
Decadal AO
From Fig. 3 , we see that the open-area impedance has a broad decadal maximum, which would manifest as a spectral peak when forced by the white-noise surface heat flux. And with the direct open-area/SLP link (Sect. 2.3), it implies a similar peak in the AO, which we shall identify with the observed decadal AO. 6 Since the negative buoyancy feedback would cause oscillation if undamped, one is tempted to interpret this decadal peak as an internal oscillatory mode excited by the white-noise; but because of the strong damping in comparison with the negative feedback-as reflected in the smallness of e, it is not obvious that oscillatory modes actually exist. Indeed, the eigenfrequency of the coupled equations is of the form (8.5)
which is imaginary for small e, hence there is no oscillatory mode. The spectral peak seen in Fig. 3 thus calls for a different explanation, as advanced below.
For instructive purpose, we show in Fig. 4 the impedance (in dashed lines) when the open-area coupling to the buoyancy is turned off (that is, c 1 = 0). Being an integration of the white-noise forcing by the thermal inertia of the ice, the open-area impedance would be red and levels off beyond its damping time (the shaded column on the right), which can be seen from (4.9) to have a dimensionless frequency of a 1 % 0:53 hence a period of 1.3 years. Since the buoyancy is perturbed only by the open-area anomaly (4.10), its impedance is doubly red and again levels off beyond the buoyancy damping time (the shaded column on the left), which has a dimensionless frequency of ea 2 % 6:2 Â 10 À3 hence a period of 108 years. Now we include the buoyancy coupling (that is, c 1 6 ¼ 0, the solid lines), then since the resulting negative feedback is proportional in its strength to the buoyancy impedance, it would more strongly suppress the low-frequency open-area impedance to render a broad peak bounded by the two damping times-hence decadal. Conceptually, therefore, the open-area peak is unrelated to an internal oscillation, but what remains when the surrounding variances are suppressed-the high-frequency side by the thermal inertial of ice and the low-frequency side by the negative buoyancy feedback. With this genesis, the decadal peak appears only in the open-area but not in the watermass properties, and it is robust regardless the damping that has squelched the internal oscillation.
Quantitatively, to account for the observed 15 % range in the winter open-area in the decadal band (Sect. 4.2; Table 2), one needs only 8 % range in the stochastic surface heat flux according to Fig. 3a or 8 W m -2 , which amounts to 1.6 K range in the SAT-both well within the modeled or observed magnitude (Delworth and Greatbatch 2000, their Fig. 8 ; Chen et al. 2003, their Fig. 4a) . Because of the long ocean-residence time, the watermass properties and their auxiliary fluxes are seen in Fig. 3a to have negligible decadal signals.
With the non-dimensionalization, the external parameters indicated in Fig. 2 have been consolidated into damping and coupling coefficients (4.11); the much reduced degrees of freedom may aid the qualitative assessment of the solution behavior. Given the question raised about the AO/ice-flux link (Sect. 2.4; see also Jung and Hilmer 2001), we show in Fig. 3a (the dashed line) the open-area impedance when this link-hence the positive ice-flux feedback-is turned off (that is, m = 0). It is seen that although the open-area variance is expectedly reduced, the decadal peak, being the outcome of the negative buoyancy feedback, remains distinct-underscoring its robustness. The solutions shown in Fig. 3 , including the LFO signals, are otherwise virtually unchanged (hence not shown).
As another example of the model sensitivity, one may infer from (4.11) that a smaller j" qj-if everything else being equal-would both elevate the variance via decreasing a 1 and accentuate the decadal peak through increasing c 1 ; could this explain the more pronounced decadal AO observed during the upward swing of the AMV (Dickson et al. 2000) ? This example illustrates incidentally how a varying base state may engender non-stationarity in the decadal AO, a feature well documented in observational analysis (Venegas and Mysak 2000) . One is cautioned however that in a changed climate, various base values are likely coupled, which would complicate the above inference, and given the extreme crudeness of the model hence the contribution from many neglected terms, quantitative assessments of the model sensitivity to minute change in the external parameters are perhaps not warranted.
To recap, although the positive ice-flux feedback would elevate the overall variance of the open-area, its decadal peak requires only the negative buoyancy feedback that hinges on the co-varying AO and the moisture input. Since both the postulated links and the calculated variances are consistent with observations, we posit that the model has uncovered a robust genesis of the decadal AO.
LFO
We have postulated that the LFO is forced by the extraArctic AMV through both its SAT and SST anomalies [the last two terms in (4.9)]. We set both their ranges to be 1 K (Deser and Blackmon 1993; Kushnir 1994; Carmack et al. 1997; Dickson et al. 2000; Polyakov et al. 2003b) , which converts to fractional perturbations of q 0 % 5 % and T 0 o % 29 % based on footnote 5, (4.3) and Table 1 . With c 1 T 0 o % 7 %, the AMV forcing through the oceanic and atmospheric routes are equally important, and summing the two, the AMV forcing has a range of 12 %. Multiplied by the forcing range, the impedances shown in Fig. 3a then yield the fractional ranges of the LFO signals, which can then be converted to dimensional units given their base values. We shall next calculate the modeled ranges and compare them with observations. From Fig. 3a , the open-area has a range of 18 % or 0.18 9 10 6 km 2 , which is commensurate with that seen in Deser et al. 2000 (their Fig. 12 spanning roughly low to Fig. 3a , but illustrating the effect of the negative buoyancy feedback. The dashed lines are when the buoyancy coupling is turned off (that is, c 1 = 0), which show reddish openarea and buoyancy-content spectra that begin to level off beyond their respective damping time (shaded columns). The solid lines are when the buoyancy coupling is turned on, which suppresses the lowfrequency open-area variance to render a broad spectral peak between the two damping timescales Figs. 3 and 11) . Additionally, since the salinity range (of the AcW) is much greater than that of the AW (Polyakov et al. 2008, their Fig. 11) , it justifies the neglect of the latter, as alluded to earlier.
The range for the EGC transport (F) is 14 % (or 0.25 Sv) and for the associated freshwater flux (same as Fb), it is 31 % (or 24 mSv); both are quite substantial but within the observed ranges (de Steur et al. 2009, their Fig. 2 and Table 1 ). It is significant that for the LFO, the liquid freshwater flux dominates the ice flux, and together they represent a tripling of the decadal signal; this may explain why the GSA is dominantly multidecadal.
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A critical observational test of the modeled LFO is the phasing among variables shown in Fig. 3b , based on which we have plotted in Fig. 5 the real-time anomaly curves given the observed SAT forcing (thick solid line). The forcing curve is based on Polyakov et al. (2008, their Fig. 11 ), which has a peak around 1940 and a trough around 1970 (hence a LFO period of 60 years) and its possible modification by the anthropogenic warming is indicated by the dashed line. Given the crudeness of the model and the uncertainty of the observed signals to be compared with, it suffices to group the anomaly curves of small phase difference into three broadened curves, each representative of the variables listed. In the following, we shall discuss these anomaly curves and their comparison with the observed signals.
We begin with Curve 1 representing the open-areahence the SLP of the opposite sign or the AO index, which leads the warming by about a decade. This is a pronounced yet puzzling feature of the observation as underscored by Polyakov et al. (2003b) since it implies the winter ice loss long before the AMV warming, but it can now be explained by the negative buoyancy feedback, which is seen from (4.9) to (4.10) to have advanced the phase of the openarea. 8 Since Curve 1 is also representative of the freshwater input (F w , see Fig. 1 ) and given the ocean storage, the buoyancy content would trail this curve by a quarter-cycle (Fig. 3b) hence represented by Curve 2. Comparing curves 1 and 2, we see that the upper layer could be salting even when the freshwater input is rising, as during the decade 1970-1980-a feature perceived as puzzling by Peterson et al. (2006) but can be accounted for by the storageinduced lag. Curve 2 showed a salty-fresher-salty sequence in the last century, each lasting three decades, which bears strong resemblance to the freshwater content shown in Polyakov et al. (2008, their Fig. 11) . 9 The curve is also consistent with observations of Mcphee et al. (1998 Mcphee et al. ( , 2009 and Swift et al. (2005, their Fig. 5) , and it may plausibly explain the retreat of the CHL in the early 1990s and its return in the early 2000s (Steele and Boyd 1998; Boyd et al. 2002; Bjork et al. 2002) . One is cognizant that the observed salinity anomaly is highly heterogeneous, possibly even of the opposite sign (Steele and Boyd 1998; Morison et al. 2000; McPhee et al. 2009 ), depending on its proximity to the freshwater sources and the advective pathways, so the model signal corresponds to the basin-wide average.
As seen in Fig. 3b , Curve 2 is also representative of the liquid freshwater flux (same as Fb) into the subarctic oceans, which as we noted earlier dominates the ice export variation. Accounting for the ocean storage, it would perturb the buoyancy of the ''subarctic'' oceans (b SA ) after a quarter-cycle, which thus should be represented by Curve 3. It is seen therefore that the GSA (a freshening event) would peak around 1970 when the AO index (Curve 1) is at a minimum, as indeed observed (Mysak et al. 1990, their Fig. 6; Polyakov et al. 2008, their Fig. 11; Dickson et al. 2000, their Fig. 1 ), which is also consistent with model runs Fig. 5 A schematic of the modeled LFO timeseries in response to the SAT anomaly associated with the AMV (thick solid). The signals with small phase difference have been grouped into three broadened curves representing the variables listed. Possible modifications by the anthropogenic warming are indicated in thick dashes 7 We distinguish the GSA from other decadal events caused by severe winters in the Labrador Sea/Baffin Bay (Belkin et al. 1998 ). 8 Polyakova et al. (2006) has noted as well this misalignment of the AO and the SAT, and conjectured a non-stationary relation between the two without providing a physical rationale. 9 In contrast to our interpretation of the FWC as regulated primarily by the freshwater input, Polyakov et al. (2008) conjectured that the late twentieth-century salting is caused by enhanced wind-driven ice export through the Fram Strait. It is noted however that the AO was at a minimum in the early 1970s (Dickson et al. 2000) prior to the observed salting.
that have incorporated dynamical sea-ice (Goosse et al. 2002, their Fig. 12a ). There is thus no overt paradox even if the negative AO implies reduced ice export, and there is no need for more nuanced arguments (Maslanik et al. 2007a; Dickson et al. 2000) . It is also seen in Fig. 5 that the GSA overlaps the cold phase of the AMV, the latter thus would compound the freshening to promote massive ice built-up observed in the Greenland Sea in the early 1970s (Mysak et al. 1990, their Fig. 9 ). The anthropogenic warming is generally believed to increase the moisture transport to high latitudes (Held and Soden 2000; Ou 2007) , which may reverse the salting trend of the LFO in recent decades, as indicated by the dashed extension of Curve 3.
Since the entrainment varies with the freshwater content (3.11, Curve 2), which in turn ventilates the Atlantic layer (Polyakov et al. 2004; Serreze et al. 2000; Swift et al. 2005) , one expects the temperature of the latter to follow Curve 2 (perhaps with a slight delay), which thus may explain its observed warmth in the 1960s (Swift et al. 2005 , their Fig. 7) 10 as a delayed response to the surface warming. By inference, the warming trend since the 1970s associated with the AMV should lead to warming and salting of the Atlantic layer in recent decades, a trend that is well observed (Carmack et al. 1997; Serreze et al. 2000; Morison et al. 2000; Swift et al. 2005; Polyakov et al. 2004 ). In addition, we see from Fig. 5 that the vertical migration of the thermocline should track Curve 2, which is at odds with that shown in Polyakov et al. (2008, their Fig. 3 ), but the deduction that the thermocline should be shoaling in recent decades is consistent with the observed trend (Polyakov et al. 2004) .
To recap, given the AMV forcing, the model can explain the magnitude and phase of many signals associated with the LFO and in the process resolve some puzzling features observed. The latter include: why does the SLP anomalypresumably reflecting that of the winter SIE-precede the AMV forcing by about a decade? Why is the surface layer salting during rising freshwater input, such as in the late twentieth century? And why does the GSA peak when the AO is at a minimum? The key hypothesis that may synthesize these diverse events is the negative buoyancy feedback (the outer loop in Fig. 1) , further underscoring the essential role it plays in our model.
Summer climate
Since the watermass properties do not exhibit strong seasonal cycle, the winter signals determined above are uncoupled to-and yet precondition-the summer openarea, and since the latter does not perturb the atmosphere to effect coupled balances, it is subjected only to the summer heat balance, as alluded to in Sect. 2.1. Taking note as well of the diminished ice export in summer (Kwok et al. 2004) , the summer heat balance states [from (3.4)] With the summer openarea defined as the maximum at the end of the melt season (Sect. 2.1), it suffices to assign ''summer'' heat flux q s its season-mean. The thickness h i is nominally that of the FYI from the previous winter, but if there were anomalous heating to propel the ice melt into the perennial ice pack, the ice retreat would be slowed by its greater thermal inertia until a new base-state is reached after several years. Further limiting our consideration to the maximum openarea averaged over this adjustment time, then it is the similarly averaged FYI thickness that enters the heat equation and for which the perennial ice thickness plays no role (see additional discussion in Sect. 6).
Base state
Solving (5.1), the open-area grows exponentially due to the ice-albedo feedback (the last term) and attains a maximum of are dimensionless parameters that have encoded the winter conditions. The nondimensionalization allowsÂ s to be plotted on the two-dimensional plane (F o ,q s ), as seen in Fig. 6 , in which all three are expressed in their natural logarithms (the unconverted open-area is also shown in parentheses).
As their representative values, we take the peak solar insolation and cloud cover to be 300 W m . Setting the melt duration (for the marginal seas) to be 100 days (Rigor et al. 2000, their Fig. 12 ) and using the base values listed in Table 1 , we calculatedF o ¼ 0:84 andq s ¼ 0:78 as marked by the solid rectangle in Fig. 6 , which will be referred as the standard case. And for this case, it is seen that the summer open-area has a base value that is about three times its winter value (3.2 9 10 6 km 2 vs. 10 6 km 2 ) or 32 % of the basin area, not unlike presently observed (Parkinson and Cavalieri 2008, combining their Figs. 9 and 10) .
Because of logarithms used in Fig. 6 , a small fractional change in the external parameters implies a displacement of the same fractional value, so for example a 15 % increase in the surface heat flux would move the base-state upward by 0.15. We have indicated in shaded area the parameter range that is ±15 % of their base value, which is seen to result in the summer/winter open-area ratio between 2.5 and 4, indicative of its general sensitivity. While the above nondimensionalization allows a ready calculation of the base state even for a finite change in the long-term forcing, the latter has multiple entries into the dimensionless parameters, so to examine the forcing effect on the summer open-area, we consider the perturbative form of (5.4), as discussed next.
Perturbation
Denoting the (small) fractional perturbations by primes [as defined in (4.1)], we derive
w ½from ð5:5Þ and ð5:6Þ which allow the impedances in (5.7) (the brackets) to be expressed as functions of the base state. One important feature that can be gleaned from Fig. 6 is that although the base state may roam rather extensively, say, through the shaded area, the impedances, which involve the spacing For the ocean heat uptake, its perturbation is seen from (3.5) and (3.11) to be linked to that of the AW temperature and the buoyancy content via
both perturbations on the rhs have significant variance only in the LFO band (Sect. 4). The melt duration and the FYI thickness are not strongly perturbed by the stochastic forcing since the latter would induce random phase between the onsets of the melt and freeze cycles, and its effect on the ice thickness would be evened out during the comparably long freezing season. On the other hand, they would be subjected to the AMV forcing: a positive AMV for example, being unvarying from one winter to the next, would both advance the melt and delay the freeze to lengthen the melt duration (Belchansky et al. 2003) . As illustrated in Fig. 7 , let ''d'' denote the small (dimensional) perturbation, we then have t 0 s dt s = " t s % dq w =" q max % ½" q w =ð2" q s Þq 0 w % 1:67q 0 w : ð5:13Þ For the FYI thickness, since it is proportional to the winter SAT below the freezing point (Thorndike 1992; Polyakov et al. 2008) , we have, on account of the aerodynamic formula (footnote 5),
ð5:14Þ
With (5.10)-(5.14), it is seen that variability of the summer open-area is fully specified by that of the winter variables, which can then be calculated and compared with observations.
Observational comparison
With the above discussion, we see that the decadal summer open-area is perturbed only by its winter counterpart or [from (5.10)] Its fractional range is reduced by about 30 % from its winter value due to the latter's buffering by the ocean heat uptake (5.7), but because of the greater base value in summer (Table 2) , the dimensional range (in parentheses in Table 2 ) still doubles in summer. For the LFO, the winter forcing of q (Fig. 3b) , it would counteract the latter (5.12) to yield a range of F 0 o % 13 % in the ocean heat uptake. Although the winter open-area (A 0 w % 18 %) slightly leads the surface heating, it's again within a quarter cycle (Fig. 3b ) so its effect is largely additive. Substituting these values into (5.10), we estimate the LFO range as
ð5:16Þ which is thus about three times the decadal range (5.15).
With the above itemization of the contributions, we see that the winter open-area and winter SAT-the latter through its effect on both melt duration and FYI thickness-are comparable in their perturbation of the summer open-area in the LFO band, but the ocean heat uptake is only one-third as important. As regards the robustness of this result, we reiterate that the numerical coefficients in (5.10)-the impedances or the effectiveness of the forcings-are insensitive to the base state (Sect. 5.2), so the uncertainty resides primarily in the forcing variances themselves. We note that, other than the winter open-area, all these forcings have been identified in the recent loss of the perennial sea ice-although their relative importance remains debated (Stroeve et al. 2005 (Stroeve et al. , 2011 Holland et al. 2006a; Haas et al. 2008) . It should be stressed on the other hand that our quantification pertains to the statistics of the LFO hence may not extend to such a single climatic event.
We list both the fractional and dimensional ranges of the open-area in Table 2 , from which some contrasting behavior can be discerned. In winter, the ranges are comparable in the decadal and LFO bands. In summer, the LFO signal is about three times its decadal counterpart, but because of its much greater base value, even its decadal signal has greater dimensional range than the winter signals. Most significantly, the summer LFO has a dimensional range that is five times the winter ranges; the model thus may explain this vast observed disparity (Deser et al. 2000, their Fig. 12; Polyakov et al. 2003a, their Fig. 2 )-even though the AMV has only winter SAT anomaly, a question raised in Sect. 1.
With the summer open-area perturbed primarily by the winter SAT, which moreover, unlike the AO, exhibits only weak SLP signal (Kushnir 1994) , one expects the correlation between the summer SIE and AO index to be somewhat degraded, as indeed noted by Johannessen et al. (1999) . This differs sharply from the winter situation when the two are strongly linked with a correlation exceeding 0.5 (Sect. 2). This contrasting behavior is seen particularly clearly in Stroeve et al. (2008, their Fig. 3) , which showed the winter SIE to track closely the decadal AO whereas the summer SIE is dominated by much longer LFO signal and trends as the winter SAT. We have noted in Sect. 4.4 that the AO index (the negative SLP) leads the SAT by about a decade, so even if the AO has returned to its neutral phase in recent years (Dickson et al. 2000) , one expects the summer ice decline to continue-recognizing additionally that this trend could also be prolonged by the anthropogenic warming. With the above, we see that the ''Arctic climate paradox'' posed by Overland and Wang (2005) may be plausibly resolved.
Summary and discussion
Using a box model of the coupled Arctic system, we examine its natural variability pertaining to the decadal AO and the multidecadal LFO. The two are assumed forced respectively by the white-noise SAT and the AMV-both justifiably external to the Arctic dynamics. We explicitly differentiate the winter and summer open-areas given their hierarchical difference: only in winter would the open-area perturb the SLP to effect coupled balances whereas summer open-area merely responds passively to the heat balance. From the coupled balances, we discern two feedback loops on the winter open-area: a positive ice-flux feedback that would elevate the overall variance and a negative buoyancy feedback that would suppress its low-frequency variance to render a broad decadal peak, which we identify with the observed decadal AO.
The winter LFO is forced in comparable measure by the SAT and SST anomalies associated with the AMV. The negative buoyancy feedback would advance the phase of the open-area, so the winter ice loss precedes surface warming by about a decade, which thus may explain this puzzling feature from observation. The positive LFO would enhance the liquid freshwater flux through the Fram Strait, which dominates the ice flux but lags it by a quartercycle; and accounting also the ocean storage, the GSA should peak around minimum AO, as observed, which thus posed no overt paradox. The strength and phasing of the modeled LFO signals are generally consistent with that observed, in support of the proposed negative buoyancy feedback.
For the summer open-area, its decadal variance reflects that of the preconditioning winter open-area-albeit at a reduced fractional strength due to buffering by the ocean heat uptake. Its LFO variance on the other hand may be induced additionally by the ocean heat uptake and winter SAT anomalies-the latter through its effect on the melt duration and FYI thickness. Quantitatively, the winter open-area and winter SAT anomalies contribute comparably to the LFO variance, but the ocean heat uptake plays only a secondary role. In terms of their dimensional range, the summer open-area is dominated by the LFO signal, which is several times the winter signal; the model thus may explain this pronounced disparity in observed variability. Moreover, since the negative SLP leads the winter SAT by about a decade, one expects the summer ice loss to continue even when the AO has returned to its neutral phase in recent years, which thus may possibly resolve the ''Arctic climate paradox''.
It has been suggested that the enhanced ice export during positive AO would thin the Arctic sea ice to hasten its decline in recent decades (Holland et al. 2006a; Maslanik et al. 2007b ), but it should be noted that the ice export only thins the multi-year ice whereas the summer SIE is preconditioned by the FYI thickness (Sect. 5), which is perturbed more by the winter SAT than by the ice export (Rothrock and Zhang 2005; Haas et al. 2008) ; and then in our conception, the AO and the ice export are coupled to the winter SIE hence may not be regarded as an external source of the ice decline.
Although the study pertains to the Arctic natural variability, the model physics, to the degree it is validated by observation, has obvious implications on the Arctic response to the anthropogenic warming, as expounded here. The ice-albedo feedback has been widely attributed in the accelerated ice loss of the recent years (Serreze and Francis 2006) , which however needs to be more carefully argued. Since the process is operative only in the sun-lit season-as indeed reflected in the exponential growth of the open-area in summer (5.2), its effect may register only in the perennial ice (the only ice left at the end of the melt season) and the upper-ocean heat content, but since the winter SIE attains quasi-equilibrium shortly into the freezing season, it is independent of the condition of the perennial ice; and then the anomaly in the upper-ocean heat content would be quickly erased at the onset of the ice formation (Tietsche et al. 2011 ). As such, it is difficult to propagate the summer anomaly deep into the freezing season, let alone the succeeding years, as attested by the recovery of the winter ice after the record ice loss of recent summers (Drobot et al. 2008) . This difficulty in transmitting the summer anomaly amplified by the ice-albedo feedback calls into question the physical basis of a tipping point (Eisenman and Wettlaufer 2009; Notz 2009 ). In our interpretation, the continuing ice loss from one summer to the next is due to the AMV-the memory thus arguably resides in the global thermohaline circulation.
Polar amplification pertains mainly to the winter SAT as the summer SAT remains near the freezing point due to the year-round sea ice (Chapman and Walsh 1993) . The observational evidence of the polar amplification associated with the global warming is equivocal (Polyakov et al. 2002; Serreze and Francis 2006) , which may due in part to the fact that the AMV is itself amplified in high latitudes (Moritz et al. 2002, their Fig. 1a; Shiklomanov and Shiklomanov 2003, their Fig. 3 ; Johannessen et al. 2004, their Fig. 1 ), a feature that need not be related to the Arctic sea ice (Delworth and Mann 2000; Ou 2011 ). Besides the question raised above on the ice-albedo feedback, the positive open-area/SAT feedback that could operate in winter might not be prevalent either given the dominance of the SAT anomaly by the AMV. Although when integrated to the doubled CO 2 , the GCM runs generally showed the polar amplification (Holland and Bitz 2003) , it is difficult to quantify various feedbacks entailed in the models and Winton (2006) suggested nonetheless that the ice-albedo feedback may not be a dominant process.
It is generally believed that the global warming is accompanied by increasing poleward moisture transport (Holland et al. 2006b; Held and Soden 2000; Ou 2007 ), but as we have postulated, the resulting freshening of the Arctic would curtail the ocean heat uptake to counter the surface warming-though with a time lag of a few decades. Obviously, if this process were important, it could impact the predicted warming. Given similar timescale of the LFO as that projected for the anthropogenic signal, the coupling physics important for the LFO should also be operative in the latter, a proper simulation of the LFO by GCMs thus seems a prerequisite for an accurate prediction of the future climate change and in that regard there seems ample room for improvement (Wang et al. 2007) , not to mention the possibility that the AMV (hence the LFO) is unpredictable beyond a lead time of several years (Ou 2011 Setting the amplitude and phase off 1 to unity and zero respectively, the Fourier transforms are then calculated and plotted in Fig. 3 .
