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Abstract
The thesis is about Schauder basis in inﬁnite-dimensional Banach spaces
and locally complemented subspaces. It starts with the notion of bases and
it proves that it is equivalent with that of Schauder basis. It follows with
some general theory about bases, and gives the notion of basic sequences
and equivalence of bases. It proves that every Banach space has a basic
sequence. Next it gives some general theory about unconditional basis.
To give an other version of the deﬁnition of complemented subspaces,
we present adjoint operators and projections. We prove that c0 is not
complemented in l∞. The Principle of Local Reﬂexivity (PLR) is proved
and it states that a Bnach space is locally 1-complemented in its didual
space. We present Hahn-Banach extension operators and prove that its
existence is equivalent with being locally 1-complemented. In the end,
the deﬁnition for a basic sequence to be (locally) complemented is given
and it proves that if a basic sequence is locally complemented, then its
biorthogonal functionals can be extended to a basic sequence in the dual
space.
1
Notation
The linear span of a subset A of a vector space X, denoted by span{A},
is the set of all ﬁnite linear combinations of elements of A. We will denote
the closed linear span of a set A by [A]. The dimension of a set A ⊂ X is
denoted by dimA, and its closure by A. We denote by BX the closed unit
ball on a normed space X.
The dual space of X, denoted by X∗, is the space of all continuous linear
functionals from X to a ﬁeld F. QX : X → X∗∗ will denote the canonical
embedding of X in its bidual X∗∗, and we will say that X is a subspace of
X∗∗.
B(X, Y ) will denote the space of all bounded (continuous) linear
operators from X to Y , where X, Y are Banach spaces. For an operator
T : X → Y , we denote kerT = {x ∈ X : Tx = 0}, and the image of T , by
ImT . For a subset A of X, we denote A⊥ = {x∗ ∈ X∗ : x∗(x) = 0, ∀x ∈
A}.
2
Cornerstone theorems of
Functional Analysis
In this section we will state some fundamental theorems in Functional
Analysis that we will use later in the proofs of others theorems and
propositions.
The Open Mapping Theorem Every bounded linear operator from a
Banach space onto a Banach space is an open mapping.
In other words, if A is the bounded linear operator, A : X → Y , where
X, Y are Banach spaces, then if U is an open set in X, then A(U) is open
in Y .
The proof of this theorem you can ﬁnd it on [8, p. 43].
The Closed Graph Theorem Let X, Y be Banach spaces and T :
M → Y a closed linear operator with domain M ⊂ X. If M is closed in
X, then T is bounded.
The Closed Graph Theorem is an application of the Open Mapping
Theorem. An other version of this theorem is:
If T : M → Y is a linear mapping from X into Y , where X, Y are
Banach spaces, with the property: whenever (xn) in X is such that both
x = limxn and y = limTxn, exist, it follows that y = Tx. Then T is
continuous.
The Uniform Boundedness Principle Let X be a Banach space and
let Y be a normed vector space. Let {Tα : α ∈ A} be a family of bounded
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linear operators from X to Y . Suppose that for every x ∈ X, the set
{Tαx : α ∈ A} is a bounded subset of Y . Then the set {‖Tα‖ : α ∈ A} is
bounded.
The proof of this theorem you can ﬁnd it on [?, p. 189].
The ﬁrst isomorphism theorem for Banach spaces Let X, Y be
Banach spaces and T a bounded linear operator, T ∈ B(X, Y ) such that
the range of T is closed in Y . Then X/ker(T ) is isomorphic to T (X).
The Hahn-Banach Separation Theorem Let X be a normed linear
space, and A,B ⊂ X non-empty disjoint convex subsets. If A is open, then
there exist a non-zero continuous linear functional f and a real number α
such that
f(x) ≤ α ≤ f(y), for all x ∈ A and y ∈ B.
The Hahn-Banach Extension Theorem Let Y be a subspace of a
real linear space X, and p a positive functional on X such that
p(tx) = tp(x) and p(x+ y) ≤ p(x) + p(y) for every x, y ∈ X, t ≥ 0.
If f is a linear functional on Y such that f(x) ≤ p(x), for every x ∈ Y , then
there is a linear functional F on X such that F = f on Y and F (x) ≤ p(x),
for every x ∈ X.
An other version of the Hahn-Banach Extension Theorem for normed
spaces is:
If Y is a subspace of a normed space X, then for every y∗ ∈ Y ∗ there
exist x∗ ∈ X∗ such that x∗∣∣
Y
= y∗ and ‖x∗‖ = ‖y∗‖.
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1.1 Introduction
One of the central objects of study in functional analysis are Banach spaces.
A Banach space is deﬁned as complete normed vector space.
First let us present what a norm is.
A norm is a function ‖ · ‖ : X → F, where X is a vector space and F
denotes the real or complex numbers, that has the following properties:
For every x, y ∈ X, k ∈ F,
(i) ‖x‖ ≥ 0, and ‖x‖ = 0⇔ x = 0 (separating points)
(ii) ‖kx‖ = |k|‖x‖ (absolute homogeneity)
(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (triangle inequality).
For the deﬁnition of a complete normed space, we will ﬁrst give the
deﬁnition of a Cauchy sequence.
A sequence (xn)
∞
n=1 in a normed space X is called Cauchy if for every
 > 0 there exist N ∈ N such that for every m,n ∈ N such that m,n > N
we have that ‖xm − xn‖ < .
A normed space is called complete if every Cauchy sequence converges
in that space.
So a Banach space is a vector space X over the real or complex numbers
with a norm ‖ · ‖ such that every Cauchy sequence in X converges in X.
Independent from Stefan Banach, such spaces were introduced by
Norbert Wiener, however Wiener thought that the spaces would not be
of importance and gave up. A long time later Wiener wrote in his memoirs
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that the spaces quite justly should be named after Banach alone, as
sometimes they were called "Banach-Wiener spaces" [2].
We will work with Banach spaces which are inﬁnite-dimensional. First
lets present the notion of basis in a Banach space. In linear algebra we
are used with the concept of basis, however the spaces under consideration
are ﬁnite-dimensional. Many generalisation of the basis concept in inﬁnite-
dimensional Banach spaces are possible. The one presented in the following
deﬁnition is the most useful.
Deﬁnition. A sequence of elements (en)
∞
n=1 in a inﬁnite-dimensional
Banach space X is said to be a basis of X if for each x ∈ X there is a
unique sequence of scalars (an)
∞
n=1 such that
x =
∞∑
n=1
anen.
This means that we require that the sequence (
∑N
n=1 anen)
∞
n=1 converges
to x in the norm topology of X.
From the uniqueness part of the deﬁnition it is clear that a basis consist
of linearly independent, and in particular non-zero, vectors.
The following proposition states a necessary condition for a Banach space
to have a basis. We will deﬁne ﬁrst what a separable space is.
A space is called separable if it contains a countable dense set. In other
words, a space X is separable if there is a countable subset A ⊂ X such
that the closure of A, A¯ = X.
Proposition 1.1. Every Banach space X with a basis (en)
∞
n=1 is
separable.
Proof. If Q is the set of rational numbers, we will show that the countable
set
A := {
m∑
n=1
anen : an ∈ Q, 1 ≤ n ≤ m, m ∈ N},
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is dense in X. Since (en)
∞
n=1 is a basis for X, then for every x ∈ X,
x =
∑∞
n=1 anen, so we can write that
∞∑
n=1
anen = lim
N→∞
N∑
n=1
anen.
From this it follows that X = [en]. Therefore, it suﬃces to show that A is
a dense subset of span({en : n ∈ N}).
Fix k ∈ N, e1, . . . , ek ∈ {en : n ∈ N} and a1, . . . , ak ∈ R. Since Q is
dense in R, there is a sequence (aj,i)i∈N ∈ Qn that converges to aj for each
j = 1, . . . , k. From the continuity of the vector space operations it follows
that
lim
i→∞
k∑
j=1
aj,iej =
k∑
j=1
ajej.
This means that an arbitrary element of span({en : n ∈ N}) can be written
as the limit of a sequence in A, so A is dense in span({en : n ∈ N})
Another thing to point out is that the order of the basis is important; if
we permute the elements of the basis then the new sequence can easily fail
to be a basis. We will discuss this phenomenon later on.
Proposition 1.2. If (en)
∞
n=1 is a basis for a Banach space X and (kn)
∞
n=1
is a sequence of nonzero scalars, then (knen)
∞
n=1 is also a basis for X.
Proof. If (en)
∞
n=1 is a basis for X, then for every x ∈ X there is an unique
sequence of scalars (an)
∞
n=1 such that
x =
∞∑
n=1
anen =
∞∑
n=1
an
kn
knen =
∞∑
n=1
bnknen
where bn =
an
kn
for every n ∈ N. The sequence (bn)∞n=1 is unique because of
the uniqueness of (an)
∞
n=1, so (knen)
∞
n=1 is also a basis for X.
A basis (en)
∞
n=1 is called normalized if for every n ∈ N, ‖en‖ = 1. If
(en)
∞
n=1 is a basis of X, take kn = ‖en‖−1, then the sequence (knen)∞n=1 =
(en/‖en‖)∞n=1 is a normalized basis in X.
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Note that if (en)
∞
n=1 is a basis of a Banach space X, the maps x 7→ an
are linear functionals on X. Let us write e#n (x) = an. However, it is
by no means immediate that the linear functionals (e#n )
∞
n=1 are actually
continuous [1, p. 2].
Let introduce the partial sum projections (Sn)
∞
n=0 associated to (en)
∞
n=1
deﬁned by S0 = 0 and for n ≥ 1,
Sn(x) =
n∑
k=1
e#k (x)ek.
To be a projection, a linear operator P : X → X should be such that
P (Px) = Px for every x ∈ X. For every n ∈ N, Sn are indeed projections
because for every x ∈ X,
Sn(Sn(x)) = Sn(
n∑
k=1
e#k (x)ek) =
n∑
k=1
e#k (
n∑
k=1
e#k (x)ek)ek
=
n∑
k=1
n∑
i=1
e#k (x)e
#
k (ei)ek =
n∑
k=1
e#k (x)ek = Sn(x),
since e#k (ei) = 1 for k = i, and e
#
k (ei) = 0 for k 6= i, where 1 ≤ k, i ≤ n.
In the next proposition we will introduce a new norm for the Banach
space X, equivalent with the old one, but it is more convenient to work
with. The proof is from [1, p. 3].
Proposition 1.3. Let X be a Banach space with norm ‖·‖ and for every
x ∈ X let |||x||| = supn≥1‖Snx‖. Then ||| · ||| is a norm in X equivalent
with ‖ · ‖ such that ||| · ||| ≥ ‖ · ‖.
Proof. First let show that ||| · ||| is indeed a norm. Notice that for every
x ∈ X, |||x||| < +∞ because we have that x ∈ X and n ∈ N, ‖Snx‖ < +∞.
The ﬁrst two requirements of the deﬁnition of a norm follow immediately
from the fact that ‖ · ‖ is a norm. To show the triangle inequality, lets pick
x, y ∈ X having the expansions x = ∑∞n=1 e#n (x)en and y = ∑∞n=1 e#n (y)en,
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then
|||x+ y||| = |||
∞∑
n=1
e#n (x)en +
∞∑
n=1
e#n (y)en|||
= sup
m∈N
‖
m∑
n=1
e#n (x)en +
m∑
n=1
e#n (y)en‖
≤ sup
m∈N
(‖
m∑
n=1
e#n (x)en‖+ ‖
m∑
n=1
e#n (y)en‖)
≤ sup
m∈N
‖
m∑
n=1
e#n (x)en‖+ sup
m∈N
‖
m∑
n=1
e#n (y)en‖
= |||
∞∑
n=1
e#n (x)en|||+ |||
∞∑
n=1
e#n (y)en|||
= |||x|||+ |||y|||
It follows from the continuity of the norm ‖ · ‖ that for each x ∈ X, we
have
|||x||| = |||
∞∑
n=1
e#n (x)en||| = sup
m∈N
‖
m∑
n=1
e#n (x)en‖
≥ lim
m→∞
‖
m∑
n=1
e#n (x)en‖ = ‖
∞∑
n=1
e#n (x)en‖.
So ||| · ||| ≥ ‖ · ‖ for all x ∈ X.
We will now show that (X, ||| · |||) is complete.
Suppose that (xn)
∞
n=1 is a Cauchy sequence in (X, ||| · |||). (xn)∞n=1 is
indeed convergent to some x ∈ X for the original norm since ‖ · ‖ ≤ ||| · |||.
Our goal is to prove that limn→∞|||xn − x||| = 0.
Notice that for each ﬁxed k the sequence (Skxn)
∞
n=1 is convergent in the
original norm to some yk ∈ X,. This is because
‖Skxn − Skxm‖ ≤ sup
k
‖Sk(xn − xm)‖ = |||xn − xm||| n,m→∞−−−−→ 0,
which means that the sequence (Skxn)
∞
n=1 is Cauchy in (X, ‖ · ‖) and
therefore convergent.
9
1 Bases in Banach spaces
Note also that (Skxn)
∞
n=1 is contained in the ﬁnite-dimensional subspace
[e1, . . . , ek]. Certainly, the functionals e
#
j are continuous on any ﬁnite-
dimensional subspace; hence if 1 ≤ j ≤ k we have
lim
n→∞
e#j (xn) = lim
n→∞
e#j (Skxn) = e
#
j ( lim
n→∞
Skxn) = e
#
j (yk) := aj.
Next we argue that
∑∞
j=1 ajej = x for the original norm.
Since (xn)
∞
n=1 is a Cauchy sequence, for every  > 0, pick an integer n so
that if m ≥ n then |||xm− xn||| ≤ 13, and since limk→∞ Skxn = xn, we can
take k0 so that k ≥ k0 implies ‖xn − Skxn‖ ≤ 13. Then for k ≥ k0 we have
‖yk − x‖ ≤ ‖yk − Skxn + Skxn − xn + xn − x‖
≤ ‖yk − Skxn‖+ ‖Skxn − xn‖+ ‖xn − x‖
= lim
m→∞
‖Skxm − Skxn‖+ ‖Skxn − xn‖+ lim
m→∞
‖xm − xn‖ ≤ 
Thus limk→∞ ‖yk − x‖ = 0 and, by uniqueness of the expansion of x with
respect to the basis, Skx = yk.
Now,
|||xn − x||| = sup
k≥1
‖Skxn − Skx‖ ≤ lim sup
m→∞
sup
k≥1
‖Skxn − Skxm‖,
so limn→∞ |||xn − x||| = 0 and (X, ||| · |||) is complete.
The identity map i : (X, ||| · |||)→ (X, ‖ · ‖) is a bijective, linear and due
to the inequality ||| · ||| ≥ ‖ · ‖, a continuous operator. The Open Mapping
Theorem ensures that i−1 : (X, ‖ · ‖)→ (X, ||| · |||) is continuous too, which
means that i is an isomorphism, so the two norms ‖ · ‖ and ||| · ||| are
equivalent.
We will follow with presenting the notion of Schauder basis in a Banach
space, and prove that it is equivalent with the notion of basis.
Let (en)
∞
n=1 be a sequence in a Banach space X and X
∗ the space of
continuous linear functionals on X. Functionals (e∗n)
∞
n=1 ⊂ X∗ are called
the biorthogonal functionals associated with (en)
∞
n=1 provided that for every
k, j ∈ N,
e∗k(ej) =
1 if j = k,0 otherwise.
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Deﬁnition. A sequence (en)
∞
n=1 in a inﬁnite-dimensional Banach space
X is called a Schauder basis of X if for every x ∈ X, x = ∑∞n=1 e∗n(x)en,
where (e∗n)
∞
n=1 are the biorthogonal functionals associated with (en)
∞
n=1.
In 1927, Julius Schauder introduced the concept of Schauder basis for
Banach spaces and constructed a Schauder basis for C[0, 1], [6].
Theorem 1.4. Let X be a (separable) Banach space. A sequence (en)
∞
n=1
in X is a Schauder basis for X if and only if (en)
∞
n=1 is a basis for X.
Proof. If (en)
∞
n=1 is a Schauder basis for X, then it follows from the
deﬁnitions that (en)
∞
n=1 is a basis for X.
Let now assume that (en)
∞
n=1 is a basis for X. From Proposition 1.3 we
know that the norm ||| · ||| in X deﬁned for every x ∈ X as
|||x||| = supn≥1‖Snx‖,
is equivalent to the original norm ‖ · ‖ of X. Thus there exists K so that
|||x||| ≤ K‖x‖ for x ∈ X. This implies that
‖Snx‖ ≤ K‖x‖, ∀x ∈ X,n ∈ N.
In particular,
|e#n (x)|‖en‖ = ‖Snx− Sn−1x‖ ≤ 2K‖x‖,
hence ‖e#n (x)‖ ≤ 2K‖en‖−1, which means that for every n ∈ N, e#n is a
bounded (continuous) linear operator on X, i.e. e#n ∈ X∗ for every n ∈ N.
Next, we have to show that (e#n )
∞
n=1 are the biorthogonal functionals
associated to the basis (en)
∞
n=1. Since for every m ∈ N, em =
∑∞
n=1 anen
implies that am = 1 and an = 0 for n 6= m, this means that
e#n (em) =
1 if m = n,0 otherwise.
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So, every time that we will talk about a basis (en)
∞
n=1 of a Banach space,
it means that (en)
∞
n=1 is actually a Schauder basis.
We will present now some examples of Schauder basis.
Example. For n ∈ N let
en = (0, ..., 0, 1︸ ︷︷ ︸
n times
, 0, ...) ∈ RN
Then en is a basis of lp, 1 ≤ p <∞ and c0. Indeed, if we take x ∈ c0 (same
for x ∈ lp, 1 ≤ p <∞), then
x = (x1, x2, . . . , xn, . . .)
= x1(1, 0, . . . , 0, . . .) + x2(0, 1, . . . , 0, . . .) + . . .+ xn(0, 0, . . . , 1, . . .) + . . .
= x1e1 + x2e2 + . . .+ xnen + . . . =
∞∑
n=1
xnen.
To prove the uniqueness, let (an)
∞
n=1 be scalars such that we have also that
x =
∑∞
n=1 anen. It follows immediately that an = xn for every n ∈ N.
We call en the canonical basis of lp and c0, respectively. Note that en is
also normalized.
The space l∞ is not separable, therefore it does not have a Schauder
basis.
Example. [5, p. 3] In the space of convergent sequence of scalars c, an
example of basis can be given by
x1 = (1, 1, 1, . . .) and, xn = en−1, for n > 1,
where (en)
∞
n=1 are as in the example above. With respect to this basis, an
element x = (a1, a2, . . .) ∈ c can be written as
x = (lim
n
an)x1 + (a1 − lim
n
an)x2 + (a2 − lim
n
an)x3 + · · · .
In the next example, taken from [8, p. 352], we will show that C([0, 1]),
the space of continuous function in [0, 1], has a basis. This has some
interest, because it can be shown that every separable Banach space is
isometrically isomorphic to a subspace of C([0, 1]).
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Example. A Schauder basis (fn)
∞
n=0 of C([0, 1]) may be constructed
from "tent" functions. For n = 0, 1, we deﬁne
f0(x) = 1, f1(x) = x.
For 2k−1 < n ≤ 2k, where k ≥ 1, we deﬁne
fn(x) =

2k(x− (2n−2
2k
− 1)) if 2n−2
2k
− 1 ≤ x < 2n−1
2k
− 1,
1− 2k(x− (2n−1
2k
− 1)) if 2n−1
2k
− 1 ≤ x < 2n
2k
− 1,
0 otherwise.
The graphs of these functions are form a sequence of "tents" of height one
and width 2−k+1 that sweeps across the interval [0, 1]. Take f ∈ C([0, 1]).
We deﬁne a sequence (pn)
∞
n=0 in C([0, 1]) such that
p0 = f(0)f0,
p1 = p0 + (f(1)− p0(1))f1,
p2 = p1 + (f(
1
2
)− p1(1
2
))f2,
p3 = p2 + (f(
1
4
)− p2(1
4
))f3,
p4 = p3 + (f(
3
4
)− p3(3
4
))f4,
p5 = p4 + (f(
1
8
)− p4(1
8
))f5,
p6 = p5 + (f(
3
8
)− p5(3
8
))f6,
p7 = p6 + (f(
5
8
)− p6(5
8
))f7,
p8 = p7 + (f(
7
8
)− p7(7
8
))f8,
and so forth. The p0 is the constant function that agrees with f at 0, while
p1 agrees with f at 0 and 1 and interpolates linearly in between, and p2
agrees with f at 0, 1, and 1
2
and interpolates linearly in between, and so
forth.
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For each n ∈ N0, N0 = {0} ∪ N, let an be the coeﬃcient of fn in the
formula for pn. Then pk =
∑k
n=0 anfn for each k. The uniform continuity
of f implies that limk ‖pk − f‖ = 0 and therefore that f =
∑∞
n=0 anfn.
To check the uniqueness, let (bn)
∞
n=0 be an other sequence of scalars such
that f =
∑∞
n=0 bnfn. Then
∑∞
n=0(an − bn)fn = 0, which implies that∑∞
n=0(an − bn)fn(x) = 0 when x = 0, 1, 12 , 14 , 34 , 18 , . . ., which follows that
an = bn for every n. So (fn)
∞
n=0 is a basis for C([0, 1]).
This basis is normalized because for each n ∈ {0, 1, 2, . . .} and x ∈ [0, 1],
0 ≤ fn(x) ≤ 1, so ‖fn‖ = 1.
Example. Lets check if the sequence 1, x, x2, ... is a Schauder basis for
C[a, b]. If the sequence is a Schauder basis for C[a, b], then for every
function f ∈ C[a, b] there exist an unique sequence of scalars (an) such
that f =
∑∞
n=0 anx
n. Since functions of this form are analytic and because
not all continuous functions are analytic, the sequence 1, x, x2, ... is not a
Schauder basis for C[a, b].
In common spaces there exists a Schauder basis. This fact led Banach
to pose the question in 1932: "Does every separable Banach space have a
basis?" This question it is known as the basis problem. The basis problem
is closely related to another important problem of functional analysis, the
approximation problem.
A Banach space X is said to have the approximation property if
corresponding to each compact set K ⊂ X and  > 0 there exists a
bounded linear operator F : X → X with ﬁnite dimensional range such
that ‖x− F (x)‖ <  for all x ∈ K.
We say that a subset K ⊂ X is compact if every net (xα)α∈I ⊂ K has a
convergent subnet on K.
A Banach space with a basis has the approximation property. In June
1972, Per Enﬂo, at an analysis conference at Hebrew University, Jerusalem,
Israel, announced the result: There exist a Banach space without the
approximation property and thus there exist a separable Banach space
without a basis [6].
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1.2 Schauder bases and basic sequences
This section introduces some general theory about Schauder basis. It states
the deﬁnition of basic sequences and it proves that every Banach space has
a basic sequence.
In the proof of theorem 1.4 it is shown that (e#n ) are the biorthogonal
functionals associated with (en)
∞
n=1. So, for every n ∈ N, e#n = e∗n.
Deﬁnition. Let X be a Banach space with basis (en)
∞
n=1. For each
n ∈ N the map Sn : X → X :
∑∞
k=1 e
∗
k(x)ek 7→
∑n
n=1 e
∗
k(x)ek is called the
nth natural projection associated with (en)n∈N .
Sn is a continuous linear operator since each e
∗
k is continuous.
Proposition 1.5. Let (en)
∞
n=1 be a Schauder basis for a Banach space
X and (Sn)
∞
n=1 the natural projections associated with it. Then
sup
n
‖Sn‖ <∞.
Proof. For a Schauder basis the operators (Sn)
∞
n=1 are bounded a priori.
Since Sn(x)→ x for every x ∈ X we have supn ‖Sn(x)‖ <∞ for each x ∈
X. The Uniform Boundedness Principle yields that supn ‖Sn‖ <∞.
Deﬁnition. If (en)
∞
n=1 is a basis for a Banach space X then the number
K = supn ‖Sn‖ is called the basis constant. In the optimal case that K = 1
the basis (en)
∞
n=1 is said to be monotone.
Each natural projection for a basis has norm at least 1 because for each
m ∈ N, there exist x ∈ X such that x = ∑∞n=1 anen = ∑mn=1 anen = Sm(x)
(for example en, n ≤ m), so the norm can't be smaller than 1. This means
that the basis constant is always greater or equal to 1, K ≥ 1.
Proposition 1.6. If (en)
∞
n=1 is a basis for a Banach space X and K is
the basis constant for (en)
∞
n=1, then K is the smallest real number C such
that
‖
m∑
n=1
anen‖ ≤ C‖
∞∑
n=1
anen‖
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whenever
∑∞
n=1 anen ∈ X and m ∈ N, which is in turn the smallest real
number C such that
‖
m1∑
n=1
anen‖ ≤ C‖
m2∑
n=1
anen‖
whenever m1,m2 ∈ N, m1 ≤ m2, and a1, . . . , am2 ∈ F.
Proof. From the deﬁnition of the basic constant we have that
K = sup{‖
∑m
n=1 anen‖
‖∑∞n=1 anen‖ :
∞∑
n=1
anen ∈ X\{0},m ∈ N},
from which the ﬁrst part of the proposition follows.
For every m1,m2 ∈ N, m1 ≤ m2, and a1, . . . , am2 ∈ F we can write
‖
m1∑
n=1
anen‖ = ‖Sm1(
m2∑
n=1
anen)‖ ≤ sup
m1
‖Sm1‖‖
m2∑
n=1
anen‖,
and the proposition is proved since K = supm1 ‖Sm1‖.
Remark. We can always renorm a Banach space X with a basis in such
a way that the given basis is monotone. Just put
|||x||| = sup
n≥1
‖Snx‖.
From Proposition 1.3 we have that the new norm is equivalent to the old
one and ‖x‖ ≤ |||x||| for every x ∈ X. Since
|||x||| = sup
n≥1
‖Snx‖ ≤ sup
n≥1
‖Sn‖‖x‖ = K‖x‖,
we have that ‖x‖ ≤ |||x||| ≤ K‖x‖, where K is the basis constant.
To prove that K = 1 we need to show that |||Sn||| = 1 for n ∈ N. This
follows from
|||Sn||| = sup
|||x|||≤1
|||Snx||| = sup
|||x|||≤1
sup
m≥1
‖SmSnx‖
≥ sup
|||x|||≤1
sup
m≥n≥1
‖SmSnx‖ = sup
|||x|||≤1
sup
m≥n≥1
‖Snx‖
= sup
|||x|||≤1
|||x||| = 1.
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and since ‖SmSnx‖ ≤ |||x||| for every m, we can write
sup
m≥1
‖SmSnx‖ ≤ |||x||| ⇔ ‖Snx‖ ≤ |||x||| for every x
⇔ |||Sn||| ≤ 1.
If we have a family of projections enjoying the properties of the partial
sum operators, one can construct a basis for a Banach space X.
Proposition 1.7. Suppose Sn : X → X,n ∈ N, is a sequence of bounded
linear projections on a Banach space X such that
(i) dimSn(X) = n for each n;
(ii) SnSm = SmSn = Smin(m,n), for any integers m and n;
(iii) Sn(x)→ x for every x ∈ X.
Then any nonzero sequence of vectors (en)
∞
n=1 in X chosen inductively so
that e1 ∈ S1(X), and ek ∈ Sk(X) ∩ S−1k−1(0) if k ≥ 2 is a basis for X with
partial sum projections (Sn)
∞
n=1.
Proof. Let 0 6= e1 ∈ S1(X), 0 6= e2 ∈ S2(X) ∩ S−11 (0) and so on, by
induction, 0 6= en ∈ Sn(X) ∩ S−1n−1(0). Then for x ∈ X, by (ii) we have
Sn−1(Sn(x)− Sn−1(x)) = Sn−1(x)− Sn−1(x) = 0, and
Sn(x)− Sn−1(x) = Sn(Sn(x)− Sn−1(x)) ∈ Sn(X),
and therefore Sn(x) − Sn−1(x) ∈ Sn(X) ∩ S−1n−1(0). Thus we can write
Sn(x)− Sn−1(x) = anen, for n ∈ N.
If we let S0(x) = 0 for all x, it follows from (iii) that
x = lim
n→∞
Sn(x) = lim
n→∞
n∑
k=1
(Sk(x)− Sk−1(x)) = lim
n→∞
n∑
k=1
akek =
∞∑
k=1
akek.
To show the uniqueness of the representation of x, lets assume that x =∑∞
k=1 bkek. From the continuity of Sm − Sm−1, for m ∈ N it follows that
amem = (Sm − Sm−1)(x) = lim
n→∞
(Sm − Sm−1)(
n∑
k=1
bkek) = bmem,
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and thus am = bm for every m ∈ N.
Therefore, the sequence (en)
∞
n=1 is a basis and (Sn)
∞
n=1 its partial sum
projections.
We will now present what a basic sequence is and later on we will prove
that every Banach space contains a basic sequence.
Deﬁnition. A sequence (ek)
∞
k=1 in a Banach space X is called a basic
sequence if it is a basis for [ek], the closed linear span of (en)
∞
n=1.
The following proposition is known as Grunblum's criterion and it is
used as a test for recognising a sequence of elements in a Banach space as
a basic sequence [1, p. 6]. For the proof of this proposition we will need
the following theorem:
Theorem 1.8. Let (Sn) be a sequence of operators from a Banach space
X into a normed linear space Y such that supn ‖Sn‖ < ∞. Then, if T :
X → Y is another operator, the subspace {x ∈ X : ‖Snx − Tx‖ → 0} is
norm-closed in X.
Proposition 1.9. A sequence (ek)
∞
k=1 of nonzero elements of a Banach
space X is basic if and only if there is a positive constant K such that
‖
m∑
k=1
akek‖ ≤ K‖
n∑
k=1
akek‖
for any sequence of scalars (ak) and any integers m,n such that m ≤ n.
Proof. Assume (ek)
∞
k=1 is basic, and let SN : [ek]→ [ek], N = 1, 2, ..., be its
partial sum projections. Then, if m ≤ n we have
‖
m∑
k=1
akek‖ = ‖Sm(
n∑
k=1
akek)‖ ≤ sup
m
‖Sm‖‖
n∑
k=1
akek‖,
so the inequality holds with K = supm ‖Sm‖.
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For the converse, let E be the linear span of (ek)
∞
k=1 and sm : E → [ek]mk=1
be the ﬁnite-rank operator (the bounded linear operator between Banach
spaces whose range is ﬁnite-dimensional) deﬁned by
sm(
n∑
k=1
akek) =
min(m,n)∑
k=1
akek, m, n ∈ N.
Since E = [ek], E is dense in [ek], each sm extends to Sm : [ek] → [ek]mk=1
with ‖Sm‖ = ‖sm‖ ≤ K.
Notice that for each x ∈ E we have
SnSm(x) = SmSn(x) = Smin(m,n)(x), m, n ∈ N,
so, by density, this equality holds for all x ∈ [en].
Snx → x for all x ∈ [en] since the set x ∈ [en] : Sm(x)→ x is closed (it
follows from Theorem 1.8, when T is the identity operator) and contains
E. Proposition 1.7 yields that (ek) is a basis for [en] with partial sum
projections (Sm).
Does every Banach space contain a basic sequence? A ﬁrst answer to
this question was given by Banach who stated without proof that every
inﬁnite dimensional Banach spaceX contains an inﬁnite dimensional closed
subspace with a basis. Diﬀerent proofs of this were given in 1958 by
Gelbaum and by Bessaga and Pelczynski, and in 1962 by Day [6].
Below is a simple proof of the statement taken from [3].
Lemma 1.10. Let X be an inﬁnite-dimensional Banach space, let E be
a ﬁnite-dimensional subspace of X, and let  > 0. Then there exists x ∈ X
such that ‖x‖ = 1 and
‖y‖ ≤ (1 + )‖y + ax‖,
for all y ∈ E and all scalars a.
Proof. We may suppose that  < 1. As the unit ball of E is compact, there
is a ﬁnite set {y1, . . . , yn} in E such that ‖yk‖ = 1 where 1 ≤ k ≤ n, and
min
1≤k≤n
‖y − yk‖ < 
2
forevery y ∈ E, ‖y‖ = 1.
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Pick y∗1, . . . , y
∗
n ∈ X∗, the dual of X, ‖yk‖ = 1 for 1 ≤ k ≤ n, such that
y∗k(yk) = 1 for each k. Then there exist x ∈ X with ‖x‖ = 1 and y∗k(x) = 0
for each k. For any y ∈ E, ‖y‖ = 1, pick yk such that ‖yk − y‖ ≤ 2 . For a
scalar a, we have that
‖y + ax‖ = ‖y − yk + yk + ax‖
≥ ‖yk + ax‖ − ‖y − yk‖
> ‖yk + ax‖ − 
2
≥ |y∗k(yk + ax)| −

2
= 1− 
2
≥ (1 + )−1,
as required.
Theorem 1.11. Every Banach space X contains a basic sequence.
Proof. We use induction to pick a sequence of norm-one elements (xn) ⊂ X
such that the inequality of Proposition 1.9 always holds, with K = 2 say
(the proof works for any K > 1).
For n = 1, ‖a1x1‖ ≤ (2− )‖a1x1‖. The inequality is true.
Suppose we have chosen x1, . . . , xn and  > 0 such that
‖
m∑
k=1
akxk‖ ≤ (2− )‖
n∑
k=1
akxk‖,
for any m ≤ n and any scalars (ak)nk=1.
We now try to ﬁnd xn+1. We need to ensure that ‖xn+1‖ = 1 and that
for some 0 > 0, we have that
‖
m∑
k=1
akxk‖ ≤ (2− 0)‖
n+1∑
k=1
akxk‖,
for any m ≤ n and any scalars (ak)n+1k=1 .
Let En be the linear span of x1, . . . , xn, a ﬁnite-dimensional subspace of
X. From Lemma 1.10 we can ﬁnd xn+1 ∈ X, ‖xn+1‖ = 1 such that
‖y‖ ≤ (1 + δ)‖y + an+1xn+1‖
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for every y ∈ En and every scalar an+1, where δ > 0 is chosen so that
(2 − )(1 + δ) = 2 − 
2
,that is δ = 
2(2−) . Then, for a sequence of scalars
(ak)
n+1
k=1 , let y =
∑n
k=1 akxk ∈ En, so that for m ≤ n, we have that
‖
m∑
k=1
akxk‖ ≤ (2− )‖
n∑
k=1
akxk‖ = (2− )‖y‖
≤ (2− )(1 + δ)‖y + an+1xn+1‖
= (2− 
2
)‖
n+1∑
k=1
akxk‖,
as required.
If a Banach space has a basis then it is natural the question about its
uniqueness. First lets introduce the notion of equivalence for basis.
Deﬁnition. Two basis (basic sequences), (xn)
∞
n=1 ⊂ X, (yn)∞n=1 ⊂ Y ,
where X, Y are Banach spaces, are called equivalent provided that for
every sequence of scalars (an)
∞
n=1 the series
∑∞
n=1 anxn converges if and
only if
∑∞
n=1 anyn converges.
Proposition 1.12. Two basis (or basic sequences) (xn)
∞
n=1 and (yn)
∞
n=1
in the Banach spaces X and Y respectively, are equivalent if and only if
there exists an isomorphism T : [xn] → [yn] such that Txn = yn for every
n ∈ N.
Proof. Let (xn)
∞
n=1 and (yn)
∞
n=1 be two equivalent basis. Deﬁne T : X → Y
by T (
∑∞
n=1 anxn) =
∑∞
n=1 anyn. It is easily shown that T is a bijection.
To prove that T is continuous we use the Closed Graph Theorem. Let
(uj)
∞
j=1 be a sequence such that uj → u ∈ X and Tuj → v ∈ Y .
Furthermore, let uj =
∑∞
n=1 x
∗
n(uj)xn and u =
∑∞
n=1 x
∗
n(u)xn. We need
to show that Tu = v.
From the continuity of biorthofonal functionals associated with (xn)
∞
n=1
and (yn)
∞
n=1 respectively, we have that for every n ∈ N, x∗n(uj) → x∗n(u)
and y∗n(Tuj) = x
∗
n(uj)→ y∗n(v). From the uniqueness of the limit, for every
n, x∗n(u) = y
∗
n(v). Therefore Tu = v, which means that T is continuous.
21
1 Bases in Banach spaces
Conversely, we have that T : [xn] → [yn] is an isomorphism such that
Txn = yn for every n ∈ N. Let X = [xn] and Y = [yn]. Then for every
series
∑∞
n=1 anyn in Y , we can write
∞∑
n=1
anyn =
∞∑
n=1
anTxn = T (
∞∑
n=1
anxn)
which means that
∑∞
n=1 anyn converges if and only if
∑∞
n=1 anxn converges.
Theorem 1.13. [7] If X is an inﬁnite-dimensional Banach space with
a basis, then there exists two non-equivalent normalized basis.
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1.3 Unconditional basic sequences
As mentioned in the beginning, the order of elements of the basis is
important. However, there are bases, called unconditional bases, which
are bases no matter how you reorder them. The canonical basis for c0 and
lp, 1 ≤ p <∞, is an example of such basis.
First, let us present the notion of unconditional convergence.
Deﬁnition. Let (xn)
∞
n=1 be a sequence in Banach space X. A series∑∞
n=1 xn in X is said to be unconditionally convergent if
∑∞
n=1 xpi(n)
converges for every permutation pi of N.
Next are some propositions and theorems about unconditional conver-
gence that will be useful later on when we will present the notion of
unconditional basis.
Proposition 1.14. If the series
∑∞
n=1 xn is unconditional convergent in
a normed space, then
∑∞
n=1 xpi(n) =
∑∞
n=1 xn for each permutation pi of N.
Proof. Suppose the contrary, that there is a permutation pi of N such
that the series
∑∞
n=1 xn and
∑∞
n=1 xpi(n) both converge but to diﬀerent
limits. We will show that there is another permutation pi′ of N such that∑∞
n=1 xpi′(n) doesn't converge, which means that
∑∞
n=1 xn is only conditional
convergent.
Let  = ‖∑∞n=1 xpi(n) −∑∞n=1 xn‖, and let p1 ∈ N be such that
‖
∞∑
n=1
xpi(n) −
p1∑
n=1
xn‖ < 
3
.
There is a positive integer q1 such that
{pi(n) : n ∈ N, 1 ≤ n ≤ p1} ⊆ {n : n ∈ N, 1 ≤ n ≤ q1}
and
‖
∞∑
n=1
xn −
q1∑
n=1
xn‖ < 
3
.
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Then there is a positive integer p2 such that
{n : n ∈ N, 1 ≤ n ≤ q1} ⊆ {pi(n) : n ∈ N, 1 ≤ n ≤ p2}
and
‖
∞∑
n=1
xpi(n) −
p2∑
n=1
xpi(n)‖ < 
3
,
and a further positive integer q2 such that
{pi(n) : n ∈ N, 1 ≤ n ≤ p2} ⊆ {n : n ∈ N, 1 ≤ n ≤ q2}
and
‖
∞∑
n=1
xn −
q2∑
n=1
xn‖ < 
3
.
If we continue in this way, we will get two sequences (pn) and (qn).
Now let pi′ be the permutation of N by listing N in the following order.
First list pi(1), . . . , pi(p1), than follow this by the members of 1, . . . , q1 not
already listed. Follow this by members of pi(1), . . . , pi(p2) not already listed,
and in turn follow that by the members of 1, . . . , q2 not already listed,
and so forth. Since the partial sums of
∑∞
n=1 xpi′(n) swing back and forth
between being within 
3
of the series
∑∞
n=1 xpi(n) and being within

3
of∑∞
n=1 xn, the series
∑∞
n=1 xpi′(n) doesn't converge.
Theorem 1.15. For a sequence (xn) in Banach space X the following
statements are equivalent:
(i)
∑∞
n=1 xn is unconditionally convergent.
(ii) For any  > 0 there exist an n ∈ N so that if M is any ﬁnite subset
of {n+ 1, n+ 2, . . .}, then ‖∑j∈M xj‖ < .
(iii) For any subsequence (nj) the series
∑
j∈N xnj converges.
(iv) For sequence (j) ⊂ {±1} the series
∑∞
j=1 jxj converges.
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Proof. "(i) ⇒ (ii)" Suppose that (ii) is false. Then there exist  > 0 so
that for every n ∈ N we can ﬁnd a ﬁnite subset Mn of {n + 1, n + 2, . . .}
with
‖
∑
j∈Mn
xj‖ ≥ .
We will build a permutation pi of N so that
∑∞
n=1 xpi(n) diverges.
Take n1 = 1 and let A1 = Mn1 . Next pick n2 = maxA1 and let B1 =
{n1 + 1, . . . , n2} \ A1. Now repeat the process taking A2 = Mn2 , n3 =
maxA2 and B2 = {n2 + 1, . . . , n3} \ A2. Iterating we generate a sequence
(nk)
∞
k=1 and a partition {nk + 1, . . . , nk+1} = Ak ∪ Bk. Deﬁne pi so that pi
permutes the elements of {nk+1, . . . , nk+1} in such a way that Ak precedes
Bk. Then the series
∑∞
n=1 xpi(n) is divergent because the Cauchy condition
fails.
"(ii) ⇒ (iii)" Let (nj) be a subsequence of N. For every  > 0, use
condition (ii) and choose n ∈ N, so that ‖∑j∈M xj‖ < , whenever M is
any ﬁnite subset of {n+ 1, n+ 2, . . .}. This implies that for all i0 ≤ i < j,
with i0 = min{s : ns > n}, it follows that ‖
∑j
s=i xns‖ < . Since  > 0
was arbitrary this means that the sequence (
∑j
s=1 xns)j∈N is Cauchy and
thus convergent.
"(iii) ⇒ (iv)" If (n) is a sequence of ±1's, let N+ = {n ∈ N : n = 1}
and N− = {n ∈ N : n = −1}. Since
n∑
j=1
jxj =
∑
j∈N+,j≤n
xj −
∑
j∈N−,j≤n
xj, for n ∈ N,
and since
∑
j∈N+,j≤n xj and
∑
j∈N−,j≤n xj converge as n → ∞ by (iii), it
follows that
∑n
j=1 jxj converges as n→∞.
"(iv) ⇒ (ii)" Assume that (ii) is false. Then there is an  > 0 and
for every n ∈ N there is a ﬁnite set M of {n + 1, n + 2, . . .}, so that
‖∑j∈M xj‖ ≥ . As above choose ﬁnite subsets M1,M2,M3 etc. so that
minMn+1 > maxMn and ‖
∑
j∈Mn xj‖ ≥ , for n ∈ N . Assign n = 1 if
n ∈ ∪k∈NMk and n = −1, otherwise.
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Note that the series
∑∞
n=1(1 + n)xn cannot converge because
k∑
j=1
∑
i∈Mj
xi =
1
2
k∑
j=1
∑
i∈Mj
(xj + jxj) =
k∑
j=1
∑
i∈Mj
(1 + j)xj
=
1
2
maxMk∑
n=1
(1 + n)xn, for k ∈ N.
Thus at least one of the series
∑∞
n=1 xn and
∑∞
n=1 nxn cannot converge.
"(ii)⇒ (i)" Assume that pi : N→ N is a permutation for which ∑xpi(j)
is not convergent. Then we can ﬁnd an  > 0 and 0 = k0 < k1 < k2 < . . .
so that
‖
kn∑
j=kn−1+1
xpi(j)‖ ≥ .
Then choose M1 = {pi(1), . . . , pi(k1)} and if M1 < M2 < . . . < Mn
have been chosen with minMj+1 > maxMj and ‖
∑
i∈Mj xi‖ ≥ , if
i = 1, 2, . . . , n, choose m ∈ N so that pi(j) > maxMn for all j > km
(we are using the fact that for any permutation pi, limj→∞ pi(j) =∞) and
let
Mn+1 = {pi(km + 1), pi(km + 2), . . . , pi(km+1)},
then minMn+1 > maxMn and ‖
∑
i∈Mn+1 xi‖ ≥ .
We constructed the ﬁnite sets Mn by induction in such a way that (ii)
is not satisﬁed.
Proposition 1.16. A series
∑∞
n=1 xn in a Banach space X is uncon-
ditionally convergent if and only if
∑∞
n=1 tnxn converges (unconditionally)
for all (tn) ∈ l∞.
Proof. Suppose that
∑∞
n=1 xn is unconditionally convergent. Take (tn)
∞
n=1
a bounded sequence, (tn) ∈ l∞. For 1 ≤ r < s, pick x∗ ∈ X∗ such that
‖x∗‖ = 1 and
s∑
n=r
tnx
∗(xn) = ‖
N∑
n=1
tnxn‖, for N ≥ s.
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For every n ∈ N, let
n =
1 if x∗(xn) ≥ 0−1 otherwise.
We can write
‖
s∑
n=r
tnxn‖ ≤ ‖
N∑
n=1
tnxn‖ =
s∑
n=r
|tn||x∗(xn)|
=
s∑
n=r
|tn|nx∗(xn) ≤ sup
n∈N
|tn|
s∑
n=r
nx
∗(xn)
= ‖tn‖∞‖
s∑
n=r
nxn‖.
Since
∑∞
n=1 xn is unconditionally convergent, then from Theorem 1.15 (iv)
we have that
∑∞
n=1 nxn converges, so we can make ‖
∑s
n=r nxn‖ as small
as we want, ‖∑sn=r nxn‖ < ‖tn‖∞ . So we have that ‖∑sn=r tnxn‖ < .
From Theorem 1.15 (ii),
∑∞
n=1 tnxn converges unconditionally.
Conversely, if
∑∞
n=1 tnxn converges unconditionally, then by taking tn ⊂
{±1} we have that ∑∞n=1 xn converges unconditionally.
Deﬁnition. A basis (en)
∞
n=1 of a Banach space X is called unconditional
if for each x ∈ X the series ∑∞n=1 e∗n(x)en converges unconditionally.
Obviously, (en)
∞
n=1 is unconditional basis of X if and only if (epi(n))
∞
n=1 is
a basis of X for all permutations pi : N→ N.
From Proposition 1.14 we have that if (en)
∞
n=1 is an unconditional basis
of X, then for every x =
∑∞
n=1 e
∗
n(x)en ∈ X, x =
∑∞
n=1 e
∗
pi(n)(x)epi(n) for
every permutations pi of N.
Also, from Proposition 1.12 it follows that a basis equivalent to an
unconditional basis is itself unconditional.
Bases that are not unconditional are called conditional. Below is an
example of a conditional basis.
Example. The summing basis of c0, (fn)
∞
n=1, deﬁned as
fn = e1 + · · ·+ en, n ∈ N,
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is a conditional basis, where (en)
∞
n=1 is the canonical basis.
To see that (fn) is a basis for c0 we prove that for each ξ = (ξ(n))
∞
n=1 ∈ c0
we have ξ =
∑∞
n=1 f
∗
n(ξ)fn, where f
∗
n = e
∗
n − e∗n+1 are the biorthogonal
functionals of (fn). Given N ∈ N,
N∑
n=1
f ∗n(ξ)fn =
N∑
n=1
(e∗n(ξ)− e∗n+1(ξ))fn
=
N∑
n=1
(ξ(n)− ξ(n+ 1))fn
=
N∑
n=1
ξ(n)fn −
N+1∑
n=2
ξ(n)fn−1
=
N∑
n=1
ξ(n)(fn − fn−1)− ξ(N + 1)fN
= (
N∑
n=1
ξ(n)en)− ξ(N + 1)fN .
Therefore,
‖ξ −
N∑
n=1
f ∗n(ξ)fn‖∞ = ‖
∞∑
N+1
ξ(n)en + ξ(N + 1)fN‖∞
≤ ‖
∞∑
N+1
ξnen‖∞ + |ξ(N + 1)|‖fN‖∞ N→∞−−−→ 0,
and (fn)
∞
n=1 is a basis.
Now we will identify the set, S, of coeﬃcient (αn)
∞
n=1 such that the series∑∞
n=1 αnfn converges. In fact we have that (αn) ∈ S if and only if there
exist ξ = (ξ(n)) ∈ c0 so that αn = ξ(n) − ξ(n + 1) for all n. Then,
clearly, unless the series
∑∞
n=1 αn converges absolutely, the convergence of∑∞
n=1 αnfn in c0 is not equivalent to the convergence of
∑∞
n=1 nαnfn for
any choice of signs (n)
∞
n=1. Hence (fn) cannot be unconditional.
The following result about unconditional basis can be proved easily from
the corresponding one about basis.
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Proposition 1.17. If (en)
∞
n=1 is an unconditional basis for a Banach
space X and (kn)
∞
n=1 is a sequence of nonzero scalars, then (knen)
∞
n=1 is
also an unconditional basis for X.
It follows immediately that (‖en‖−1en) is a normalized unconditional
basis for a Banach space X, if (en)
∞
n=1 is an unconditional basis for X.
Proposition 1.18. A basis (en)
∞
n=1 of a Banach space X is uncon-
ditional if and only if there is a constant K ≥ 1 such that for all
N ∈ N, whenever a1, . . . , aN , b1, . . . , bN are scalars satisfying |an| ≤ |bn|
for n = 1, . . . , N , then the following inequality holds:
‖
N∑
n=1
anen‖ ≤ K‖
N∑
n=1
bnen‖. (1.1)
Proof. Assume (en)
∞
n=1 is unconditional. If
∑∞
n=1 anen is convergent then∑∞
n=1 tnanen converges for all (tn) ∈ l∞ by Proposition 1.16. By the
Uniform Boundedness principle, the linear map
T(tn) : X → X,
∞∑
n=1
anen →
∞∑
n=1
tnanen
is continuous because sup ‖T(tn)‖X <∞ since
∑∞
n=1 tnanen converges. Let
note K = sup ‖T(tn)‖X . Now, if we take (tn) such that bn = 1tnan for
n = 1, . . . , N and 0 for n > N , then
‖
N∑
n=1
anen‖ ≤ ‖
∞∑
n=1
anen‖ = ‖T(tn)(
∞∑
n=1
1
tn
anen)‖
≤ ‖T(tn)‖‖
∞∑
n=1
1
tn
anen‖ ≤ K‖
N∑
n=1
bnen‖.
Conversely, let us take x =
∑∞
n=1 anen in X. We are going to prove that
for any subsequence (nk)
∞
k=1, the series
∑∞
n=1 ankenk is convergent. Since
the series converges, for every  > 0 there is N = N() ∈ N such that if
m2 > m1 ≥ N then
‖
m2∑
n=m1+1
anen‖ < 
K
.
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If N ≤ nk < · · · < nk+l we have
‖
k+l∑
j=k+1
anjenj‖ ≤ K‖
nk+l∑
j=nk+1
ajej‖ < ,
and so
∑∞
k=1 ankenk is Cauchy, means for every subsequence (nk)
∞
k=1 the
series
∑∞
k=1 ankenk converges. By Theorem 1.15 we have that the basis
(en)
∞
n=1 is unconditional.
Deﬁnition. Let (en) be an unconditional basis of a Banach space X.
The unconditional basis constant, Ku, of (en) is the least constant K so
that equation (1.1) holds.
We than say that (en) is K-unconditional whenever K ≥ Ku.
Remark. Suppose (en)
∞
n=1 is an unconditional basis for a Banach space
X. For each sequence of scalars (αn) with |αn| = 1, let T(αn) : X → X be
the deﬁned by T(αn)(
∑∞
n=1 anen) =
∑∞
n=1 αnanen. Then
Ku = sup{‖T(αn),‖ : (αn) scalars, |αn| = 1 for all n}.
If (en)
∞
n=1 is an unconditional basis of X and A is any subset of integers
then there is a linear projection PA from X onto [ek : k ∈ A] deﬁned for
each x =
∑∞
k=1 e
∗
k(x)ek by
PA(x) =
∑
k∈A
e∗k(x)ek.
By the Uniform Boundedness principle we have that PA is bounded.
{PA : A ⊂ N} are the natural projections associated to the unconditional
basis (en) and the number
Ks = sup
A
‖PA‖
(which is ﬁnite by the Uniform Boundedness principle) is called the
suppression constant of the basis.
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Proposition 1.19. A basis (en)
∞
n=1 of a Banach space X is uncondi-
tional if and only if there is a constant K ′ such that for all N ∈ N, all
A ⊂ {1, 2, . . . , N} and all scalars (an)Nn=1, the following inequality holds:
‖
∑
n∈A
anen‖ ≤ K ′‖
N∑
n=1
anen‖. (1.2)
The suppression constant, Ks is the smallest constant K
′ which satisﬁes
(1.2).
Moreover, we have that Ks ≤ Ku ≤ 2Ks. To prove this relation we use
Proposition 1.18 and 1.19.
For N ∈ N, scalars (an)Nn=1, A ⊂ {1, 2, . . . , N} and (αn)Nn=1 ⊂ {±1} we
have
‖
N∑
n=1
αnanen‖ ≤ ‖
N∑
n=1,αn=1
anen‖+ ‖
N∑
n=1,αn=−1
anen‖
≤ K ′‖
N∑
n=1
anen‖+K ′‖
N∑
n=1
anen‖
= 2K ′‖
N∑
n=1
anen, ‖
so Ku ≤ 2Ks, and from
‖
∑
n∈A
anen‖ ≤ 1
2
(‖
∑
n∈A
anen +
∑
n∈{1,2,...}\A
anen‖
+ ‖
∑
n∈A
anen −
∑
n∈{1,2,...}\A
anen‖)
≤ 1
2
(‖K
N∑
n=1
anen‖+K‖
N∑
n=1
anen‖)
= K‖
N∑
n=1
anen‖
we have that Ks ≤ Ku.
These inequalities also prove that Proposition 1.18 and 1.19 are equiva-
lent.
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2.1 Adjoint operators
We will introduce the notion of adjoint operators and some of its properties.
We will use adjoints to prove some theorems about bases and later on, on
deﬁning the notion of complemented subspaces.
Theorem 2.1. Suppose that X and Y are two normed spaces. To each
T ∈ B(X, Y ) corresponds an unique T ∗ ∈ B(Y ∗, X∗) such that
y∗(Tx) = T ∗y∗(x),
for all x ∈ X and all y∗ ∈ Y ∗. Moreover, ‖T ∗‖ = ‖T‖.
Proof. If y∗ ∈ Y ∗ and T ∈ B(X, Y ), deﬁne T ∗y∗ = y∗◦T . Since T ∗y∗ is the
composition of two continuous linear mappings we have that T ∗y∗ ∈ X∗.
Also for every x ∈ X, T ∗y∗(x) = y∗(Tx). Since the equality holds for every
x ∈ X, it means that T ∗y∗ uniquely determined.
To prove that T ∗ : Y ∗ → X∗ is linear, take y∗1, y∗2 ∈ Y ∗ and for every
x ∈ X we have
(T ∗(y∗1 + y
∗
2))(x) = (y
∗
1 + y
∗
2)(Tx) = y
∗
1(Tx) + y
∗
2(Tx)
= T ∗y∗1(x) + T
∗y∗2(x) = (T
∗y∗1 + T
∗y∗2)(x).
So we have T ∗(y∗1 + y
∗
2) = T
∗y∗1 + T
∗y∗2.
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For every scalar α ∈ F, y∗ ∈ Y ∗ and x ∈ X, we have
T ∗(αy∗)(x) = (αy∗)(Tx) = αT ∗y∗(x),
so T ∗(αy∗) = αT ∗y∗.
Finally, if BX and BY ∗ are the closed unit balls of X and Y
∗ respectively,
then
‖T‖ = sup
x∈BX
‖Tx‖ = sup
x∈BX
sup
y∗∈BY ∗
|y∗(Tx)|
= sup
y∗∈BY ∗
sup
x∈BX
|T ∗y∗(x)| = sup
y∗∈BY ∗
‖T ∗y∗‖ = ‖T ∗‖.
Deﬁnition. If X and Y are two normed spaces and T ∈ B(X, Y ), then
the adjoint of T is the bounded linear operator T ∗ : Y ∗ → X∗ such that
T ∗(y∗) = y∗T .
The concept of adjoint is in a way a generalization of the notion of the
transpose of a matrix of scalars. So, some of the properties of transposes
of matrices generalize to adjoints of operators.
Proposition 2.2. If S and T are bounded linear operators from X into
Y , where X and Y are normed spaces, and α ∈ F, then (S+T )∗ = S∗+T ∗,
and (αS)∗ = αS∗.
Proof. For every α ∈ F, x ∈ X and y∗ ∈ Y ∗, we can write
(S + T )∗y∗(x) = y∗(S + T )(x) = y∗(S(x) + T (x)) = y∗(Sx) + y∗(Tx)
= S∗y∗(x) + T ∗y∗(x) = (S∗ + T ∗)y∗(x),
and
(αS)∗y∗(x) = y∗(αS)(x) = y∗(αSx) = αy∗(Sx) = αS∗y∗(x).
From Proposition 2.2 and Theorem 2.1 it follows the corollary:
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Corollary 2.3. If X and Y are normed spaces, than the map T 7→ T ∗
is an isometric isomorphism from B(X, Y ) into B(Y ∗, X∗).
Proposition 2.4. If X, Y , and Z are normed spaces, and S ∈ B(X, Y ),
T ∈ B(Y, Z), then (TS)∗ = S∗T ∗.
Proof. For every x ∈ X and z∗ ∈ Z∗ we have
(TS)∗z∗(x) = z∗(TSx) = z∗(T (Sx)) = T ∗z∗(Sx) = S∗T ∗z∗(x),
from which it follows that (TS)∗ = S∗T ∗.
Theorem 2.5. If X and Y are normed spaces such that there is
an isomorphism T from X onto Y , then the adjoint of T , T ∗ is an
isomorphism from Y ∗ onto X∗. If T is an isometric isomorphism, then
so is T ∗.
Proof. We know that T ∗ ∈ B(Y ∗, X∗) and ‖T ∗‖ = ‖T‖ from Theorem 2.1.
If y∗ ∈ Y ∗ and T ∗y∗ = 0, then for every y ∈ Y
y∗y = y∗(T (T−1y)) = T ∗y∗(T−1y) = 0,
so y∗ = 0. It follows that T ∗ is one-to-one.
If x∗ ∈ X∗, then for every x ∈ X
x∗x = x∗T−1(Tx) = T ∗x∗T−1(x),
so T ∗(x∗T−1) = x∗, thus the operator T ∗ maps Y ∗ onto X∗.
Since the dual of a normed space is a Banach space, we have that
T ∗ is a one-to-one bounded linear operator from one Banach space onto
another. Is a conclusion of the Open Mapping Theorem that every one-to-
one bounded linear operator from a Banach space onto a Banach space is
an isomorphism, which means that T ∗ is an isomorphism.
Finally, suppose that T is an isometric isomorphism. Then for every
y∗ ∈ Y ∗ we have
‖T ∗y∗‖ = sup
x∈BX
|T ∗y∗x| = sup
x∈BX
|y∗(Tx)| = sup
y∈BY
|y∗y| = ‖y∗‖.
So T ∗ is also an isometric isomorphism.
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Proposition 2.6. Suppose that T is an isomorphism from a normed
space X onto a normed space Y . Then (T−1)∗ = (T ∗)−1.
Proof. From Theorem 2.5 we have that T ∗ is an isomorphism from Y ∗ onto
X∗, so (T ∗)−1 does exist. For every y ∈ Y and x∗ ∈ X∗,
(T−1)∗x∗y = x∗(T−1y) = T ∗(T ∗)−1x∗(T−1y)
= (T ∗)−1x∗(TT−1y) = (T ∗)−1x∗y,
so we have that (T−1)∗ = (T ∗)−1.
Let us present some examples of adjoint operators.
Example. Let I be the identity operator on a normed space X. For
every x ∈ X and x∗ ∈ X∗,
I∗x∗(x) = x∗(Ix) = x∗(x).
So, for each x∗ ∈ X∗, I∗x∗ = x∗, that is, I∗ is the identity operator on X∗.
Example. In this example, members of l1 will also be treated as
members of c0 and l∞, so a subscript of 0, 1 or ∞ will show whether a
sequence is treated as a member of c0, l1 or l∞ respectively. This is just to
avoid confusion.
Let T be the map from l1 into c0 given by the formula T ((αn)1) = (αn)0.
T is linear because for every scalar t ∈ F and (αn)1, (βn)1 ∈ l1
T ((αn)1 + (βn)1) = ((αn)1 + (βn)1)0 = (αn)0 + (βn)0 = T ((αn)1) +T ((βn)1)
and
T (t(αn)1) = T ((tαn)1) = (tαn)0 = t(αn)0 = tT ((αn)1).
T is bounded because for every (αn)1 ∈ l1, T ((αn)1) = (αn)0 ∈ c0.
‖T‖ = 1 because
‖T‖ = sup
‖(αn)‖1≤1
|T (αn)1| = sup
‖(αn)‖0≤1
|(αn)0| = 1.
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We know that the dual of l1 and c0, l
∗
1 and c
∗
0, are l∞ and l1 respectively.
Then, for each pair of elements (αn)1 and (βn)1 of l1 ((αn)1 ∈ l1, (βn)1 ∈
c∗0 = l1), we have
T ∗(βn)1(αn)1 = (βn)1(T ∗(αn)1) = (βn)1(αn)0 =
∑
n
βnαn,
so the element T ∗(βn)1 of l∗1 can be identiﬁed with the element (βn)∞ of
l∞.
In short, the adjoint of the "identity" map from l1 into c0 is the "identity"
map from l1 into l∞.
‖T ∗‖ = sup
‖(αn)‖1≤1
|T ∗(αn)1| = sup
‖(αn)‖1≤1
sup
‖(βn)‖1≤1
|T ∗(αn)1(βn)1|
= sup
‖(αn)‖1≤1
sup
‖(βn)0≤1
|(αn)1(βn)0| = 1,
as in Theorem 2.1.
From the two ﬁrst example, one might get the idea that the adjoints of
one-to-one bounded linear operators between normed spaces must itself be
one-to-one. The next example shows that this is not the case.
First, lets state what a reﬂexive space is.
Deﬁnition. A normed space X is reﬂexive if the linear isometric
embedding QX : X → X∗∗ deﬁned by
(QX(x))(x
∗) = x∗(x) ∀x∗ ∈ X∗, ∀x ∈ X,
is surjective (onto).
Also we should have in mind the following result:
A Banach space is reﬂexive if and only if its dual space is reﬂexive. You
can ﬁnd the proof at [8, p. 104].
Example. Let X be any nonreﬂexive Banach space. Let QX be the
natural map from X into X∗∗, an isometric isomorphism from X onto a
closed subspace of X∗∗. Then Q∗X maps X
∗∗∗ into X∗.
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Let QX∗ be the natural map from X
∗ into X∗∗∗. Then for every x ∈ X
and x∗ ∈ X∗,
Q∗XQX∗x
∗(x) = QX∗x∗(QXx) = x∗(QXx) = x∗(x),
which implies that Q∗XQX∗ is the identity map on X
∗ and therefore that
Q∗X maps X
∗∗∗ onto X∗.
If Q∗X were also one-to-one, then QX∗ would have to map X
∗ onto X∗∗∗,
contradicting the fact X∗ is not reﬂexive. The isomorphic isomorphism
QX therefore does not have a one-to-one adjoint.
The following Theorem is about the connection between two concepts,
adjoint and weak*-to-weak* continuity. We will need the theorem:
Theorem 2.7. A linear operator from a normed space X into a
normed space Y is norm-to-norm continuous if and only if is weak-to-weak
continuous.
Theorem 2.8. Suppose that X and Y are normed spaces. If T ∈
B(X, Y ), then T ∗ is weak*-to-weak* continuous. Conversely, If S is a
weak*-to-weak* continuous linear operator from Y ∗ into X∗, then there is
a T ∈ B(X, Y ) such that T ∗ = S.
Proof. Suppose that T ∈ B(X, Y ). Let (y∗α) be a net in Y ∗ that is weakly*
convergent to some y∗. For every x ∈ X,
T ∗y∗αx = y
∗
α(Tx)→ y∗(Tx) = T ∗y∗x,
so T ∗y∗α
w∗−→ T ∗y∗. We just proved that T ∗ is weak*-to-weak* continuous.
Conversely, suppose that S is a weak*-to-weak* continuous linear
operator. Let QX and QY be the natural maps form X and Y respectively
into their second duals. For every x ∈ X, QX(x) : X∗ → F is
weakly* continuous on X∗. So the product operator QX(x)S is a weakly*
continuous linear functional on Y ∗, thus is a member of QY (Y ), which in
turn implies that Q−1Y (QX(x)S) ∈ Y .
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We deﬁne the operator T : X → Y by the formula Tx = Q−1Y (QX(x)S).
That T is linear follows from the fact that S, QX(x), and Q
−1
Y are linear.
To see that T is bounded, take a net (xα) in X that converges weakly to
some x0. Then
QX(xα)
w∗−→ QX(x0),
so
(QX(xα)S)(y
∗)→ (QX(x0)S)(y∗), for y∗ ∈ Y ∗,
which implies that
QX(xα)S
w∗−→ QX(x0)S,
and therefore
Txα = Q
−1
Y (QX(xα)S)
w−→ Q−1Y (QX(x0)S) = Tx0.
The operator T is therefore weak-to-weak continuous and from Theorem
2.7 is norm-to-norm continuous, so T ∈ B(X, Y ).
Finally, for every x ∈ X and y∗ ∈ Y ∗ we have
T ∗y∗(x) = y∗(Tx) = y∗(Q−1Y (QX(x)S))
= (QX(x)S)(y
∗) = QX(x)(Sy∗)
= Sy∗(x),
so T ∗ = S.
We use the concept of adjoint to prove the following proposition about
bases:
Proposition 2.9. If (en)
∞
n=1 is a basis for a Banach space X, then
the biorthogonal functionals associated to (en)
∞
n=1, (e
∗
n)
∞
n=1, form a basic
sequence in X∗.
Proof. Let Sn be the natural projection associated to (en)
∞
n=1. We know
that for every x ∈ X and n ∈ N, Sn(
∑∞
i=1 e
∗
i (x)ei) =
∑n
i=1 e
∗
i (x)ei. For
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every n ∈ N take the adjoint of Sn, S∗n. Then, for every x ∈ X, scalars
(ak)
∞
k=1 and every integers m,n such that n ≤ m we have that
S∗n(
m∑
k=1
ake
∗
k)x = (
m∑
i=1
ake
∗
k)Snx =
m∑
i=1
ake
∗
k(
n∑
i=1
e∗i (x)ei)
=
m∑
i=1
n∑
i=1
ake
∗
i (x)e
∗
k(ei) =
n∑
i=1
ake
∗
k(x).
So
S∗n(
m∑
k=1
ake
∗
k) =
n∑
i=1
ake
∗
k.
For every integers m,n such that n ≤ m we can write
‖
n∑
k=1
ake
∗
k‖ = ‖S∗n(
m∑
k=1
ake
∗
k)‖ ≤ sup
n
‖S∗n‖‖
m∑
k=1
ake
∗
k‖.
From Proposition 1.9 we have that (e∗k)
∞
k=1 is a basic sequence in X
∗.
Note that the basis constant is identical to that of (en)
∞
n=1 since for every
n ∈ N, ‖Sn‖ = ‖S∗n‖.
A similar result about unconditional basis:
Proposition 2.10. If X is a Banach space with an unconditional basis
(en)
∞
n=1, then the biorthogonal functionals (e
∗
n)
∞
n=1 form an unconditional
basic sequence in X∗, with the same unconditional constant and the same
suppression constant.
Proof. From Proposition 2.9 it follows that if (en)
∞
n=1 is an unconditional
basis inX, then the biorthogonal functionals (e∗n)
∞
n=1 form an unconditional
basic sequence in X∗.
Now, let Ku and Ks be the unconditional basis constant and suppression
constant of X, and let K∗u and K
∗
s be the unconditional basis constant and
suppression constant of X∗.
39
2 Complemented subspaces and linear operators
For every x∗ ∈ X∗, x∗ = ∑∞n=1 bne∗n, and scalars (αn), |αn| = 1 we can
write
‖
∞∑
n=1
αnbne
∗
n‖ = sup
‖x‖≤1
|
∞∑
n=1
αnbne
∗
n(x)|
= sup
‖x‖≤1
|
∞∑
n=1
αnbne
∗
n(
∞∑
m=1
amem)|
= sup
‖x‖≤1
|
∞∑
n=1
αnanbn
∞∑
m=1
e∗n(em)|
= sup
‖x‖≤1
|
∞∑
n=1
bne
∗
n(
∞∑
n=1
αnanen)|
= sup
‖x‖≤1
‖
∞∑
n=1
bne
∗
n‖‖
∞∑
n=1
αnanen‖
≤ Ku‖
∞∑
n=1
bne
∗
n‖.
So we have that K∗u ≤ Ku.
Same way, for every x ∈ X, x = ∑∞n=1 anen,
‖
∞∑
n=1
αnanen‖ = sup
‖x∗‖≤1
|x∗(
∞∑
n=1
αnanen)|
= sup
‖x∗‖≤1
|
∞∑
m=1
bne
∗
n(
∞∑
n=1
αnanen)|
= sup
‖x∗‖≤1
|
∞∑
n=1
αnbne
∗
n(
∞∑
n=1
anen)|
= sup
‖x∗‖≤1
‖
∞∑
n=1
αnbne
∗
n‖‖
∞∑
n=1
anen‖
≤ K∗u‖
∞∑
n=1
anen‖.
This means that Ku ≤ K∗u. So we have that Ku = K∗u.
In a similar way it is shown that Ks = K
∗
s .
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2.2 Complemented subspaces
To give the deﬁnition of complemented subspaces, let us ﬁrst introduce the
notion of algebraic internal direct sum and internal direct sum.
Deﬁnition. A vector space X is said to be the algebraic internal direct
sum of its subspacesM1, . . . ,Mn if
∑n
k=1Mk = X andMj∩
∑
k 6=jMk = {0}
when j = 1, . . . , n.
If the subspacesM1, . . . ,Mn are closed, then X is said to be the internal
direct sum of M1, . . . ,Mn.
Proposition 2.11. If M1, . . . ,Mn are subspaces of a vector space X,
then the following are equivalent.
(i) The space X is the algebraic internal direct sum of M1, . . . ,Mn.
(ii) For every x ∈ X, there exist unique elements m1(x), . . . ,mn(x) of
M1, . . . ,Mn respectively such that x =
∑n
k=1mk(x).
Deﬁnition. Let X be a Banach space and let M and N be two closed
subspaces of X. We say that X is the complemented sum of M and N , and
we write X = M ⊕N , if for every x ∈ X there are m ∈M and n ∈M , so
that x = m+ n and so that this representation of x as sum of an element
of M and an element of N is unique.
We say that a closed subspace M of X is complemented in X if there is
a closed subspace N of X so that X = M ⊕N .
Remark. If the Banach space X is the complemented sum of two closed
subspaces M and N , than this implies that M ∩N = {0}.
Indeed, if M ∩ N 6= {0}, then there exist x, 0 6= x ∈ M ∩ N such that
x = x + 0 and x = 0 + x which is in contradiction with the uniqueness of
the representation of x.
In other words, from Proposition 2.11 we can say that a closed subspace
M of X is complemented in X if there is a closed subspace N of X such
that X is the internal direct sum of M and N .
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Another way to present the notion of complemented subspaces is through
the notion of projections. For this the following theorems and propositions
are needed. As mentioned in the ﬁrst section:
Deﬁnition. Let X be a vector space. A linear operator P : X → X is
a projection in X if P (Px) = Px for every x ∈ X, that is, P 2 = P .
Note that if P : X → X is a projection then ‖P‖ ≥ 1. Indeed, for every
x ∈ X,
‖Px‖ = ‖PPx‖ ≤ ‖P‖‖Px‖ ⇒ 1 ≤ ‖P‖.
Proposition 2.12. Let X be a vector space and P a linear operator
from X into X. Then P is a projection if and only if I−P is a projection.
Proof. If P is a projection, then for every x ∈ X,
(I − P )2(x) = I2x− 2IPx+ P 2x
= x− 2Px+ Px
= x− Px = (I − P )(x),
so I − P is a projection.
Conversely, if I − P is a projection, then since we have that
P = I − (I − P ),
P is a projection.
Proposition 2.13. If P is a projection in a vector space X, then
ker(P ) = (I − P )(X) and P (X) = ker(I − P ).
Proof. If x ∈ ker(P ), then (I −P )(x) = x, so ker(P ) ⊆ (I −P )(X). Now,
P ((I − P )(x)) = P (Ix)− P (Px) = P (x)− P (x) = 0
for every x ∈ X, so P ((I − P )(X)) = {0}, which means that for every
x ∈ (I − P )(X), x ∈ ker(P ), so (I − P )(X) ⊆ ker(P ). From this and the
ﬁrst inclusion we have that ker(P ) = (I − P )(X).
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From Proposition 2.12, since P is a projection, so is I−P . By replacing
P with I − P in the equality just proved, we will get
ker(I − P ) = (I − (I − P ))(X) = P (X).
Corollary 2.14. If P is a projection in a vector space X, then P (X) =
{x ∈ X : Px = x}.
Theorem 2.15. Let X be a vector space. If P is a projection in X,
then X is the algebraic internal direct sum of the range and kernel of P .
Conversely, if X is the algebraic internal direct sum of its subspaces M
and N , then there is an unique projection in X having range M and kernel
N .
Proof. If P is a projection in X, then from Proposition 2.13 it follows that
X = P (X) + (I − P )(X) = P (X) + ker(P )
and
P (X) ∩ ker(P ) = ker(I − P ) ∩ ker(P ) = {0},
so X is the algebraic internal direct sum of P (X) and ker(P ).
Conversely, suppose that X is the algebraic internal direct sum of it
subspacesM and N . By Proposition 2.11, every x ∈ X can be represented
in an unique way as a sum m(x)+n(x) such that m(x) ∈M and n(x) ∈ N .
The map x 7→ m, P : X → X, is a projection in X with range M and
kernel N , because for every x ∈ X, P (Px) = P (m(x)) = m(x) ∈M and if
x ∈ N , P (x) = 0.
If P0 is any projection in X with range M and kernel N , then P0(x) =
P0(m(x) + n(x)) = P0(m(x)) = m(x) = P (x) for every x ∈ X, which
proves the uniqueness.
Theorem 2.16. If M and N are complementary subspaces of a Banach
space X, then the projection in X with range M and kernel N is bounded.
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Proof. Let P be the projection with range M and kernel N . Let (xn) be a
sequence in X that converges to some x and that (Pxn) converges to some
y. Then (I − P )(xn) → x − y. It follows that y ∈ M and x − y ∈ N ,
so P (x − y) = 0 ⇒ Px = Py = y. So P is a closed linear operator and
by the Closed Graph Theorem, since M is closed in X, the operator P is
bounded.
Corollary 2.17. A subspace M of a Banach space X is complemented
if and only if it is the range of a bounded projection in the space.
Proof. If M is complemented in X, then from Theorem 2.15 there exist an
unique projection with rangeM . Theorem 2.16 assures that the projection
is bounded.
Conversely, if M is the range of a bounded projection P , then from
Theorem 2.15 we have that X is the algebraic internal direct sum of M =
P (X) and kerP . Since P is bounded we have that P (X) and kerP are
closed.
If the projection has norm λ, then the subspace is called λ-complemented.
Corollary 2.18. If M and N are complementary subspaces of a Banach
space X, then M is isomorphic with X/N , M ∼= X/N .
Proof. From Theorem 2.16 we have that P ∈ B(X,X) and since M is
closed in X, then from the First Isomorphism Theorem for Banach spaces
we have that X/ker(P ) = X/N is isomorphic to P (X) = M .
The next theorem will show that c0 is not complemented in l∞. The
proof is taken form [8].First we will present a notion that will help to prove
the theorem.
We will say that a Banach space have property P if X∗ has a countable
subset A that is a separating family for X. This means that for every
x ∈ X we can ﬁnd y∗ ∈ A, where A ⊂ X∗ is a countable subset, such that
y∗(x) 6= 0.
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If a Banach space X has property P , then every closed subspace of X
has property P .
Indeed, if M ⊂ X is a closed subspace, then M∗ ∩ A is a countable
subset of M∗ such that for every x ∈M , there is a y∗ ∈M∗ ∩A such that
y∗(x) 6= 0.
If a Banach spaceX has property P , then every Banach space isomorphic
to X has property P .
Indeed, if Y is a Banach space isomorphic to X, then there exist an
isomorphism T : X → Y . For every y ∈ Y there exist x ∈ X such that
Tx = y. For that x, there exists x∗ ∈ A such that x∗(x) 6= 0.
From Theorem 2.5, the adjoint of T , T ∗ : Y ∗ → X∗ is an isomorphism,
so for that x∗ there exist y∗ ∈ Y ∗ such that T ∗y∗ = x∗. This means that
T ∗y∗(x) 6= 0, which implies that y∗(Tx) = y∗(y) 6= 0. So, the countable
subset of Y ∗ which is a separating family for Y is (T ∗)−1(A).
l∞ has property P because one countable family for l∞ in l∗∞ is the
collection {e∗n : n ∈ N}, such that for every x ∈ l∞, e∗n(x) = xn. e∗n is the
n-th coordinate functional on l∞.
Theorem 2.19. c0 is not complemented in l∞.
Proof. Suppose the contrary, that c0 is complemented in l∞. Let N ⊂ l∞
be the closed subspace that is complementary to the closed subspace c0.
N has property P because l∞ have it. From Corollary 2.18, l∞/c0 ∼= N ,
so l∞/c0 has property P . The theorem will be proved when we will show
that l∞/c0 cannot have property P , which it will be a contradiction with
what we ﬁrst stated.
First, let show that there is an uncountable family {Sα : α ∈ I} where
for every α ∈ I, Sα are inﬁnite subsets subsets of N such that for every
α, β ∈ I, α 6= β, we have that Sα ∩ Sβ is ﬁnite.
Indeed, if we write the rational numbers Q as a sequence (qi : i ∈ N),
and for each r ∈ R (uncountable set) we chose a sequence (nk(r) : k ∈ N)
such that (qnk(r) : k ∈ N) converges to r, then for every r ∈ R let Sr =
{nk(r) : k ∈ N}.
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Next, for every α ∈ I, let xα ∈ l∞ be such that
xα = (δ
(α)
k : k ∈ N) where δ(α)k =
1 if k ∈ Sα0 if k 6∈ Sα.
Notice that xα + c0 6= xβ + c0 when α 6= β.
Suppose that y∗ ∈ (l∞/c0)∗, that p ∈ N, and α1, . . . , αq are distinct
members of I such that |y∗(xαj +c0)| ≥ 1p when j = 1, . . . , q. Let γ1, . . . , γq
be scalars of absolute value 1 such that γjy
∗(xαj + c0) = |y∗(xαj + c0)| for
every j.
Because Sα are inﬁnite sets and Sα ∩ Sβ is ﬁnite whenever α 6= β, it
assures that inﬁnitely terms of the form
∑q
j=1 γjxαj of l∞ have absolute
value 1 and that only ﬁnitely many have absolute value more than 1. From
this it follows that
‖(
q∑
j=1
γjxαj) + c0‖ = d(
q∑
j=1
γjxαj , c0) = 1.
Therefore
‖y∗‖ ≥ |y∗((
q∑
j=1
γjxαj) + c0)| =
q∑
j=1
|y∗(xαj) + c0)| ≥
q
p
and so q ≤ p‖y∗‖. This means that there are only ﬁnitely many index
elements α such that |y∗(xα + c0)| ≥ 1p . Since p ∈ N was arbitrary, it
follows that there are only countably many index elements α such that
y∗(xα + c0) 6= 0.
Now suppose that C is a countable subset of (l∞/c0)∗. It follows that
for z∗ ∈ C, there are only countably many elements α of I such that
z∗(xα + c0) 6= 0. Since I is uncountable, there must exist α1, α2 ∈ I,
α1 6= α2 such that z∗(xα1 + c0) = z∗(xα2 + c0) = 0 for every z∗ ∈ C, which
shows that C is not a separating family for l∞/c0. This means that the
space l∞/c0 does not have property P .
Corollary 2.20. There is no bounded linear operator from l∞ to c0 which
maps each element of c0 to itself.
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The next theorem shows that if a linear bounded operator in a normed
space is a projection then so is the adjoint of that operator, and conversely.
Our purpose is to deﬁne λ-complemented subspaces through adjoint
operators.
Theorem 2.21. If X is a normed space and T is a bounded linear
operator, then T is a projection if and only if T ∗ is a projection.
Proof. First, suppose that T ∗ is a projection. For every x ∈ X and x∗ ∈
X∗,
x∗(T (Tx)) = T ∗x∗(Tx) = T ∗(T ∗x∗)(x) = T ∗x∗x = x∗(Tx)
which implies that T (Tx) = Tx since the collection of all bounded linear
functionals on a normed space is always a separating family for that normed
space.
Conversely, if T is a projection, then for every x ∈ X and x∗ ∈ X∗,
T ∗(T ∗x∗)(x) = T ∗x∗(Tx) = x∗(T (Tx)) = x∗(Tx) = T ∗x∗x
which implies that T ∗(T ∗x∗) = T ∗x∗, and so T ∗ is a projection.
From Theorem 2.21, if P : X → X is such a projection with ‖P‖ = λ,
then the adjoint of P , P ∗ is also a projection, and we know that ‖P ∗‖ =
‖P‖ = λ.
Note P (X) = M ⊂ X. Let us see what kerP ∗ is. Take
x∗ ∈ kerP ∗ ⇔ P ∗x∗ = 0 ∈ X∗ ⇔ P ∗x∗(x) = 0, ∀x ∈ X
⇔ x∗(Px) = 0, ∀x ∈ X.
This means that kerP ∗ = {x∗ ∈ X∗ : x∗ = 0 on TX}. Thus
kerP ∗ = M⊥ = {x∗ ∈ X∗ : x∗∣∣
M
= 0}.
To add all, if M is λ complemented in X, then there exist Q : X∗ → X∗
such that
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(i) Q is a projection,
(ii) ‖Q‖ = λ,
(iii) kerQ = M⊥,
(iv) Q is the adjoint of a projection.
Often such an operator exists, but Q is not weak*-to-weak* continuous,
which means that (iv) is not fulﬁlled. c0 as a subspace of l∞ is an example
of a non-complemented subspace such that its annihilator is the kernel of
a norm-one projection in the dual space.
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2.3 The Principle of Local Reﬂexivity
Our purpose in this section is to present and to prove the Principle of Local
Reﬂexivity (PLR). This principle asserts that in a local sense every Banach
space is reﬂexive.
In this section X and Y will denote Banach spaces, and by an operator
we will mean a continuous linear operator.
The proof of the PLR is taken from [9]. For that we need the following
lemmas.
Lemma 2.22. Let T : X → Y be an operator with closed range. If
x∗∗ ∈ X∗∗ and y ∈ Y are such that T ∗∗x∗∗ = QY y and ‖x∗∗‖ < 1 then,
there exist an x ∈ X with ‖x‖ < 1 such that Tx = y.
Proof. Denote by UX the unit ball of X. To prove the lemma we have to
show that y ∈ T (UX).
Suppose ﬁrst that y /∈ T (X). Then, there exist y∗ ∈ Y ∗ such that
T ∗y∗ = 0 but y∗(y) = 1. In this case we have that
T ∗∗x∗∗(y∗) = x∗∗(T ∗y∗) = 0,
and
T ∗∗x∗∗(y∗) = Qy(y∗) = y∗(y) = 1
which is a contradiction.
Next we suppose that y ∈ T (X)\T (UX). By the Open Mapping
Theorem, since UX is open in X, we have that T (UX) is open in T (X).
Since the conditions of the Hahn-Banach Separation Theorem are fulﬁlled
for the subsets T (UX) and T (X)\T (UX) of T (X), we can ﬁnd y∗ ∈ Y ∗
such that y∗(Tx) < 1 for all x ∈ UX , and y∗(y) ≥ 1.
Since y∗(Tx) = T ∗y∗(x) < 1, we have that ‖T ∗y∗‖ ≤ 1 and so
|x∗∗(T ∗y∗)| < 1 (because ‖x∗∗‖ < 1), which means that |y∗(y)| < 1, which
is in contradiction with y∗(y) ≥ 1.
So, we must have y ∈ T (UX).
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Note that in Lemma 2.22 we can pick x ∈ X such that
‖x‖ < (1 + δ)‖x∗∗‖ for every δ > 0.
If T : X → Y is a bounded operator with closed range, T (X) is closed,
[1, p. 272], this is equivalent to the requirement that T factors through an
isomorphism embedding on X/ker(T ), which in turn is equivalent to the
statement that for some constant C, we have
d(x, ker(T )) ≤ C‖Tx‖, x ∈ X.
Lemma 2.23. Let T : X → Y be an operator with closed range, and
K : X → Y be a ﬁnite-rank operator. Than T +K has closed range.
Proof. Suppose the contrary, that T +K does not have closed range. This
means that there is a bounded sequence (xn)
∞
n=1 with limn→∞(T+K)(xn) =
0 but d(xn, ker(T +K)) ≥ 1, for every n ∈ N.
We can pass to a subsequence and assume that (Kxn)
∞
n=1 converges to
some y ∈ Y and hence limn→∞ Txn = −y. Since T has closed range, this
implies that there exist x ∈ X such that Tx = −y and so limn→∞ ‖Txn −
Tx‖ = 0. From this we can write that limn→∞ d(xn − x, ker(T )) = 0. It
follows that limn→∞K(xn−x) ∈ K(ker(T )), and so y−Kx ∈ K(ker(T )).
Let y −Kx = Ku, where u ∈ ker(T ). Then we have that
lim
n→∞
d(xn − x− u, ker(T )) = 0,
and
lim
n→∞
‖Kxn −Kx− u‖ = 0.
Since K
∣∣
ker(T )
has closed range, it means that
lim
n→∞
d(xn − x− u, ker(T ) ∩ ker(K)) = 0.
But T (x+ u) = Tx+ Tu = −y = −Kx−Ku = −K(x+ u), so
(T +K)(x+ u) = T (x+ u) +K(x+ u) = −y + y = 0,
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which means that x+ u ∈ ker(T +K) and therefore
lim
n→∞
d(xn, ker(T +K)) = 0,
which contradicts the assumption that d(xn, ker(T +K)) ≥ 1.
Lemma 2.24. Let T : E → X be an operator where E is a ﬁnite
dimensional normed space such that
(1 + δ)−1 ≤ ‖Txi‖ ≤ (1 + δ),
1 ≤ i ≤ N , where (xi)Ni=1 is an δ-net for the unit sphere of E. Then T is
invertible and
‖T‖‖T−1‖ ≤ (1 + δ
1− δ )(
1
1 + δ
− δ(1 + δ)
1− δ )
−1 = ϑ(δ).
Proof. Lets take e ∈ E, ‖e‖ = 1. We pick i so that ‖e− xi‖ < δ. Then
‖Te‖ = ‖Te− Txi + Txi‖ ≤ ‖Te− Txi‖+ ‖Txi‖
≤ ‖Te− Txi‖+ (1 + δ),
so
‖T‖ ≤ ‖T‖‖e− xi‖+ (1 + δ) = ‖T‖δ + (1 + δ)
which is equivalent to
(1− δ)‖T‖ ≤ 1 + δ ⇔ ‖T‖ ≤ 1 + δ
1− δ .
On the other hand,
‖T‖ ≥ ‖Te‖ = ‖Te− Txi + Txi‖ ≥ ‖Txi‖ − ‖Te− Txi‖
≥ |Txi‖ − ‖e− xi‖‖T‖ ≥ (1 + δ)−1 − δ‖T‖
≥ 1
1 + δ
− δ(1 + δ)
1− δ .
We know that T−1T = IE where IE is the identity operator on E, and
‖IE‖ = 1. So we have that
1 = ‖I‖ ≤ ‖T‖‖T−1‖ ⇔ ‖T−1‖ ≥ 1‖T‖ ,
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from which it follows that
‖T−1‖ ≤ ( 1
1 + δ
− δ(1 + δ)
1− δ )
−1.
Theorem 2.25. Let E and F be ﬁnite dimensional subspaces of X∗∗ and
X∗, respectively, and let  > 0. Then there exists an operator T : E → X
such that
(i) ‖T‖‖T−1‖ < 1 + ,
(ii) x∗(Tx∗∗) = x∗∗(x∗) for every x∗∗ ∈ E and every x∗ ∈ F ,
(iii) Tx∗∗ = x if x∗∗ ∈ QXX ∩ E.
Proof. Choose δ > 0 so that ϑ(δ) < 1 +  where ϑ is as in Lemma 2.24.
Choose a∗1, a
∗
2, . . . , a
∗
m ∈ X∗, ‖a∗j‖ = 1 for 1 ≤ j ≤ m, containing a basis of
F and such that
‖x∗∗‖ < (1 + δ) sup
1≤j≤m
|x∗∗(a∗j)|
for every x∗∗ ∈ E.
Choose b∗∗1 , b
∗∗
2 , . . . , b
∗∗
n a δ-net for the unit sphere of E such that
b∗∗1 , . . . , b
∗∗
k is a basis for QXX ∩E and b∗∗1 , . . . , b∗∗r , r ≥ k, is a basis for E.
Then, for 1 ≤ p ≤ q = n− r, we have unique scalars (tp,i)ri=1, such that
b∗∗r+p =
∑
1≤i≤r
tp,ib
∗∗
i .
Deﬁne for 1 ≤ p ≤ q
sp,i =

tp,i i ≤ r,
−1 i = r + p,
0 r < i ≤ n and i 6= r + p.
Deﬁne A0 : X
n → Xk+q by
A0(x1, . . . , xn) = (x1, . . . , xk; (
∑
1≤i≤n
sp,ixi))
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for 1 ≤ p ≤ q where Xn and Xk+q are the usual product spaces with the
sup norm. Since the matrix (sp,i) has rank q, the operator A0 is onto.
Deﬁne A : Xn → Z = Xk+q × Cnm by
A(x1, . . . , xn) = (A0(x1, . . . , xn); (a
∗
j(xi)))
for 1 ≤ j ≤ m and 1 ≤ i ≤ n. By Lemma 2.23, A has closed range.
We observe that A∗∗(b∗∗1 , . . . , b
∗∗
n ) = (A
∗∗
0 (b
∗∗
1 , . . . , b
∗∗
n ); (a
∗
j(b
∗∗
i ))) =
(b∗∗1 , . . . , b
∗∗
k , 0, . . . , 0, (b
∗∗
i (a
∗
j))), which means that A
∗∗(b∗∗1 , . . . , b
∗∗
n ) is in
QZZ. Therefore, by Lemma 2.22, there exists (b1, . . . , bn) ∈ Xn,
sup
1≤i≤n
‖bi‖ < (1 + δ) sup
1≤i≤n
‖b∗∗i ‖ = 1 + δ,
such that QZA(b1, . . . , bn) = A
∗∗(b∗∗1 , . . . , b
∗∗
n ).
QZA(b1, . . . , bn) = QZ(A0(b1, . . . , bn); (a
∗
j(bi)))
= QZ(b1, . . . , bk; (
∑
1≤i≤n
sp,ibi), (a
∗
j(bi))).
A∗∗(b∗∗1 , . . . , b
∗∗
n ) = (b
∗∗
1 , . . . , b
∗∗
k , (
∑
1≤i≤n
sp,ib
∗∗
i ), (b
∗∗
i (a
∗
j))).
This means that for 1 ≤ i ≤ k, QXbi = QZbi = b∗∗i and a∗j(QZbi) = b∗∗i (a∗j)
for 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Deﬁne the operator T : E → X such that Tb∗∗i = bi for 1 ≤ i ≤ r. For
1 ≤ p ≤ q, we have that ∑1≤i≤n sp,ib∗∗i = ∑1≤i≤r tp,ib∗∗i − b∗∗r+p = 0 and∑
1≤i≤n sp,ibi = 0 which gives that Tb
∗∗
i = bi also for r ≤ i ≤ n.
Condition (iii) is fulﬁlled because for every x∗∗ ∈ QXX ∩ E, x∗∗ =∑
1≤i≤k aib
∗∗
i where (ai)
k
i=1 are scalars,
Tx∗∗ = T (
∑
1≤i≤k
aib
∗∗
i ) =
∑
1≤i≤k
aiTb
∗∗
i =
∑
1≤i≤k
aibi = x.
Also, from a∗j(QZbi) = b
∗∗
i (a
∗
j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m and the fact that
a∗1, a
∗
2, . . . , a
∗
m is a basis in F we have that for every x
∗∗ ∈ E and every
x∗ ∈ F , x∗(Tx∗∗) = x∗∗(x∗) . So, condition (ii) is fulﬁlled too.
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At last we observe also that for 1 ≤ i ≤ n,
‖Tb∗∗i ‖ ≥ sup
1≤j≤m
|aj(Tb∗∗i )| = sup
1≤j≤m
|b∗∗i (a∗j)| ≥ ‖b∗∗i ‖(1 + δ)−1 = (1 + δ)−1.
Now, we apply Lemma 2.24 and we have that ‖T‖‖T−1‖ < 1 + .
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2.4 Locally Complemented Subspaces
Deﬁnition. Let M be a closed subspace of a Banach space X. Then
M is called locally λ-complemented in X, if for every ﬁnite-dimensional
subspace F of X, λ ∈ [1,∞), and  > 0, there exist an operator T : F → X
such that
(i) x ∈ F ∩M ⇒ Tx = x,
(ii) ‖T‖ ≤ λ+ .
If λ = 1 , then M is called called locally 1-complemented.
Note that in terms of locally complemented subspaces, the PLR states
that a Banach space X is locally 1-complemented in X∗∗.
The following theorem is from [4]. For the proof we will need the
Tychonoﬀ's Theorem:
Theorem 2.26. If (Xα)α∈I is an arbitrary family of compact spaces,
then their product X :=
∏
α∈I Xα is compact.
Theorem 2.27. If M is a closed subspace of a Banach space X, then
the following statement are equivalent:
(i) M⊥ is the kernel of a projection with norm λ on X∗.
(ii) M⊥⊥ is the image of a projection with norm λ on X∗∗.
(iii) M is locally λ-complemented in X.
Proof. (i) ⇒ (ii) We have that M⊥ = kerP , where P : X∗ → X∗ is
a norm-one projection. We know from Theorem 2.21 that the adjoint of
P , P ∗ : X∗∗ → X∗∗ is a projection and ‖P ∗‖ = ‖P‖ = λ. Moreover
ImP ∗ = (kerP )⊥ = (M⊥)⊥ = M⊥⊥.
(ii) ⇒ (iii) Let Q be a projection with norm λ on X∗∗ such that
Q(X∗∗) = M⊥⊥. Let QF be the restriction of Q to the ﬁnite-dimensional
subspace F . Using the PLR we get an operator T0 such that the operator
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T = QF ◦ T0 satisﬁes the requirements in the deﬁnition of locally λ-
complemented.
(iii) ⇒ (i) For each ﬁnite-dimensional subspace F of X, choose an
operator TF : F → X which satisﬁes (i) and (ii) in the deﬁnition of locally
λ-complemented with  = 1
dimF
. Let
S =
∏
x∈X
Bx∗∗(0, 2‖x‖)
where Bx∗∗(0, 2‖x‖) is the closed ball in X∗∗ with center 0 and radius 2‖x‖.
We equip S with the product weak* topology. Then from Tychonoﬀ's
Theorem we can say that S is compact Hausdorﬀ.
For every subspace F as above, and every x ∈ X we deﬁne
xF =
TF (x) if x ∈ F,0 ifx /∈ F.
(xF )x∈X is a net in S ordered by (xF ) > (xG) if G ⊆ F .
Since S is compact, we can ﬁnd a subnet (xG)x∈X that converges to a
point (yx)x∈X in S. For every x ∈ X and every x∗ ∈ X∗ we have that
x∗(xG)→ yx(x∗). The map x 7→ yx from X to X∗∗ is linear.
For x ∈ X and x∗ ∈ X∗ we deﬁne (Px∗)(x) = yx(x∗). Then the operator
P : x∗ → Px∗ is a projection with norm λ in X∗ and kerP = M⊥.
P is a projection because for every x ∈ X and x∗ ∈ X∗ we have that
(P (Px∗))(x) = yx(Px∗). This means that there exist a subnet (xG) such
that Px∗(xG) → yx(Px∗). Since for every x ∈ X and every x∗ ∈ X∗
we have that x∗(xG) → yx(x∗), this means that Px∗(xG) → yx(x∗). So,
(P (Px∗))(x) = yx(x∗) = (Px∗)(x).
That ‖P‖ = λ it follows from:
‖P‖ = sup
‖x‖≤1
sup
‖x∗‖≤1
|(Px∗)(x)| = sup
‖x‖≤1
sup
‖x∗‖≤1
|yx(x∗)|
= sup
‖x‖≤1
‖yx‖ = sup
‖x‖≤1
‖xG‖
= sup
‖x‖≤1
|TG(x)| ≤ λ+ 1
dimG
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To show that kerP = M⊥, take x∗ ∈ kerP , so Px∗ = 0. This implies
that for every x ∈ X, (Px∗)(x) = yx(x∗) = 0, which in turn means that
for every x ∈ X, x∗(xG) → yx(x∗) = 0. This implies that x∗(TG(x)) → 0.
So, for every x ∈ G ∩M ⊂M , x∗(x) = 0. This means that x∗ ∈M⊥.
Remark. From the proof Theorem 2.27 we have that M is locally λ-
complemented if there exists Q : X∗ → X∗ such that
(i) Q is a projection,
(ii) ‖Q‖ = λ,
(iii) kerQ = M⊥.
Note that if M is λ-complemented, then M is locally λ-complemented.
We will now present the concept of a Hahn-Banach extension operator.
The purpose is to show that the concept of locally 1-complemented
subspaces is equivalent to the existence of a bounded linear Hahn-Banach
extension operator.
Let M be a closed subspace of a Banach space X. The Hahn-Banach
Extension Theorem assures that for every y∗ ∈ M∗ there exist x∗ ∈ X∗
such that x∗
∣∣
M
= y∗ and ‖x∗‖ = ‖y∗‖. We denote by
HB(y∗) = {x∗ ∈ X∗ : x∗∣∣
M
= y∗, ‖y∗‖ = ‖x∗‖}
the set of Hahn-Banach extensions of y∗ to X.
An operator T : M∗ → X∗, which for every y∗ ∈ M∗ satisﬁes Ty∗ ∈
HB(y∗), is said to a Hahn-Banach extension operator from M∗ to X∗.
Proposition 2.28. Let T : M∗ → X∗ be a Hahn-Banach extension
operator and y∗ ∈M∗, and RM : X∗ →M∗ the natural restriction operator
x∗ 7→ x∗∣∣
M
. Then P = TRM : X
∗ → X∗ is a norm one projection on X∗
with range T (M∗) and kerP = M⊥.
Conversely, if P : X∗ → X∗ is a norm one projection with kerP = M⊥,
then there exist a Hahn-Banach extension operator.
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Proof. P is a projection because for every x∗ ∈ X∗,
P (Px∗) = P (T (RMx∗)) = P (Tx∗
∣∣
M
) = Px∗.
Since ‖T‖ = 1 and ‖RM‖ = 1 because ‖y∗‖ = ‖x∗‖, for every x∗ ∈ X∗
where y∗ = x∗
∣∣
M
, we have that 1 ≤ ‖P‖ ≤ ‖T‖‖RM‖ = 1, so ‖P‖ = 1.
From the construction of P it is clear that it has range T (M∗).
To see that kerP = M⊥, take x∗ ∈ kerP .
x∗ ∈ kerP ⇔ Px∗ = 0⇔ T (RMx∗) = 0
⇔ Tx∗(x) = 0, ∀x ∈M
⇔ x∗(x) = 0, ∀x ∈M.
Conversely, let P : X∗ → X∗ be a norm one projection such that kerP =
M⊥. For y∗ ∈M∗, let x∗ ∈ HB(y∗). Then for every x ∈ X,
Px∗(x) = x∗(P ∗x) = x∗(x) = y∗(x),
because P ∗x = x ∈M .
‖Px∗‖ ≤ ‖P‖‖x∗‖ = ‖x∗‖ = ‖y∗‖.
This means that Px∗ ∈ HB(y∗).
From Proposition 2.28 it follows that the existence of a Hahn-Banach
extension operator T : M∗ → X∗ is equivalent with M being locally 1-
complemented.
Deﬁnition. A basic sequence (xn)
∞
n=1 in a Banach space X is called
(locally) complemented if the closed linear span [xn] of (xn)
∞
n=1, is a (locally)
complemented subspace of X.
Proposition 2.29. If (xn)
∞
n=1 is a locally complemented basic sequence
equivalent with (yn)
∞
n=1, then (yn)
∞
n=1 is locally complemented.
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Proof. Since (xn)
∞
n=1 is a locally complemented, then [xn] is locally
complemented and, from the deﬁnition we have that for every ﬁnite-
dimensional subspaces F of X, there exist an operator T1 : F → X such
that T1x = x for every x ∈ F ∩ [xn].
Now, since (xn)
∞
n=1 is equivalent with (yn)
∞
n=1, from Proposition 1.12
there exists an isomorphism T : [xn]→ [yn] such that Txn = yn, for every n.
Then for every ﬁnite-dimensional subspaces E of Y , T2 = TT1T
−1 : E → Y
is an operator such that T2y = y for every y ∈ E ∩ [yn]. Indeed, for every
y ∈ E ∩ [yn], we have
T2y = (TT1T
−1)(y) = TT1(T−1y) = TT1x = Tx = y.
So, (yn)
∞
n=1 is locally complemented.
Theorem 2.30. If a basic sequence (xn)
∞
n=1 in a Banach space X is
locally complemented, then the sequence of biorthogonal functionals can be
extended to a basic sequence in X∗.
Proof. We have that (xn)
∞
n=1 is a basic sequence in X. By deﬁnition, this
means that (xn)
∞
n=1 is a basis for the closed linear span [xn] = M . From
Proposition 2.9 we have that (x∗n)
∞
n=1 is a basic sequence in M
∗.
Since M is locally complemented, then there exist a Hahn-Banach
extension operator T : M∗ → X∗. For every x∗n, pick y∗n = Tx∗ ∈ HB(x∗n).
Then (y∗n)
∞
n=1 is a basic sequence in X
∗.
Indeed, for every sequence of scalars (an) and any integers m,n such
that m ≤ n, we have
‖
m∑
n=1
any
∗
n‖ = ‖
m∑
n=1
anTx
∗‖ = ‖T (
m∑
n=1
anx
∗)‖
≤ ‖T‖‖(
m∑
n=1
anx
∗)‖ ≤ K‖T‖‖(
n∑
n=1
anx
∗)‖
= K‖
n∑
n=1
any
∗
n‖,
where K is the basis constant for the basic sequence (x∗n)
∞
n=1.
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Theorem 2.31. Let (xn)
∞
n=1 be a basic sequence in X. The following
are equivalent:
(i) (xn)
∞
n=1 is complemented.
(ii) There exists a sequence (u∗n)
∞
n=1 in X
∗ such that u∗m(xn) = δmn and∑∞
n=1 u
∗
n(x)xn <∞, for every x ∈ X.
Proof. (i)⇒ (ii) We have that (xn)∞n=1 is a complemented basic sequence in
a Banach space X. This means thatM = [xn] is a complemented subspace
of X. So, there exist a projection P : X → X such that PX = M . Let
(x∗n)
∞
n=1 ⊂M∗ be the biorthogonal functionals associated with (xn)∞n=1.
Denote u∗n = x
∗
n ◦P , for every n ∈ N. Then u∗n extends each x∗n to whole
X, (u∗n)
∞
n=1 ⊂ X∗.
u∗m(xn) = x
∗
m(Pxn) = x
∗
m(xn) =
1 m = n,0 m 6= n.
So, u∗m(xn) = δmn. For every x ∈ X we have
∞∑
n=1
u∗n(x)xn =
∞∑
n=1
x∗n(Px)xn = P (x) <∞.
(ii) ⇒ (i) We have that there exists a sequence (u∗n)∞n=1 ⊂ X∗ such that
u∗m(xn) = δmn and for every x ∈ X,
∑∞
n=1 u
∗
n(x)xn <∞. We need to prove
that M = [xn] is complemented in X.
Take P (x) =
∑∞
n=1 u
∗
n(x)xn. For every x ∈ X we have
P (Px) = P (
∞∑
n=1
u∗n(x)xn) =
∞∑
n=1
u∗n(x)P (xn)
=
∞∑
n=1
u∗n(x)
∞∑
k=1
u∗k(xn)xn =
∞∑
n=1
u∗n(x)xn = Px.
So P is a projection.
It is clear that for every x ∈ X, Px ∈M since (xn)∞n=1 is a basic sequence
in X, which means that it is a basis for M = [xn].
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Summary
The concept of basis is fundamental in linear algebra, however the
spaces under consideration are ﬁnite-dimensional. In the case of inﬁnite-
dimensional Banach spaces, we introduced the notion of basis and we
proved that it is equivalent with that introduced by Schauder in 1927.
We showed that a necessary condition for a Banach space to have a basis
is separability and we gave some examples about such basis. We also gave
a way to construct a basis if we have a family of projections enjoin the
properties of partial sum projections. However, not every Banach space
have a basis.
We introduced the notion of basic sequences, and we proved Grunblum's
criterion, which is a test for recognising a sequence in a Banach space as a
basic sequence. A very important result is that every Banach space have
a basic sequence.
We deﬁned the equivalence between two bases (basic sequences), and
showed that if a Banach space has a basis, then there exists normalized
bases non-equivalent.
Since whenever we permute the element of a basis, it doesn't mean that
the new sequence is a basis, we deﬁned unconditional bases. For this we
had to deﬁne unconditionally convergent series and prove some theorems
about unconditional convergence. We also proved a necessary and suﬃcient
condition for a basis to be unconditional. We gave the deﬁnitions of
unconditional basis constant and suppression constant, and proved the
relations between them.
We introduced adjoint operators and we gave some of its properties. An
important result, is that for a bounded linear operator to be an adjoins it
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is equivalent with that operator being weak*-to-weak* continuous. Also,
by using the notion of adjoints, we proved some theorems about basis.
We gave the deﬁnition of complemented subspaces, and by using the
notion of projections and some of its properties, we presented an equivalent
deﬁnition. Next, it is shown that c0 is not equivalent with l∞. Later on,
this is used as an example to show that there exists subspaces, which are
not complemented, but have some of complemented subspaces properties,
when we redeﬁned it by using adjoint operators. In the last section, we
deﬁned those subspaces as locally complemented.
Before that, we presented and proved the Principle of Local Reﬂexivity
(PLR). This is an important result that helps to prove equivalent deﬁnitions
about locally complemented subspaces.
In the last section we deﬁned locally complemented subspaces and
showed that if a subspace is λ-complemented then it is locally λ-
complemented. Next, we presented Hahn-Banach extension operators and
proved that its existence is equivalent with being locally 1-complemented.
At last, we gave the deﬁnition for a basic sequence to be (locally)
complemented. We proved that if a basic sequence is locally complemented,
then its biorthogonal functionals can be extended to a basic sequence in
the dual space.
Also, we proved the equivalence of a basis sequence being complemented,
with the existence of a sequence in the dual space which extends the
biorthogonal functionals to the whole space. Since every complemented
space is locally complemented, we have that this extension implies for the
basic sequence to be locally complemented.
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