Weighted least squares support vector machine (WLS-SVM) is a robust version of least squares support vector machine (LS-SVM). It adds weights on error variables to eliminate the influence of outliers. But the weights, which largely depend on the original regression errors from unweighted LS-SVM, might be unreliable for correcting the biased estimation of LS-SVM, especially for the training data set with large deviation outliers. In this paper, a twostage weighting strategy is proposed. This approach derives from the idea of spatial rank of feature vector, and down-weights these large deviation outliers firstly. Then the weights are updated by these regression errors of WLS-SVM with the weights obtained in the first weighting stage. Finally, WLS-SVM is again employed to further improve the prediction performance. The effectiveness of the proposed robust LS-SVM is validated by two artificial data examples and a soft sensor modeling problem.
Introduction
The support vector machine (SVM) proposed by Vapnik [1, 2] is an useful tool for data mining, especially in the fields of pattern recognition and regression. As an important new methodology in the area of neural networks and nonlinear modeling, SVM is investigated by many researchers [3] [4] [5] [6] . SVM holds many advantages compared with other nonlinear modeling methods, e.g. the artificial neural networks (ANN) [7] , some of which are: SVM incorporates tactics such as introducing a kernel function, both nonlinear pattern recognition problems and regression problems can be converted into linear ones, and finally deduced to quadratic programming (QP) problem, which assures that once its solution is obtained, and it is the global solution. This category of SVM derives its sparse and robust solution by implementing the inherently sparse loss function, such as epsilon-insensitive loss function, Laplacian loss function, Huber's robust loss function and so on [8] . However, it requires solving a QP problem with inequality constraints, which is complicated and time consuming. Meanwhile, to keep the sparseness and robustness of estimation, loss function should be carefully chosen depending on the problem [9] .
Suykens and Vandewa proposed least squares support vector machine (LS-SVM) [10] , which attempts to minimize the sum square error (SSE) of training samples. This trick converts the inequality constraints in classical SVM to equality ones. The solution follows directly from solving a set of linear equations, which is much less complex than QP problem. This idea is quite similar to ridge regression, which is a widely used method in the field of linear regression [11] . The difference only lies in that, LS-SVM is the kernel version of linear ridge regression. Extensive empirical comparisons [10, 12] show that LS-SVM obtain excellent performances on various classification and regression problems.
In complex high dimensional data, one often has to deal with outliers. These are samples that deviate from the usual assumption and/or do not follow the trend indicated by majority of data. To deal with this problem, Chuang et al. [13] suggested using a back propagation procedure to improve the robustness of SVM. Zhao and Sun [14] proposed to use Newton-type optimization algorithm to solve the robust SVM based on a non-convex loss function. However, both of these two methods highly increase computational complexity. Since the use of SSE loss function, LS-SVM is also less robust, in other words, sensitive to outliers. Thus Suykens et al. proposed a weighted version of LS-SVM (WLS-SVM) [15] , in which different weights are distributed to the samples based on prediction errors. But the weights, which largely depend on the original regression errors from unweighted LS-SVM, might be unreliable for correcting the regression results [16] , especially when there are outliers with large deviation in the training data set. Thus Wen et al. further proposed a heuristic weightsetting strategy and iteratively updating algorithm [16] , the basic idea in their method is to determine the weight of a sample by its distance from other samples in the original x-space. Cui and Yan presented an adaptive weighted algorithm for LS-SVM [17] , this approach takes advantage of robust 3σ principle and adaptive weight strategy. Since the kernel trick is used in SVM, the outlyingness of samples determined in the original space is not always verified in the feature space, especially for high dimensional data.
Therefore Debruyne et al. [18] utilized spatial rank of feature vector to calculate the weights for classification problem.
In this paper, a two-stage weighting strategy is proposed to enhance the robust capability of the classic WLS-SVM [15] . The basic idea of the approach is to downweight the large deviation outliers in feature space firstly, then update the weights using WLS-SVM at the second weighting stage. Fundamentally, the proposed algorithm is an WLS-SVM, but equipped a more robust weighting strategy to further improve the prediction performance.
The rest of this paper is organized as follows. A brief review of the theory of WLS-SVM is described in Section 2. In Section 3, the proposed two-stage weighting strategy is developed. Two artificial data examples and soft sensor modeling problem are gives in Section 4 and Section 5, respectively. Finally, conclusions are included in Section 6.
WLS-SVM for Regression
In this section, we briefly review the WLS-SVM for regression, a more detail description can be found in Ref. [15] . Consider a regression problem: we have N input variable x k ∈ R n and output variable y k ∈ R, and k = 1, 2, . . . , N . The goal is to calibrate a regression model of the form
where ϕ(·) : R n → F, a function which maps the input space into a so-called high dimensional feature space F, and weight vector w ∈ F. The WLS-SVM introduces a weighted least square version to support vector regression by formulating the problem
where e k ∈ R is the error variable, and b is the bias term. If we define the kernel as K(
and denote the kernel matrix
After elimination of w and e k , the WLS-SVM can be described as follows 
otherwise. (5) whereŝ y is a robust estimate of standard deviation of the LS-SVM error variable e k
The interquartile range IQR is the difference between the 75th percentile and 25th percentile. Another robust estimate of the standard deviation iŝ
where MAD stand for the median absolute deviation. The constant c 1 and c 2 are typically chosen as 2.5 and 3.5 respectively [19] . Using these weights one can correct for y-outliers or for non-Gaussian instead of Gaussian error distributions [15] . Since the weights, which largely depend on the regression errors, might be unreliable for correcting the regression results, especially when it is seriously bent towards the outliers having large deviations. In Refs. [16] and [17] , outliers are detected by their distance from other samples in the original space, but such detection approaches are not always verified for nonlinear data set. Therefore, it is necessary to employ other approaches to find such outliers in feature space F for support vector regression.
Robust LS-SVM

Weighting in Feature Space
Since the kernel trick is used in SVM, the outliers should be detected in feature space instead of in original x-space. Thus, Debruyne et al. [18] proposed to define for each fea-
Thus o But for regression problem, the output y k should be considered here. Since the linear relationship is established between the feature vector ϕ(x k ) and output y k after the kernel mapping as in Eq. (1), the o c k can be easily extended to regression problem by defining
where
To compute o r k , the squared norm by definition in Eq. (9) equals the inner product of a vector with itself, thus
The outlyingness can be derived by introducing the expression
and kernel trick
. Thus the computation of the values o r k is straightforward in Eq. (12) .
Once the values o r k are calculated for each sample, which is assigned a weight of outlyingness
whereŝ x is a robust estimate of standard deviation of the outlyingness o r k , which can be computed by Eq. (6) or (7) with substituting o r k for e k .õ r k is defined as follows
And c 3 is a constant, if it is large, few observations will be classified as bad data. c 3 can be determined according to practical situation, In this paper, it is chosen equal to 3 as in 3σ principle [21] . Therefore the weights in Eq. (13) are 1 for the good data and close to 0 for the largest outliers. We have chosen a hard rejection here, but of course other forms of weight function [21] can be chosen as in Eq. (5).
Algorithm Implementation
Loosely speaking, it is the smallest fraction of contamination of a given data set can result in an estimate which is arbitrarily far away from the estimated parameter vector obtained from the uncontaminated data set [15] . Although WLS-SVM already has rather desirable properties, since the large deviation outliers might have a great influence on the weights of WLS-SVM, its performances can be further improved by down-weighting such outliers firstly. In this paper, a two-stage weighting algorithm is proposed. At the first stage, the large deviation outliers detected by spatial rank in feature space are eliminated. Then in order to deal with y-outliers, another stage of weighting is adopted. In summary, we list out the algorithm for robust LS-SVM as follows:
• Given training data set {x k , y k } N k=1 , define the diagonal weight matrix V γ = diag{1/γv 1 , . . . , 1/γv N }, where v k is the weight of the kth sample, which can be calculated by
with v x k and v y k are initialized equal to 1.
• Obtain the optimal combination (e.g. by 10-fold cross-validation or generalization bounds [22] ) of parameters by solving Eq. (4) (13), and update the diagonal weight matrix V γ using Eq. (15).
• Solve the WLS-SVM, computeŝ y from the e k distribution, determine the weight of y-outlyingness v y k in Eq. (5), and update the diagonal weight matrix V γ using Eq. (15).
• Again solve the WLS-SVM, and obtain the final robust LS-SVM model.
Artificial Data Examples
The simulations were conducted in the Matlab environment. The LS-SVMlab Toolbox provided by Pelckmans et al. and obtained through the network service is used here. In this study, outliers are added artificially by moving some points away from designated locations. The root mean square error (RMSE) and maximal absolute error (MAXE) of the testing data are used to measure the performance of the proposed algorithm. 
Sinc Data Set
In this paper, a function is firstly considered, which is the sinc function and is defined as
where ξ is white noise with stand deviation 0.1 to the output. This sinc function is often used in Refs. [9, [13] [14] [15] [16] . Suppose we have no priori knowledge about the relationship between input x and output y, and the goal is to calibrate a regression model. 101 training samples are generated from the function. Among these samples, three artificial outliers are added (10, 51 and 53) as in Fig. 1 Table  1 . Gaussian kernel is used in the experiment. To avoid biased comparisons, the hyper parameters (γ and σ) are determined for all the weighted LS-SVMs by means of 10-fold cross-validation using unweighted LS-SVM on the training data. For these four algorithms, we set σ = 0.49 and γ = 16. Table 1 shows all the four WLS-SVM algorithms are effective in producing robust estimation from contaminated sinc data. The unweighted LS-SVM is seriously influenced by the large deviation outliers and produces biased estimation, while these WLS-SVM algorithms dramatically reduce this side effect. Although Suykens' WLS-SVM gives relative satisfying estimation, the other three modified WLS-SVM algorithms still further improve the prediction results. As there is no obvious outlier in the input space, none of large deviation outlier is detected by 3σ principle, thus the prediction result is significantly affected by these outliers at the following weighting stage. Because the outlyingness of samples determined in the original xspace is not always verified in the feature space, only two large deviation outliers (10 and 51) are detected. Although the results of Wen's algorithm are much better than the former two WLS-SVM algorithms, note that if we have no prior knowledge, the parameter θ in this algorithm is difficult to determined especially for nonlinear data modeling. Since the large deviation outliers are eliminated at the first weighting stage, the proposed algorithm obtains the lowest RMSE and MAXE. The prediction results of unweighted LS-SVM, Suykens' WLS-SVM and the proposed two-stage WLS-SVM are shown in Fig. 2 . It can be seen from Fig. 2 that the performance of unweighted LS-SVM is affected by large deviation outliers, and the performance of Suykens' classic WLS-SVM is not seriously affected by these outliers. The prediction ability of the proposed robust LS-SVM is further enhanced by introducing the two-stage weighting strategy.
To better understand the proposed method, the weight values of training samples versus the indices of samples (from 46 to 60) of the Suykens' WLS-SVM and the robust LS-SVM is shown in Fig. 3 . Although both methods find the outliers (51 and 53) in the training data set, the weights of other samples (50, 52, 54 and 57) in Suykens' method are also affected by these outliers (for uncontaminated data set, these weights all equal to 1). In the proposed method, since the two-stage weighting strategy is used, only the weights of outliers are close to 0, the weights of the other samples remain 1. 
Mackey-Glass System Data Set
In addition to the regression of sinc function, MackeyGlass system are also used as test case. The Mackey-Glass system is highly chaotic even in the noiseless case, which makes a fairly challenging regression. The Mackey-Glass system has been used in [9] , which is defined as
To test the performances of our algorithm, we first randomly produce a series of Mackey-Glass samples using Eq. (17), and use x(t), x(t − 6), x(t − 12) and x(t − 18) to predict x(t + 6), then we derive 300 samples, which are partition as two groups: training set consists of the first 150 samples, and test set consists of the last 150 samples. Similar to the regressions of sinc function, we add two artificial outliers, one in input variables (67) and one in output variable (108). The test RMSE and MAXE are illustrated in Table  2 . Gaussian kernel is also used in this experiment. The hyper parameters (γ and σ) are also determined for all the weighted LS-SVMs by means of 10-fold cross-validation using unweighted LS-SVM on the training data. For these four algorithms, we set σ = 1.2 and γ = 10.
Since the Mackey-Glass system is highly chaotic, the outliers are not easily detected in the original space. For Cui's adaptive WLS-SVM, the prediction results are similar to Suykens', although better than LS-SVM. But for Wen's heuristic WLS-SVM, due to the large deviation outliers are not identified at the weighting stage, which makes the prediction results are even worse than Suykens', and only slightly better than unweighted LS-SVM. For proposed algorithm, because all the large deviation outliers are detected at the first weighting stage, the best prediction performances are obtained. Finally, the prediction results of unweighted LS-SVM, Suykens' WLS-SVM and the proposed two-stage WLS-SVM are shown in Fig. 4 . 
Application or Soft Sensor Modeling f Extraction Process
In the process of extraction in hydrometallurgy, the concentration of raffinate solution needs to be monitored and controlled simultaneously. It is difficult to measure such concentration online by existing instruments and sensors. Soft sensor technique has been became an online supplement measurement for process monitoring and control. This data set is obtained from a simulated copper extraction process in cobalt hydrometallurgy. This extraction process purifies the solution from copper. A detail description of the process is given by [23] . The first principle model of copper extraction process proposed by Komulainen et al. [24] is used in this paper for data generation. The extraction process data consisted of 5 input variables such as the flow rates, temperature and pH value. The flow rates are controlled variables. These data can be measured on-line. In addition, the copper concenf o tration only can be measured by laboratory analysis. For the validation of the model, the whole data set is separated into a training data set and test data set, which consists of 60 and 30 data pairs, respectively. Four samples are artificially treated to be outliers, three in input variables (5, 6 and 15) and the other in output one (17) . The prediction performances of the four regression methods are summarized in Table 3 . Unweighted LS-SVM shows the poorest results, this is due to the training data set with some outliers. When using Suykens' WLS-SVM, the prediction performance is better than that of LS-SVM. As for Cui's algorithm in this example, since there is no outliers detected by 3σ principle, the prediction performance similar to Suykens'. When using Wen's method, the prediction results are even worse, because this data set possesses nonlinear feature, the outliers should not be identified in the original space. Finally, the proposed robust LS-SVM shows the best predictive ability for the test data set. To further compare the prediction qualities of the four approaches, predicted values are plotted against observed values in Fig. 5 . In such plot, the data will fall on diagonal if the model fits the data perfectly. As shown in Fig.  5a , the unweighted LS-SVM model does not fits the data adequately. Furthermore, Suykens' WLS-SVM cause significant change (Fig. 5b) . This result is consistent with the RMSE for LS-SVM compared to that of WLS-SVM. If the proposed robust LS-SVM is used instead of classic WLS-SVM, the data points to fall on the diagonal direction more compactly (Fig. 5c) , indicating that the predictive ability is enhanced.
Conclusion
In this paper, a robust LS-SVM is presented to enhance the robust capability of classic WLS-SVM. The basic idea of the approach is to adopt spatial rank of feature vector to down-weight the large deviation outliers firstly, and then performing WLS-SVM with the weights obtained by the proposed two-stage weighting strategy. It obtains comparable results as Suykens' WLS-SVM and the other two modified WLS-SVMs in most of the test cases. This study indicates that the outlyingness of nonlinear data set should be detected in feature space instead of original space, and may produce more satisfied results. The proposed twostage WLS-SVM opens a new way to improve the robust performance of LS-SVM. Our further work includes how to find a more efficient method to detect outliers in feature space.
