Analytical Survival Analysis of the Ornstein-Uhlenbeck Process by Giorgini, L. T. et al.
Surviving the Ornstein-Uhlenbeck Process Analytically
L. T. Giorgini,1, ∗ W. Moon,2, 1, † and J.S. Wettlaufer3, 1, ‡
1Nordita, Royal Institute of Technology and Stockholm University, Stockholm 106 91, Sweden
2Department of Mathematics, Stockholm University 106 91 Stockholm, Sweden
3Yale University, New Haven, Connecticut 06520, USA
(Dated: June 24, 2020)
We use asymptotic methods from the theory of differential equations to obtain an analytical
expression for the survival probability of an Ornstein-Uhlenbeck process with a potential defined over
a broad domain. Leading-order solutions in an interior, centered around the origin, and the boundary
layers, near the lateral boundaries, are asymptotically matched to form a uniformly continuous
analytic solution covering the entire domain. The analytic solution agrees extremely well with the
numerical solution and takes into account the non-negligible leakage of probability that occurs at
short times when the stochastic process begins close to one of the boundaries. Given the range
of applications of Ornstein-Uhlenbeck processes, the analytic solution is of broad relevance across
many fields of natural and engineering science.
The generalized Ornstein-Uhlenbeck (OU) model de-
scribes a stochastic process with at least one equilibrium
point. It provides a framework for a wide range of physi-
cal, biological and social systems, wherein stabilization is
viewed in terms of a potential minimum, characterized by
a negative Lyapunov exponent, and high-frequency fluc-
tuations are interpreted in terms of specific noise forcing.
For example, an OU process is used to study neuronal ac-
tivity [1] and the time-evolution of trait values towards
their evolutionary optima [2]. In a clinical setting the
health of the hepatic dynamic equilibrium is fit to an OU
process using maximum likelihood estimation. Stochas-
tic volatility, crucial for deducing stock returns or option
pricing, is treated in terms of an OU process [4], as are
the noise spectra of climate observations [5–7].
A particular stochastic model is commonly studied in
terms of the survival probability, which is associated with
the expected time it takes for one or a number of events
to occur, or for the system to reach a defined thresh-
old. Due to the generality of the question it addresses,
survival analysis has been widely used in science and en-
gineering. Examples include Feshbach resonances and
the quantum Zeno effect [e.g. 8–10], engineering relia-
bility analysis [11], financial risk management [12], and
event history analysis in sociology [13]. Moreover, in the
specific case of an OU process survival analyses from neu-
roscience [14] and epidemiology [15, 16] to quantitative
finance [17–19] demonstrate the ubiquity of the approach.
The time it takes for the state of a system to encounter
a threshold for the first time is variously called the first
hitting or first passage time. The time integral of the
probability distribution of the first passage time is the
survival probability [See e.g. Refs. 20–22, for reviews].
Despite the broad applicability of the survival prob-
ability, its determination still poses a major theoretical
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FIG. 1: Schematic of the problem under study; what is the
probability that a particle reaches the edge of the potential well?
We divide the potential into an “outer” region I and a boundary
layer II, or the “inner” region, of the potential, in each of which
the asymptotically dominant solutions are determined and then
matched.
challenge. The exact mathematical form is constructed
using the Laplace transform and its inverse, which results
in a series expansion of special functions [23]. However,
its complexity confounds practical implementation. In
particular, when the initial data are close to the bound-
ary of the confining potential [24], or when the boundary
itself is near the equilibrium point [25], one must retain
a considerable number of terms in the expansion.
Our treatment of survival probability is shown in the
schematic potential of Fig. 1, which contains a parti-
cle governed by a one-dimensional Ornstein-Uhlenbeck
process through an overdamped autonomous Langevin
equation as
x˙(t) = −ax(t) +
√
2bξ(t), (1)
where a and b are positive constants and ξ(t) is Gaussian
white noise with a zero mean and 〈ξ(t)ξ(s)〉 = δ(t− s).
The survival probability commonly characterizes the
anomalous or abnormal behavior of a system. This mo-
tivates our consideration of a threshold state (x = β) far
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2from the equilibrium state (x = 0), so that it is rare that
the system will reach the threshold.
Our approach is as follows. As shown in Fig. 1 we
divide the domain into two regions [26]: a broad O(1) re-
gion (I) containing the minimum of the potential, x = 0,
and a narrow O (1/β) boundary layer near x = β. We
solve the limiting differential equations in these regions,
from which we develop a uniform composite solution for
the probability density of the survival probability using
asymptotic matching, which is a highly accurate general
analytical method [27], recently used to obtain the solu-
tion to the related problem of stochastic resonance [28]
The canonical approach of finding the survival proba-
bility of this OU process is to determine the probability
distribution for the first hitting time in Laplace space,
ζ˜(λ, x), which leads to the following analytical expres-
sion [29–31],
ζ˜(λ, x) = e
a(x2−β2)
4b
D−λ/a(−x
√
a/b)
D−λ/a(−β
√
a/b)
, (2)
where Dλ(z) is the parabolic cylinder function, β is the
boundary position and x is the initial position.
This equation can be written as a spectral decompo-
sition [23], wherein the countable number of eigenvalues
correspond to the zeros of the denominator of Eq. (2).
The final expression for the probability distribution of
the first hitting time can be obtained by inverting each
term of this spectral decomposition, which can be written
as a weighted sum of exponential functions as
ζ(t, x) =
∞∑
p=0
eλp(β)t
Φ(λp(β)/a, x
√
a/b)
Φ′(λp(β)/a, β
√
a/b)
, (3)
where λp(β) is the solution of
Φ(λp(β)/a, β
√
a/b) = 0, (4)
and Φ and Φ′ are defined in [23] in terms of Kummer and
digamma functions.
For large values of t and β − x, Eq. (3) simplifies
considerably. In fact, because all the eigenvalues, λp(β),
are negative, only that with the smallest magnitude will
contribute significantly as t → ∞. Moreover, for large
values of β − x, Eq. (3) becomes
lim
β−x→∞
ζ(t) =
1
t1(β; 0)
exp
[
− t
t1(β; 0)
]
with
t1(β; 0) =
1
aβ
√
2pib
a
exp
[
aβ2
2b
]
,
(5)
where t1(β; 0) is the mean first passage time of the pro-
cess from x(t = 0) = 0 to the boundary β [32].
Importantly, however, the asymptotic expression in
Eq. (5) is not valid when x ≈ β. Indeed, as we show here,
when the process starts in the neighborhood of x = β
there is a non-trivial leakage of probability. This leakage
is not taken into account by Eq. (5) and transpires very
rapidly, on a time scale of order 1/β2. Therefore, taking
this approach requires that one calculate an enormous
number of eigenvalues in Eq. (3), which is computation-
ally inefficient. Our approach avoids this problem.
We derive an asymptotic expression for the survival
probability, which is the time integral of the probability
distribution of the first passage time, in the large β limit
that is trivial to evaluate when x ≈ β.
The probability density, ρ(y, t;x, s), of the OU process
in Eq. (1) is described by the Kolmogorov forward (KFE)
and backward (KBE) equations, the former of which is
∂tρ(y, t;x, s) = a ∂y[y(t)ρ(y, t;x, s)] (6)
+ b ∂yyρ(y, t;x, s) ≡ Lyρ(y, t;x, s),
where the operator Ly is the generator of the OU process
viz., [Lyf ](y, t) = a ∂y[yf(y, t)] + b ∂yyf(y, t). The KBE
follows by replacing Ly with its adjoint, L∗x, defined as
[L∗xf ](x, s) = −ax ∂xf(x, s) + b ∂xxf(x, s).
The KFE gives the evolution of the probability density
of the process when the initial position and time, (x, s),
are known, while the KBE treats the evolution when the
final position and time, (y, t), are known. Both equations
have initial condition
ρ(y, u;x, u) = δ(y − x), (7)
and boundary conditions
ρ(±∞, t;x, s) = 0 and ρ(y, t;±∞, s) = 0 (8)
for the KFE and the KBE respectively.
The survival probability within the interval (α, β) is
defined in terms of the KBE density, ρKBE , as
S(t;x, s) =
∫ β
α
ρKBE(y, t;x, s)dy, (9)
which satisfies
−∂sS(t;x, s) = −a x(s)∂xS(t;x, s) + b ∂xxS(t;x, s),
(10)
with initial condition
S(t = s;x, s) = Θ(x− α)Θ(β − x), (11)
and boundary conditions
S(t;x = α, s) = S(t;x = β, s) = 0 ∀ s ≤ t, (12)
where Θ(·) is the Heaviside theta function.
Let Pαi (P
β
i ) be the probability of hitting x = α(β)
for the first time after i time steps and let Sα(Sβ) be
the survival probability with an absorbing boundary at
x = α(β). Hence, if we discretize the stochastic process,
the survival probability after n time steps is
Sn =
n∏
i=1
(1− Pαi − P βi ) =
n∏
i=1
[(1− Pαi )(1− P βi )− Pαi P βi ]
'
n∏
i=1
(1− Pαi )
n∏
i=1
(1− P βi ) = SαnSβn .
(13)
3In the second line of Eq. (13), we have neglected the
term Pαi P
β
i when |α|  1 and |β|  1, allowing us to
write the survival probability in the interval (α, β) as
the product of the two survival probabilities in the two
intervals (−∞, β) and (α,∞) with α < β. From this
point we will only consider the survival probability in
the interval (−∞, β), and note that the derivation for
the interval (α,∞) is in straightforward analogy.
We now rewrite Eq. (10) in a rescaled form,
∂tS(x, t) = −x(t)∂xS(x, t) + ∂xxS(x, t), (14)
with the new variables,
x→ xσ, β → βσ and s→ − t
a
, (15)
in which the spatial coordinate is expressed in terms of
the standard deviation σ =
√
b/a of a stationary OU
process obtained from the solution of Eq. (6) in the limit
t→∞. The new initial and boundary conditions are
S(x, t = 0) = Θ(β − x),
S(x = β, t) = 0,
S(x = −∞, t) = 1.
(16)
We solve the limiting differential equations within the
two regions, from which we construct an approximate
uniform solution by asymptotic matching. We denote
Sout(x, t) and Sin(x, t) the solutions in region I and II
respectively.
Region I. The outer solution is obtained by imposing
β − x  1. In this limit the probability distribution of
the first hitting time in Eq. (5) is valid, and its time
integral gives the survival probability as
Sout(t) = e
−
(
β√
2pi
e−
β2
2
)
t
, (17)
where the rescaled β and t of Eq. (15) have been used.
Region II. In the boundary layer, or the inner region,
we have x ∼ β, where the approximation of Region I is
no longer valid. We let  ≡ 1/β  1 and introduce the
following stretched coordinates,
η =
x− 1

and θ =
t
2
, (18)
that we use to rewrite Eq. (14) as
1
2
∂θSin(η, θ) = −
[
1
2
+ η(θ)
]
∂ηSin(η, θ)
+
1
2
∂ηηSin(η, θ), (19)
which at leading-order becomes
∂θSin(η, θ) = −∂ηSin(η, θ) + ∂ηηSin(η, θ). (20)
Clearly, Eq. (20) is a diffusion equation for Sin(η, θ) along
the characteristics
dη
dθ
= 1 and
dρ
dθ
= 1, (21)
which we can then write as
∂ρSin(µ, ρ) = ∂µµSin(µ, ρ), (22)
wherein µ ≡ η − θ and ρ ≡ θ, so that the boundary
condition becomes Sin(µ = −ρ, ρ) = 0.
We solve Eq. (22) by first finding its Green’s function,
G(ρ, µ; ν), which satisfies
∂ρG(µ, ρ; ν)− ∂µµG(µ, ρ; ν) = δ(µ− ν)δ(ρ). (23)
This Green’s function is associated with the probability
density ρKBE , satisfying the KBE, and hence the survival
probability through Eq. (9). Hence, this density satisfies
the following conditions;{
ρKBE(µ, ρ = 0; ν) = δ(µ− ν),
ρKBE(µ = 0, ρ; ν) = ρKBE(µ = −∞, ρ; ν) = 0.
(24)
The Green’s function is [see e.g., 33]
G(ρ, µ; ν) =
1√
4pi ρ
(
exp
[
− (ν − µ)
2
4 ρ
]
−
− exp
[
− (ν + µ)
2
4 ρ
− ν
])
,
(25)
which, as noted above, now allows us to write the solution
of Eq. (22) as
Sin(µ, ρ) =
∫ 0
−∞
dν
∫ ∞
−∞
dφG(µ, ρ;φ)δ(φ− ν) =
=
∫ 0
−∞
dν G(µ, ρ; ν).
(26)
Upon integration and reversion to the original variable t
and to the stretched coordinate η, we find
Sin(η, t) =
K
2
eη
(
− erfc
[
1
2
√
1
t
(−t− η)
]
+
+ e−ηerfc
[
1
2
√
1
t
(−t+ η)
])
.
(27)
We determine the constant K by requiring the outer limit
of the inner solution to equal the outer solution;
K = lim
η→−∞Sin(η, t) = Sout(t) = e
−
(
β√
2pi
e−
β2
2
)
t
. (28)
Therefore, the composite analytical solution for the sur-
4vival probability is
S(x, t) = Sin(x, t) + Sout(t)−K =
=
1
2
e
−
(
β√
2pi
e−
β2
2
)
t
eβ(x−β)(
erfc
[
1
2
√
1
t
(−t− β(x− β))
]
+
+ e−β(x−β)erfc
[
1
2
√
1
t
(−t+ β(x− β))
])
=
≡ Sin(x, t)Sout(t),
(29)
written in terms of the original spatial coordinate x
rather that the stretched coordinate η.
We compare Eq. (29) with the numerical solution of
Eq. (14) for different values of the parameter β in Fig.
(2), and find excellent agreement even when β is not
asymptotically large. Indeed, the smallest value of the
distance to the boundary is β = 1.645σ, corresponding
to a 90% probability that an unbounded stationary OU
process remains below the boundary.
When t 1/β2 the left hand side of Eq. (20) is negli-
gible and Eq. (29) becomes Sout(t)[1 − eβ(x−β)] and de-
pends on time solely through Sout(t), which is the prefac-
tor of Sin(x, t). Thus, depending on x the rate of the de-
crease in the survival probability is controlled by Sin(x, t),
decaying more rapidly near the boundary for early times.
The accuracy of the asymptotic solutions over a wide
range of the β facilitates simple and wide ranging appli-
cations. For example, determining the input parameters
of a leaky integrate-and-fire (LIF) neural model [e.g., 34,
and refs. therein] based on experimentally observable
interspike intervals [25]. Of particular contemporary rel-
evance is deducing the “critical community size” in dis-
ease epidemiology [24], or the population threshold below
which infections do not persist.
Finally, we appeal to Eq. (13) to form the asymptotic
expression for the survival probability of an Ornstein-
Uhlenbeck process with two absorbing boundaries as
Sα,β(x, t) = S
α
in(x, t)S
α
out(t)S
β
in(x, t)S
β
out(t) ∀t > s. (30)
We note that only one of the boundary regions will con-
tribute significantly viz.,
Sα,βin (x, t) = S
α
in(x, t)S
β
in(x, t) = S
γ
in(x, t),
γ = min|hα|,|hβ |(α, β),
(31)
where hα(β) = x− α(β).
In Fig. (2)(d) we show that the numerical solution
with two boundaries matches that obtained by consider-
ing the two boundaries separately and with the analytical
solution in Eq. (30).
We have obtained an asymptotic analytical solution for
the survival probability of an Ornstein-Uhlenbeck process
for large potentials. We divide the potential into two
layers near the boundaries and a broad region between,
which contains the origin, where we use the solution of
FIG. 2: (a)-(c) Plot of Eq. (29), S(x, t), versus x ∈ [0, β] for
different values of t (solid lines) compared to the numerical
solution of Eq. (14) (crosses). We use three different values of the
boundary position β; (a) 3.5 (b) 1.96 and (c) 1.645, corresponding
to the probability of finding the system below x = β as t→∞
and without absorbing boundaries of (a) 99.95%, (b) 99%, and (c)
90% respectively. (d) The numerical solution of Eq. (14) with two
boundaries (red circles), Sα,β(x, t), Sα(x, t)Sβ(x, t) (blue crosses),
and the approximate analytical solution in Eq.
(30);S′α(x, t)S′β(x, t). Note that Sα,β(x, t) overlaps exactly with
Sα(x, t)Sβ(x, t). Here α = β = 3.5 and x = 0.
Ricciardi & Sato [23]. The uniformly continuous solution
is obtained by matching the two approximate solutions
in the boundary layers with that in the broad region be-
tween. The solution agrees extremely well with both the
numerical solution and with the more restricted asymp-
totic expression for the survival probability known in lit-
erature. Importantly, our analysis remains valid even
when the initial position of the stochastic process is close
to one of the boundaries, and furthermore it takes into ac-
count the non-negligible leakage of the probability early
in the time evolution.
Despite the analysis using the assumption of asymp-
5totically large boundaries, we showed that it agrees well
with the numerical solution, even when the boundary
positions are the same order of magnitude as the stan-
dard deviation of the stationary probability distribution
function of the OU process. We demonstrate consistency
even when there is a 90% probability that the system
without absorbing boundaries is found at a position less
than β; when reaching the boundary can no longer be
considered a rare event. Therefore, our method can be
easily generalized to more general (less restrictive) set-
tings. Finally, our compact analytical solution provides
a computationally trivial framework for survival analysis
of use across the broad spectrum of stochastic systems
where the Ornstein-Uhlenbeck process arises.
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