Introduction
In his celebrated work of 1978 Mazur [25] completely described possible rational points on the modular curves X 0 (p), where p is a prime number. In particular, he showed that the set X 0 (p)(Q) consists only of the cusps if p > 163, and of the cusps and the CM-points if 37 < p ≤ 163.
The curve X 0 (p) associated to the Borel subgroup of GL 2 (F p ) It is natural to ask the same question on the modular curves associated to two other important maximal subgroups of GL 2 (F p ), the normalizers of a split or a non-split Cartan subgroups (see [30, Appendix A.5] or [5, Section 2] for the definitions). We shall denote these curves X + sp (p) and X + ns (p), respectively. This problem is not only interesting by itself, but is also motivated by applications; for instance, Serre's uniformity problem about Galois representations [12] would be solved if one show that for large p the sets X + sp (p)(Q) and X + ns (p)(Q) consist only of the cusps and the CM-points (points corresponding to elliptic curves with complex multiplication). For the convenience of the reader, we reproduce the full list of the 13 rational CM j-invariants in Table 1 .
Rational points on the curves X + sp (p) were determined recently [13, 14] for all p = 13; in particular, it is shown in [14] that for p ≥ 17 the set X + sp (p)(Q) consists only of the cusps and the CM-points.
Unfortunately, the methods of [13, 14] completely fail for the curve X + ns (p). To the best of our knowledge, the set X + ns (p)(Q) is not known for every prime p ≥ 13. More is known about integral points on the curves X + ns (p), that is, points P ∈ X + ns (p)(Q) such that j(P ) ∈ Z, where j is the modular invariant. Kenku [19] determined the integral points on the curve X + ns (7) ; in fact, he found the 7-integral points, that is, such that the denominator of j(P ) is a power of 7. He used in an essential way the fact that the curve is of genus 0.
More recently, Schoof and Tzanakis [29] determined the integral points on X + ns (11) , using the fact that this curve is of genus 1. They showed that the only integral points on this curve are the CM-points. See also [15] . We may also mention that integral points on the curve X + ns (N ) of certain composite levels N were determined much earlier by Heegner and Siegel [17, 33] in the context of the Class Number 1 problem; see [30, Appendix A.5 ] for more details. More recently, composite levels were examined by Baran [4, 5] . Non of these methods seems to extend to higher prime levels either.
In [1] Bajolet and Sha, using Baker's method, obtained a fully explicit upper bound for the size of an integral point P on X + ns (p) for an arbitrary prime p ≥ 7. They showed that in general log |j(P )| < 41993 · 13 p · p 2p+7.5 (log p) 2 ,
and this bound can be substantially refined if p − 1 is divisible by a small odd prime or by 8. Sha [31, 32] extended the result of [1] to S-integral points on rather general modular curves over arbitrary number fields, giving an explicit version of the "effective Siegel's theorem for modular curves" [6, 11] . Using bound (1) , one can, in principle, enumerate all integral points on X + ns (p). However, this bound is too huge to perform this enumeration in reasonable time.
It turns out that the huge bound can be reduced using the numerical Diophantine approximation techniques, which go back to the work of Baker and Davenport [3] . The idea of Baker and Davenport was elaborated in [7, 8, 9, 10, 16, 27, 34] in the context of the Diophantine equations of Thue and of related types, providing practical methods for solving these equations.
In the present article we adapt these techniques to modular curves and develop an algorithm for finding integral points on the modular curve X + ns (p), where p ≥ 7 is an arbitrary prime number. Having implemented our algorithm, we prove the following. Theorem 1.1 Let p be a prime number, 11 ≤ p ≤ 67, and let P ∈ X + ns (p)(Q) be such that j(P ) ∈ Z. Then P is a CM point (that is, j(P ) is one of the 13 numbers displayed in the second line of Table 1 ).
One may conjecture that for any prime p ≥ 11 the only integral points on X + ns (p) are the CM-points.
Plan of the article
In Section 2 we recall basic definitions about modular curves. In particular, we remind the notions of the nearest cusp and the q-parameter at a given cusp, a basic tools in the calculus on modular curves.
In Section 3 we give a general informal overview on how Baker's method applies to modular curves, highlighting both theoretical and numerical aspects.
In Sections 4 and 5 we revise the theory of modular units, an indispensable tool in the Diophantine analysis of modular curves. In Section 6 we apply this general theory in the special case of the curve X + ns (p), constructing especially "economical" units on this curve. In Section 7 we evaluate the unit constructed in Section 6 at an integral point P , and express the value as multiplicative combination of certain algebraic numbers: U (P ) = η b0 0 η b1 1 · · · η br r . We then express the exponents b k in terms of the q-parameter of P . These expression, while pretty trivial, will play fundamental role in the remaining part of the article.
In Section 8 we use Baker's method to obtain a huge explicit bound for B = max k |b k |. We follow [1] with the modifications stemming from our present needs. In Section 9 we show how this bound can be drastically reduced in practical situations. In the final section we show how to check which values of b k below the reduced bound indeed correspond to an integral point.
Notation and Conventions
Modular functions Throughout the article, the letter j may have four different meaning, sometimes in the same equation, like in (4) and (6) : the modular invariant j(τ ) on the Poincaré upper halfplane H; the modular invariant j(E) of an elliptic curve E; the "modular invariant" rational function on a modular curve; the sum of the familiar series j(q) = q −1 + 744 + 196884q + . . . It should be always clear from the context which meaning of j is used. A similar convention applies to other modular functions as well.
The O 1 (·) notation We shall use the notation O 1 (·), which is a quantitative analogue of the familiar O(·). Precisely, A = O 1 (B) means that |A| ≤ B.
Absolute Values and Heights Absolute values on number fields are normalized to extend standard absolute values on Q:
We denote by h(·) the usual absolute logarithmic height: if α ∈Q then
where K is a number field containing α.
the sum being over the complex embeddings of K.
Modular Curves, Fundamental Domains, q-Parameters
Let N be a positive integer. The modular curve X(N ) has a geometrically irreducible model over the cyclotomic field Q(ζ N ), and the Galois group Gal Q(ζ N )(X(N ) Q(j) is canonically isomorphic to GL 2 (Z/N Z)/{±1}, with SL 2 (Z/N Z)/{±1} being the group Gal Q(ζ N )(X(N ) Q(ζ N , j), see [22, Chapter 6] . We write the Galois action of GL 2 (Z/N Z) on the field Q(ζ N ) X(N ) exponentially. In the following proposition we collect the properties of this action.
where on the right we view f as a Γ(N )-automorphic function on the extended Poincaré planeH, andσ is a lifting of σ to Γ(1) = SL 2 (Z). Clearly, the result is independent of the choice of the lifting.
3. Recall that f ∈ Q(ζ N ) X(N ) has the "q-expansion"
.
Let G be a subgroup of GL 2 (Z/N Z) containing −I. We denote by X G the associated modular curve. It corresponds to the G-invariant subfield of the field Q(ζ N ) X(N ) . The constant subfield of this field is Q(ζ N ) det G , where det :
× is the determinant, and we identify (Z/N Z) × with the Galois group Gal(Q(ζ N )/Q). In particular, if det G = (Z/N Z) × then the constant subfield is Q and the corresponding modular curve X G is defined (that is, has a geometrically irreducible model) over Q. For a subgroup H of (Z/N Z) × put
In particular,
Remark 2.2 Let M N be the subset of the abelian group (Z/N Z) 2 consisting of the elements of exact order N . Then the set of cusps of the modular curve X G stays in natural one-to-one correspondence with the set G 1 \M N of orbits of the natural (left) action of G 1 on M N [11, Lemma 2.3] . Formally, we do not need this property of cusps in the present article, but it provides a nice "visual" presentation of the cusps; we shall use it in Section 6.
The cusps are defined over the cyclotomic field Q(ζ N ). Identifying the groups Gal Q(ζ N )/Q and (Z/N Z) × , the natural left action of (Z/N Z) × on the set G 1 \M N coincides with the Galois action on the cusps. Hence, if H is a subgroup of (Z/N Z) × then the set of H-orbits of cusps stands in a one-to-one correspondence with (left) G H -orbits on M N .
Optimal System of Representatives
Let Γ be the subgroup of Γ(1) = SL 2 (Z) obtained by lifting G 1 . Then the set of complex points X G (C) is analytically isomorphic to Γ\H, whereH = H ∪ Q ∪ {i∞} is the extended Poincaré plane.
Let Σ be a system of representatives of the right cosets Γ\Γ(1). We say that Σ is an optimal system of representatives if it has the following property: given σ 1 , σ 2 ∈ Σ such that σ 1 (i∞) and σ 2 (i∞) are Γ-equivalent, we have σ 1 (i∞) = σ 2 (i∞). An optimal system of representatives always exists. Indeed, start from any Σ. The Γ-equivalence of σ 1 (i∞) and σ 2 (i∞) defines an equivalence relation on Σ. Fix an equivalence class σ 1 , . . . , σ m . Then there exist γ 2 , . . . , γ m ∈ Γ such that σ 1 (i∞) = γ k • σ k (i∞) for k = 2, . . . , m. Replacing σ 2 , . . . , σ m by γ 2 • σ 2 , . . . , γ m • σ m , and doing a similar operation for every other equivalence class, we obtain an optimal system of representatives.
Moreover, the argument of the previous paragraph shows the following. Let Σ ′ be a subset of Γ(1) with the property that for any two elements σ
′ the points σ 1 (i∞) and σ 2 (i∞) are not Γ-equivalent. Then Σ ′ can be completed to an optimal system of representatives of Γ\Γ(1). We fix, once and for all, an optimal system of representatives Σ. The function τ → q(τ ) = q 2πiτ is an analytic function on H, which vanishes at i∞; it will be called the q-parameter. For every cusp c of our curve X G we define the q-parameter at c as follows. Let σ ∈ Σ be such that σ(i∞) represents c. Then the q-parameter at c is defined by q c = q • σ −1 . Since Σ is optimal, q c depends only on Σ, but not on the particular choice of σ. The function q c is analytic on H and vanishes at σ(i∞).
The Fundamental Domain and the q-Parameters
We denote by D the familiar fundamental domain of the modular group Γ(1) = SL 2 (Z): the hyperbolic triangular with vertices e iπ/3 , e 2iπ/3 , i∞, and with the geodesics (i, e 2iπ/3 ] and [e 2iπ/3 , i∞] excluded. Then the set ∆ = σ∈Σ σD is a fundamental domain for Γ. This means that there is a bijection between the set ∆ and the set Y G (p)(C) of non-cuspidal complex points of X G . Thus, to every non-cuspidal P ∈ X G (C) we uniquely associate τ = τ (P ) ∈ ∆. Further, there is a natural projection ∆ → D, coinciding with σ −1 on every σD. The image of τ (P ) under this projection will be called τ 0 (P ). For a non-cuspidal complex point P we have
For every cusp c we define the Ω c in X G (C) by
the union being over all σ ∈ Σ representing the cusp c. The sets Ω c are pairwise disjoint and cover
If P ∈ X G (C) belongs to Ω c , we call c the nearest cusp to P . The q-parameter q c defines a holomorphic function on an open neighborhood of Ω c ; this function is denoted by q c . For P ∈ Ω c we have q c (P ) = e 2πiτ0(P ) and
Since Imτ 0 (P ) ≥ √ 3/2 for P ∈ Ω c , we have
Denote by e c the ramification index at c of the natural morphism X G → X(1). Then q 1/ec c can be viewed as a "local parameter" at c. This means the following: if u ∈ C(X G ) is a C-rational function on X G , then in a neighborhood of c we have
The following property will be routinely used.
Proposition 2.3
For a non-cusp point P ∈ X G (C) the following two conditions are equivalent.
2. Re(τ 0 (P )) ∈ {0, 1/2} or |τ 0 (P )| = 1.
More precisely:
where c is the nearest cusp to P .
We shall also need an approximate formula for the the j-invariant. Write the familiar expansion as c n q n .
Lemma 2.4
For P ∈ Ω c we have
for any positive integer N .
Proof Since j is Γ(1)-invariant, we may assume that c is the cusp at infinity and q c (P ) = q(P ).
Since the coefficients c n are known to be positive and |q(P )| ≤ e −π √ 3 , we have
proving (9).
Integral Points and Baker's Method
In this section we give a general overview of Baker's method applied to modular curves. For more details, see [6] . Let N and G be as in Section 2, let K be a number field containing Q(ζ N ) det G and O K the ring of integers of K. We define the set of integral points
We want to bound the height h(j(P )) for P ∈ X G (O K ). We show how to do this under the assumption
where ν ∞ (G) denotes the number of cusps of X G .
A modular unit is a rational function (defined overK) on X G with no zeros and no poles outside the cusps. Equivalently, u ∈K(X G ) is a modular unit if both u and u −1 are integral over the ring Q[j]. Principal divisors of modular units form a subgroup in the group of degree 0 divisors supported on the cusps. The latter is a free abelian group of rank ν ∞ (G) − 1, so the group of principal divisors of modular units must be of rank not exceeding ν ∞ (G) − 1. It is of fundamental importance for us that it is of the maximal possible rank; this is sometimes called the "Manin-Drinfeld theorem". 
σ:K֒→C log + |j(P ) σ |, the sum being over the complex embeddings of K. For some embedding σ we have h(j(P )) ≤ log |j(P ) σ |. We fix this embedding from now on and view K as a subfield of C. Thus, we have to bound |j(P )| from above.
The point P belongs to one of the sets Ω c , defined in (5), and the corresponding c is the "nearest cusp" to P . Now, since ν ∞ (G) ≥ 3, we may use Corollary 3.2 and find a non-constant modular unit u with u(c) = 1. The rational function u is defined over the number field K(ζ N ).
If u(P ) = 1 then it is easy to bound P as one of the zeros of the rational function u − 1. From now on we assume that u(P ) = 1. Since u(c) = 1, we have
(Here and below in this section, the constant implied by the O(·)-notation, as well as by the Vinogradov notation "≪" and "≫", may depend on N and K, but not on P .) Thus, u(P ) is a complex algebraic number, distinct from 1 but "close" to 1 if q c (P ) is small. Since both u and u −1 are integral over Q [j] , that there exist non-zero A, B ∈ Z, which can be easily determined explicitly, such that Au and Bu −1 are integral over Z [j] . Since j(P ) ∈ O K , both Au(P ) and Bu(P ) −1 belong to O K(ζN ) . It follows that there are only finitely many possibilities for the principal ideal (u(P )) (viewed as a fractional ideal in the field K(ζ N )). In other words, we have u(P ) = η 0 η, where η 0 belongs to a finite subset of K (that can be explicitly determined), and η is a Dirichlet unit of K. Fixing a base η 1 , . . . , η r of the group of Dirichlet units of K(ζ N ), we obtain u(P ) = η 0 η b1 1 · · · η br r , where b 1 , . . . , b r are rational integers depending of P . We obtain the inequality
It is easy to show that B ≪ h(η), see [6, bottom of page 77]. It follows that B ≪ h(u(P )) + 1. On the other hand, the general property of quasi-equivalence of heights on an algebraic curve implies that h(u(P )) ≪ h(j(P )) + 1. It follows that
On the other hand, one can bound the left-hand side of (11) from below using the so-called Baker's inequality. We state it in a full detail in Section 8. Here we just remark that Baker's inequality implies that either the left-hand side of (11) is 0 (in which case u(P ) = β c and h(j(P )) is bounded), or it is bounded from below by exp(−κ log B), where B = max{|b 1 |, . . . , |b r |, 3} and κ is a positive effective constant depending on η 0 , η 1 , . . . , η r but independent of B. Combining this with (11), we obtain log |q c (P )
Together with (12) this bounds |q c (P )| from below, which implies a bound for |j(P )| from above.
In a similar fashion one can study S-integral points on X G : the new ingredients to be added are the p-adic version of Baker's inequality, due to Yu [35] , and the p-adic analogue of the notion of the "nearest cusp", see [12, Section 3] . To make all this explicit, one needs to construct modular units explicitly. The standard tool for this are Siegel functions, see Section 4 below. One also needs explicit version for various statements above like the quasi-equivalence of heights, etc. All this is a part of a forthcoming Ph.D. thesis of Sha [31, 32] .
In the present work, we are interested in a somewhat different task: not just bound the heights of integral points, but determine them completely. We restrict ourselves to the case K = Q and N = p a prime number. In this case the most interesting class of modular curves for which integral points are unknown is X + ns (p), when the group G is the normalizer of a non-split Cartan subgroup of GL 2 (F p ).
The principal point here is that bounding the height of integral points, even explicitly in all parameters, is not sufficient for the actual calculation of the points. The problem is that the bounds obtained by Baker's method are very high and not suitable for computational purposes.
Fortunately, one can reduce Baker's bound using the technique of numerical Diophantine approximations. This reduction is described in detail in [7, 9, 16] in the context of the Diophantine equation of Thue. Recall that this is the equation of the form f (x, y) = A, where the f (x, y) ∈ Z[x, y] is a Q-irreducible form of degree n ≥ 3, and A is a non-zero integer. In [8] the method was extended to the superelliptic Diophantine equations. Here we adapt this reduction method to the modular curves.
Several observations are to be made.
1. Usually, to perform the computations, one should know explicitly the algebraic data of the number field(s) involved (in the case of Thue equation, this is the field generated over Q by a root of f (1, y)). By the algebraic data we mean here the unit group (with explicit generators), the class group (again, for every class one should have an explicit ideal representing this class), and so on. Fortunately, in the special case of the curve X + ns (p) these tasks are radically simplified. First, the field we are going to deal with is the real cyclotomic field Q(ζ p +ζ p ) (or its subfield, see below) for which the unit group (or at least a full-rank subgroup of the latter, which is sufficient, see below) are given explicitly by the circular units. Second, the only ideal we are going to deal with is the one above p, which is principal and has an obvious explicit generator (ζ p −ζ p )
2 . This was already used in [10] for solving Thue equations Φ n (x, y) = p, where Φ n (1, y) is the n-th real cyclotomic polynomial, and p is a primer divisor of n.
2. To make the calculations more efficient, it is useful to replace the field Q(ζ p +ζ p ) by a smaller subfield, whenever possible. This was suggested in [9] and was very efficiently exploited in [10] .
3. Also, it is not necessary to have the full unit group; a full-rank subgroup would suffice, as explained in [16] . This was used in [10] as well. In the present work we use only full unit groups, but one should keep this opportunity in mind for further applications.
4. Adapting numerical methods developed for Thue equations to modular curves is not straightforward. In the Thue case one has formulas with very strong error estimates, typically O(|x| −n ), where n is the degree of the equation; see, for instance [7, Proposition 2.4.1] . This is quite good even for small solutions x. However, for modular curves of level p we have, typically, errors O(|j(P )| −1/p ). For small solutions this error can be too large to deal with, and we have to use high order asymptotic expansions for the modular functions involved, which makes the things more complicated. See Subsection 10.2.
Siegel Functions
In this section we recall the principal facts about Klein forms and Siegel functions. For more details the reader can consult [21, Section 2.1] and [20] .
Klein Forms and Siegel Functions
Let a = (a 1 , a 2 ) ∈ Q 2 be such that a / ∈ Z 2 . We denote by k a (τ ) the Klein form associated to a, which is a holomorphic function on the Poincaré plane H. We collect some properties Klein forms in the proposition below. 
The Klein forms well behave under the action of
where γ(τ ) = aτ +b cτ +d . In particular, with γ = −I this gives
Notice that ε(a, b) 2N = 1, where N is a denominator of a (a common denominator of a 1 and a 2 ).
The following result is a consequence of the properties above. Further, for a = (a 1 , a 2 ) ∈ Q 2 Z 2 we define the Siegel function g a (τ ) by
where η(τ ) is the Dedekind η-function.
As usual, write q = q(τ ) = e 2πiτ . For a rational number a we define q a = e 2πiaτ . Then the Siegel function g a has the following infinite product presentation [21, page 29] :
where B 2 (T ) is the second Bernoulli polynomial. Together with item 3 of Proposition 4.1 this has the following consequence.
Here the q-order Ord q is defined by lim q→0 q Ord q ga g a (q) = 0, ∞. It follows, in particular, that Siegel functions g a are algebraic over the field C(j) (because so are Γ(N )-automorphic functions). In addition to this, g a is holomorphic and does not vanish on the Poincaré plane H (because so are the Klein forms and the Dedekind η). It follows that both g a and g −1 a must be integral over the ring C[j]. Actually, a stronger assertion holds (see, for instance, Proposition 2.2 from [13] ). 
Simplest Modular Units
Now let us fix a positive integer N . By Theorem 4.4, for
defines a C-rational function on the modular curve X(N ), to be denoted by u a . Moreover, u a is well-defined when a is a non-zero element of the abelian group (N −1 Z/Z) 2 , which will be assumed until the end of the subsection. Identity (13) implies that u a = u −a .
The infinite product (14) implies that the q-expansion of u a has coefficients in the cyclotomic field Q(ζ N ). It follows that u a ∈ Q(ζ N ) X(N ) . Moreover, the Galois action of the group GL 2 (Z/N Z) on the field Q(ζ N ) X(N ) (see Section 2) is compatible with the natural right action of on the set (N −1 Z/Z) 2 in the following sense: for a non-zero a In fact, one can show (we shall not need this) that already the principal divisors (u a ), where a runs through the set M N , consisting of the elements of (N −1 Z/Z) 2 of exact order N , generate a free abelian group of rank ν ∞ (N ) − 1. The number of such a is 2ν ∞ (N ). It follows that, besides the relations u a = u −a , there can exist exactly one relation between the the principal divisors (u a ) with a ∈ M N . This relation is a∈MN (u a ) = 0.
In fact, we have a more precise statement:
where Φ N (t) is the N -th cyclotomic polynomial. In particular, if N = p is a prime number, we obtain the following identity:
(One can show that the sign is actually +.) Let us prove (16) . Since the set M N is stable with respect to GL 2 (Z/N Z), the left-hand side of (16) is stable with respect to the Galois action over the field Q(X(1)). Hence it is a unit on the curve X(1), defined over Q. Since X(1) has only one cusp, it has no non-constant units. Hence the left-hand side of (16) is a constant belonging to Q.
To determine the value of this constant, we evaluate it at the cusp at infinity. The left-hand side of (16) is a product of a root of unity and the terms of the type 1 − e 2πia2 q n+a1 12N and of the type 1 − e 2πi−a2 q n+1−a1 12N , where n runs through non-negative integers, and (a 1 , a 2 ) runs through the lifting of the set M N to the unit square [0, 1)
2 . When we set q = 0, all these terms become 1 except the terms 1 − e 2πia2 q n+a1 12N with n = 0 and a 1 = 0. Hence, up to a root of unity, the left-hand side of (16) is
Since the only roots of unity in Q are ±1, this proves (16).
Asymptotic Expansions
In this subsection we obtain several types of asymptotic expansions for the Siegel function.
Our main tool will be the infinite product presentation (14) . Recall (see Proposition 4.3) that Ord q g a = ℓ a , where ℓ a = B 2 (a 1 − ⌊a 1 ⌋)/2. Clearly, |ℓ a | ≤ 1/12. We also put
We start from a purely formal statement, by estimating the coefficients of a fractional power series representing the logarithm of (properly normalized) g a . In the sequel v is an absolute value ofQ, extending a standard absolute value of Q.
and
Proof We may assume that 0 ≤ a 1 < 1. For a fixed non-negative integer n (where we assume n > 0 if a 1 = 0) write
An immediate verification shows that α k ∈ Q(ζ N ) and
Same estimates hold true for the coefficients of the q-series for log(1 − e 2πia2 q n+1−a1 ). Coefficients of at most k/N + 1 series for log(1 − e 2πia2 q n+a1 ) (those with 0 ≤ n ≤ k/N ) may contribute to β k , and the same is true for the series for log(1 − e 2πia2 q n+1−a1 ). The result now follows by summation.
We can now replace the infinite sum by a finite and estimate the error term, but the estimate would be very poor when q 1/N is close to 1. To solve this problem, we take away one logarithmic term.
Proposition 4.8
1. In the set-up of Proposition 4.7 assume that 0 < a 1 < 1 and put
Then with a suitable choice of the logarithms and for |q| < 0.0044 we have
Further, there exist β 
2. When a 1 = 0 we have
Also, an analog of (21) holds true with β ′ k = β k and without the additional logarithmic term on the right:
(Estimates similar to (19) hold for the numbers β ′ k as well but we shall not need them.)
Proof For |z| ≤ r < 1 and non-negative integer m we have
(This estimate is very rough but sufficient for us.)
Assume, for instance, that 0 < a 1 < 1/2, so that (a a 2 ). Let n be a positive integer. Then we have
To prove (23) we have to estimate the sum
Applying (22) with m = 0 and r = 0.0044 to each term of the latter sum, we estimate the sum as
because n + 1 − a 1 ≥ n + a 1 . This proves (23) . Now to establish (20) we take n = 1. We obtain
Since a 1 < 1/2, we have |q 1−a1 | ≤ |q| 1/2 ≤ 0.067. Applying (22) with m = 0 and r = 0.067, we obtain (20) .
proving (20) .
To prove (21) we define n as the smallest integer such that n + a 1 > ν/N . Now, for k ≥ 1 we have |q k+a1 | ≤ |q| ≤ 0.0044, and for k ≥ 0 we have |q k+1−a1 | ≤ |q| 1/2 ≤ 0.067. Applying (22) with r = 0.067 and with suitable m to each logarithmic term of the right-hand side of (23) except the term log(1 − q a1 e 2πia2 ), we obtain (21) with the error term 1.08(2n − 1) + 2.02)q (ν+1)/N . Since n ≤ ν/N + 1, the latter quantity is bounded by (2.2ν/N + 3.1)q (ν+1)/N , as wanted. In a similar way one treats the case 1/2 ≤ a 1 < 1, but now the term log(1 − q 1−a1 e −2πia2 ) must be excluded.
In the case a 1 = 0 the proofs are similar and simpler, and we omit them.
When |q| 1/N is small enough, the extra term can be omitted as well. 
Proof We may assume that 0 < a 1 < 1 and combine (20) or (21) with (22) .
General Modular Units
In this section we review and complement some of the results of Kubert and Lang [21] . Our purpose is to construct "economical" modular units on the curve X G . The "naive" way to do is as follows. Let G be a subgroup of GL 2 (Z/N Z) and H a subgroup of det G, which itself is a subgroup in (Z/N Z) × , viewed as the Galois group of the cyclotomic field Q(ζ N ). Then H left-acts naturally on the set of the cusps of X G . Denote by ν ∞ (G) the number of cusps and by ν ∞ (G, H) the number H-orbits of cusps.
On the other hand, the group G H , defined in (3), right-acts on the set (
2 is a non-zero orbit of this action, then
is a rational function on the curve X G defined over the field Q(ζ N ) H . It is not difficult to deduce from Theorem 4.6 that the principal divisors defined by products (26) , where O runs the non-zero G H -orbits, generate a free abelian group whose rank is ν ∞ (G, H) − 1.
Product (26) can be written as
It turns out that in many interesting cases the exponents 12N can be considerably reduced, which is important for numerical purposes. This is the principal goal of this section.
Quadratic Relations
Let N be a positive integer. We have the natural group isomorphism (N −1 Z/Z) 2 ∼ = (Z/N Z) 2 , and, with some abuse of speech, we identify the two groups. In particular, for a ∈ (Z/N Z) 2 we have the corresponding element in (N −1 Z/Z) 2 , and for this latter we may fix a lifting in N −1 Z 2 , which will be called a lifting of a to N −1 Z 2 . By a lifting of a set A ⊂ (Z/N Z) 2 we mean a mapping A → N −1 Z 2 such that for every a ∈ A its imageã ∈ N −1 Z 2 is a lifting of a in the sense defined above.
Our principal tool will be the following result of Kubert and Lang [21] , see Theorem 5.2 in Chapter 3.
Theorem 5.1 To every non-zero
2 we associate an integer m(a). Fix a lifting a →ã of the set of non-zero elements of (Z/N Z)
2 . Put
1. Assume that N is odd. Then
is Γ(N )-automorphic (of level −Λ) if and only if
2. Assume that gcd(N, 6) = 1. Then the function 2. One may notice that
where ∆ = η 24 .
3. The assumption gcd(N, 6) = 1 is purely technical: in a slightly modified form the statement holds true when N is divisible by 2 and/or by 3. However, assuming that gcd(N, 6) = 1 will not hurt us, since we shall apply Theorem 5.1 only when N is prime and N ≥ 7.
4. Theorem 5.1 implies that product (31) defines a function f ∈ C X(N ) . By considering the q-expansion, as in Subsection 4.2, we conclude that in fact f ∈ Q(ζ N ) X(N ) .
Contrary to product (27) , product (31) may depend on the choice of the lifting a →ã. Proposition 4.1:3 implies that if we choose a different lifting a →ã ′ then (29) and (31) will be multiplied by a 2N -th root of unity. Though this is pretty trivial, we state this as a proposition for further reference.
Proposition 5.3 For every non-zero a ∈ (Z/N Z)
2 pick an integer m(a) and fix two liftings a →ã and a →ã ′ of the set of non-zero elements of (Z/N Z) 2 . Then there exists a 2N -th root of unity ε such that
If, in addition, 12 | Λ, where Λ defined in (28) , then
If every 2 | m(a) for every a then ε N = 1.
Proof Statements (33) and (35) follow from Proposition 4.1:3, and (34) follows from (33) and (32).
Galois Action
As we mentioned in Subsection 4.2, the Galois action by the group GL 2 (Z/N Z) on the "simplest" modular units u a = g 12N a is very easy to describe: it is given by relation (15) . We want to obtain a similar result for "general" modular units (31). 
Assume that σ ∈ SL 2 (Z/N Z) and letσ be a lifting of σ to Γ(1). Then
2. Assume that σ ∈ GL 2 (Z/N Z). Then it has a liftingσ ∈ M 2 (Z) such that (36) holds.
Proof Item 1 is a consequence of Proposition 2.1:1, Proposition 4.1:2 and (32). Indeed, writẽ σ = ( a b c d ), and recall that ∆ = η 24 is Γ(1)-automorphic of weight 12. We obtain:
as wanted.
In the proof of item 2 we may assume that σ is of the form ( 1 0 0 d ), because any σ ∈ GL 2 (Z/N Z) can be presented as σ 1 σ 2 with σ 1 ∈ SL 2 (Z/N Z) and σ 2 of this form. We lift σ = ( 1 0 0 d ) asσ = (
0 0d
), and the result follows immediately from Proposition 2.1:3 and infinite product (14).
"Economical" Modular Units on X G
In this subsection, to avoid technicalities, we restrict to the prime level. Thus, let p be a prime number, G a subgroup in GL 2 (F p ) and H a subgroup in det G. The group G H , defined in (3), right-acts on the set M p = F H . Clearly, m = 12p would do. It turns out that in some cases one can do much better, sometimes introducing a root of unity factor. We fix a p-th primitive root of unity and denote it by ζ p .
Theorem 5.5 Let p ≥ 5 be a prime number and G ∋ −I a semi-simple subgroup of GL 2 (F p ) (with is equivalent to saying that |G| is not divisible by p). Let H be a subgroup of det G and
Let m be an integer such that
Fix a lifting a →ã of the set O and denote by f product (37). Then f defines a function in Q(ζ p )(X G ) (denoted by f as well). Further, there exists k ∈ Z (which is unique modp when
The proof requires a lemma, which is the simplest special case of Kummer's theory (see any textbook in algebra).
Lemma 5.6 Let p be a prime number and F a field of characteristic distinct from p. Let α be an element in the algebraic closureF , and ζ p ∈F a primitive p-th root of unity. Assume that
Proof of Theorem 5.5 Theorem 5.1 (together with item 4 of Remark 5.2) implies that f defines a function in Q(ζ p ) X(p) . We want to study the Galois action of G H on f . Thus, fix σ ∈ G H . Proposition 5.4:2 implies that there exists a liftingσ ∈ M 2 (Z) such that
Since O is G H -invariant, we have Oσ
, where aσ −1 is the lifting of aσ −1 . Then (40) can be re-written as
Now Proposition 5.3 implies that f
σ /f is a p-th root of unity. We have proved that f p is invariant under the Galois action by G H , which implies that f p ∈ K(X G ), the G H -invariant subfield of Q(ζ p ) X(p) . Now Lemma 5.6 completes the proof.
There is an important special case when f itself belongs to K(X G ), without multiplication by a root of unity. Assume that G H contains (
. In this case a = (a 1 , a 2 ) belongs to a G H -orbit O if and only if its "complex conjugate"ā = (a 1 , −a 2 ) does. We say that a lifting a →ã respects the complex conjugation if the following holds: if a = (a 1 , a 2 ) ∈ O is lifted toã = (ã 1 ,ã 2 ), then the lifting ofā is (ã 1 , −ã 2 ). This can be expressed briefly asã =ā. Proof The assumption (
Further, since the lifting respects the complex conjugation, we have f ι = f , where ι = (
It follows that ζ 
An Example
We conclude this section with an example. It will not be used in the sequel, but it gives a good illustration of how Theorem 5.5 can be used.
We take as G the diagonal subgroup of GL 2 (F p ) and set H = {1, −1}, so that
There are (p − 1)/2 orbits, which are of the form {a : a 1 a 2 = ±c} with c = 1, . . . , (p − 1)/2. Quadratic relations (38) are clearly satisfied, and to have (39) it suffices to take m = 2, p ≡ 1 mod 3, 6, p ≡ −1 mod 3.
Selecting a lifting respecting the complex conjugation, we obtain (p − 1)/2 modular units in the field K(X G ).
Cusp Points and Units on X + ns (p)
From now on we restrict to the case when N = p is a prime number and G is the normalizer of a non-split Cartan subgroup of GL 2 (Z/pZ). A very detailed account of various properties of this curve (even for an arbitrary N ) can be found in Sections 3 and 6 of Baran's article [5] .
We may and will assume that
where Ξ is a quadratic non-residue modulo p, which will be fixed from now on. In particular, one can take Ξ = −1 if p ≡ 3 mod 4. We fix, until the end of the article, a lifting a →ã of the set M p to p −1 Z 2 , which respects the complex conjugation (as defined before Corollary 5.7) and, in addition to this, has the following property: ifã = (ã 1 ,ã 2 ) is a lifting of a ∈ M p then 0 ≤ã 1 < 1.
Cusps
The curve X G = X + ns (p) has (p − 1)/2 cusps, defined over the real cyclotomic fields Q(ζ p +ζ p ), and the Galois group Gal Q(ζ p +ζ p )/Q = F p /{±1} acts transitively on the cusps.
According to Remark 2.2, the cusps stay in one-to-one correspondence with the the orbits of the left G 1 -action on the set M p = F where K = Q(ζ p ) H . The group H acts on the set of cusps by Galois conjugation, and this action has exactly d orbits, each of them being defined over K as a set. The Galois group Gal(K/Q) = F × p /H acts on the set of H-orbits transitively. These H-orbits of cusps are in one-toone correspondence with the sets defined by x 2 − Ξy 2 ∈ cH, with cH running through the cosets F × p /H.
Units
Besides the left action, the group G H acts on the set M p on the right, There are again d orbits of this action, and they are defined by Ξx 2 − y 2 ∈ cH. These orbits will be used to define modular units in K(X G ). Recall that we fixed a lifting a →ã of M p to p −1 Z 2 , respecting the complex conjugation.
Then the product
is well-defined (depends only on the orbit O but not on the particular lifting) and defines a function in K(X G ).
We deduce this theorem from Theorem 5.5 (more precisely, from Corollary 5.7), using some elementary lemmas about finite fields. We thank Julia Baoulina for useful explanations and for the proof of Lemma 6.3 below. P (x 1 , . . . , x n ) ∈ F[x 1 , . . . , x n ] be a polynomial over a finite field F = F q of degree deg P < n(q − 1). Then
Lemma 6.2 Let
Proof This is Lemma 6.4 in [24] . Lemma 6.3 Let F be a finite field of odd characteristic and having more than 3 elements. Further, let f (x, y), g(x, y) ∈ F[x, y] be quadratic forms over F. Then for c ∈ F × we have
where the sum is over the couples (a, b) ∈ F 2 such that g(a, b) = ±c.
We have If the quadratic form g(x, y) is anisotropic over F then the latter sum consists only of the term f (0, 0) and there is nothing to prove. And if it is isotropic then, after a variable change, we may assume that g(x, y) = xy. Writing f (x, y) = αx 2 + βxy + γy 2 , the latter sum becomes (α + γ) a∈F a 2 . Lemma 6.2 implies that a∈F a 2 = 0 when F has more than 3 elements. This completes the proof.
Proof of Theorem 6.1 Recall that the orbit O consists of (x, y) ∈ F 2 p satisfying Ξx 2 − y 2 ∈ cH with some c ∈ F × p . Since H ∋ −1, Lemma 6.3 implies that the quadratic relations (38) hold true. Further, for each c ∈ F × p there is exactly p + 1 elements of F p 2 of norm c, which implies that our orbit O has exactly (p + 1)|H| elements, and with our choice of m the divisibility conditions (39) hold true as well. Corollary 5.7 now implies that u ∈ K(X G ).
Finally, u O does not depend on the lifting. Indeed, if we choose two different liftings respecting the complex conjugation and obtain the products, say, u and u ′ , then u/u ′ is a p-th root of unity by Proposition 5.3. On the other hand, u, u ′ ∈ K(X G ), which implies that u/u ′ ∈ K, a totally real field. Hence u = u ′ . The theorem is proved.
Asymptotics
Wi fix a right G H -orbit O. Using the results of Subsection 4.3, we may obtain two types of asymptotic expansions for the unit u O defined in Subsection 6.2. Let c be a cusp of X G . We define the set Ω c and the q-parameter q c as in Subsection 2.2, and with respect to the optimal system of representatives defined in Subsection 6.1:
where γ a is defined in (18) . It follows from the definition of γ a that h(γa) = 0 if a 1 = 0 and h(γa) ≤ log 2 if a 1 = 0. Hence
Proposition 6.4 Let c be cusp of X G . Then for k = 1, 2, . . . there exist algebraic numbers
and the following holds. Let ν be a non-negative integer. Then for P ∈ Ω c we have, with a suitable choice of logarithms,
where here and below we write q c = q c (P ). If, in addition,
Proof In the case c = c ∞ this is an immediate consequence of the results of Subsection 4.3.
In particular, the error terms from (21) and (25) and the archimedean part of the estimate (19) should be multiplied by m(p + 1)|H|, because u O is a product of exactly m|O| Siegel functions, and |O| = (p + 1)|H|. The general case is treated similarly, using the variable change τ → σ c τ .
Taking the real parts, we obtain the following consequence.
2 Similar estimates hold for the numbers β ′ k,c as well, but we shall not need them.
Corollary 6.5 In the set-up of Proposition 6.4 we have
If |q c (P )| ≤ 2 −p then we also have
If q c (P ) ∈ R and ν is a positive integer then we also have
We complete this subsection by estimating the orders of u O at the cusps, and its degree as a rational function on X G . Clearly,
where ℓ a is defined in Proposition 4.3. Since |ℓ a | ≤ 1/12, this has the following consequence, to be used in Section 8. 
Galois Action on the Units
Consider first the case of general algebraic curves. The proof of the following proposition is a standard exercise in Galois theory.
Proposition 6.7 Let K/k be a finite Galois extension of fields of characteristic 0, and let X be a projective curve defined (that is, having a geometrically irreducible model) over k. Then the extension K(X)/k(X) is Galois, and the restriction map
defines isomorphism of Galois groups. Further, for P ∈ X(k) and f ∈ K(X) we have f (P ) ∈ K, and given
In our case the group
acts transitively and faithfully on the right G H -orbits, and this action agrees with the Galois action:
Fixing an orbit O and putting U = u O , we obtain the following.
Since distinct orbits are disjoint, Theorem 4.6 and the discussion thereafter have the following
, where σ ∈ Gal(K/Q), generate an abelian group of rank d − 1, the only relation being σ (U σ ) = 0. In particular, if d ≥ 3 and σ = 1 then U and U σ are multiplicatively independent modulo the constants.
Finally, equation (17) implies that
The Principal Relation
We retain the set-up of Section 6 and, in particular, of Subsection 6.4:
• p ≥ 5 is a prime number, ζ p is a primitive p-th root of unity;
• a →ã is a lifting of the set M p = F 2 p {(0, 0)} which respects the complex conjugation and satisfies (42);
• G is the normalizer of a non-split Cartan subgroup of GL 2 (F p ), realized as in (41);
• H is a subgroup of F •
We fix a system η 1 , . . . , η d−1 of fundamental units of the field K. We also put
Clearly, h(η0) ≤ |H| log 2.
Also, η 0 generates the prime ideal p of K above p; recall that p d = (p). Recall that we call a point P ∈ X G (Q) integral if j(P ) ∈ Z. Proposition 4.5 implies that for an integral point P on X G , the principal ideal U (P ) is an integral ideal of the field K, and, moreover, it is a power of p. Since p σ = p for σ ∈ Gal(K/Q), relation (53) implies that U (P ) = p m . Thus, we have
where b 0 = m and b 1 , · · · , b d−1 are some rational integers depending on P . The purpose of this section is to express the exponents b k in terms of the point P ; more precisely, in terms of q c (P ), where c is the nearest cusp to P (Subsection 2.2). This can be viewed as an analogue of equation (20) on page 378 of [7] .
For σ ∈ Gal(K/Q) we have
Fix an ordering on the elements of the Galois group: Gal(K/Q) = {σ 0 = id, σ 1 , . . . , σ d−1 }. Since the real algebraic numbers η 0 , η 1 , . . . , η d−1 are multiplicatively independent, the d × d real matrix log |η σ k ℓ | 0≤k,ℓ≤d−1 is non-singular. Let α kℓ 0≤k,ℓ≤d−1 be the inverse matrix. Then
Now, combining (57) with Corollary 6.5, we may express b k in terms of P . Let us introduce some notation. Let c be a cusp of X G , and q c is the corresponding q-parameter (with respect to the optimal system of representatives defined in Subsection 6.1). Define the following quantities:
α kℓ log |γ c,ℓ |,
where γ a is defined in (18) . . . .
. . .
Multiplying both sides by the d-line (1, . . . , 1) on the left, we obtain δ c,0 = 0. Further, since the column-vector on the left of (59) is non-zero, neither is the column-vector on the right.
Proposition 7.2 Let P be an integral point on X G having c as the nearest cusp (that is, P ∈ Ω c ).
Then for k = 0, . . . , d − 1 we have
where here and below we write q c for q c (P ). If, in addition, |q c (P )| ≤ 2 −p then we also have
Further, let ν be a positive integer. Then there exist polynomials Q c,k (t) ∈ R[t] of degree at most ν and satisfying Q c,k (0) = 0 such that the following holds. Assume that
(We omit the explicit formulas for the polynomials Q c,k , which are similar to those for the real numbers δ c,k and ϑ c,k .)
Proof As follows from Proposition 2.3, assumption (62) implies that q c (P ) ∈ R. Now combining (57) and Corollary 6.5 we complete the proof.
In particular, we may bound b k in terms of q c (P ). Put 
where
If, in addition, |q c (P )| ≤ 2 −p then we also have
Proof For e −r < |z| < 1 we have log |1 − z| ≤ max log 2, log 1 log |z| + log r 1 + e −r .
Since |qã In this section we bound the quantity B(P ) defined in (64) using Baker's method. We mainly follows [1] , with appropriate changes.
We shall use Baker's inequality in the following form, due to Matveev [26, Corollary 2.3] .
. . , α n be non-zero elements of L, and b 1 , . . . , b n rational integers. We fix some values of logarithms log α 1 , . . . , log α n and put
Further, let real numbers A 1 , . . . , A n satisfy
where h(·) is the absolute logarithmic height. Finally, put
Then either Λ = 0 or |Λ| > e −C(n)δ
It will be more convenient for us to use the following consequence. By the principal values of log z and arg z we mean those satisfying −π < Im log z = arg z ≤ π.
Corollary 8.2 In the set-up of Theorem 8.1 take the principal values of all logarithms and assume that
Then we have either α
again with the principal choice of the logarithm.
Proof Notice first of all that log |α k | ≤ δh(α k ) and, since we have principal values of the logarithms,
Hence (70) is satisfied. Further, there exists b ∈ Z such that log(α
We may assume that arg(α b1 1 · · · α bn n ) < π/2 (otherwise there is nothing to prove), and we have | arg α k | ≤ π by the assumption. It follows that |b| ≤ nB + 1/2, and by integrality that |b| ≤ nB. Now put α n+1 = −1, log α n+1 = πi, b n+1 = −b and A n+1 = π and apply Theorem 8.1 to the logarithmic form
We must replace C(n) by C(n + 1), ℧ by π℧ and B by nB. We obtain
Now we resume the set-up of Section 7 and will use Corollary 8.2 to bound B from (64).
Proposition 8.3 In the set-up of Proposition 7.2 assume that
(and in particular p ≥ 7). Define
Then for B = B(P ) = max{|b 0 |, . . . , |b d−1 |} we have B ≤ B 0 .
Remark 8.4
By the famous result of Schinzel [28, 18] we have
Since p ≥ 7 this implies that
Proof We define the function W ∈ K(X G ) as follows:
Then Ord c W = 0 and W is not a constant function by Proposition 6.9. We have
where γ c,O is defined in (45). Using (46) and Proposition 6.6 we may estimate the height of W (c):
We may assume that |q c (P )| ≤ 1/2 p : otherwise (65) and (74) imply that
The rest of the proof splits into two cases, treated quite differently.
Case 1: W (P ) = W (c) This is the principal case, which requires use of Baker's inequality. We have
We shall apply Corollary 8.2 with L = Q(ζ p +ζ p ) and δ = (p − 1)/2. Using (55), (75) and Proposition 6.6, we obtain the estimates
(recall that |H| ≤ (p − 1)/3, p ≥ 7 and m ≤ 6). Further, using Proposition 6.6 and (73), we obtain
Applying Corollary 8.2 with n = d and
On the other hand, (49) together with Proposition 6.6 implies that log
which, together with (76) gives log |q c (P ) −1 | ≤ p℧ 0 (log B + log d + 1) + 6p log p.
Combining this with (68), we obtain
Now Lemma 2.3.3 from [7] implies that B ≤ 2℧ 1 log ℧ 1 + 2℧ 2 , as wanted.
Case 2: W (P ) = W (c) In this case Baker's inequality does not apply. Instead, we invoke an elementary argument using power series expansion of W . For a moment we forget that we fixed P and consider P as a varying point in Ω c . Propositions 6.4 and 6.6 imply that for k = 1, 2, . . . there exist algebraic numbers θ k ∈ Q(ζ p ) such that for any absolute value v of Q(ζ p ) we have
and the following holds. Let ν be a non-negative integer. Then for P ∈ Ω c such that |q c (P )| < 1/2 p we have, with a suitable choice of logarithms,
Now specify ν to be the smallest k such that θ k = 0. (Since the function W is non-constant such k always exist.) With this choice of ν the relation above would look like
Also, (77) with k = ν implies that
Since θ ν = 0 and θ ν ∈ Q(ζ p ), this implies that
We now return to the initial set-up of the proof: P is an integral point belonging to Ω c and satisfying W (P ) = W (c). Then the logarithm on the left of (78) is either 0 or at least 2π in absolute value. We consider these cases separately.
Sub-case 2.1: the logarithm on the left of (78) is 0. In this case we have
Together with (79) this implies
To complete the proof we need to bound ν. We claim the following.
To bound log |q c (P ) −1 | we proceed now as follows. We fix a real number T ≥ 2 (in practice, we take T = 10). Next, using continued fraction we find a "good" rational approximation of δ; precisely, we find a non-negative integer r ≤ T B 0 such that
where · is the distance to the nearest integer. Now, if rλ is not "very close" to the nearest integer (in practice if rλ ≥ 2T −1 ) then we can bound |q c (P ) −1 |. Indeed, multiply both sides of (82) by r. Since |b 1 | ≤ B 0 , the left-hand side of the resulting inequality would be
and the right-hand side will be bounded from above by 3.2(1 + |δ|)ΘT B 0 |q c (P )| 1/p . This gives the following upper bound for |q c (P ) −1 |:
log |q c (P ) −1 | ≤ p log 3.2(1 + |δ|)ΘT B 0 rλ − T −1 =: Ξ 1 .
In the case when rλ < 2T −1 we increase T (say, replace it by 10T ) and restart. Substituting (83) into (61) and using (81), we obtain a new bound for b 1 : |b 1 | ≤ |δ 1 |Ξ + |ϑ 1 | + 3.2 =: B 1 .
Since B 1 depends logarithmically on B 0 , it is expected to be much smaller than B 0 , and in practice it is.
We then repeat the same procedure, but this time with B 1 instead of B 0 , and obtain for log |q c (P ) −1 | and |b 1 | new reduced bounds Ξ 2 and B 2 , and so on. In practice, after three-four iterations of this procedure we obtain bounds for log |q c (P ) −1 | and |b 1 | that can no longer be reduced. We call Ξ this reduced bound for log |q c (P ) −1 |. In practice Ξ is of order about 10 3 . To be precise, since we assumed (81), we must replace Ξ by max{ Ξ, p log Θ, p log 2}. But in all practical cases we had Ξ > p log Θ > p log 2 with large margins.
Final enumeration
The reduced upper bound for log |q c (P ) −1 | obtained in the previous section allows one to bound the exponents b 1 , . . . , b d−1 by some reasonable quantities (of magnitude 10 5 or so). Still, the number of possible vectors (b 1 , . . . , b d−1 ) is excessively large, and they cannot be fully enumerated in reasonable time.
In the similar situation in [7] it was suggested to express all the b k in terms of one of them, say, b 1 . Then, for each possible value of b 1 one calculates the corresponding values of other b k , and if one of these values is not integer, then the corresponding value of b 1 is impossible.
We apply the same methodology here, though in the present situation the technical aspect is much more involved. In the sequel we shall assume that q c (P ) ∈ R, which, according to Proposition 2.3, is equivalent to saying that j(P ) / ∈ {1, 2, . . . , 1727}. In Subsection 10.4 we briefly discuss how we dispose of these missing j.
Like in Section 9, we omit indice c and write δ c,k = δ k and ϑ c,k = ϑ k , etc. Recall that these quantities, as well as the quantity Θ used below are defined in (58).
Quick enumeration
If log |q c (P ) −1 | is not too small then one can express b 2 , . . . , b d−1 in terms of b 1 with high precision using relation (61), as it is done for b 2 in (82). For the reader's convenience, we reproduce relation (61), which is our main tool in this subsection: for k = 1, . . . , d − 1 and |q c (P )| ≤ 1/2 p we have b k = δ k log |q c (P )
1. Split domain (89) into intervals of monotonicity of the function f 1 .
2. Let I be one of the intervals found on step 1 and J = f 1 (I). Fix b 1 ∈ J and compute t ∈ I such that f 1 (t) = b 1 . Since f 1 is monotonic on I, only one such t may exist. (Since equality in (88) is approximate, one should not miss the possible b 1 outside the interval J, but close to it; see more on this Subsection 10.3.)
3. The real number f k (t) must then be "very close" to the integer b k , for k = 2, . . . , d − 1. If this fails for at least one k, we discard the corresponding b 1 .
4. If each of f k (t) is close to an integer, then we compute j(t p ) (for this purpose, we might need to know t with higher precision than on step 3, see Subsection 10.3). If it is approximately equal to an integer j, then we verify whether j gives rise to an integral point on X + ns (p). 5. Steps 2-4 should be repeated for all b 1 ∈ J.
6.
Step 5 must be repeated for every interval of monotonicity of f 1 .
In Subsection 10.3 we add some computational details on these steps.
Slow enumeration: computational remarks
Notice first of all that one should take care about the computational errors arising from the very fact that our numerical data is given approximately. This also concerns the reduction and the quick enumeration steps. This is a standard problem in the numerical analysis, and we do not speak on it here, but we had to take care of it in our software implementations.
The monotonicity intervals To determine the monotonicity intervals of f 1 , one should find the zeros of its derivative. This derivative is a rational function, and its zeros can be found using any of the available methods for numerical solution of polynomial equation.
We used Brent's method, implemented in PARI, which efficiently combines several known methods of numerical resolution of equation. In most of the cases f 1 was monotonic already on each of the two intervals forming domain (89), but in a few cases we had to split them into smaller intervals.
Resolving the equation f 1 (t) = b 1 and computing f k (t) Here we give some clarifications on the steps 2 and 3 of the slow enumeration procedure. Thus, we assume that t belongs to some interval I = [α, β] and that f 1 is monotonic on I. Let ǫ = Θ (2.2ν/p + 3.1) e
be an upper bound for the error term in (88), and let b 1 ∈ [α − ǫ, β + ǫ]. Using Brent's method, we compute the solutions t ∈ I of f 1 (t) = b 1 ± ǫ; call them τ + and τ − . In the (rare) case when b 1 − ǫ / ∈ I we replace b 1 − ǫ by α, and similarly for b 1 + ǫ. Now b k must be between f k (τ − ) and f k (τ + ) (except the very few cases when f ′ k vanishes between these points, and one has to be slightly more careful). For overwhelming majority of choices of b 1 , at least one of the d − 2 intervals
does not contain an integer, and the corresponding b 1 can be discarded. In the few cases when this fails, one may refine intervals (91), in one of the following ways.
• Replace ǫ by ǫ 1 = Θ (2.2ν/p + 3.1) (min{τ − , τ + }) −(ν+1) .
Then τ − and τ + will be replaced by certain τ − 1 and τ + 1 , which lie much closer to each other than τ − and τ + , and intervals (91) will be modified accordingly.
• Increase ν and re-define functions f 1 , . . . , f d−1 accordingly.
Acting like this, we managed to exclude almost all the false positives.
