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1. INTRODUCTION 
Matrices with prescribed row and/or column sums have received much 
attention throughout the literature. Examples of such matrices are the 
doubly stochastic matrices or more generally the matrices with constant 
line sums [e.g., see 171. Anand, Dumir, and Gupta [l] and earlier MacMahon 
[12] considered the problem of enumerating the matrices with nonnegative 
integer entries with line sums Y while Carlitz [7, 81 has studied this problem 
for symmetric matrices. Fisher and Alexander [lo] have enumerated by 
rank the matrices over GF(q) with given row (column) sum and McDonald 
[16] has generalized some of their results to an arbitrary commutative 
ring with 1. Brawley and Levine [4] have determined the number of row 
stochastic involutory matrices (A2 = I) over GF(q), the results of which 
can be extended without much difficulty using the work of McDonald 
[15] to finite commutative rings with 1 of odd order. 
Throughout this paper R will denote a finite commutative ring with 1. 
We consider the problem of enumerating by rank various classes of matrices 
over R with prescribed row sum vector Y and column sum vector s. The 
classes considered are the m x n matrices over R as well as the symmetric 
and skew-symmetric matrices over R. After first considering the case 
where R = GF(q), the finite field of order q = pm, p a prime, we show using 
the results of Bollman and Ramirez [3] how these results extend to R. 
We also consider Hermitian matrices but only over a finite field. 
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2. ENUMERATION BY RANK OF THE ??‘Z X ‘PZ MATRICES OVER GF(q) WITH 
GIVEN ROW AND COLUMN SUMS 
Let Y = (rr,. . . , Y,, rm+J and s = (sr,. . , s,, s,+~) be given m + 1 and 
(n + I)-tuples over GF(q), and let N(m + 1, n + 1, Y, s, p) be the number 
of (m + 1) x (n + 1) matrices over GF(q) of rank p whose row and column 
sum vectors are Y and s, respectively. It is assumed that 
for otherwise iV(m + 1, n + 1, Y, s, p) = 0 as both 2 yi and c Si represent 
the sum of the entries of any such matrix. 
If A is any (m + 1) x (n + 1) matrix over GF(g) of the form 
a11 . 
i! a,1 . Sl - P, * . . 
al, 
amn 
. . S?Z - 8, x 
where tci = Cy=r aij, /Ij = Cy=r aij and x = A + Cy!“=l Cj”=l aij - 
Cj”=l sj - CL1 i, Y it is clear that A has row and column sum vectors 
Y and s respectively. Moreover, any matrix with row sums Y and column 
sums s can be written uniquely in the form (2) so that the total number 
of such matrices is qmn. 
To determine the number of rank p matrices of the form (2), we add 
each of the first n columns of A to the last column, and then do the same 
for rows to obtain the equivalent matrix 
. . . 
. . . amn 







where A is given by Eq. (1). Our problem thus reduces to determining 
the number of rank p matrices of the form (3), and to do this we will use 
the following generalization of a result of Landsberg [ll]. 
LEMMA. Let A be a given m x t matrix of rank a over GF(q). The 
number of (n + m) x t rank p matrices over GF(q) whose last m rows are 
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d(U> a, t, p) = dn-p+a) 
P-a 
II1, (qt _ qlaii)), 
where 
[I 
i is the q-binomial coefficient as defined by 
with (q)= = (1 - q) . - * (1 - q”), x > 0. 
Proof. Following the method of Landsberg we partition the +(a, n, t, p) 
matrices into two sets depending on whether the deletion of the first row 
yields a rank p or a rank p - 1 matrix. The number in the first set is 
&(a, n - 1, t, p), while the number in the second set is (@ - 40-l) * 
. +(a, n - 1, t, p - 1) so that we have the recurrence 
+(a, 12, 6 p) = P$(a, fi - 1, f, p) + (qt - P)+(a, n - 1, t, p - I), 
with initial conditions 
+(a. 0, t, p) = 0, p > a; +(a, n, t, a) = qna. 
It is easily checked that Eq. (4) is the solution to this recurrence. 
Returning to our problem we consider several cases. 
I. A # 0. By using the nonzero A in Eq. (3) to put zeros in all other 
positions of the last row and column, we obtain the equivalent matrix 
diag(B, A) where bij = aij - risj/A, so that rank A = 1 + rank R. The 
matrix B can be selected as any one of the m x n rank p - 1 matrices over 
GF(q) and the aij’s will be uniquely determined; thus, 
N(m + 1, 92 + 1, y, s, p) = +(O, m, n, p - I), 
where #I is given by (4). 
II. Y = 0. In this case we obtain a rank p matrix by selecting the aij 
so that Eq. (3) has rank p given s’ = (si, . . . , s,) and since rank s’ = rank s, 
it follows that the number of A matrices is 
N(m + 1, n + 1, 0, s, p) = +(rank s, m n, p). 
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III. d = 0, r # 0. Without loss of generality we may assume that 
Y, # 0. Then the matrix of Eq. (3) is equivalent to 
where C is (m - 1) x n with cij = aij - a,jy,lrm. Thus 
C 
rank A = rank 
0 S' 
+ 1, s’ = (Sl, . . . ) SJ. 
We therefore obtain a rank p matrix by choosing C to be any of the 
#rank s’, m - 1, n, p - 1) matrices which makes 
c 
0 S' 
have rank p - 1. 
The elements ami (i = 1, 2,. . . , PZ) may be selected arbitrarily and A will 
be uniquely determined; i.e., 
N(m + 1, n + 1, r, s, p) = q%$(rank s, m -- 1, n, p - 1) 
as rank s = rank s’. 
In summary we have 
THEOREM 1. Let Y = (Ye,. , y,) and s = (Q,. . . , s,) be givelz vectors 
oveY GF(q) with c yi = 2 si E A. The number of m x n matrices over 
GF(q) with YOW and column sum vectors Y and s, respectively, is q(m-l)(n-l) 
and of these the number of rank p is 
$(O,m-l,n-l,p-1) if A#O, 
N(m) n, y, s, p) = 
i 
+( ranks,m-l,n-1,~) if r=O, 
qn-l&rank s, m - 2, n - 1, p - 1) if A = 0, Y # 0, 
(5) 
where 4 is given by Eq. (4). 
As an interesting corollary to Theorem 1 we obtain the order of the 
group of n x n nonsingular doubly stochastic matrices as well as the 
order of the semigroup of n x n doubly stochastic matrices over GF(q). 
ENUMERATION OF MATRICES 169 
COROLLARY. Let G = {A E GL(n, q): A is doubly stochastic). Then 
where g, = &O, n, n, n) is the well-knoum number of n x n nonsingular 
matrices over GF(q). Let S denote the se&go@ of all n x n doubly stochastic 
matrices ovey GF(q). Then 
(S( = q+1)‘. 
3. SYMMETRIC, SKEW, AND HERMITIAN MATRICES 
In the present section we enumerate by rank the n x n symmetric, 
skew, and Hermitian matrices over GF(q) with given row and column sum 
vectors Y and s. Of course we assume Y = s in the symmetric case and 
r = - s with c ri = 0 in the skew case. For the Hermitian case we take 
the finite field to be GF(q2), a quadratic extension of GF(q) where a notion 
of conjugacy is defined, and Y = S. The arguments are given in detail only 
for the symmetric case as the other cases follow similarly with obvious 
modifications. 
Let Y = (Ye,. . . , r,, y,,,) = s be given. A symmetric matrix (A = AT) 
will have row and column sums equal to Y iff it is of the form 
a,, -0. 
i f 
aI, ?I - RI 
a,, .*. arm y, - an 
Y1 - a, *.* Yn - a, x i* 
(6) 
where a6 = ~~=I aij and x = cTj=i aij - CT=1 yi + Y,+~. Thus the 
number of such matrices is qncn+l)j2. 
To determine the number of rank p we add row i to row n + 1 and 





aIn . . . a,, 
\Y1 . . . Yn 






I. d # 0. Here Eq. (7) is congruent to a matrix of the form diag(B, d); 
bii = aij - r,rj/A. By selecting B as any one of the S(n, p - 1) symmetric 
n x n matrices of rank p - 1 we can uniquely solve for the aXi’s to obtain 
in Eq. (7) and hence Eq. (6) a rank p matrix; hence, the number is 
S(rz, p - 1). The numbers S(n, p) for arbitrary n and p have been deter- 
mined by Carlitz [S] for q odd and MacWilliams [13] for q odd and even. 
II. r = 0. The number of the form Eq. (7) of rank p is clearly S(n, p). 
III. d = 0, Y # 0. Without loss of generality we assume 7% # 0. Then 
(7) is congruent to a matrix of the form 
(8) 
where C is (n - 1) x (n - 1) with cij = aij - unpnj - anjcrni + a o G nn 73% 123 
withoaj = rj/rn, (i,j = 1, Z,..., n - 1). The matrix (8) has rank 2 + rank 
C. Thus we may assign the elements u,~ (i = I, 2,. . . , n) arbitrarily and C 
to be any one of the S(n - I, p - 2) symmetric (n - 1) x (n - 1) rank p 
matrices to obtain a unique A of size n + 1 and rank p. The number of 
such A’s is therefore qnS(n - 1, p - 2). 
In summary we have 
THEOREM 2. Let 7 = (Ye,..., 7,) be given ovey GF(q). The number of 
n x n symmetric matrices owe7 GF(q) with YOW and column sum 7 is 
4 
ncn-1)/Z = ,(2). Of these the number S(n, 7, p) of rank p is 
i 
S(n - 1, p - l), c 7i # 0, 
S(n,r, p) = S(n - 1, p), 7 = 0, (9) 
q”-lS(n - 2, p - 2); C yi = 0, Y # 0 
where S(n, p) is the nzlmber of rank p, n x n symmetric matrices over GF(q) 
us determined irt [6] and [13]. 
A skew matrix (A = - A*) over a finite field of even order is just a 
symmetric matrix so that Theorem 2 covers this case. For q odd using 
the result of [5] we have by arguments similar to those above 
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THEOREM 3. Let Y = (Ye,. . ., Y,) be a given. n-tuple oveY GF(q) zvhere 
q is odd and 2 ri = 0. The number of n x n skew-symmetric matrices ovey 
GF(q) (q odd) with row sum vector Y and colunzgz sum vector s = - Y is q (9 
and of these the number R(n, Y, p) of rank p is 
JK(n - 1, p), 
R(n’ rJ ‘) = lq”-lK(n _ 2, p _ 2), 
1’ = 0, 
y # 0, (10) 
where K(n, p) delzotes the number of rank p, n x n skew-symmetric matrices 
over GF(q) as given in [5]. 
For the Hermitian case we consider matrices over GF(q2), a quadratic 
extension of GF(q). If 0 E GF(q2) - GF(q) each element in GF(q2) has 
-- 
the unique form a + b0; a, b E GF(q). Conjugation is defined by a + b8 = 
(a + be)q = a + bon. For q odd, the number H(n, p) of n x n rank p 
Hermitian matrices (A = AT) over GF(q2) is shown in [9] to be 
H(n, p) = ,a fi q2(n-P+i) - l . 
i=l q” - (- l)i (11) 
This result is also valid for q even as we now prove using the techniques 
of [13]. 
LEMMA. The number H(n, p) of n x n rank p Hermitian matrices ovey 
GF(q2) is given by Eq. (11) for arbitrary q = pm, p a prime. 
Proof. Let H, denote an n x n rank p Hermitian matrix and consider 
the (n + 1) x (n + 1) Hermitian matrix 
H lzfl = (12) 
where y. = y. so that y. E GF(q) and where y = (yi, . . , y,). If y is 
independent of the rows of H, then 
rank =p+1 
so that rank H,+l = p + 2. If y is dependent on the rows of H,, say 
y = xH,, then by elementary operations we obtain the matrix diag(yo - 
XT*, H,) which is equivalent to (12) and thus has the same rank. This 
rank is p if y,, = xyT and p + 1 if y. # ~9~. Note that y. - x~T E GF(q) 
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for any y which depends on the rows of H,, as y = xH, imphes that 
xj?T = xH,I~ is self-conjugate. Thus from a given H, we may construct 
by appropriately selecting (yO, y) a Hermitian matrix HTLtl of rank p, p + 1, 
or p + 2. The number of these of rank p is qzD, of rank p + 1 is (4 - l)q2”, 
and of rank p + 2 is q(q2” - q2”). H ence we are led to the difference 
equation 
H(n + 1, p) = q2”H(n, p) + (q - l)q2’“-“H(n, p - 1) 
+ 4[C12” - q2’o-2’]H(n, p - 2). (13) 
The initial conditions are calculated to be H(n, p) = 0, p > n; H(n, 0) = 
1, n = 1, 2,. . . ; and H(n, 1) = (q2” - l)/(q + I), n = 1, 2,. . . It is 
easily verified that Eq. (11) is the solution to Eq. (13), and the proof is 
complete. n 
Therefore, using the same techniques as in the symmetric case above, 
we obtain the following: 
THEOREM 4. Let Y = (rl,. . ., Y,) be given over GF(q2). The number 
H(n, Y, p) of Hermitialt matrices over GF(q2) with row suna vector Y and 
column sz&m vector i is q G) . O/ these, the number of rafak p is 
1 
H(s - 1, p - 1); c yi # 0, 
R(n, Y, p) = H(n - 1, p); Y = 0, 
q”-lH(lz - 2, p - 2); 2 yi = 0, Y # 0. 
where H(n, p) is the number of n x n, rank p Hermitian matrices over GF(q2) 
as ,give?z in Eq. (11). 
4. ENUMERATION OVER COMMUTATIVE RINGS 
Let R denote a finite commutative ring with 1. If A is m x n over R, 
let D,(A) denote the set of all t x t subdeterminants of A with D,(A) = R 
and with D,(A) = (0) if t > min(m, n). The annihilators dt(A) = 
(x E R: xD,(A) = 0} f orm an increasing chain of ideals in R with &a = (0) 
and with A?, = R if t > min(m, n). The rank of A is defined to be p iff 
d,(A) = (0) and JZZ’~+~(A) # (0) [see 141. 
Since a finite commutative ring with 1 is the direct sum of local rings 
[see 21 we first consider the case where R is a local ring for which we need 
the following lemma. 
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LE~WIA 2. Let R be an Artinian local r&g (commutative with 1) with 
unique maximal ideal M and residue field F = RIM, and let ,u : R -+ RIM 
be the natural homomorphism. Then an m x n matrix A OIJCY R has rank p 
iff p(A) = (p(aij)) has rank p. 
Proof. If M = (0), there is nothing to prove ; hence, assume M # (0) 
and let /3 be the smallest positive integer such that MO = (0) so that 
fi 3 2 and MB-l # 0. (Such a fi exists because M is nilpotent being the 
radical of an Artinian ring.) 
Let D, and D, denote the set of t x t subdeterminants of A and p(A), 
respectively, and let J&‘, and &, denote the corresponding annihilators. 
Observe, if D, C_ M, then MB-l z -cI, sotit # 0 and if D, $ M, then D, 
contains a unit of R so that &, = (0); i.e., JZZ, # (0) iff D, G M. hTow 
rank A = p iff &, = (0), afO+i # (0) iff D, $ M, D,+1 s M iff n, # (0), 
D p+l = (0) iff rank p(A) = p, and the proof is complete. n 
Let Y = (7-i,. ., Y,+~) and s = (si,. . , s,+~) be given vectors over R, 
a finite local ring (which is of course an Artinian ring). Then A has row 
and column sums Y and s, respectively, iff A has the unique form (2) or 
equivalently (3) where the elements of (2) and (3) are now considered to 
be in R. Since Eq. (3) has rank p iff p(A) has rank p, for each p(A) choice 
of (3) there corresponds IMlnm matrices A whose image is p(A). Thus we 
have 
THEOREM 5. Let R be a finite commutative local ring with identity 
whose maximal ideal is M and whose residue field is GF(q) = R/M, so that 
/Ml = q-l/RI. Let Y = (Ye,. . ., Y,) and s = (sl,. . . , s,) be given owey R, 
with images 7 = p(r), s = p( ) s under the natural homomorphism ,u : R 4 
RIM. The number of m x n matrices ovey R with row sum vector Y and 
column sum vector s is IRl(n-l)(m-l), and of these the number of rank p is 
N,(m, n, Y, s, p) = (q-l/Rl)(m.-l)(n~l)N(nZ, n, 7, S, p) (14) 
where N(m, n, ?, S, p) is given in Theorem 1. 
It is now clear how to obtain results corresponding to Theorems 2 and 
3 for local rings, so we will not take the space here to give these results. 
Returning to the case of the general R we write R = @ cfEI Ri where 
each Ri is a local ring. If A is a matrix over R then A may be written 
uniquely in the form A = A, i--e i_ A, where Ai is over R,. Since the 
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property of having row and column sums Y and s respectively is a so-called 
deco@osition preserved property as discussed in [3] we may use the result 
of Theorem 5 above together with the formula of [3, Theorem 2, p. 10221 
to obtain the number of m x n rank p matrices over R with row sum vector 
Y and column sum vector S. (The final result will not be stated here as 
it is rather messy). This same technique yields the enumeration of the 
corresponding symmetric and skew cases. Some results for Hermitian 
matrices could be obtained for rings with an involution, but these will 
not be presented here. 
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