Abstract. We first observe that the relations of the canonical generating isometries of the Cuntz algebra O N are naturally related to the N -colored Catalan numbers. For a directed graph G, we generalize the Catalan numbers by using the canonical generating partial isometries of the Cuntz-Krieger algebra O A G for the transition matrix A G of G. The generalized Catalan numbers c G n , n = 0, 1, 2, . . . enumerate the number of Dyck paths and oriented rooted trees for the graph G. Its generating functions will be studied.
Introduction
In the theory of combinatorics, the process of enumerating objects of various nature has been considered (cf. [17] , [18] , etc.). It yields a sequence of positive integers and its generating function. The Catalen numbers are one of typical examples of such sequences. The numbers enumerate various objects, brackets, Dyck paths, rooted trees, triangulation of polygons, etc. (cf. [4] , [12] , etc. ).
In this paper, we will first observe that the operator relations of the canonical generating isometries of the Cuntz algebra O N are naturally related to the Ncolored Catalan numbers c (N ) n , n = 0, 1, 2, . . . . The Cuntz-Krieger algebras are natural generalization of the Cuntz algebras from the view point of topological Markov shifts. They are defined by a directed graph and have generating partial isometries satisying certain operator relations coming from the structure of the graph. For a directed graph G, we generalize the Catalan numbers by using the canonical generating partial isometries of the Cuntz-Krieger algebra O A G for the transition matrix A G of G. We call the generalized Catalan numbers c G n , n = 0, 1, 2, . . . G-Catalan numbers. We will then show that the generalized Catalan numbers enumerate the Dyck paths and the oriented rooted trees associated to the graph G. Let {v 1 , . . . , v N } be the vertex set of G. The generalized Catalan numbers c We will prove that the family f G i (x), i = 1, . . . , N of functions is uniquely determined by the above relations by the implicit function theorem (Theorem 6.8). The radius of convergence of f G i (x) does not depend on i = 1, . . . , N , and is determined algebraically as a solution of an eigenvalue problem of a certain matrix associated with the transition matrix A G of the graph G (Theorem 7.2). We will prove a formula of c G n (i) by using the matrix A G . Put
We will show the following formulae
hold, where the above integral is a contour integral along a closed curve C around the origin (Theorem 8.1). By using the above formulae, we will compute some examples. In particular, the G-Catalan numbers for the graph G bellow are computed as
The Cuntz algebras and Catalan numbers
Throughout this section N is a fixed positive integer greater than 1. For a set Ω, we denote by |Ω| the number of Ω. Let S 1 , . . . , S N be a family of bounded linear operators on a Hilbert space satisfying the following condition
Let O N be the C * -algebra generated by the family S 1 , . . . , S N . The algebra O N is called the Cuntz algebra ( [2] ). It is well-known that the algebraic structure of O N does not depend on the choice of the family S 1 , . . . , S N satisfying the relations (2.1). For a word µ = (µ 1 , . . . , µ n ) of {1, . . . , N }, we put
be the set of all words of Σ N of length 2n:
is one of the forms: 0, 1, S µ S * ν for some words µ, ν of {1, . . . , N }.
We set B
. . . The following proposition is a key in our further discussions
Hence, if the number of S * i , i = 1, . . . , N in some starting segment from leftmost of X is less than the number of S i , i = 1, . . . , N in the same segment. The operator π N (X) is reduced to the word of the form S j π N (Y ) for some j = 1, . . . , N and some word Y in Σ N . The word S j π N (Y ) however is not abe to be 1 for any word Y . Thus the assertion holds. 
One easily sees that the set of regular brackets exactly corresponds to the set of words of B N n .
For example, the word
S f2 S f3 corresponds to the word of brackets
We note the following lemma Proof. For X = (X 1 , . . . , X 2n ) ∈ B G n , it follows that π G ((S * e , X 1 , . . . , X 2n , S e )) = S * e π G (X)S e = S * e P v(X) S e . As S * e P v(X) S e = 0 if and only if P v(X) ≥ S e S * e . The latter condition is equivalent to the condition v(X) = s(e). Hence the word (S * e , X 1 , . . . , X 2n , S e ) belongs to B For X = (X 1 , . . . , X 2n ) ∈ B G n , the leftmost symbol X 1 must be S * e for some e ∈ E and the rightmost symbol X 2n must be S f for some f ∈ E. We denote e by l(X) and f by r(X) respectively. Hence X is of the form
The following property for brackets is well-known.
This lemma means by putting
the word X is decomposed as
Proof. By Lemma 3.3, Y belongs to B 
, the above element is not zero if and only if v(Y ) = s(f ) and v(Z) = t(f ). The latter condition is equivalent to the conditions
Hence we have 6 Lemma 3.6. For e ∈ E, the equality
holds through the correspondence
. Proof. The assertions are all obvious.
Dyck paths associated with the graph G
We will define Dyck paths associated with a given directed graph G. We will enumerate them and define the sequence d G n , n = 0, 1, . . . of numbers. We will prove that d
* of G * is V and the edge set E * of G * is the edges reversing the directions of edges of G.
A Dyck path γ is a continuous broken line located in the upper half plane and consisting of vectors (1, 1) and (1, −1) starting at the origin and ending at the xaxis (see Figure 2 ). For a Dyck path γ = (γ 1 , . . . , γ 2n ), where γ i is one of vectors (1, 1) and (1, −1), if γ i is a vector (1, 1), there uniquely exists γ i+k satisfying the following conditions:
(1) γ i+k is a vector (1, −1).
(2) (γ i+1 , γ i+2 , . . . , γ i+k−1 ) is a Dyck path of length k − 1 ( hence k − 1 is even). We call the edge γ i+k the partner of γ i . For an edge e ∈ E, we denote by e * the edge of G * obtained by reversing the direction of e. A G-Dyck path of length 2n is a Dyck path γ labeled {e * , e | e ∈ E} by the following rules:
(1) vectors (1, 1) are labeled e * for e ∈ E, Let D G n be the set of all G-Dyck paths of length 2n. For γ = (γ 1 , . . . , γ 2n ) ∈ D G n , the leftmost vector γ 1 must be e * for some e * ∈ E * , and the rightmost vector γ 2n must be f for some f ∈ E. We denote e * and f by l(γ) * and r(γ) respectively. We set d
. . . The following lemmas are paralle to lemmas in the previous section.
Trees associated with graph G
We will define trees associated with a given directed graph G. Let t G n be the numbers of such trees with n edges. We will prove that
A rooted tree is a plane tree with a distingushed vertex. The distinguished vertex is called the root (see Figure 3) .
Figure 3
It is well-known that the ordinary Catalan numbers enumerate the number of the rooted trees. In this section we consider trees associated with graph G.
Let G = (V, E) be a directed graph and G * = (V * , E * ) the transposed graph of G. A G-rooted tree T with n edges is an oriented rooted tree with n edges satisfying the following conditions:
(1) each edge with vertices is labeled by edges with vertices of G * , (2) an edge e * of T follows an edge f * of T if and only if e * follows f * in the graph G * .
Let T G n be the set of all G-rooted trees with n edges. We set t
For a vertex u ∈ V and an edge e ∈ E, let T G n (u) be the set of all G-rooted trees whose root is the vertex u, and T G n [e] the set of all G-rooted trees whose root is the source of e. Put
Generating functions
We will next study the generating functions of the sequance c 
To study the sequence c G n , n = 0, 1, . . . and its generating function f G (x), we provide the generating functions for the sequences c G n (u), n = 0, 1, . . . for u ∈ V . Let {v 1 , . . . , v N } be the vertex set V of G. We put 
as a formal power series. The preceding proposition implies the following equalities
so that we have Proposition 6.2.
Proof. (i) The equality is clear.
(ii) By (6.3), one has
where
n the Catalan number. Proof. We will prove the above identity by induction. Fix i = 1, . . . , N. For n = 0, the inequality is trivial. For n = 1, one sees that c
Assume that the inequality holds for all n ≤ k. As
Hence the desired inequality holds.
We denote by R G i the radius
Since G is irreducible, one sees that α i = α j for all i, j = 1, . . . , N .
(ii) It is well-known that lim sup n→∞ n √ c n = 4. By the preceding lemma, the inequality α i ≤ 4 A G 1 is immediate.
We note that the value
is not best possible in general (see Section 8) . Therefore the functions f G i (x) defined by (6.2) exists in a neighborhood of the origin, and they satisfy the relations (6.4). Conversely, the following proposition states that the functions are uniquely determined by only the relations (6.4). 
uniquely exists in a neighborhood of the origin, and they are differentiable.
Proof. We first note that by the above equalities one has
Consider the family of polynomials defined by
We note that F(0, 1, . . . , 1) = 0. Since
one has the Jacobian matrix of F as
Hence we have
By the implicit function theorem, one sees the assertion.
We note that the functions f 1 (x), . . . , f N (x) are holomorphic in a neighborhood of the origin. Let f 1 (x), . . . , f N (x) be a family of functions satisfying the equalities (6.5). They are uniquely defined by a neighborhood of the origin by Proposition 6.5. Let f (n) i (x) be the n-th derivative of f i . Since the family of the functions is unique, the i-th G-Catalan numbers c G n (i) are given by
We denote by R G the radius R G i of convergence of f G i (x) as in Lemma 6.4. We put
(ii) Suppose that there exists j = 1, . . . , N and x n ∈ I RG such that lim n→∞ |f j (x n )| = ∞. Since |f j (x n )| ≤ f j (|x n |), we may assume that x n > 0 by considering |x n | instead of x n . Take i = 1, . . . , N such that A G (j, i) = 1. As we have
holds by (i). By hypothesis, one sees that lim n→∞ x n = 0, a contradiction to the fact 1 = f j (0) with the continuity of f j at 0.
Proposition 6.7. The functions f i (x), i = 1, . . . , N satisfying (6.5) can be defined at x = R G , and they are lower semi-continuous at x = R G .
Proof. Take an increasing sequence x n in I RG such that x n ↑ R G . For each i = 1, . . . , N , the sequence {f i (x n )} n=0,1,... is increasing and bounded by the preceding lemma so that the functions f i (x) can be defined at x = R G , and they are lowercontinuous at x = R G .
Therefore we have
We note the following proposition. 
The radius of convergence of the generating functions
In this section, we will study how to find the radius R G of convergence of the functions f i (x), i = 1, . . . , N satisfying (6.5). For an N × N matrix A and t = (t i )
for i, j = 1, . . . , N . Hence we have an N × N matrix tAt. We set
We note that
by the relations (6.4) and Theorem 6.8. Let A be the N × N matrix defined by
∈ C A , the value x(t) i does not depend on i = 1, . . . , n. We denote it by x(t). We say that A satisfies condition (C) if
.1. A matrix A satisfies condition (C) if and only if
belongs to ker(t At + x(t)) if and only if
Since x(t) > 0, one knows that
belongs to ker(t At + x(t)). It is easy to see that the matrices
satisfy condition (C).
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We will prove the following theorem:
Theorem 7.2. Suppose that a matrix A G satisfies condition (C). Let f i (x), i = 1, . . . , N be the functions satisfying (6.5) . If a real number x 0 ∈ R is the radius R G of convergence of the functions f i (x), then there exist positive real numbers t 1 , . . . , t N such that 
Therefore the radius of convergence of f i (x) is algebraically determined as a solution of an eigenvalue problem for the matrix tA G t with some conditions. Proof. Put t i = xf i (x), i = 1, . . . , N in (6.5) so that we have equalities
This implies that (t i ) N i=1 belongs to C A for 0 < x ∈ I RG . Consider x = x(t 1 , . . . , t N ) as a function of (t 1 , . . . , t N ) so that the radius R G of convergence is the maximum value of the function x = x(t 1 , . . . , t N ). Put
Hence the radius R G is obtained by solving the constrained extremal problem of f with constrained conditions:
Suppose that
As one sees
by putting
By (7.1), one has
Since the matrix A G satisfies condition (C), one gets r i = 0, i = 1, . . . , N . This means that the rank of the matrix [
..,N, j=2,...,N is N − 1. Now suppose that the function f (x) takes its maximum value x 0 at (t 1 , . . . , t N ) under the conditions that g i (t 1 , . . . , t N ) = 0 for i = 2, . . . , N. Then there exists real numbers λ 1 , . . . , λ N such that
It then follows that
Put
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Similarly to the above discussions, we have
In this case we have
so that we get
Therefore we obtain the assertion.
The G-Catalan numbers from the relations among the generating functions
The G-Catalan numbers c We will prove the following formulae Since A G1 = [N ], we have
We choose the minus sign before the root of 1 − 4N x because lim x→0 f G1 (x) = 1. Although one directly konows that the radius R G1 of convergence of f G1 (x) is equal to 1 4N because of 1 − 4xN ≥ 0, we will see R G1 = 1 4N by using Theorem 7.2 as in the following way. Suppose that a positive real number x 0 is R G1 . There exists t > 0 such that tN t − x 0 = 0, x 0 = t − tN t.
By these equations we have t = 2. Let G 2 be the directed graph with N vertices such that for any ordered pair of two vertices u, v, there uniquely exists an edge from u to v. Hence the transition
