Abstract. Combinatorial threshold-linear networks (CTLNs) are a special class of neural networks whose dynamics are tightly controlled by an underlying directed graph. In prior work, we showed that target-free cliques of the graph correspond to stable fixed points of the dynamics [1], and we conjectured that these are the only stable fixed points allowed [2] . In this paper we prove that the conjecture holds in a variety of special cases, including for graphs with very strong inhibition and graphs of size n ≤ 4. We also provide further evidence for the conjecture by showing that sparse graphs and graphs that are nearly cliques can never support stable fixed points. Finally, we translate some results from extremal combinatorics to upper bound the number of stable fixed points of CTLNs in cases where the conjecture holds.
Introduction
Combinatorial threshold-linear networks (CTLNs) are a special class of threshold-linear networks, first introduced in [2] , whose dynamics are tightly controlled by an underlying directed graph. The dynamics are given by
W ij x j + θ + , i = 1, . . . , n, (
an n × n matrix of real-valued connection strengths, and the threshold-nonlinearity is given by [·] + = max{0, ·}. For CTLNs, the connectivity matrix W is fully determined by a simple 1 directed graph G and continuous parameters ε and δ. Specifically W = W (G, ε, δ) has the form:
( 1.2) Note that j → i indicates the presence of an edge from j to i in the graph G, while j → i indicates the absence of such an edge. We additionally require that θ > 0, δ > 0, and 0 < ε < δ δ+1
; or equivalently, 0 < ε < 1 and δ > ε 1−ε . When these conditions are met, we say that the parameters are within the legal range (see Figure 1B) . Observe that CTLNs model an inhibition-dominated regime where edges in the graph correspond to weak inhibition, which we think of as the sum of an excitatory connection with background global inhibition, while the absence of an edge indicates strong inhibition (see Figure 1A ). Similar to the Hopfield model [3] , stable fixed points of general threshold-linear networks have previously been studied as a model for associative memory storage and retrieval [4, 5, 6, 7, 8, 9, 10] . This work related stable fixed points to features of the matrix W , primarily in the case when W is symmetric. In the special case of CTLNs, we can move beyond symmetric W and directly relate stable fixed points to features of the underlying directed graph G.
A key observation is that threshold-linear networks are piecewise-linear systems, and generically there is at most one fixed point per linear regime. These regimes, and the corresponding fixed points, can be fully specified by the support of the fixed point -namely, the set of active neurons σ ⊆ [n]
In [1] , we showed that a necessary condition for σ to support a fixed point of a CTLN W is that it support a fixed point in its restricted subnetwork W σ (obtained by restricting the entries of W to only those indexed by σ). Furthermore, the stability of the fixed point supported on σ is fully determined by W σ , independent of all other entries of W (see Section 2.1). Thus, a necessary condition for σ ⊆ [n] to support a stable fixed point of W is that it support a fixed point in W σ that is stable; in this case, we say that σ ⊆ [n] is a stable fixed point motif, or simply a stable motif.
Observe that the conjecture implies that the only stable motifs are cliques. In [1] , we proved that cliques are in fact always stable motifs, and furthermore that they survive to support a stable fixed point when embedded in a larger network precisely when they are targetfree. Thus, the content of the conjecture is the forward direction: that target-free cliques are the only supports of stable fixed points. One of the key results that initially motivated the conjecture was our finding that ruling out cliques from a graph is sufficient to rule out stable fixed points. Recall that a directed graph is oriented if it has no bidirectional edges (and thus has no cliques of size bigger than 1). Note that singletons are target-free cliques precisely when they are sinks of the graph.
Theorem 1.4 ([2]
). Let G be an oriented graph. Then for any CTLN with graph G, the supports of the stable fixed points are precisely the sinks of G. [2] , shows that the conjecture holds for oriented graphs. A key ingredient to the proof is the requirement that ε < δ δ+1
Theorem 1.4, originally proven in
(equivalently, δ > ε 1−ε ) in the definition of the legal parameter range of CTLNs. Without this condition, we cannot guarantee that oriented graphs are not stable motifs. In particular, for δ < ε, it is straightforward to check that the fixed point supported on the 3-cycle is stable. The conjecture applies only to CTLNs with parameters in the legal range. The next section summarizes our main results in support of the conjecture.
Summary of main results
Throughout this section, let W = W (G, ε, δ) be a CTLN on n nodes with graph G, and let σ ⊆ [n]. Our first theorem shows that the conjecture holds for any CTLN with sufficiently strong inhibition, i.e. sufficiently large δ. Theorem 1.5. If σ is not a clique, then σ is not a stable motif for any ε, δ such that
It is important to note that the requirement of large δ in Theorem 1.5 is an artifact of the techniques used to prove the result; we do not believe that this restriction is actually necessary for the conjecture to hold. Furthermore, observe that the weaker condition on δ based on in-degree is actually satisfied across the full legal range of CTLN parameters whenever G| σ is sparse enough, yielding the following result as an immediate corollary.
, then σ is not a stable motif for any CTLN with parameters in the legal range. Theorem 1.6 shows that sparse graphs do not support stable fixed points. At the other extreme, we consider graphs that are "near-cliques", namely graphs that share similar structure to a clique or that contain a clique of size 1 less. Theorem 1.8 shows that these graphs also cannot be stable motifs. Definition 1.7. We say that σ is a directed clique if there exists an ordering of the nodes 1, . . . , |σ| such that i → j in G| σ whenever i < j.
Note that there are no constraints on the back edges j → i when i < j, and thus directed cliques include cliques as a special case. Theorem 1.8. Let σ be a directed clique or contain a clique of size |σ| − 1. Then σ is a stable motif if and only if σ is a clique.
Another family of graphs that are provably not stable motifs are various cyclic unions, which are constructed from smaller graphs by linking together components according to a cyclic architecture. For example, the graph in Figure 2 is a cyclic union constructed from three components: two 2-cliques and a single node. More generally, if the component subgraphs are G 1 , . . . , G m , then the cyclic union is obtained by sending all possible edges from the nodes of G i to those of G i+1 (where indices are taken mod m), and no other edges between components. Theorem 1.9 guarantees that many cyclic unions are not stable motifs, including when one of the components is a uniform in-degree motif that is unstable. We say that σ is uniform in-degree if all nodes in the graph G| σ have the same in-degree (note there are no constraints on the out-degrees of the nodes). In [1] , we proved that all graphs with uniform indegree at most n/2 are unstable, while at the other extreme, all cliques (which have uniform in-degree n − 1) are stable, but we conjecture that in fact all uniform in-degree graphs are unstable other than cliques. (ii) If all G i have full-support fixed points, but there exists a j such that G j is uniform indegree and unstable, then G has a full-support fixed point that is unstable.
(iii) If all G i are cliques (so uniform in-degree and stable), then G has a unique fixed point, which has full support, and that fixed point is unstable.
In particular, in all these cases, G is not a stable motif.
Finally, applying the above results together with a few specialized eigenvalue computations, we obtain Theorem 1.10 showing that the conjecture holds for small graphs. Theorem 1.10. If |σ| ≤ 4, then σ supports a stable fixed point of W ⇔ σ is a target-free clique in G.
Given the importance of target-free cliques to understanding the stable fixed points of CTLNs, it is valuable to be able to count the target-free cliques of a network. It turns out that there is a straightforward correspondence between target-free cliques of directed graphs and maximal cliques of undirected graphs, which have been significantly studied in extremal graph theory. Applying a result from Moon and Moser [11] , we immediately obtain the following upper bound on the number of target-free cliques in a directed graph. Theorem 1.11. The maximum number of target-free cliques in a directed graph of size n is max # of target-free cliques =
In particular, whenever the conjecture holds, Theorem 1.11 gives an upper bound on the number of stable fixed points of a CTLN on n nodes. This is a significant improvement over a previous upper bound from [1] , which only guaranteed that the maximum number of stable fixed points of a CTLN is at most 2 (n−1) .
The remainder of the paper is organized as follows. Section 2 reviews general background on fixed points of CTLNs and then lays out the key techniques to prove a subset is not a stable motif, which will be used throughout the following sections to prove the main results. Section 3 is devoted to proving Theorem 3, showing the conjecture holds within a subset of the legal range. Section 4 collects various results about "near-cliques" and concludes with the proof of Theorem 1.8. In Section 5, we consider a broad class of composite graphs, which include cyclic unions as a special case. We prove that sufficiently sparse composite graphs are never stable motifs and end with the proof of Theorem 1.9. Next, Section 6 considers all possible fixed point supports up to size 4 and shows that only cliques are stable motifs, proving Theorem 1.10. Finally, in Section 7, we develop the correspondence between target-free cliques of directed graphs and maximal cliques of undirected graphs, and provide a summary of the literature on the latter to obtain counts of target-free cliques and algorithms for enumerating them.
Preliminaries

General background on fixed points and stability
The support of a fixed point x * is the subset of active neurons,
We typically refer to supports as subsets σ ⊆ [n]. We use the notation A σ and b σ to denote a matrix A and a vector b that have been truncated to include only entries with indices in σ.
A fixed point x * with support σ of a CTLN (W, θ) is stable precisely when the corresponding matrix −I + W σ is a stable matrix, so that all the eigenvalues have negative real part [7, 8] .
To exploit previous characterizations of fixed points in terms of their supports [1] , we will restrict consideration to CTLNs that are nondegenerate, as defined below. Definition 2.1. We say that a CTLN (W, θ) is nondegenerate if
• for each σ ⊆ [n] and all i ∈ σ, the corresponding Cramer's determinant is nonzero:
Note that almost all CTLNs are nondegenerate, since having a zero determinant is a highly fine-tuned condition. The notation det(A i ; b) denotes the determinant obtained by replacing the i th column of A with the vector b, as in Cramer's rule. In the case of a restricted matrix, ((A σ ) i ; b σ ) denotes the matrix obtained from A σ by replacing the column corresponding to the index i ∈ σ with b σ (note that this is not typically the i th column of A σ ). When a CTLN is a nondegenerate, there can be at most one fixed point per support. Specifically, if x * is a fixed point with support σ, then for all i ∈ σ, we have x * i = x σ i where
and for all k / ∈ σ, we have x * k = 0. Thus, to characterize the fixed points of a CTLN (W, θ), it suffices to study the collection of fixed point supports; we denote the set of all such supports as
Note that we omit θ from the notation FP(W ) because the value of θ > 0 has no impact on the fixed point supports, it simply scales the precise value of the corresponding fixed points. In [1] , multiple characterizations of FP(W ) were developed for threshold-linear networks in general as well as CTLNs specifically, including a variety of graph rules for CTLNs. As an immediate consequence of one of these characterizations, it was shown that σ is the support of a fixed point, i.e. σ ∈ FP(W ), precisely when
Corollary 2] for more details). We say that σ is a permitted motif of W when it is a fixed point of its restricted subnetwork, so that condition (1) holds. And we say that a permitted motif σ survives to support a fixed point in the full network when condition (2) is satisfied. Note that whether a subset σ is permitted depends only on the subgraph G| σ (and potentially the choice of parameters ε and δ), while its survival will depend on the embedding of this subgraph in the full graph. We say that σ is a stable motif if it is a permitted motif and all the eigenvalues of −I + W σ have negative real part (or equivalently all the eigenvalues of I − W σ have positive real part). Thus, stable motifs are the only candidate subsets for supporting stable fixed points, but whether they actually survive to yield stable fixed points of the full network will depend on their embedding.
Uniform in-degree and simply-added splits
As our first example of graphs that are guaranteed to be permitted motifs, and thus candidate stable motifs, we turn to those with uniform in-degree.
Furthermore, if d < |σ|/2 and |σ| > 1, then the fixed point is unstable. If d = |σ| − 1, i.e. if σ is a clique, then the fixed point is stable.
The particular proof techniques used for Theorem 2.4 only enabled us to prove that σ is unstable when d < |σ|/2, but we conjecture that this holds whenever d < |σ|−1, i.e. whenever σ is not a clique.
Combining Theorem 2.4 with a straightforward computation of eigenvalues yields the following result characterizing cliques.
Theorem 2.5 ([1]
). Let σ be a clique in G and let W be a CTLN with graph G. Then
Moreover, σ is a stable motif, with eigenvalues of I − W σ given by
where ε has multiplicity |σ| − 1.
One graph structure that will prove particularly useful for getting a handle on eigenvalues of larger motifs is that of simply-added splits. In particular, if a motif has a simply-added split containing a uniform in-degree subgraph, then the eigenvalues of the uniform in-degree subgraph will be inherited as eigenvalues of the full motif (Lemma 2.6).
Suppose σ = τ∪ ω with τ, ω = ∅ and τ ∩ ω = ∅. We say that ω is simply-added onto τ (or equivalently that σ has a simply-added split τ∪ ω) if each node in ω treats all the nodes in τ identically in terms of its outgoing edges, i.e. for each i ∈ ω if i → j for some j ∈ τ , then i → j for every j ∈ τ (see Figure 3 ). Note that there are no constraints on the edges from τ back to ω or on edges within τ or ω.
all edges are optional Figure 3 : In this graph, ω is simply-added to τ and thus each i ∈ ω either sends all possible edges to τ , or no edges. There is no constraint on the edges within τ , within ω, or from τ to ω.
Lemma 2.6 (Lemma 5 in [1])
. Suppose σ has a simply-added split τ∪ ω with ω simply-added to τ , where τ is uniform in-degree. Let R τ be the row sum of I − W τ . Note that this is the maximum (Perron-Frobenius) eigenvalue of I − W τ . Then
So all the eigenvalues of τ get inherited, except possibly the top one R τ .
As an immediate consequence of Lemma 2.6, we obtain the following corollary that rules out certain graphs as stable motifs.
Corollary 2.7. Suppose σ has a simply-added split τ∪ ω with ω simply-added to τ , where τ is uniform in-degree. If τ is not a stable motif, then σ is not a stable motif.
Techniques for ruling out stable motifs
In this section, we highlight and synthesize background results that will provide the foundation for all our arguments ruling out graphs as candidate stable motifs. Corollary 2.7 provides one such result in this direction, whenever the graph has a simply-added split with an unstable uniform in-degree subset. More generally, to rule out a σ as a stable motif, we can either show it is not permitted or show that −I +W σ has an eigenvalue with positive real part (equivalently, I − W σ has an eigenvalue with negative real part). Graphical domination, first defined in [1] , is the primary method for showing that σ is not a permitted motif.
Definition 2.8 ([1]
). Let G be a graph on n nodes and σ ⊆ [n]. For j, k ∈ σ, we say that k graphically dominates j with respect to σ if the following three conditions all hold:
Theorem 2.9 (Theorem 4 (graphical domination) in [1] ). Let G be a graph on n nodes and σ ⊆ [n]. Suppose k graphically dominates j with respect to σ for some j, k ∈ σ. Then σ is not a permitted motif, and so σ / ∈ FP(W ) for any CTLN W with graph G.
Another method for ruling out σ as a stable motif is parity (Theorem 2.10 below). Throughout the following, to simplify analyses, we will focus on the matrix I − W σ ; then σ is stable precisely when all the eigenvalues of I − W σ have positive real part. We define the index of σ as idx(σ)
Since the determinant is the product of the eigenvalues, we see that any stable motif σ must have idx(σ) = +1. Thus, any σ with idx(σ) = −1 is guaranteed to not be a stable motif. The following theorem, which is a direct consequence of the Poincaré-Hopf Theorem, shows that there is a detailed balance between the indices of all the fixed points of a CTLN. Theorem 2.10 (parity [12] ). Let W = W (G, ε, δ) be a CTLN. Then,
In particular, the total number of fixed points | FP(W )| is always odd.
As an immediate consequence of Theorem 2.10, we see that a CTLN has at most 2 n−1 stable fixed points, which all have index +1, since the maximum total number of fixed points of a CTLN is 2 n − 1, the number of choices for a nonempty support σ. Beyond this general upper bound, Theorem 2.10 can be used to explicitly rule out graphs as stable motifs whenever we know which proper subgraphs are permitted motifs that survive to yield fixed points of the full graph. Specifically, if we know that there are an odd number of proper subgraphs of a graph G that survive as fixed points, then by Theorem 2.10, G cannot have a full-support fixed point and thus G is not a permitted motif. If we additionally know the index of all the subgraphs of a graph G that survive as fixed points, the following conclusions can immediately be drawn from the sum of these indices:
⇒ G is not a permitted motif +2 ⇒ G is permitted, but not stable 0 ⇒ G is a permitted motif and stability is unknown
The following lemma from [1] gives another tool for determining a motif's index from that of its proper subgraphs of size one less. In particular, this lemma shows that a CTLN can never contain two stable fixed points whose support differ in only a single neuron.
Lemma 2.11 (Lemma 3 (alternation
For the previous set of tools, we exploited the fact that the determinant of a matrix equals the product of its eigenvalues. For the remainder of this section, we focus on tools that will utilize the fact that the trace of a matrix is the sum of its eigenvalues. We begin with the following key observation we will exploit throughout.
Observation. If the sum of a subset of eigenvalues of I − W σ is bigger than its trace, Tr(I − W σ ) = |σ|, then I − W σ must have a negative eigenvalue. In this case, the matrix −I + W σ is unstable, and so σ is not a stable motif. In particular, if the maximum eigenvalue λ max of I − W σ is larger than |σ|, then σ is not a stable motif.
We next collect some useful results for lower bounding the maximum eigenvalue λ max . Theorem 2.12 (Collatz-Wielandt). Let A be an n × n matrix with strictly positive entries. Then the Perron-Frobenius eigenvalue λ max of A is given by
where the maximum is taken over all non-negative vectors x. In particular,
for any non-negative vector x.
Lemma 2.13. Let A and B be n×n matrices with strictly positive entries, and suppose A ≥ B entrywise. Then
Proof. Since A ≥ B, we have
for every non-negative vector x. Thus, by Theorem 2.12 (Collatz-Weilandt), λ max (A) ≥ λ max (B).
Remark. If A ≥ B > 0 and Tr(A) = Tr(B), then we have the reverse inequality on the sums of non-maximal eigenvalues:
Since entrywise comparison of CTLN matrices is fully determined by edges in the underlying graphs, we immediately obtain the following corollary.
Corollary 2.14. Suppose that G and G are two graphs on n nodes satisfying E(G) ⊆ E(G ), i.e. i → j in G implies i → j in G . Let W and W be CTLNs for graphs G and G respectively. Then
Proof. Observe that the off-diagonal entries of W and W are all 1 − ε and 1 + δ. Since E(G) ⊆ E(G ), whenever (I − W ) ij takes on the smaller value 1 − ε due to j → i in G, we have (I − W ) ij equals 1 − ε as well. Thus, I − W ≥ I − W entrywise, and so by Lemma 2.13 the result follows.
Remark. When E(G) ⊆ E(G ), we have the reverse inequality on the sum of non-maximal eigenvalues: the sum of non-maximal eigenvalues of I − W must be smaller than the sum of the non-maximal eigenvalues of I − W . Unfortunately, this does not guarantee that the bottom eigenvalue of I − W is less than or equal to the bottom eigenvalue of I − W ; in particular, there are cases where I − W has both a larger top eigenvalue and a larger bottom eigenvalue than those of I − W despite the edge containment guaranteeing I − W ≥ I − W . Thus, in general, instability of I − W is not sufficient to guarantee instability of I − W , except in the special case when I − W is unstable because λ max (I − W ) > Tr(I − W ), so that the magnitude of the top eigenvalue is sufficient to guarantee the existence of a negative eigenvalue.
Degree bounds and proof of Theorem 1.5
In this section we prove Theorem 1.5 showing that there is a parameter-regime where no non-cliques are stable motifs, and thus the conjecture holds within this regime. The key to the proof of this result is to show that whenever δ lies in the relevant range, I − W σ has an eigenvalue that is larger than the trace, forcing a negative eigenvalue. Toward that end, we begin with a formula for the Perron-Frobenius eigenvalue λ max of I − W σ , when σ is exactly one edge away from a clique. To compute the eigenvalue of such a CTLN, we begin with a lemma identifying an eigenvalue and eigenvector of a highly structured matrix. The proof of this lemma is a straightforward computation, and thus is left to the reader as an exercise. 
t is the Perron-Frobenius eigenvector and λ = λ max .
As a special case of Lemma 3.1, we obtain the formula for an eigenvalue of a graph that is a clique missing exactly one edge. Corollary 3.2. Let σ be a clique missing exactly one edge, j → i. Then I − W σ has PerronFrobenius eigenvalue
Proof. Since σ is a clique missing exactly one edge, without loss of generality suppose the missing edge is from the last node to the first node in σ, i.e. |σ| → 1. Then I − W σ has the form of the matrix A in Lemma 3.1 with a = 1 − ε and b = 1 + δ. Since b ≥ a > 0, the value of λ max follows directly from that result.
We can now prove Theorem 1.5.
Proof of Theorem 1.5. Let σ be any subset that is not a clique. Let G be a graph of size |σ| that is a clique missing exactly one edge, as in Corollary 3.2. Since σ is not a clique, E(G| σ ) ⊆ E(G ), and so by Lemma 2.13,
Recall that whenever
Since σ is not a clique, |σ| ≥ 2, and so it suffices to have δ > ε 1−ε (|σ| 2 − |σ| − 1) to guarantee the previous inequality holds. Then −I + W σ is unstable, and so σ is not a stable motif.
To prove the second statement, suppose σ has maximum in-degree d in max = d < |σ| − 1. Let G be a graph of size |σ| with uniform in-degree d such that E(G| σ ) ⊆ E(G ). 2 To complete the proof, we follow a similar argument as above to ensure that
and thereby force I − W σ to have a negative eigenvalue. In this case, we obtain a tighter bound using the fact that when G has uniform in-degree d, I − W has the all-ones vector as the Perron-Frobenius eigenvector and thus, λ max (I − W ) equals the row sum:
Solving λ max (I − W ) > |σ| for δ, we see that whenever δ > εd |σ| − 1 − d I − W σ is forced to have a negative eigenvalue, and so σ is not a stable motif.
Near-cliques and proof of Theorem 1.8
Theorem 1.5 showed that there is a parameter-regime where non-cliques are provably not stable motifs, and that for sparser graphs we can prove instability for a significantly larger parameter range. In this section, we consider the other extreme of particularly dense graphs and prove instability of those motifs as well. Specifically, we will build up the machinery to prove Theorem 1.8 showing that directed cliques and graphs containing a clique of size one less are never stable motifs unless they are themselves cliques. We begin by proving an important fact about the structure of directed cliques. Proof. First, we show the existence of a target-free clique in G| τ . Since τ is a directed clique, we can label the neurons 1, . . . , t, where t = |τ |, such that i → j whenever i < j. If node t is a sink in G| τ , then the singleton {t} is a target-free clique. Otherwise t has at least one outgoing edge in τ ; let i 1 ∈ τ be the vertex with largest index such that t → i 1 , so that {i 1 , t} is a clique. Either this is a target-free clique, or it has at least one target in τ . In the latter case, let i 2 be the target of {i 1 , t} with the largest index. Clearly, i 2 < i 1 , t, and so we also have i 2 → i 1 and i 2 → t, making {i 1 , i 2 , t} a clique. If it's not a target-free clique, we can again repeat the previous step and add its target of largest index, yielding a larger clique. Eventually, we obtain a clique σ = {i 1 , . . . , i k , t} that has no targets in τ , and is thus a target-free clique in G| τ . (If τ is itself a clique, then σ = τ .)
To see that σ is unique, suppose ω is another target-free clique of G| τ . Then ω must contain the vertex t, otherwise t would be a target of ω by the edge rule defining directed cliques. Observe that all other elements of ω must be less than or equal to i 1 since all nodes in ω receive an edge from t and i 1 is the largest such element by construction. Thus j → i 1 for all j ∈ ω, since τ is a directed clique, and so i 1 ∈ ω since otherwise ω would have a target. Similarly, since ω is a clique containing {i 1 , t}, we must have i 2 ∈ ω, since otherwise i 2 would be a target. Continuing in this manner we see that σ ⊆ ω. Furthermore, there cannot be a j ∈ ω \ σ, since ω being a clique would force j to be a target of σ, but σ is target-free. Thus σ = ω, and so σ is unique. Proposition 4.2. Let G be a directed clique and W be any CTLN with graph G. Then FP(W ) = {σ}, where σ is the unique target-free clique of G. In particular, a directed clique is a stable motif if and only if it is a clique.
Proof. By Lemma 4.1, G contains a unique target-free clique σ, and so σ ∈ FP(W ) and the corresponding fixed point is stable. To show that σ is the only fixed point support, consider any other subset ω ⊆ [n]. If ω is a clique, then it necessarily has a target, since σ is the unique target-free clique, and thus ω / ∈ FP(W ). Otherwise, ω is a directed clique that is not a clique, under the same ordering of the vertices that showed G was a directed clique. Thus, there exists some pair of vertices with only a unidirectional edge between them. Let j ∈ ω be the vertex of largest index such that there exists a k ∈ ω with j → k but k → j, then choose k to have the largest index among the vertices that do not send edges to j (note by the directed clique property, we necessarily have k > j). We will show that k graphically dominates j with respect to ω. Consider i ∈ ω such that i → j. If i < k, then i → k since ω is a directed clique. If i > k, we have k → i and so we must have i → k as well, since otherwise this would contradict the fact that j was the vertex of largest index that has only a unidirectional edge with some node greater than it. Thus, we have (1) i → j implies i → k for all i ∈ ω \ {j, k}, (2) j → k, and (3) k → j, and so k graphically dominates j with respect to ω. Thus, ω / ∈ FP(W ) by Theorem 2.9, and so FP(W ) = {σ}.
Finally, observe that if G is not itself a clique, i.e.
[n] = σ, then [n] / ∈ FP(W ), and so G is not a permitted motif and thus cannot be a stable motif. Proof. Let W be any CTLN with graph G| σ . By hypothesis, σ = τ ∪ {k} is permitted, and so τ ∪ {k} ∈ FP(W σ ). Additionally τ ∈ FP(W σ ) by Theorem 2.4 (uniform in-degree), since d Recall that a necessary condition for σ to be a stable motif is that σ be a permitted motif with index +1. The following proposition shows that if σ contains a clique of size 1 less, then it can only be a stable motif if it is itself a clique.
Proposition 4.4.
If σ contains a clique of size |σ| − 1 and σ is not a clique, then σ is not a stable motif.
Proof. Let σ = τ ∪ {k} where τ is a clique of size |σ| − 1, so τ has uniform in-degree |σ| − 2. By Lemma 4.3, if k has in-degree d in k ≤ |σ| − 2, then whenever σ is permitted it has index idx(σ) = − idx(τ ) = −1. Thus, when d in k ≤ |σ| − 2, if σ is permitted it must be unstable, and so σ is not a stable motif. On the other hand, when d in k = |σ| − 1, so that k receives from every node in τ , there must exist a j ∈ τ such that k → j, since σ is not a clique. Then k graphically dominates j with respect to σ because condition (1) and (2) are trivially satisfied since i → k for all i ∈ σ \ {k} and (3) holds by choice of j. Thus, σ is not a permitted motif, and in particular not a stable motif, since it contains a graphical domination relationship.
We can now complete the proof of Theorem 1.8.
Proof of Theorem 1.8. Proposition 4.2 guarantees that a directed clique is a stable motif if and only if it is a clique, while Proposition 4.4 shows that any graph containing a clique of size 1 less cannot be a stable motif unless it is a clique itself.
Composite graphs of cliques and proof of Theorem 1.9
In this section, we prove Theorem 1.9 showing that many cyclic unions are not stable motifs. Along the way, we prove results ruling out stable motifs for more general composite graphs, of which cyclic unions are a special case. A key feature of composite graphs is that for each component G i , the rest of the graph treats all the nodes in the component identically in terms of the edges projected to that component. Specifically, in a composite graph, the rest of the graph is simply-added onto each component. This fact was key to proving the following result from [1] that enables us to immediately rule out certain composite graphs as stable motifs. [1] ). Let G be a composite graph of components G 1 , . . . , G m . If some component G i is not a permitted motif, then G is not a permitted motif. In particular, G is not a stable motif.
Theorem 5.2 (Theorem 8 in
As another consequence of this simply-added split in composite graphs, we can apply Lemma 2.6 whenever one of the components has uniform in-degree. In this case, all the eigenvalues of the uniform in-degree component are inherited by the full composite graph, except for possibly the Perron-Frobenius eigenvalue λ max of the component. Thus, if a component is an unstable uniform in-degree, then the full composite graph will also be unstable, as captured by the following proposition from [1] . [1] ). Let G be a composite graph with components G 1 , . . . , G m . If some component G i is an unstable uniform in-degree motif, then G is not a stable motif.
Proposition 5.3 (Proposition 1 in
These results enable us to rule out as possible stable motifs all composite graphs where either a component is not permitted or it is an unstable uniform in-degree. But what about the case when all the components are permitted and stable, specifically, what if all the components are cliques? The following theorem shows that as long as the composite graph satisfies a particular bound on the in-degree of the nodes, it will not be a stable motif even when all the components are stable motif cliques. , then G is not a stable motif.
Proof. Let the components G 1 , . . . , G m be cliques of sizes n 1 , . . . , n m respectively so that n = n 1 + . . . + n m . Recall that a clique σ has λ max = |σ|(1 − ε) + ε, while the remaining |σ| − 1 eigenvalues all equal ε (see Theorem 2.5). Since the rest of the graph is simplyadded to each component, Lemma 2.6 guarantees that I − W inherits n i − 1 eigenvalues, all equal to ε, from each component G i . Hence, ε is an eigenvalue of I − W with multiplicity
We will show that the sum of λ max (I − W ) with these n − m eigenvalues ε is strictly greater than Tr(I − W ) = n, guaranteeing that I − W has a negative eigenvalue and G is not a stable motif. Recall that by Theorem 2.12 (Collatz-Weilandt), λ max ≥ min i∈[n]
, for every nonnegative vector x. We will use this to show that λ max > n − (n − m)ε. Observe that when x is the all-ones vector,
is simply the i th row sum R i of I − W , which is determined by the number of inputs d t , we have
Next observe that R i > n − (n − m)ε precisely when
, we see that this inequality is satisfied when d
we see that whenever d
, the inequality (5.5) is satisfied. Thus, by Theorem 2.12 (Collatz-Weilandt), λ max > n − (n − m)ε, and so I − W must have a negative eigenvalue. Therefore, G is not a stable motif.
To prove the last statement of the theorem, suppose that the skeleton G has maximum in-degree d . Applying the first part of the theorem we then see that G is not a stable motif.
As an immediate corollary, we see that when the skeleton G is a cycle, so that G is a cyclic union, G is not a stable motif since d
Corollary 5.6. Let G be a cyclic union of cliques. Then G is not a stable motif.
We can now complete the proof of Theorem 1.9.
Proof of Theorem 1.9. In [1, Theorem 13] , it was shown that if G is a cyclic union of components G 1 , . . . , G m , then
where σ i = σ ∩ G i . Part (i) then follows immediately from this result. For part (ii), the fact that G has a full-support fixed point follows from this result since all the components have fullsupport fixed points by way of being uniform in-degree. Then since one of these components is unstable, Proposition 5.3 guarantees that the full-support fixed point is unstable.
Finally, for part (iii), since all the components G i are cliques, they each have a unique fixed point, which has full support (since all the non-maximal cliques have targets). Thus, G has a unique fixed point as well, which has full support, and Corollary 5.6 guarantees that this fixed point is unstable.
Stable motifs up to size 4 and proof of Theorem 1.10
In this section, we prove Theorem 1.10 showing that for σ of size at most 4, σ is a stable motif if and only if it is a clique. For the proof, we analyze all permitted motifs up through size 4 and rule out all non-cliques as stable motifs by applying key results from each of the earlier sections. To perform this analysis, we must first generate a comprehensive list of these permitted motifs; the following lemma is key to efficiently generating this list.
Lemma 6.1. Let σ have size |σ| ≤ 4 and suppose σ is a permitted motif of a CTLN W = W (G, ε, δ) for some legal choice of ε and δ. Then σ is a permitted motif for all ε and δ in the legal range. Furthermore, idx(σ) is constant across all ε and δ in the legal range.
Proof. In [1, Theorem 6] , it was shown that the collection of fixed point supports, FP(W ), is parameter independent for all graphs up to size 4. Thus when |σ| ≤ 4, if σ is a permitted motif for a particular choice of ε and δ, then σ is a permitted motif for all ε and δ in the legal range.
Furthermore, the proof of [1, Theorem 6] established that all permitted motifs up to size 3 have parameter-independent survival rules and have index that is constant across all ε and δ in the legal range. Since the index of a permitted motif of size 4 can be determined in a parameter-independent way via Theorem 2.10 (parity) from the sum of the indices of the surviving permitted motifs contained in it, it follows that idx(σ) is constant across all ε and δ in the legal range for σ of size 4 as well.
It was shown in [1] that there are permitted motifs of size 4 that have parameter-dependent survival in larger networks, and thus there are graphs of size 5 that are only permitted motifs for ε and δ within a subset of the legal range (see Appendix A.2 in [1] ). Thus, Lemma 6.1 does not extend to larger n. Figure 5 shows all the permitted motifs of size |σ| ≤ 4 together with their index. These were identified computationally by finding all graphs that have a full-support fixed point for ε = 0.25 and δ = 0.5, which Lemma 6.1 guarantees is sufficient to generate a complete, parameter-independent list. It is worth noting that while all the indices were determined computationally, many of them could have actually been determined directly via Lemma 4.3 since they contain a uniform in-degree subgraph of size 1 less.
As an aside, one interesting observation from Figure 5 is that whenever a graph is permitted, its complement is also permitted. Furthermore, for graphs of size 3, the index of a graph and its complement are the same, whereas for size 4, complementing flips the sign of the index. It turns out that the pattern of a graph being permitted if and only if its complement is permitted does not hold for size 5 however (this breaks down in many of the cases when the graph contains a subgraph of size 4 that has parameter-dependent survival).
We now turn to the proof of Theorem 1.10, in which we will show that the only graphs in Figure 5 that are stable motifs are precisely the cliques (shown in Panel A). To aid the proof, the graphs are organized in the figure by size and then by which results will be used to show they are not stable motifs. For panel E of Figure 5 , observe that every graph has a simply-added split σ = τ∪ ω with ω simply-added onto a τ (the nodes in the gray shaded region) that is uniform in-degree. Since τ is either an independent set or a 3-cycle, and neither of these is a stable motif, Corollary 2.7 guarantees that σ also is not a stable motif.
The two graphs in panel F can be decomposed as composite graphs where each component is a clique. The skeleton of the first composite graph is a 3-cycle, while the skeleton of the second graph is a 2-clique with an outgoing edge. Both these skeletons have maximum in-degree 1, and thus by Theorem 5.4, neither composite graph is a stable motif.
The graphs in panel G do not fit into any of the families characterized by earlier results, but they all have index −1, and thus cannot be stable motifs.
Finally, for the graphs in panel H of Figure 5 , we must appeal to more detailed arguments about the eigenvalues to show they are not stable motifs. Specifically, we will use Theorem 2.12 (Collatz-Weilandt) to show that these graphs have a maximum eigenvalue (or sum of eigenvalues) that is larger than the trace, thus forcing I −W σ to have a negative eigenvalue, and guaranteeing that σ is not a stable motif.
(H1) For the graph in H1,
Thus, by Theorem 2.12 (Collatz-Weilandt), λ max ≥ min i∈σ
exceeds Tr(I − W σ ) = 4, σ is not a stable motif.
(H2) First observe that this graph has a simply-added split where {3, 4} is simply-added onto the clique {1, 2}. Thus, by Lemma 2.6, σ inherits the eigenvalue ε from the clique. Therefore, we need only show that λ max of I − W σ exceeds 4 − ε to guarantee that a sum of eigenvalues exceeds Tr(I − W σ ) = 4. Observe that
. Thus by the Collatz-Wielandt Theorem, λ max > 4 − ε, and λ max + ε > Tr(I − W σ ). Therefore, σ is not a stable motif.
(H3) As with the previous graph, there is a simply-added split where {3, 4} is simply-added onto the clique {1, 2}, and so σ inherits the eigenvalue ε from the clique. We will again use Theorem 2.12 (Collatz-Weilandt) to show that λ max > 4 − ε. Observe that
Then
. Thus, λ max > 4 − ε, and so I − W σ has a sum of eigenvalues larger than its trace, forcing a negative eigenvalue. Hence σ is not a stable motif.
Therefore every permitted motif up to size 4 that is not a clique is unstable, and so if |σ| ≤ 4, then σ supports a stable fixed point if and only if σ is a target-free clique.
Enumerating target-free cliques and proof of Theorem 1.11
Thus far we have seen that for certain parameter regimes, the only stable motifs are cliques, and we have also ruled out a large variety of graphs from being stable motifs for every choice of parameters within the legal range. This provides strong evidence for the conjecture that the only stable motifs are cliques. Furthermore, since cliques only survive to yield fixed points of the full network when they are target-free, a critical step to understanding the collection of stable fixed points of a CTLN is to be able to find and count the target-free cliques of its underlying directed graph.
In this section, we prove a correspondence between target-free cliques of a directed graph and maximal cliques of an undirected graphs. Counting and enumerating maximal cliques of undirected graphs have garnered significant attention in the extremal graph theory literature, and thus this correspondence will enable us to easily import results from this field to yield information about the target-free cliques of a directed graph, and thus about the stable fixed points of corresponding CTLNs.
Given a directed graph G, we can construct a corresponding undirected graph G by making all bidirectional edges in G into undirected edges in G and dropping all other edges, i.e. (i, j) is an undirected edge in G if and only if i ↔ j in G. Then every target-free clique of G corresponds to a maximal clique in G (although G may have additional maximal cliques as well that were originally targeted in G). Thus, the number of target-free cliques in G is at most the number of maximal cliques in G. In fact, the following lemma shows that the maximum number of target-free cliques in directed graphs actually equals the maximum number of maximal cliques in undirected graphs.
Lemma 7.1. The maximum number of target-free cliques in a directed graph equals the maximum number of maximal cliques in an undirected graph.
Proof. From the above construction, we see that the maximum number of target-free cliques in a directed graph is less than or equal to the maximum number of maximal cliques in an undirected graph. To see the reverse inequality, observe that given any undirected graph, there is a canonical corresponding directed graph obtained by replacing each undirected edge with a bidirectional edge. In this case, all the maximal cliques of the undirected graph yield target-free cliques in the corresponding directed graph. Thus, the maximum number of target-free cliques in a directed graph is greater than or equal to the maximum number of maximal cliques in an undirected graph, and so equality holds.
Lemma 7.1 allows us to immediately translate upper bounds on the number of maximal cliques in an undirected graph into upper bounds on the number of target-free cliques in directed graphs, and thus into upper bounds on the number of stable fixed points in CTLNs in parameter regimes where the conjecture holds. For example, applying an upper bound from Moon and Moser [11] immediately yields Theorem 1.11, restated below. if n ≡ 2 (mod 3).
Lemma 7.1 allows us to import a number of other results from the extremal graph theory literature as well. For example, Hedman gives a tighter upper bound on the number of maximal cliques whenever the size of the largest clique is at most n/2 [13] . Moon and Moser also give an upper bound on the number of different sizes of maximal cliques [11] , while Spencer gives a lower bound on this for particularly large n [14] , which improves on a previous lower bound of Erdös [15] .
Additionally, the construction of an undirected G from a directed graph G enables us to apply algorithms for finding maximal cliques in order to enumerate all the target-free cliques of G. Specifically, the list of maximal cliques of G gives all the maximal cliques of G, and it is straightforward to check which of these candidate cliques are in fact target-free in G. Thus, target-free cliques can be easily found using algorithms for finding maximal cliques such as those from Bron and Kerbosch [16] (which has worst case running time of O(3 n/3 )), based on a branch-and-bound technique, or that of Tomita et al. [17] , based on a depth-first search algorithm with pruning.
