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ABSTRACT. – In this paper, we are dealing with the following semilinear elliptic degenerate problem:
(P )
{−|x|21u= λu+ g(u) in B1,
u≡ 0 ∈ ∂B1; u> 0
where B1 = {x ∈RN ; ‖x‖ = 1} and g is nonlinear.
Under appropriate assumptions on g, we prove the existence of global and connected branches of
solutions to (P ) in R×L∞(B1) or in R×H 10 (B1).
Our results cover a large class of sublinear and some nonlinearities. Ó 2000 Éditions scientifiques et
médicales Elsevier SAS
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1. Introduction
In this work, we are interested in obtaining global bifurcation for the following semilinear
elliptic degenerate problem:
(P )
{
−|x|21u= λu+ g(u) in B1,
u≡ 0 ∈ ∂B1; u> 0.
Problem (P ) has already been treated in [4] and in [9]. Precisely, in [4], the authors deal with:
(P1)
{−|x|2u′′ = λu+ up in ]0,1[,
u(0)= u(1)= 0.
By using O.D.E. techniques, they prove the existence of an infinite number of branches,
connected in R × L∞([0,1]), bifurcating from the bottom of the essential spectrum of the
corresponding linear operator, λ= 14 . These branches, Ci , i ∈N/{0}, are composed of solutions
to (P1) which have (i − 1) zeroes in (0,1) for every i ∈N. Regarding positive solutions of (P1),
1 E-mail: esteban@ceremade.dauphine.fr.
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they prove that for all 0< λ< 14 , aside from the solutions contained in the branch C1, there is an
uncountable infinity of positive solutions of (P1) all of which but one (obtained by a variational
approach) are not in H 10 (0,1). Finally, for λ= 14 they prove the existence of a positive solution
which belongs to C0([0,1]) but not to H 10 (0,1). In [9], the authors deal with the case N > 2.
Precisely, assuming the following hypothesis on g:
(1) (A): λ− ((N − 2)/2)2 + lim+∞(g(s)/s)> 0,
(2) (B): For all s > 0, G(s)= ∫ s0 g(t)dt 6 sg(s)/2,
they prove the nonexistence of solutions to (P ). For this, using a moving plane method, they show
that every solution to (P ) is radially symmetric which allows them to use O.D.E. techniques.
It is worth noticing the contrast between results in [4] and those in [9]. Thus, the structure
of the set of solutions is completely different when we change the dimension of the space. We
would like to point out that the type of nondegeneracy which appears in (P ) is crucial to obtain
the above results. Then, our goal is to complete the study of the structure of the set of solutions
to (P ). On one hand, under apropriate assumptions on g, we prove the existence of connected
branches of solutions to (P ) in R × L∞(B1) for N > 1 or in R ×H 10 (B1) for N > 3. On the
other hand, we prove some additional results when g satisfies (A) and (B). So, the outline of the
present paper is as follows:
(1) Existence of a global branch of solutions to (P ) when g = sp − sq , 1<p < q .
(2) Existence of a global branch of solutions to (P ) when g =−sp , 1<p.
(3) Existence of a global branch of solutions to (P ) when g ∼ sα , 0< α < 1.
(4) Behaviour of branches of ε-approximated problem when ε → 0 in the case when g
satisfies assumptions (A) and (B).
Precisely, in Section 2, we recall useful techniques and fundamental theorems we use throughout
this paper. Moreover, we explain the approach we adopt to prove the existence of global branches
of solutions to (P ).
In Section 3, we apply this approach to the case g(s) ∼ sp − sq , 1 < p < q . We prove the
existence of a branch of solutions to (P ), C =⋃λ>aN (λ,uλ), connected in R× L∞(B1), such
that:
• ΠRC = ]aN,+∞[, aN < 0 for N = 1,2, aN > 0 for N > 4 and a3 > 0. Moreover, if
(p− 1)/(q − 1) is not too small, then a3 > 0.
• For allN , aN < ((N − 2)/2)2, (((N − 2)/2)2,0) /∈ C and ‖uλ‖L∞ > C > 0, for all λ > aN .
Moreover, for N > 3, C is connected in R×H 10 (B1) and uλ
λ→aN−→ 0 in H 10 (B1) but not in
L∞(B1).
In Section 4, we deal with the case g(s) ∼ −sp , p > 1. For N > 1, we prove the existence of
a global branch, C =⋃λ>((N−2)/2)2(λ,uλ), connected in R × L∞(B1). Moreover, for N > 3
and λ > ((N − 2)/2)2, uλ ∈ H 10 (B1) is the unique nontrivial solution to (P ) and λ1(−1 −
g′(uλ)/|x|2) > 0, which implies the existence and the uniqueness of the solution to the perturbed
problem:
(Pα)
{−|x|21u= λu+ g(u)+ αh(u) in B1,
u≡ 0 ∈ ∂B1; u> 0,
where h ∈ C1(0,+∞) , h(s)> 0 for all s > 0, lims→+∞ (g(s)+ h(s))/s =−∞ and α > 0 small
enough.
In Section 5, assuming g(s)∼ sα , 0< α < 1, and N > 1, we prove the existence of a branch,
C =⋃λ<0(λ,uλ), connected in R×L∞(B1). Moreover, for N > 3, there exists a global branch,
C˜ =⋃λ<((N−2)/2)2(λ,uλ)⊃ C , connected in R×H 10 (B1) such that
(1) λ < 0⇔ uλ ∈ L∞(B1).
(2) uλ is the unique nontrivial solution in H 10 (B1).
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(3) ‖uλ‖H 10 (B1)
λ→((N−2)/2)2−→ +∞.
Finally, in Section 6, we prove some additional results in the case g(s) ∼ sp . Precisely,
considering the pertubated compact Problem (Pε):
(Pε)
{−(|x|2 + |ε|2)1u= λu+ g(u) in B1,
u ∈H 10 (B1); u> 0.
We prove that the branch, Cε , given by Rabinowitz’s bifurcation theory, vanishes passing to the
limit ε→ 0. This explains in some sense the nonexistence results contained in [9].
It is worth noting that |x|21 does not admit a compact inverse operator in H 10 (B1). However, a
simple computation shows that−(|x|p1)−1 is a compact operator in H 10 (B1) for any 0<p < 2.
Thus, (−|x|21)−1 is a limit of compact operators. This implies that (P ) is not a compact problem
and prevents us from applying Rabinowitz’s bifurcation theory. So, we follow the approach used
in [4]. Precisely, we consider the perturbed problem (Pε) defined above for which by classical
techniques, we prove the existence of a connected branch of solutions in R×L∞(B1)∩H 10 (B1).
Under the assumptions set out in Section 3, 4 and 5, passing to the limit ε→ 0, we prove the
existence of a connected branch of solutions to (P ). This procedure uses Whyburn’s topological
results which we recall below.
This approach is very similar to what is done in [2,5,7,10,21,22]. Precisely, to obtain existence
and global bifurcation to the following problem:
(P˜ )
{
−1u= g(λ,u) in RN,
u> 0.
The authors of the above papers consider the same problem in a ball BR :
(P˜R)
{−1u= g(λ,u) in BR,
u ∈H 10 (BR); u> 0
and passing to the limit R → ∞, they prove the existence of solutions to (P˜ ) and the
connectedness of the set of solutions in some well defined Banach space. Finally, we would
like to point out that as far as problem (P˜ ) is concerned, the difficulty is to obtain uniform a
priori estimates at infinity whereas as regards problem (P ), the difficulty is to obtain asymptotic
behaviour of solutions to (Pε) near 0.
2. Auxiliary results
In this section, we recall useful techniques and theorems that we use in the next sections.
First, we present the main result (see [19]) in global bifurcation which can be applied in compact
situations.
THEOREM 2.1 (Rabinowitz, 1971). – Let E be a real Banach space with norm ‖ · ‖ and
considerG(λ, ·)= λL ·+H(λ, ·) where L is a compact linear map on E andH(λ, ·) is compact
and satisfies
lim‖u‖→0
‖H(λ,u)‖
‖u‖ = 0.
If r(L)= {µ ∈R | 1
µ
is an eigenvalue of L with odd multiplicity} and µ ∈ r(L), then the set:
S = {(λ,u) ∈R×E | (λ,u) is a nontrivial solution of u=G(λ,u)}
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possesses a maximal continuum (i.e., connected branch) of solutions, Cµ, such that (µ,0) ∈ Cµ
and Cµ either:
(i) meets infinity in R×E or,
(ii) meets (µˆ,0) where µ 6= µˆ ∈ r(L).
We apply Theorem 2.1 to prove the existence of branches of solutions to approximated compact
problems (Pε), that we denote Cε throughout this paper. The global behaviour of the branch Cε
is given by assertion (i) of Theorem 2.1. Indeed,
λε = inf
u∈H 10 (B1)
∫
B1
|∇u|2∫
B1
|u|2
|x|2+|ε|2
is the unique bifurcation point of solutions to (Pε) and by Hardy’s inequality, we have:
λε >
(
N − 2
2
)2
= inf
u∈H 10 (B1)
∫
B1
|∇u|2∫
B1
|u|2
|x|2
.
In order to obtain uniform estimates of solutions to (Pε) in L∞, we often use the technique of
sub and supersolutions (see [1]) that we recall now briefly in our situation:
If u¯ is a supersolution to (Pε,λ) in L∞(B1)∩H 10 (B1) and u a subsolution in L∞(B1)∩H 10 (B1)
such that u¯ > u, then, there exists a solution to (Pε,λ), uλε , satisfying u6 uλε 6 u¯. The proof of
this result is based upon the maximum principle. More precisely, using the following iterative
scheme:
(S)
{−(|x|2 + |ε|2)1un+1 = λun + g(un) in B1,
un+1 ≡ 0 in ∂B1; un+1 > 0; u0 = u¯,
we prove that there exists uλε ∈H 10 (B1) ∩L∞(B1) solution to (Pε) such that un ↓ uλε > u.
To prove the existence of a connected set of solutions to (P ), we pass to the limit in the
branches Cε by letting ε→ 0. For this, we use Whyburn’s topological results.
DEFINITION 2.1 (Whyburn). – Let be G any infinite collection of point sets. The set of all
points x such that every neighborhood of x contains points of infinitely many sets of G is called
the superior limit of G (lim supG).
The set of all points y such that every neighborhood of y contains points of all but a finite
number of sets of G is called the inferior limit of G (lim infG).
THEOREM 2.2. – Let {An}n∈N be a sequence of connected closed sets such that
lim inf
n→0 {An} 6≡ ∅.
Then, if the set ⋃n∈NAn is relatively compact, lim supn→0{An} is a closed, connected set.
We apply Theorem 2.2 as follows: Let {εn}n∈N ⊂R such that εn n→∞−→ 0 and put:
An =
{|λ|6Λ}×L∞(B1)∩ Cεn .
Proving that
⋃
n∈NAn is relatively compact in R × L∞(B1) or R × H 10 (B1) and applying
Theorem 2.2, we obtain that lim supn→∞An = CΛ is a connected set of nontrivial solutions
to (P ) in R × L∞(B1) or R × H 10 (B1). Passing to the limit |Λ| → +∞, we prove thatC := limΛ→∞ CΛ is a global branch of nontrivial solutions to (P ).
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The important step in this process is to obtain uniform estimates by below for solutions to the
aproximated problem (Pε), independently to ε. For instance, we prove:
(λn,un) ∈An⇒‖un‖X > C > 0,
where X = H 10 (B1) or L∞(B1). For this, we use the invariance by dilation of the operator
−|x|21. More precisely, if uλε is a solution to (Pε,λ), we define the rescaling function vλε ∈
H 10 (B1/ε), such that v
λ
ε (x)= uλε (εx) is solution to:
([Pε])
{−(|x|2+ 1)1v = λv + g(v) in B1/ε,
v ≡ 0 in ∂B1/ε; v > 0.
By results from [14], we remark that every solution to ([Pε,λ]) is radially decreasing. Then, we
can apply O.D.E. techniques to the following equation:
([Eε])
{
−(r2 + 1)v′′(r)− (N − 1)(r2 + 1) v′(r)
r
= λv(r)+ g(v(r)) in (0,1/ε),
v( 1
ε
)= 0; v′(0)= 0.
Since−(|x|2+1)1 is strictly elliptic, it is easier to obtain uniform a priori estimates for {vλε }ε>0.
Moreover, the study of the equation in ([Eε]) leads to the control of the asymptotic behaviour of
solutions to (Pε) near 0.
Throughout this paper, we adopt the following notational conventions:
Notations. –
(Pλ) (resp. (Pε,λ)) represents problem (P ) (resp. problem (Pε)) with λ fixed.
uλε denotes a nontrivial solution to (Pε,λ). vλε is the rescaled function of uλε and is solution to
([Pλε ]).
[·] denotes the ε-scaling operator. For instance, ([Pε]) is the rescaled problem corresponding
to (Pε).
λN = ((N − 2)/2)2 is the bottom of the continuous spectrum to the linear operator−|x|21.
λε is the first eigenvalue to −(|x|2 + |ε|2)1 in H 10 (B1) which means that:
λε = inf
φ∈H 10 (B1)
∫
B1
|∇φ|2∫
B1
φ2
|x|2+|ε|2
and ψε is the positive eigenfunction associated to λε such that∫
B1
ψε
|x|2+ |ε|2 = 1.
S = {(λ,u) ∈R×L∞(B1) | (λ,u) is a nontrivial solution to (P )}.
Sε = {(λ,uλε) ∈R×L∞(B1) | (λ,uλε) is a nontrivial solution to (Pε)}.
ΠR is the projection operator on R.
C represents a various positive constant independent of n. However, C(·) depends on (·).
L2
(
dx
|x|2
)
=
{
u
∣∣ ∫
B1
|u|2
|x|2 <∞
}
.
C0(B1)= {u | u is continuous in B1 and u≡ 0 in ∂B1}.
720 M.J. ESTEBAN, J. GIACOMONI / J. Math. Pures Appl. 79 (2000) 715–740
Zλ := {s ∈R+ | λs + g(s)= 0}.
gλ(t) := λt + g(t) and Gλ(t) :=
∫ t
0 gλ(s)ds.|σN−1| is the surface area of the unit sphere.
Moreover, if a function u is radially symmetric, then we identify u(x) (x ∈ RN ) and u(r)
(r := |x|).
3. First example: g(s)= (|s|p−1 − |s|q−1)s where 1<p < q
3.1. Main results
Throughout this section, we suppose that g(s) = (|s|p−1 − |s|q−1)s, where 1 < p < q . The
main result of this section is:
THEOREM 3.1. – Assume N > 1. Then, there exists a branch of solutions to (P ), C =⋃
λ>aN
(λ,uλ), connected in R×L∞(B1) satisfying the following assertions:
(i) aN < λ < λ′ ⇒ uλ < uλ′ .
(ii) aN < λN , aN < 0 if N = 1,2; aN > 0 for N > 4 and a3 > 0.
(iii) If N = 3, then there exists C such that 0<C < 1 and such that if (p− 1)/(q − 1) > C,
then a3 > 0.
(iv) (λN ,0) /∈ C; ‖uλ‖L∞(B1) > C > 0 for all λ > aN .
(v) If N > 3, then C is connected in R × H 10 (B1) and uλ
λ→aN−→ 0 in H 10 (B1) but not in
L∞(B1).
Remarks. –
1. C =⋃λ>aN (λ,uλ) is connected in R× C0(B1).
2. We would like to point out that from assertions (iii), (iv) and forN > 3, C =⋃λ>aN (λ,uλ)
has a different asymptotic behaviour in R×L∞(B1) and in R×H 10 (B1).
3. It is worth noticing that λN is not a bifurcation point in L∞(B1).
4. We suspect that a3 > 0 for all 1<p < q .
3.2. A priori estimates for solutions to the approximated problems (Pε)
In this section, we are interested in obtaining the existence and a priori estimates of a connected
set of solutions to (Pε):
(Pε)
{−(|x|2 + |ε|2)1u= λu+ up − uq in B1,
u ∈H 10 (B1); u> 0.
We start by stating the following theorem which is adapted from results in [18] and [20]:
THEOREM 3.2. – Let ε ∈ (0,1). Then, there exists aε,N such that aε,N >−1 and
(i) λ < aε,N ⇔ (Pε,λ) has no nontrivial solution. Moreover, for λ> aε,N , (Pε,λ) possesses a
maximal solution denoted by u¯λε , satisfying:
λ < λ′ ⇒ u¯λε < u¯λ
′
ε and
∥∥u¯λε∥∥L∞(B1) 6 βλ = sup{s > 0 | s ∈ Zλ}.
(ii) ε→ aε,N is decreasing and if we define aN := limε→0+ aε,N ∈R, then
aN < 0 for N = 1,2, aN > 0 for N > 4.
If N = 3 and (p− 1)/(q − 1) is not too small, then a3 > 0.
(iii) C¯ε :=⋃λ>aε,N (λ, u¯λε ) is connected in R×L∞(B1)∩H 10 (B1).
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Now, applying Theorem 2.1 and adapting a result from [20], we have the following theorem:
THEOREM 3.3. – There exists a branch of nontrivial solutions to (Pε), Cε , bifurcating from
(λε,0) and connected in R×L∞(B1)∩H 10 (B1) such that:
(i) ΠRCε = [aε,N,+∞[ , Cε ⊃ C¯ε , C¯ε ∩ Cε − C¯ε = (aε,N, u¯aε,Nε ) and
ΠR(Cε − C¯ε)⊇ [aε,N,λε].
(ii) If we define bε = sup{λ | λ ∈ΠR(Cε − C¯ε)}, then bε > λε and(
λ,uλε
) ∈ Cε − C¯ε ∩ {aε,N < λ6 bε} ×L∞(B1)⇒ uλε < u¯λε and uλε 6> u¯aε,Nε .
Remarks. –
1. For every λ such that λ > aε,N , Cε contains at least two ordered solutions: (λ, u¯λε ) and
(λ,uλε ).
2. (aε,N, u¯
aε,N
ε ) is a bifurcation point from the set of maximal solutions to (Pε) and(
aε,N, u¯
aε,N
ε
)= Cε ∩ (Cε − C¯ε).
Proof of Theorem 3.2. –
(i) The existence of a maximal solution to (Pε,λ), u¯λε , follows from the iterative scheme (S)
defined in Section 2 (here u0 = βλ, which is a strict supersolution to (Pε,λ)).
By Theorem 2.1, there exists a global branch of nontrivial solutions to (Pε), Cε , bifurcating
from (λε,0) such that ΠRCε = [dε,+∞[ where dε < λε . Then, aε,N = inf{λ/u¯λε is a nontrivial
solution to (Pε,λ)}6 dε < λε . In fact, as in [10], we can prove that dε = aε,N .
Now, let λ < λ′. Then, taking u¯= βλ′ and u= uλε , it follows that there exists uλ′ε a solution to
(Pε,λ) such that
u¯λε < u
λ′
ε 6 u¯λ
′
ε < βλ′ .
Moreover, aε,N > −1. Indeed, since for all t > 0, −t + tp − tq 6 0 and by the maximum
principle, there is no solution to (Pε,−1). This implies that aN ∈ R. The proof of assertion (i)
is now complete.
(ii) Using the sub and supersolution technique, we prove that ε→ aε,N is decreasing. Indeed,
let 0< ε′ < ε. Then, it suffices to prove that there exists a nontrivial solution to (P aε,N
ε′ ). For this,
remark that u= u¯aε,Nε is a strict subsolution to (P aε,Nε′ ) and u¯= βaε,N is a strict supersolution to
(P
aε,N
ε′ ) and we are done.
Now, let us show that
if N = 1,2, then aN < 0(3.1)
For this, let us consider the following minimization problem:
Iλε = inf
u∈H 10 (B1)
Eλ,ε(u), Eλ,ε(u)=
∫
B1
|∇u|2
2
−
∫
B1
(
λ u
2
2 + u
p+1
p+1 − u
q+1
q+1
)
|x|2 + |ε|2 .
By compactness arguments, it is easy to show that Iλε is achieved. Then, to prove (i), it suffices
to show that there exist λ < 0, ε > 0 such that Iλε < 0. For this, we use a technique from [5].
Precisely, we define wλ such that:
wλ(x)=
{
βλ in B1/2,
2βλ(1− |x|) in B1 \B1/2.
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We have Iλε 6 Eλ,ε(wλ) and
Eλ,ε(wλ)= |σN−1|
(
2β2λ
1∫
1/2
rN−1 dr −Gλ(βλ)
1/2∫
0
rN−1 dr
r2 + |ε|2 −
1∫
1/2
Gλ(wλ) r
N−1 dr
r2 + |ε|2
)
.(3.2)
Taking λ < 0 such that |λ| is small enough, we have Gλ(βλ) > 0 which implies together with
(3.2):
if N = 1, Iλε 6 C1
(
|βλ|2 −
Gλ(βλ) arctan( 12ε )
2ε
)
+C2 ε→0−→−∞,
if N = 2, Iλε 6C1
(
3
4
|βλ|2 −
Gλ(βλ) ln( 1+4ε
2
4ε2 )
2
)
+C2 ε→0−→−∞.
Now, for N > 4, by Hardy’s inequality, any solution to (Pε,λ), uλε , satisfies:
λN
∫
B1
|uλε |2
|x|2 6
∫
B1
∣∣∇uλε ∣∣2 = λ∫
B1
|uλε |2
|x|2 + |ε|2 +
∫
B1
|uλε |p+1 − |uλε |q+1
|x|2 + |ε|2 .(3.3)
Moreover, for λ < 0, (λ,uλε) ∈ Sε implies that ‖uλε‖L∞(B1) < βλ < β0 = 1. By (3.3) and since
N > 4:
λN − λ> 1− λ>
∥∥uλε∥∥p−1L∞(B1)(3.4)
which yields λ > 0. Finally, if N = 3 and λ < 0 then, by (3.3):
1
4
∫
B1
|u|2
|x|2 + |λ|
∫
B1
|u|2
|x|2 + |ε|2 6 sups∈[0,1]
(
sp−1 − sq−1)∫
B1
|u|2
|x|2 + |ε|2 .(3.5)
Moreover, a simple computation proves that:
sup
s∈[0,1]
(
sp−1 − sq−1)= (p− 1
q − 1
) p−1
q−p(q − p
q − 1
)
= φ
(
p− 1
q − 1
)
, where φ(x)= x x1−x (1− x).
φ(·) is decreasing, limx→0+ φ(x) = 1 and limx→1− φ(x) = 0. This completes the proof of
assertion (ii).
(iii) is a consequence of Theorem 2.2 and the iterative scheme (S). Indeed, put
An =
{(
λ,un(λ)
) | λ> aε,N} where un(λ) is the n-th term in (S).⋃
n∈NAn is relatively compact in L∞(B1)∩H 10 (B1) and
lim inf
n→∞ An = lim supn→∞ An =
⋃
λ>aε,N
(
λ, u¯λε
)
which, by Theorem 2.2, is a connected set. This completes the proof of assertion (iii) and
Theorem 3.2. 2
Now, we turn to the proof of Theorem 3.3, which adapts a method from [20].
Proof of Theorem 3.3. – Let Cε the branch of solutions to (Pε), obtained by Theorem 2.1. Since
ΠRCε = [aε,N,+∞[, there exists (λn,un) ∈ Cε such that limn→∞ λn =+∞. First, by the results
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from [14], un is radially symmetric and radially decreasing. Then, we apply the argument in the
proof of assertion (ii) Theorem 4.2 in [10] and we obtain:
un
n→∞−→ +∞ uniformly in any compactK ⊂ B1.
Thus, since un is radially decreasing, −u′n(1) n→∞−→ +∞ which implies that for n large enough:
un u¯aε,Nε(3.6)
This together with (λε,0) ∈ Cε implies that
B := {(λ,u) ∈ Cε | λ> aε,N, u > u¯aε,Nε } 6≡ ∅ and B 6≡ Cε.
Now, suppose that ΠRB ⊂ [λ0,+∞[ with λ0 > aε,N . Then, by the maximum principle, it is
easy to prove that B is closed and open which contradicts the connectedness of Cε . Thus,
ΠRB ⊃]aε,N,+∞[ and (aε,N,uaε,Nε ) ∈ B .
Consider now A := {(λ,u) ∈ Cε | λ < aε,N , u 6> u¯λε }. We have that A= Cε − B 3 (λε,0). As
in [10], it is easy to prove that A contains the maximal component of (λε,0) in {λ > aε,N } ×
L∞(B1) ∩ Cε which is denoted by C˜ε . Then, ΠRC˜ε ⊃ [aε,N,λε] and C˜ε ∩ C¯ε = (aε,N,uaε,Nε ).
Moreover, by the arguments leading to (3.6), we prove that C˜ε is bounded in R×L∞(B1).
Therefore, defining Cε := C˜ε ∪ C¯ε , (i) and (ii) follow and the proof of Theorem 3.3 is now
complete. 2
3.3. Existence of a global branch of solutions to (P )
We are ready now to prove Theorem 3.1.
Proof of Theorem 3.1. – We apply here Theorem 2.2. More precisely, let {εn}n∈N such that
εn
n→∞−→ 0, {(λn,un)}n∈N such that:
(λn,un) ∈An := C¯εn ∩ {aN <Λ1 6 λ6Λ2} ×L∞(B1).(3.7)
Let us prove that {(λn,un)}n∈N is relatively compact in R×L∞(B1). First, suppose that λn > 0
for all n ∈ N ( for instance, in the case N > 4). Moreover, by the maximum principle, it is easy
to prove that if λ> 0, then:
ε < ε′ ⇒ u¯λε′ < u¯λε(3.8)
which implies together with λn >Λ1 > aN , that for all n ∈N, ‖un‖L∞(B1) > C > 0.
Moreover, since (λn,un) ∈An:
|λn|6C,
∫
B1
|∇un|2 6 C and ‖un‖L∞(B1) 6C.(3.9)
By (3.8) and (3.9), there is (λ,u) ∈ L∞(B1)∩H 10 (B1)∩ S such that up to subsequences:
λn
n→∞−→ λ and un n→∞−→ u in L∞(|x|> δ), ∀δ > 0.(3.10)
Thus, it remains to prove that un
n→∞−→ u in L∞(B1). Since un is radially decreasing, u is radially
decreasing and satisfies:
−r2u′′(r)− (N − 1)ru′(r)= λu(r)+ up(r)− uq(r) in (0,1).(3.11)
Multiplying (3.11) by u′ in (ε,1), where 0< ε < 1 and integrating by parts, we obtain:
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−(N − 2)
1∫
ε
r
∣∣u′(r)∣∣2 dr − [ r2|u′(r)|2
2
]1
ε
=
[
λu2
2
+ u
p+1
p+ 1 −
uq+1
q + 1
]1
ε
.
Hence,
−(N − 2)
1∫
ε
r
∣∣u′(r)∣∣2 − u′(1)2
2
+ ε
2u′(ε)2
2
=−
(
λu(ε)2
2
+ u(ε)
p+1
p+ 1 −
u(ε)q+1
q + 1
)
.
Therefore, there is l ∈R such that εu′(ε) ε→0+−→ l. The boundedness of u implies that l = 0. Now,
since u is radially decreasing and by (3.11), it follows that:
λu(r)+ u(r)p − u(r)q r→0+−→ 0.
Therefore, since λ > 0, u(r) r→0
+−→ l1 ∈Zλ = {0, βλ}. Since u is nontrivial, then
u(r)
r→0+−→ βλ.(3.12)
This implies that for all η > 0, there is δ > 0 , N(δ) ∈N such that:
|x|6 δ⇒ un(x)> (1− η)βλ ∀n>N(δ).(3.13)
Indeed, suppose the contrary:
∃η0 > 0, ∀δn→ 0+, un(δn) < βλ(1− η0).
This implies that for n large enough:
∀x 6= 0, u(x)= lim
n→∞un(x)6 limn→∞un(δn)6 (1− η0)βλ.
This contradicts (3.12). Finally, for all η > 0 there exists δ > 0 such that:
lim sup
n→∞
‖un − u‖L∞(B1) 6 lim sup
n→∞
‖un − u‖L∞(|x|6δ) + ‖u− βλ‖L∞(|x|6δ)
+ lim sup
n→∞
‖un − u‖L∞(|x|>δ) 6 2η.
This proves that ‖un − u‖L∞(B1) n→∞−→ 0. Now, suppose that λ < 0 and N = 1,2. Considering
vn = vεn which is the rescaled function defined in Section 2, we prove that up to subsequences:
vn
n→∞−→ βλ in L∞loc
(
RN
)
Indeed, noting that vn is the maximal solution to ([Pεn]) ( for this, it suffices to remark that
un is the maximal solution to (Pεn)) and ‖vn‖L∞(B1/εn ) 6 C, it is easy to prove that there is
v ∈L∞(RN), radially decreasing, satisfying vn n→∞−→ v in L∞loc(RN) and
([E])
{−r2v′′(r)− (N − 1)rv′(r)= λv(r)+ v(r)p − v(r)q in (0,+∞),
v > 0; v′ 6 0.
By the same arguments as in [5, p. 30–31], it is easy to prove that
v(+∞) := lim
r→∞v(r) ∈Zλ.(3.14)
Moreover, by the maximum principle and since v¯λε := [u¯λε ] is the maximal solution to ([Pε,λ]),
we have:
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ε < ε′ ⇒ v¯λε′ < v¯λε .
As above, this implies that v 6≡ 0, ‖v‖L∞(RN) > αλ and satisfies the following alternative:
either v ≡ βλ or v is nontrivial; lim|x|→∞v(x)= 0 and ‖vn − v‖L∞(RN)
n→∞−→ 0.(3.15)
For this, note that v(+∞) ∈ Zλ. By using the following minimization problem, we prove that the
first case in (3.15) occurs:
In = inf
φ∈H 10 (B1/εn )
En(φ), En(φ)=
∫
B1/εn
|∇φ|2
2
−
∫
B1/εn
Gλn(φ)
|x|2 + 1 .
First, note that
In >−|σN−1|
+∞∫
0
1
r2 + 1 dr >−∞.
Therefore, for all n, In is achieved by a function denoted by wn. Since vn is the maximal solution
to ([Pεn,λn]), wn 6 vn. Suppose that the second case in (3.15) occurs. Then, by (3.15), there is
w ∈ L∞(RN) such that
wn
n→∞−→ w 6 v in L∞(RN)
and by definition of wn∫
RN
|∇w|2 −
∫
RN
Gλ(w)
|x|2 + 1 = infφ∈H 1(RN)
∫
RN
|∇φ|2
2
−
∫
RN
Gλ(φ)
|x|2+ 1 .(3.16)
Consider the rescaled function tn such that tn(x) := wλ(εnx), where wλ is defined in (3.2). We
have for N = 1:
En(tn)6 εn|βλn |2 −Gλn(βλn) arctan
(
1
εn
)
+C.(3.17)
Thus, from (3.17), it follows that
In 6 En(tn) n→∞−→ −pi2Gλ(βλ).
Then, by (3.16) and (3.17), it follows:∫
RN
|∇w|2 −
∫
RN
Gλ(w)
|x|2 + 1 6−
pi
2
Gλ(βλ),
this contradicts the fact that w is nontrivial. This proves that for N = 1, v ≡ βλ. Finally, to
conclude the proof in the case N = 1, let us prove the compactness of un in L∞(B1). For this,
we follow the method from [4], Lemma 3.8:
First, we define the unique xn such that un(xn) = αλn = inf{t > 0 | t ∈ Zλn} > 0 and
u′n(xn)6 0. Let us prove that |xn| > C > 0. Suppose that there exists a subsequence {xn′ }n′∈N
such that xn′ → 0. By notational convenience, we denote xn = xn′ and un′ = un. Next, we
consider the function gn such that gn(x) := un(xn x). The function gn satisfies:
(∗)
{−(|x|2+ |εn|2x−2n )g′′n = λngn + gpn − gqn in B1/xn,
gn(1)= αλn; g′n(1)6 0.
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As in [4], there exists C > 0 such that |ε2nx−2n | 6 C. Therefore, up to subsequences, there is
l ∈R+, g ∈L∞(R+) such that gn n→∞−→ g in L∞loc(R+) and{−(|x|2+ l2)g′′ = λg + gp − gq in (0,+∞),
g(1)= αλ; g′(1)6 0.
Moreover, by (∗) and (3.18), gn and g are concave in (0,1). Using (3.15), we have gn(0) n→∞−→ βλ.
Thus, by concavity and since gn(1)
n→∞−→ αλ,
g′(1)6 αλ − βλ
2
(3.18)
which implies that g is nontrivial. As above, since g is bounded and nontrivial, g(0) = βλ and
g(+∞)= limx→+∞ g(x) ∈Zλ. From (3.18), it follows that g(+∞)= 0.
Now, multiplying (3.18) by g′ and integrating by parts in (0,+∞), we obtain:
+∞∫
0
sg′(s)2 ds −
[
(s2 + l2)g′(s)2
2
]+∞
0
=
[
λg(s)2
2
+ g(s)
p+1
p+ 1 −
g(s)q+1
q + 1
]+∞
0
which implies, together with g(+∞)= 0,
+∞∫
0
sg′(s)2 ds <−Gλ(βλ) < 0.
This yields a contradiction and so, |xn|> C > 0.
Finally, by compactness arguments, for all δ > 0, un
n→∞−→ u in L∞(|x|> δ). Since un and u
are concave near 0,
∀η > 0, ∃δ > 0 such that |x|6 δ⇒ un(x)> (1− η)βλ.
Then, we conclude as in the case λ > 0.
Now, we treat the case N = 2. As above, we prove that vn n→∞−→ βλ in L∞loc(RN). Indeed,
suppose the contrary:
vn
n→∞−→ v in L∞(RN ) and v(+∞) := lim|x|→∞v(x)= 0.
Then, it follows
∀ε > 0, ∃M > 0 such that |x|>M⇒wn(x)6 vn(x)6 ε ∀n ∈N.
Thus, choosing ε small enough such that Gλ(x) < 0 for all x satisfying |x|>M , we obtain:
In = En(wn)=
∫
B1/εn
|∇wn|2
2
−
∫
B1/εn
Gλn(wn)
|x|2 + 1
>−|σN−1|
M∫
0
Gλn(wn)r
r2 + 1 dr >−CGλn(βλn) ln
(
M2 + 1
2
)
>−∞.
However,
In 6 En(tn)6 |βλn |
2
2
−Gλn(βλn) ln
(
4|εn|2 + 1
4|εn|2
)
+C n→∞−→ −∞
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which yields a contradiction and so, vn
n→∞−→ βλ in L∞loc(RN). Now, to show that un converges to
a nontrivial solution, we prove that∣∣u′n(1)∣∣> C > 0, ∀n ∈N.(3.19)
For this, we use a “Pohozaev equality”. More precisely, multiplying the equation in (Pεn) by
x · ∇un
|x|2+ |εn|2
and integrating by parts, we obtain:(
N − 2
2
)∫
B1
|∇un|2 + 12
∫
∂B1
∣∣∣∣∂un∂n
∣∣∣∣2(x · n)dσ = ∫
B1
2Gλn(un)|εn|2
(|x|2 + |εn|2)2 dx(3.20)
= |σN−1|
1/εn∫
0
Gλn(vn)r
(r2 + 1)2 dr.
Doing N = 2 in (3.20) and using the fact that vn n→∞−→ βλ in L∞loc(RN), we prove that there exists
C > 0 such that for n large enough:
2piu′n(1)2 =
∫
∂B1
∣∣∣∣∂un∂n
∣∣∣∣2(x · n)dσ > C
1∫
0
Gλ(βλ)r
2(r2 + 1)2 dr.
Thus, (3.19) follows. Now, we can conclude. As above, there is u in L∞(B1) solution to (P )
such that un
n→∞−→ u in L∞(|x| > δ) for all δ > 0. By (3.19), u is nontrivial. To prove that
‖un − u‖L∞(B1) n→∞−→ 0, it suffices to show that limr→0+ u(r) = βλ. As above, multiplying the
equation in (P ) by u′ and integrating by parts in (ε,1) where ε > 0, we obtain:
−u
′(1)2
2
+ ε
2u′(ε)2
2
=−G(u(ε)).(3.21)
Since u is bounded and radially decreasing, (3.21) implies that ε2u′(ε)2 ε→0
+−→ 0. Therefore, from
(3.19) and (3.21), it follows that G(u(ε) ε→0
+−→ l > 0. Since lim|x|→0+ u(x) ∈ Zλ, this implies that
limr→0+ u(r)= βλ. Repeating the argument leading to (3.13), we obtain ‖un−u‖L∞(B1) n→∞−→ 0.
Applying Theorem 2.2 and doing Λ1→ aN , Λ2→+∞ in (3.7), the existence of C is now
proved, and ΠRC =]aN,+∞[ where aN satisfies:
aN < 0 for N = 1,2; aN > 0 for N > 4; a3 > 0 if p− 1
q − 1 > φ
−1
(
1
4
)
; else a3 > 0.
This completes the proof of assertion (ii).
(i) follows from the maximum principle and Theorem 3.2.
(iii) follows from assertion (ii) of Theorem 3.2. Moreover, noting that by (i) of Theorem 3.1,
we have:
‖uλ‖L∞(B1) > lim
λ→aN
‖uλ‖L∞(B1) = βaN > 0,
(iv) is proved. Finally, let us prove (v). For this, we take {εn}n∈N ⊂ R+ such that εn n→∞−→ 0 and
put:
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An =
{
(λ,un) ∈ Cεn | λn 6Λ
}
.
ForΛ large enough, An ⊃ C˜εn (defined in (3.15)). Remarking that 1/|x|2 ∈Lα(B1) for α 6N/2
and
⋃
n∈NAn is bounded in L∞(B1),
⋃
n∈NAn is relatively compact in R×H 10 (B1) for N > 3.
Moreover,
∅ 6≡ lim inf
n→∞ An ⊃
{
(λ,uλ)
}
aN<λ6Λ.
Then, by Theorem 2.2, lim supn→∞An is a connected set of solutions to (P ) in R ×H 10 (B1),
which implies that C is connected in R×H 10 (B1).
Now, let us show that
uλ
λ→aN−→ 0 in H 10 (B1).(3.22)
To prove (3.22), we apply a method from [10]. More precisely, we consider vn = vεn the rescaled
function (corresponding to uεn ) defined in Section 2 and [Cεn], the corresponding rescaled branch
of Cεn .
Fixing ε0 and defining vε0 = [u¯
aε0,N
ε0 ], we put for all ε < ε0:
Aε =
{
(λ, v) ∈ [Cε] | λ> aε0,N , v 6> vε0
}
.
First, ∅ 6≡Aε 3 (λε,0). Noting that vε0 is a subsolution to ([Pε]) for all ε < ε0, by the maximum
principle it is easy to prove that Aε is closed and open. Then, since [Cεn] is connected, Aε is the
maximal component set of (λε,0) in {λ6 aε0,N } ×H 10 (B1)∩L∞(B1) andΠRAε ⊃ [aN,ε0, λε].
Now, let (λn,un) ∈ C˜εn such that λn >Λ1 > aN . Then, there exists ε0 such that aε0 > λn and
(λn, vn) ∈Aεn which implies by definition that:
∃ξn ∈B1/ε0 such that vn(ξn)6 vε0(ξ) < βλ;
therefore,
∃ξ ∈B1/ε0 such that un(εnξ)6 ‖vε0‖L∞ < βλ.(3.23)
Moreover, since {(λ,un)}n∈N is relatively compact in R×H 10 (B1), there is (λ,u) solution to (P )
such that
λn
n→∞−→ λ and un n→∞−→ u in H 10 (B1).
As above, since u belongs to L∞(B1), lim|x|→0 u(x) = l ∈ Zλ and Gλ(l) > 0; therefore,
by (3.23), we have:
lim|x|→0u(x)= 0 and un
n→∞−→ u≡ 0 in H 10 (B1).(3.24)
Thus, the connectedness of lim supn→∞An in R × H 10 (B1) and (3.24) imply that (aN ,0) ∈
lim supn→∞An in R × H 10 (B1) but by (iv), not in R × L∞(B1). This completes the proof of
(v) and Theorem 3.1. 2
Remarks. –
1. Clearly, Theorem 3.1 can be generalized to cover a more general class of functions g as in
[10] Section 4.
2. Our approach to prove the existence of solutions to (P ) does not allow us to know whether
there exist non radially symmetric solutions to (P ) or not. However, a recent result from
[8] improving the results in [14], proves that any solution to (P ) is radially symmetric.
3. Since aN is not an eigenvalue to −|x|21, (aN ,0) cannot be a bifurcation point in
R×L∞(B1)∩H 10 (B1).
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4. Second example: g(s)∼−sp where p > 1
4.1. Main results
Throughout this section, we assume the following hypothesis on g:
(H1) g is in C1([0,+∞[),
(H2) f : s→ g(s)/s is strictly decreasing, lims→0+ f (s)= 0 and lims→+∞ f (s)=−∞.
The main result of this section is the following:
THEOREM 4.1. – Assume (H1) and (H2). Then, there exists a global branch of solutions to
(P ), C =⋃λ>λN (λ,uλ), connected in R+ ×L∞(B1), such that:(i) ΠRC =]λN,+∞[.
(ii) uλ is radially decreasing and if N 6= 2, (λN ,0) /∈ C . ‖uλ‖L∞(B1) = f−1(λ). Moreover,
λ < λ′ ⇒ uλ < uλ′ and uλ λ→+∞−→ +∞
uniformly on any compact K ⊂ B1.
(iii) For N > 3, C is connected in R×H 10 (B1) and (λN ,0) ∈ C in R×H 10 (B1). Moreover, uλ
is the unique solution to (Pλ) in H 10 (B1). If g is strictly convex, then
λ1
(
−1− (g
′(uλ)+ λ)
|x|2
)
> 0 for λ > λN.
(iv) There is no solution to (P ) in {λ6 λN } ×H 10 (B1).
Using the method from [16], we have the following corollary:
COROLLARY 4.2. – Assume N > 3, (H1), (H2) and −g is strictly convex. Let h : s→ h(s) ∈
C1(0,+∞) be such that:
(H3) h(0)= 0 and h(s)> 0 for all s > 0,
(H4) lims→+∞ (g(s)+ h(s))/s =−∞.
Then, if (Pα) denotes the following problem:
(Pα)
{
l − |x|21u= λu+ g(u)+ αh(u) in B1,
u≡ 0 in ∂B1, u> 0,
there is α0 ∈]0,1[ such that for all 0< α 6 α0 and λ > aN , there exists a unique solution to (Pα)
in L∞(B1)∩H 10 (B1).
Remarks. –
1. g : s→ g(s)=−|s|p−1s, p > 1, satisfies (H1) and (H2).
2. f (s)= Csq , such that 1< q < p, satisfies the assumptions of Corollary 4.2.
3. It is worth noticing that for N > 3, C is closed in R×H 10 (B1) but not in R×L∞(B1).
4. Since uλ is continuous in B1, C is connected in R× C0(B1).
4.2. A priori estimates of solutions to the approximated problem (Pε)
Here, we are dealing with global bifurcation for (Pε). Precisely, we prove the following
theorem which is adapted from results in [3].
THEOREM 4.3. – Assume that (H1) and (H2) hold; then:
(i) For all λ > λε , there is a unique nontrivial solution to (Pε,λ), uλε , radially decreasing, in
H 10 (B1)∩L∞(B1).
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(ii) If λ6 λε , then, there is no solution to (Pε,λ) in H 10 (B1) and
λε < λ< λ
′ ⇒ uλε < uλ
′
ε < f
−1(λ′).
(iii) (0, λε) ∪ {(λ,uλε)}λ>λε = Cε is a connected branch of solutions to (Pε) in
H 10 (B1)∩L∞(B1). Moreover,
uλε
λ→+∞−→ +∞ uniformly on every compactK ⊂ B1.
(iv) 0< ε < ε′, λε < λ⇒ uλε′ < uλε .
Proof of Theorem 4.3. – (i), (ii), (iii) follow from the arguments in [3]. Let us prove (iv). Taking
u= uλ
ε′ , u¯= f−1(λ) , there is u solution to (Pε,λ) such that uλε′ < u < f−1(λ). This completes
the proof of Theorem 4.3. 2
4.3. Existence of a global branch of solutions to (P )
Now, we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. – To prove the existence of C , we apply Theorem 2.2. Take {εn}n∈N
such that εn→ 0+ and
An =
{
(λ,u) ∈ Cεn | λN <Λ1 6 λ6Λ2
}
.(4.1)
Let us prove that
⋃
n∈NAn is relatively compact in R×L∞(B1). As above, taking (λn,un) ∈An,
there exists (λ,uλ), solution to (P ), such that uλ is radially decreasing and up to subsequences:
λn
n→+∞−→ λ and for all δ > 0, un n→+∞−→ uλ in L∞(|x|> δ).
To show that un
n→+∞−→ uλ in L∞(B1), it suffices to prove that uλ(0)= limr→0+ uλ(r)= f−1(λ).
Indeed, we apply the arguments leading to (3.13): since λN < λ, there exists ε small enough such
that λε < λ. Then, by the maximum principle, for λ′ ∈]λε,λ[, 0 < uλ < uλ′ε which implies that
uλ is nontrivial. As above, we prove that uλ(0) ∈ Zλ = {0, f−1(λ)}. Then, since uλ is radially
decreasing and nontrivial, uλ(0)= f−1(λ).
Now, noting that
lim inf
n→∞ An = lim supn→∞ An 6≡ ∅,
we can apply Theorem 2.2 which implies that
lim sup
n→∞
An =
⋃
Λ16λ6Λ2
(λ,uλ)
is a connected set of solutions to (P ). Doing Λ1→ λN and Λ2→+∞ in (4.1), we prove the
existence of C =⋃λ>λN (λ,uλ), a continuum of solutions to (P ) such that ΠRC =]λN,+∞[.
Since ‖uλ‖L∞(B1) = f−1(λ), (λN ,0) /∈ C if N 6= 2. This completes the proof of the assertions
(i), (ii).
(iii) The connectedness of C ∪ (λN ,0) follows from the same arguments proving (v) in
Theorem 3.1. So we don’t repeat them. Then, it follows that:
uλ
λ→λN−→ 0 in H 10 (B1)∩L∞(K), for anyK compact set of B1/{0}.
Now, let us prove that for any λ > λN , uλ is the unique solution in H 10 (B1). First, note that since
λt+g(t)6 0 for any t > f−1(λ), every solution to (Pλ) is less than f−1(λ) (for this, multiplying
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the equation in (Pλ) by (u− f−1(λ))+ and integrating by parts, we obtain (u− f−1(λ))+ ≡ 0).
Then, it suffices to prove the uniqueness of the solution to (Pλ) in H 10 (B1) ∩ L∞(B1). The first
step of the proof is to note that uλ is the minimal nontrivial solution to (Pλ). Indeed, if vλ is a
nontrivial solution to (Pλ) in L∞(B1)∩H 10 (B1), then, taking u¯= vλ and u= αψε , where α and
ε are small enough such that αψε < vλ and λ > λε , we obtain:
αψε < u
λ
ε < vλ.
Passing to the limit in ε→ 0+, it follows that
αψε < uλ 6 vλ.
Now, we adapt a method from [3]: First, since uλε is the unique solution to (P λε ), we have:
λ1
(
−1−
λ+ g(uλε )
uλε
|x|2+ |ε|2
)
:= inf
φ∈H 10 (B1)
∫
B1
|∇φ|2 − ∫
B1
(
λ+ g(uλε )
uλε
) φ2
|x|2+|ε|2∫
B1
φ2
|x|2+|ε|2
= 0.
Using the monotone convergence theorem (by assertion (iv) of Theorem 4.3), we prove that for
any φ ∈H 10 (B1), we have:
06
∫
B1
|∇φ|2 − ∫B1 (λ+ g(uλε )uλε ) φ2|x|2+|ε|2∫
B1
φ2
|x|2+|ε|2
ε→0+−→
∫
B1
|∇φ|2 − ∫B1 (λ+ g(uλ)uλ ) φ2|x|2∫
B1
φ2
|x|2
;
then,
c(λ)= inf
φ∈H 10 (B1)
∫
B1
|∇φ|2 − ∫
B1
(
λ+ g(uλ)
uλ
)
φ2
|x|2∫
B1
φ2
|x|2
> 0.
Since uλ is a solution to (Pλ), c(λ) = 0. Moreover, if vλ 6= uλ, then, applying the strong
maximum principle in {x/|x|> δ} for every δ > 0, we obtain that
uλ(x) < vλ(x) for any x 6= 0, x ∈ B1.
Thus, by (H2), it follows that:
0=
∫
B1
|∇vλ|2 −
∫
B1
(
λ+ g(vλ)
vλ
) |vλ|2
|x|2∫
B1
|vλ|2
|x|2
>
∫
B1
|∇vλ|2 −
∫
B1
(
λ+ g(uλ)
uλ
) |vλ|2
|x|2∫
B1
|vλ|2
|x|2
> c(λ)= 0
which yields a contradiction. This completes the proof of uniqueness of the nontrivial solution
to (Pλ) for λ > λN .
Finally, suppose that −g is strictly convex, then
−g′(s) > −g(s)
s
for all s > 0.
Consider the following minimization problem:
c˜λ = inf
φ∈H 10 (B1)
∫
B1
|∇φ|2 − ∫
B1
(λ+ g′(uλ)) φ2|x|2∫
B1
φ2
|x|2
> c(λ)> 0
and let {φn}n∈N a minimizing sequence. It is easy to prove that ‖φn‖X > C where X =H 10 (B1)
or L2(dx/|x|2). Therefore, we have the following alternative:
732 M.J. ESTEBAN, J. GIACOMONI / J. Math. Pures Appl. 79 (2000) 715–740
either φn
n→∞
⇀ 0 weakly in X or φn n→∞⇀ φ 6≡ 0 weakly in X .(4.2)
Suppose that the first case occurs. Then, φn
n→∞−→ 0 strongly in L2(|x|> δ) for all δ > 0 and∫
B1
|∇φn|2 −
∫
B1
(λ+ g′(uλ)) |φn|2|x|2∫
B1
|φn|2
|x|2
>
∫
B1
(
g′(uλ)− g(uλ)uλ
) |φn|2
|x|2∫
B1
|φn|2
|x|2
+ c(λ)
= g′(uλ(0))− g(uλ(0))
uλ(0)
+ c(λ) > 0,
which implies that
c˜λ = λ1
(
−1− (λ+ g
′(uλ))
|x|2
)
> 0.
Now, suppose that the second case in (4.2) occurs. From
0<
∫
B1
|φ|2
|x|2 6 lim infn→∞
∫
B1
|φn|2
|x|2 6 lim supn→∞
∫
B1
|φn|2
|x|2 6 C,
it follows that∫
B1
|∇φn|2 −
∫
B1
(λ+ g′(uλ)) |φn|2|x|2∫
B1
|φn|2
|x|2
>
∫
B1
(
g′(uλ)− g(uλ)uλ
) |φ|2
|x|2
lim supn→∞
∫
B1
|φn|2
|x|2
+ c(λ) > c(λ)= 0
which implies that c˜λ > 0. This completes the proof of assertion (iii).
(iv) follows from Hardy’s inequality. Indeed, if uλ is a solution to (Pλ) in L∞(B1)∩H 10 (B1),
then:
λN
∫
B1
|uλ|2
|x|2 6
∫
B1
|∇uλ|2 = λ
∫
B1
|uλ|2
|x|2 +
∫
B1
g(uλ)uλ
|x|2 .(4.3)
By (H2), g is negative and by (4.3), λ > λN . This completes the proof of Theorem 4.1. 2
We turn to the proof of Corollary 4.2.
Proof of Corollary 4.2. – We follow the approach in [16]. More precisely, fixing λ such
that λ > λN ; by (H3), there exists Mλ > 0 such that Mλ is a strict supersolution to
(Pα,λ) for any α in [0,1]. For this, it suffices to remark that (H3) implies that for any λ,
lims→∞(λ s + g(s)+ h(s))=−∞. Therefore, for λ > λN fixed:
∃Mλ > 0 such that λs + g(s)+ h(s) < 0, ∀ s >Mλ.(4.4)
By (4.4), every solution to (Pα,λ) is less thanMλ. Moreover, by the iterative scheme (S), for any
α ∈]0,1], there exists a maximal solution to (Pα,λ), uλα , satisfying
uλ < u
λ
α <Mλ.
Therefore, any solution vλα to (Pα,λ) satisfies
uλ < v
λ
α 6 uλα <Mλ.
Therefore, we have:
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0=
∫
B1
∣∣∇(uλα − vλα)∣∣2 − λ∫
B1
|uλα − vλα|2
|x|2 −
∫
B1
(g(uλα)− g(vλα))(uλα − vλα)
|x|2
−
∫
B1
α(h(uλα)− h(vλα))(uλα − vλα)
|x|2
>
∫
B1
∣∣∇(uλα − vλα)∣∣2 − ∫
B1
(
λ+ g′(uλ)+ α sup
s∈[0,Mλ]
h′(s)
) |uλα − vλα|2
|x|2
> λ1
(
−1− λ− g′(uλ)− α sup
s∈[0,Mλ]
h′(s)
)∫
B1
|uλα − vλα|2
|x|2 .
For α small enough,
λ1
(
−1− λ− g′(uλ)− α sup
s∈[0,Mλ]
h′(s)
)
> 0
which implies that uλα ≡ vλα . This completes the proof of Corollary 4.2. 2
Remarks. –
1. Let us point out that for α small, we have:
λ1
(
−1− λ− (g
′(uλα)+ αf ′(uλα))
|x|2
)
> 0.
Therefore, we can apply the implicit function theorem and see that for any α ∈ [0, α0]:
λ→ uλα belongs to C1
(]λN,+∞[, H 10 (B1)).
2. In [11], using Theorem 4.1, the author proves some results about the corresponding
evolution heat problem. More precisely, dealing with:
(Pt )
{
∂tu− |x|21u= λu+ g(u) in R+ ×B1,
u(t, x)≡ 0 in R+ × ∂B1; u(0, x)= u0 > 0,
where g satisfies the assumptions of Theorem 4.1 and N > 3, he proves that if 0 < u0 6
f−1(λ) and u0 6≡ f−1(λ), then there is K > 0 such that:∥∥u(t)− uλ∥∥L∞(B1),H 10 (B1) t→+∞−→ 0 and ∥∥u(t)− uλ∥∥H 10 (B1) 6 Ce−Kt .
5. Third example: g(s)∼ sα , α ∈ ]0,1[
5.1. Main results
Throughout this section, we assume the following hypothesis:
(H5) g is continuous in R+ and satisfies g(s) s→0
+∼ Csα where C > 0 and α ∈ ]0,1[ ,
(H6) f : s→ g(s)/s is strictly decreasing in R+ and lims→+∞ f (s)= 0.
The main result of this section is the following:
THEOREM 5.1. – Assume that (H5)–(H6) hold and N > 1. Then, there exists a global branch
of solutions to (P ), C =⋃λ<0(λ,uλ), connected in R+ ×L∞(B1) such that:
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(i) uλ is radially decreasing and λ < λ′ < 0⇒ uλ < uλ′ ,
(ii) ‖uλ‖L∞(B1) λ→−∞−→ 0 and ‖uλ‖L∞(B1) λ→0−→+∞,
(iii) If N > 3, there exists a global branch of solutions to (P ), C˜ = ⋃λ<λN (λ,uλ) ⊃ C .
Moreover,
uλ ∈ L∞(B1)⇔ λ < 0, ‖uλ‖H 10 (B1)
λ→−∞−→ 0 and ‖uλ‖H 10 (B1)
λ→λN−→ +∞
(iv) For N > 3 and λ < λN , uλ is the unique nontrivial solution in H 10 (B1).
Remark. – It is worth noticing that for N > 3, the structure of the set of solutions to (P ) is
different in R×L∞(B1) and in R×H 10 (B1).
5.2. A priori estimates for solutions to (Pε)
The next result is very similar to what is done in [18].
PROPOSITION 5.2. – Assume (H5) and (H6). Then, for all ε > 0, There exists a global branch
of solutions to (Pε), Cε =⋃λ<λε (λ,uλε ), connected in R×H 10 (B1) ∩ L∞(B1), such that uλε is
radially decreasing and is the unique nontrivial solution to (Pε,λ). Moreover:
(i) λ < λ′ < λε⇒ uλε < uλ′ε . If λ < 0, then uλε < f−1(|λ|) and 0< ε < ε′ ⇒ uλε′ < uλε for any
λ < λε′ .
(ii) ‖uλε‖L∞(B1) λ→−∞−→ 0 and ‖uλε‖L∞(B1)
λ→λε−→ +∞.
(iii) There is no nontrivial solution to (Pε,λ) for λ> λε .
Proof of Proposition 5.2. – (i), (ii) follow from a direct adaptation of arguments in [18].
Moreover, the uniqueness of the solution uλε follows from Theorem 1 in [6].
Finally, since g > 0, (iii) follows from Hardy’s inequality.
5.3. Global bifurcation for Problem (P )
We turn to the proof of Theorem 5.1.
Proof of Theorem 5.1. – The existence and the connectedness of C follow from Proposition 5.2
and the same arguments used in the proof of Theorem 4.1. So, we don’t repeat it.
(i) follows from the maximum principle. For this, note that as above, for λ < 0,
‖uλ‖L∞(B1) = uλ(0)= lim
r→0+
u(r)= f−1(λ).(5.1)
Thus, since uλ is continuous, for |x| small enough and λ < λ′, uλ(x) < uλ′(x). Now, applying
for all δ > 0 the strong maximum principle in {x, |x|> δ}, we obtain:
uλ(x) < uλ′(x) for all x such that |x|> δ,
and this completes the proof of Assertion (i).
(ii) follows from (5.1). (iii) To prove the existence of C˜, we need uniform estimates on {uλε }ε>0
in H 10 (B1). To do this, let us multiply the equation in (Pε) by u
λ
ε and integrate by parts, then:
λε
∫
B1
|uλε |2
|x|2 + |ε|2 6
∫
B1
∣∣∇uλε ∣∣2 = λ∫
B1
|uλε |2
|x|2 + |ε|2 +
∫
B1
g(uλε )u
λ
ε
|x|2 + |ε|2 .(5.2)
By (H5) and (H6), for all η > 0, there exists Cη > 0 such that:
g(s)6 Cηsα + ηs for all s > 0.(5.3)
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Then, (5.2) and (5.3) imply that:
(λε − η− λ)
∫
B1
|uλε |2
|x|2 + |ε|2 6Cη
∫
B1
|uλε |1+α
|x|2 + |ε|2
6Cη
(∫
B1
|uλε |2
|x|2+ |ε|2
)(1+α)/2(∫
B1
dx
|x|2 + |ε|2
)(1−α)/2
which together with λ < λε − η implies:∫
B1
|uλε |2
|x|2 + |ε|2 6
C(η)
(λε − λ− η)2/(1−α) .(5.4)
From (5.2) and (5.3), for λ < λN , we obtain for ε > 0 small enough∥∥uλε∥∥H 10 (B1) 6 C(λN − λ)1/(1−α) .
Therefore, taking {λn, εn} such that λn→ λ < λN and εn→ 0, there exists (λ,uλ), a nontrivial
solution to (P ) in R×H 10 (B1) such that:
uλnεn ⇀ uλ weakly in H
1
0 (B1).
Moreover, by assertion (i) of Proposition 5.2 and by Lebesgue theorem, it follows that for every
sequence {(εn, λn)}n∈N such that εn→ 0 and λn→ λ:
uλnεn
n→+∞−→ uλ in L2
(
dx
|x|2
)
∩L1+α
(
dx
|x|2
)
.(5.5)
Furthermore, by (5.3) and (5.5), we obtain:∫
B1
g(u
λn
εn )u
λn
εn
|x|2
n→+∞−→
∫
B1
g(uλ)uλ
|x|2 .
Thus, since uλ is a solution to (Pλ) in H 10 (B1), by (5.2) and (5.3), we have:
uλnεn
n→+∞−→ uλ in H 10 (B1).
Applying Theorem 2.2, we obtain that C˜ =⋃λ<λN (λ,uλ)⊃ C is connected in R×H 10 (B1).
Let us prove that ‖uλ‖H 10 (B1)
λ→λN−→ +∞. Suppose that:
‖uλ‖H 10 (B1) 6 C for all λ < λN.
Then, since λ→ uλ is increasing, there exists uN 6≡ 0 belonging to H 10 (B1) such that:
uλ ⇀ uN weakly in H 10 (B1) when λ→ λN .
Since the embeddings
H 10 (B1) ↪→ L2
(
dx
|x|2
)
↪→ L1+α
(
dx
|x|2
)
are continuous for N > 3 and by (5.3), we have:
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g(uλ)uλ ⇀ g(uN)uN weakly in L1
(
dx
|x|2
)
when λ→ λN
which implies that ∫
B1
|∇uN |2 = λN
∫
B1
u2N
|x|2 +
∫
B1
g(uN)uN
|x|2
contradicting Hardy’s inequality. This completes the proof of (iii).
(iv) Since {uλε }ε>0 is uniformly bounded in H 10 (B1) for λ < λN , by a classical bootstrap’s
argument (see [15]), we prove that for any δ > 0:∥∥uλε∥∥L∞(|x|>δ) 6C(δ), uniformly in ε,
implying that uλ belongs to L∞(|x|> δ) for any δ > 0 and λ < λN . Now, we apply a method
due to Krasnosleskii. First, let vλ a solution in H 10 (B1) to (Pλ). If λ < 0, then vλ 6 f−1(λ) and
vλ ∈ L∞(B1). If 0 < λ < λN , then applying a result from [9], vλ is radially decreasing and by
Hardy’s inequality, vλ ∈L∞(|x|> δ), for any δ > 0.
Next, let us define for all δ > 0:
Λδ :=
{
t ∈ [0,1] | svλ(x)6 uλ(x) for x ∈ (|x|> δ) ∀s ∈ [0, t]
}
.
By the maximum principle, we see that there is η small enough such that η ∈Λδ . Now, let us
prove that Λδ is closed and open wich completes the proof of (iv). Let t0 := sup{t/t ∈Λδ}> 0.
Since uλ and vλ are solutions to (Pλ) in H 10 (B1) and by (H6), we have:
−1(uλ − t0vλ)> λ(uλ − t0vλ)|x|2 +
g(uλ)− g(t0vλ)
|x|2 .
Applying the strong maximum principle, we obtain that t0vλ < uλ. Since uλ and vλ are
continuous in {x , |x| > δ}, there is ε small enough such that t0 + ε ∈ Λδ which yields a
contradiction with the definition of t0. This completes the proof of Theorem 5.1. 2
6. Behaviour of branches to the approximated (Pε) when ε→ 0+ in the superlinear case
6.1. Main results
Throughout this section, we assume the following hypothesis:
(H7) g belongs toC1(R+), g(0)= 0 and there is θ∈]0,+∞[ such that lims→0+ g(s)/s1+θ=0.
(H8) For all s > 0, G(s) := ∫ s0 g(t)dt < sg(s)/2.
(H9) g(s) s→+∞∼ C sp where C > 0 and 1<p < (N + 2)/(N − 2).
In this section, we are interested in the behaviour of the branch of solutions to (Pε), Cε , given by
Theorem 2.1, which is connected in H 10 (B1) ∩ L∞(B1). More precisely, the main result of this
section is the following:
THEOREM 6.1. – Assume N > 2 and (H7) to (H9). Let {εn}n∈N ⊂ R+ such that εn→ 0+
and Cεn , a global branch of solutions to (Pεn), connected in H 10 (B1) ∩ L∞(B1). Then, for
(λn,un) ∈ Cεn such that λn >−Λ>−∞, we have:
un(x)
n→∞−→ 0 for every x 6= 0 and x ∈B1.
Moreover, if λn′ → λ 6= λN where {λn′ }n∈N is a subsequence of {λn}n∈N, then, un′(0) n
′→∞−→
C(λ) > 0.
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Remarks. –
1. The previous result proves the noncompactness of
⋃
ε>0 Cε when ε→ 0. This sheds some
light on the nonexistence of solutions to (P ) proved in [9]. However, the assumptions
satisfied by g in [9] are less restrictive than (H7) to (H9).
2. It is worth noticing that the solutions to (Pε,λ) remain bounded when ε → 0 and
‖un‖L∞(B1) does not converge to 0.
6.2. A priori estimates of solutions to (Pε)
We start by proving some uniform a priori estimates on Cε .
PROPOSITION 6.2. – Assume that (H7) to (H9) hold and N > 2. Then, there exists a global
branch to (Pε), Cε , such that:
(i) Cε bifurcates from (λε,0) and satisfies:(
λ,uλε
) ∈ Cε and λ→−∞⇒‖uλε‖X →+∞ where X = L∞(B1) or H 10 (B1).
(ii) There exists Λ> 0 such that ΠRCε ⊆]−∞,Λ[ independently in ε.
(iii) Let {εn}n∈N ⊂ R+ such that εn→ 0+ and {(λn,un)}n∈N ⊂⋃n∈N Cεn satisfying λn >−C >−∞; then,
‖un‖L∞(B1) 6 C.
Proof of Proposition 6.2. – (i) follows from Theorem 2.1 and from results in [12]. Indeed,
Theorem 1.1 in [12] implies that for any fixed λ and ε, every solution to (Pε,λ) is uniformly
bounded, which prevents asymptotic-bifurcation to occur.
(ii) follows from assumptions (H7) and (H9) which imply that lims→∞ g(s)/s = +∞.
Precisely, if (λ,uλε ) is solution to (Pε), then, there is some Λ, independent of ε, such that:
λ= λ1
(
−1−
g(uλε )
uλε
|x|2 + |ε|2
)
6 λε − inf
s>0
g(s)
s
6Λ<∞.
(iii) We apply here the method used in [12]. First, by results from [14], every solution to (Pε,λ)
is radially decreasing. Then, consider vλε the rescaled function of uλε , defined in Section 2. Thus∥∥vλε ∥∥L∞(B1/ε) = vλε (0)= uλε(0).
Let us prove that if |λ|6Λ<∞, then, uλε (0) is uniformly bounded (independently of ε and λ).
Suppose that there exists (λn, εn), ε→ 0+ and λn >−Λ such that:∥∥vλnεn ∥∥L∞(B1) = vλnεn (0) n→∞−→ +∞.(6.1)
Then, as in [12], we define αn > 0 such that:
|αn|2/(p−1)vλnεn (0)= 1, where p is defined in (H9).
Thus, (6.1) implies that αn n→∞−→ 0. Put
wn(x) := |αn|2/(p−1)vλnεn (αn x)
which satisfies wn ∈H 10 (B1/εnαn), ‖wn‖L∞(B1) = 1 and
(Pn)
−
(
|x|2 + 1|αn|2
)
1wn = λnwn + |αn|2/(p−1)g
(
wnα
−2/(p−1)
n
)
,
wn ≡ 0 on ∂B1/εnαn , 06wn 6 1.
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Multiplying the equation in (Pn) by |αn|2 and passing to the limit in n→+∞, we prove the
existence of w ∈L∞(RN) such that 06w 6 1 and up to subsequences,
wn
n→∞−→ w in L∞loc
(
RN
)
.
By (H9), {−1w= Cwp in RN,
w(0)= 1,
which contradicts the results from [13]. Then, ‖uλε (0)‖L∞(B1) 6 C <∞. This completes the
proof of assertion (iii) and Proposition 6.2. 2
Now we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. – Since vn := vλnεn is uniformly bounded (independently of n), it is easy
to prove the existence of v such that v ∈ L∞(RN), radially decreasing such that:
‖vn − v‖L∞loc(RN)
n→∞−→ 0 and
{
−(|x|2 + 1)1v = λv + g(v) in RN,
v > 0.
Let us show that the convergence takes place in L∞(RN). For this, we need to state that
lim|x|→∞ v(x)= 0. So, multiplying the equation in (6.2) by v′ and integrating by parts in (0,R):
R∫
0
r|v′|2 −
[
(r2 + 1)|v′(r)|2
2
]R
0
− (N − 1)
R∫
0
(r2 + 1)|v′(r)|2
r
= [Gλ(v)]R0 .
Thus
−(N − 1)
R∫
0
v′(r)2
r
− (N − 2)
R∫
0
r|v′|2 − (R
2 + 1)|v′(R)|2
2
= [Gλ(v)]R0 .(6.2)
Since v is radially decreasing and bounded, by (6.2) and (6.2), it follows:
lim
r→+∞ r
∣∣v′(r)∣∣2 = 0, lim
r→+∞
(
r2 + 1)v′′(r)= 0 and lim
r→+∞(λv(r)+ g(v(r)))= 0.(6.3)
As above, we prove that l := limr→+∞ v(r) satisfies Gλ(l) > 0. Then, if l 6= 0 , (6.3) and (H8)
imply that:
G(l)+ l
2
2
<
l2 + lg(l)
2
= 0
which yields a contradiction with Gλ(l) > 0. Therefore, as above, from l = 0 we prove that
‖vn − v‖L∞(RN) n→∞−→ 0, implying that∥∥uλnεn (εn·)− v(·)∥∥L∞(RN) n→∞−→ 0.(6.4)
Thus, from (6.4), it follows:
uλnεn (x)
n→∞−→ 0 for any x 6= 0 and uλnεn (0)
n→∞−→ v(0).
Let us prove that if λ 6= λN , then v(0) 6= 0. For this, we multiply the equation in (Pεn) by
u
λn
εn
|x|2 + |εn|2 ,
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we obtain (by (H7)):
λN
∫
B1
|uλnεn |2
|x|2 + |εn|2 6
∫
B1
∣∣∇uλnεn ∣∣2 6 λn ∫
B1
|uλnεn |2
|x|2 + |εn|2 +C
∥∥uλnεn∥∥θL∞(B1)
∫
B1
|uλnεn |2
|x|2 + |εn|2
which together with λ < λN implies that
‖un‖θL∞(B1) > (λN − λ)> C > 0 for n large enough.
Finally, suppose that λ > λN . Multiplying the equation in (Pεn) by
ψεn
|x|2+ |εn|2
and integrating by parts, we have:
λεn
∫
B1
ψεnu
λn
εn
|x|2 + |εn|2 > λn
∫
B1
ψεnu
λn
εn
|x|2 + |εn|2 −C
∥∥uλnεn∥∥θL∞(B1)
∫
B1
ψεnu
λn
εn
|x|2 + |εn|2
which implies that
C
∥∥uλnεn ∥∥θL∞(B1) > (λn − λεn) > C > 0 for n large enough
This completes the proof of Theorem 6.1. 2
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