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Re´sume´
Le B classique, comme son sucesseur le B e´ve´nementiel, sont toutes les
deux des me´thodes formelles utilise´es pour le de´veloppement de syste`mes in-
formatiques dans lesquels l’exactitude est prouve´e formellement. Cependant,
plus la spe´cification devient complexe, plus des obligations de preuve doivent
eˆtre de´charge´es. Bien que beaucoup de ces obligations de preuve peuvent eˆtre
de´charge´es automatiquement par des outils tels que la plateforme RODIN,
il en reste tout de meˆme un nombre conside´rable a` prouver interactivement.
Cela peut eˆtre du a` une preuve requise trop complique´e, ou a` un mode`le B
errone´. Dans ce me´moire, nous de´crivons un plugin disprover pour RODIN
qui utilise l’animateur et model checker ProB pour trouver automatique-
ment des contre-exemples a` une obligation de preuve proble´matique. Dans le
cas ou` le disprover trouve un contre-exemple, l’utilisateur peut directement
examiner la source du proble`me (comme mentionne´e par le contre-exemple)
et ne doit pas essayer de prouver l’obligation de preuve. Nous discutons
e´galement sous quelles conditions notre plugin peut eˆtre utilise´ comme pro-
ver, c’est-a`-dire quand l’absence de contre-exemples est en fait une preuve
de l’obligation de preuve.
Mots-cle´s : RODIN, ProB, B e´ve´nementiel, B classique, prover auto-
matique.
Abstract
The B-method, as well as its offspring Event-B, are both tool-supported
formal methods used for the development of computer systems whose cor-
rectness is formally proven. However, the more complex the specification
becomes, the more proof obligations need to be discharged. While many
proof obligations can be discharged automatically by recent tools such as
the RODIN platform, a considerable number still have to be proven inter-
actively. This can be either because the required proof is too complicated
or because the B model is erroneous. In this thesis we describe a disprover
plugin for RODIN that utilizes the ProB animator and model checker to
automatically find counterexamples for a given problematic proof obliga-
tion. In case the disprover finds a counterexample, the user can directly
investigate the source of the problem (as pinpointed by the counterexam-
ple) and should not attempt to prove the proof obligation. We also discuss
under which circumstances our plug-in can be used as a prover, i.e., when
the absence of a counterexample actually is a proof of the proof obligation.
Keywords: RODIN, ProB, Event-B, B-Method, Autoprover.
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Chapitre 1
Introduction
1.1 Contexte du travail
De nos jours, la construction et la validation de spe´cifications sont de
mise. Diverses me´thodes actuelles permettent de repre´senter un proble`me
avec un niveau d’abstraction e´leve´. Une fois le proble`me mode´lise´, il de-
vrait en principe eˆtre valide´ tant d’un point de vue organisationnel (par les
de´veloppeurs, voire les clients) que logique (exactitude, justesse).
Dans ce me´moire, nous nous inte´ressons plus particulie`rement a` deux
de ces me´thodes formelles, a` savoir le langage B classique et son successeur
le B e´ve´nementiel. Ces deux langages s’accompagnent, en plus d’une syn-
taxe et d’une se´mantique formelle, d’outils de mode´lisation et de validation
de preuves. Graˆce a` ces techniques de validation, il est possible d’affirmer
l’exactitude d’une ou de plusieurs spe´cifications formelles.
Le processus de mode´lisation se de´roule en plusieurs e´tapes. Dans un
premier temps, le proble`me est spe´cifie´ a` l’aide d’un formalisme de ni-
veau d’abstraction tre`s e´leve´. Dans un second temps, la spe´cification est
transforme´e en une suite de raffinements, chaque raffinement apportant
une touche de plus bas niveau a` la spe´cification. Pour la spe´cification, et
pour chacun des raffinements, il est possible de prouver la justesse de la
description. Plus pre´cise´ment, la preuve consiste a` ve´rifier certaines ca-
racte´ristiques qui sont ne´cessaires pour que la spe´cification soit valide. La va-
lidation d’une spe´cification permet de`s lors d’acque´rir un niveau de confiance
dans le de´veloppement du syste`me informatique. La dernie`re de ces transi-
tions est l’imple´mentation a` proprement parler qui peut eˆtre directement
exe´cute´e sur une machine. Si la spe´cification s’est ave´re´e prouve´e a` chacune
des diffe´rentes e´tapes de construction, alors l’imple´mentation refle`te d’une
part la premie`re description de haut niveau de´fini dans la premie`re phase et
d’autre part l’exactitude d’un point de vue formel.
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1.2 Proble´matique
Pour effectivement prouver la spe´cification que nous construisons, nous
avons besoin d’un me´canisme, appele´ prover, qui nous guide dans la preuve.
De manie`re informelle, ce prover prend comme entre´e une partie de la
spe´cification, traite cette entre´e et fournit en sortie le re´sultat de la preuve,
ge´ne´ralement sous forme affirmative ou ne´gative. Cependant, il existe cer-
tains cas dans lequels la preuve d’une spe´cification n’est pas directement
re´alisable. Cela peut par exemple eˆtre le cas d’une spe´cification errone´e mais
dont l’erreur est difficilement de´tectable par l’utilisateur.
C’est dans cette optique que nous introduisons dans ce me´moire un dis-
prover qui, a` l’inverse du prover, tente non pas de prouver une spe´cification
mais plutoˆt de trouver un contre-exemple qui prouve que la spe´cification
est errone´e. Ce disprover est construit pour le langage B e´ve´nementiel, et
fournit un plugin pour l’outil principal de mode´lisation du langage appele´
RODIN. Le de´veloppement d’un tel plugin soule`ve plusieurs questions : quel
est l’apport d’un disprover par rapport a` un prover classique ? Si le dispro-
ver rend compte de cas particuliers non de´tectables par le prover, quelles
sont les limites du disprover ?
L’une des premie`res phases du disprover plugin est de transformer la
spe´cification e´crite en B e´ve´nementiel en B classique, ce dernier e´tant effecti-
vement utilise´ pour la recherche du contre-exemple. Dans notre approche, la
transformation est relativement bien de´limite´e mais on pourrait se demander
quelles sont les limites de telles transformations du langage B e´ve´nementiel
en B classique. Le B e´ve´nementiel e´tant le successeur du B classique, nous
avons envisage´ la transformation dans un sens, mais qu’en est-il de la trans-
formation dans l’autre sens ? Est-elle pertinente ?
1.3 Contenu du me´moire
Le me´moire est structure´ de la manie`re suivante :
– La partie I est exclusivement re´serve´e au B classique [Abr96]. Le cha-
pitre 2 de´crit d’un point de vue the´orique un sous-ensemble du langage.
Des exemples sont fournis afin d’illustrer les concepts fondamentaux.
L’annexe A rappelle brie`vement quelques de´finitions mathe´matiques.
Le chapitre 3 est divise´ en trois parties : dans un premier temps, le
me´canisme de preuve du B classique est introduit. Ce me´canisme est
ensuite applique´ aux exemples vus dans le chapitre 2. Finalement, la
dernie`re partie est consacre´e a` la pre´sentation de l’animateur et model
checker ProB [LB03].
– La partie II de ce me´moire se re´fe`re au B e´ve´nementiel [ROD05b]. Le
chapitre 4 de´veloppe les concepts the´oriques du langage. Des exemples
sont apporte´s afin de mettre en lumie`re les notions fondamentales. Le
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chapitre 5 souligne et traite dans un premier temps de l’importance
de la notion de preuve. Dans un deuxie`me temps, les exemples du
chapitre 4 sont prouve´s. Finalement, la plateforme de de´veloppement
RODIN [Rom06] est expose´e.
– La partie III se compose du chapitre 6. Celui-ci de´taille l’architecture
globale ainsi que les choix d’imple´mentation du disprover plugin.
Origine des chapitres
Le chapitre 6 est base´ sur un article publie´ lors de la confe´rence [LBL07].
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Premie`re partie
Le B classique
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Chapitre 2
Introduction au B classique
La me´thode B est une approche formelle a` la spe´cification et au de´velop-
pement de syste`mes informatiques. C’est un langage qui est base´ sur la
notion de machine abstraite – Abstract Machine Notation ou AMN –
qui fournit un framework commun pour la construction de spe´cifications,
raffinements et imple´mentations [Sch01]. La spe´cification est la premie`re
phase de mode´lisation d’un syste`me. Une fois celle-ci finie, on peut raffiner
par une se´rie d’e´tapes, le mode`le dans le but d’aboutir finalement a` une
imple´mentation. La me´thode B est surtout utilise´e dans des situations cri-
tiques ou` l’accent est mis sur la preuve et la validite´. Il est en effet possible,
et ce a` chaque e´tape du de´veloppement, de prouver de manie`re formelle la
validite´ du syste`me. Elle a notamment e´te´ applique´e avec succe`s lors de la
construction de la ligne de me´tro 14 a` Paris [BDMB98].
Ce chapitre s’inspire en partie de [Sch01]. Le langage e´tant assez vaste,
nous ne nous e´talerons pas sur celui-ci mais pre´senterons plutoˆt ses concepts
importants nous aidant dans la re´alisation du me´moire. Le lecteur de´sireux
d’approfondir ses connaissances dans le domaine peut se reporter a` [Sch01].
La structure du chapitre est la suivante : dans un premier temps, la
notion de machine abstraite est explicite´e ; des proprie´te´s mathe´matiques du
langage sont ensuite de´crites ; un exemple est ensuite apporte´ pour illustrer
les concepts ; finalement, le non de´terminisme est aborde´.
Remarques pre´liminaires
Il existe 2 notations diffe´rentes – mathe´matique et ASCII – pour la syn-
taxe du B classique. Nous utiliserons dans ce chapitre la repre´sentation sous
forme mathe´matique. La repre´sentation sous forme ASCII sera quand a` elle
utilise´e dans le chapitre 3 concernant ProB.
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2.1 Machine Abstraite
Le but ge´ne´ral de la me´thode B est de mode´liser, dans un formalisme
donne´, un (sous) proble`me dans lequel la validite´ de la solution est primor-
diale. Pour ce faire, il est d’abord indispensable de passer par une premie`re
phase de spe´cification, ou` l’on de´crit les fonctionnalite´s souhaite´es du syste`me
(le quoi) sans force´ment donner la fac¸on de proce´der (le comment). La no-
tation utilise´e pour repre´senter le proble`me est la machine abstraite, aussi
appele´e Abstract Machine Notation, ou AMN. Donnons dans un premier
temps une de´finition de celle-ci.
De´finition 2.1 Machine abstraite
Une machine abstraite est un pseudo-langage de programmation compose´ :
1. d’un nom ;
2. d’un e´tat local ;
3. d’un ensemble d’ope´rations qui peuvent acce´der et mettre a` jour l’e´tat.
Dans le contexte du B classique, une machine abstraite est compose´e
d’un ensemble de clauses dont la structure ge´ne´rale est donne´e au listing 2.1.
Certaines clauses sont obligatoires, d’autres facultatives. Comme tout autre
langage, le B a une syntaxe et une se´mantique. Plutoˆt que de de´crire celles-ci
en de´tail, nous nous attarderons dans les sous-sections qui suivent a` de´tailler
la structure de chaque clause, en soulignant les proprie´te´s remarquables de
chacunes.
Listing 2.1 – Structure ge´ne´rale d’une machine abstraite
1 MACHINE N(p)
2 CONSTRAINTS C
3 SETS St
4 CONSTANTS k
5 PROPERTIES B
6 VARIABLES v
7 INVARIANT I
8 INITIALISATION T
9 OPERATIONS
10 y ← op(x) =
11 PRE P
12 THEN S
13 END;
14 . . .
15 END
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2.1.1 Parame`tres et contraintes
Une machine porte toujours un nom, qui est unique1. Elle peut e´ventuel-
lement eˆtre accompagne´e de parame`tres. Ceux-ci sont alors directement
spe´cifie´s derrie`re le nom. Les parame`tres ajoutent une dimension dynamique
supple´mentaire a` la machine, dans le sens ou` une autre machine peut utiliser
la premie`re en fixant les parame`tres.
Les parame`tres, comme d’autres constructions en B, doivent toujours
eˆtre accompagne´s d’un type. Il existe un ensemble de types pre´de´finis, mais
rien n’empeˆche de de´finir ses propres types. Remarquons que contrairement a`
ce que nous pourrions croire, N n’est pas un type2 : une variable appartenant
a` N aura de`s lors le type Z. Le type des parame`tres, et e´ventuellement des
contraintes additionnelles sur ces parame`tres, sont spe´cifie´s dans la clause
CONSTRAINTS de la machine. Donnons un exemple pour illustrer ces concepts.
Exemple 2.1. La machine suivante porte le nom Parking et a un pa-
rame`tre, voiture qui est un naturel positif supe´rieur ou e´gal a` 50. Bien que
voiture soit un naturel, son type est Z.
1 MACHINE Parking ( vo i tu r e )
2 CONSTRAINTS
3 vo i tu r e∈ N1 ∧ vo i tu r e≥ 50
2.1.2 Ensembles
Le B usant du langage mathe´matique en abondance, il n’est pas e´tonnant
de pouvoir de´finir des ensembles. La de´finion de ceux-ci en B classique est
identique a` celle en mathe´matique : une collection d’objets bien de´finis tel
que pour tout objet x quelconque, soit x fait partie de la collection, soit x
n’en fait pas partie. Une distinction est cependant apporte´e quant au type
d’ensemble conside´re´ :
De´finition 2.2 Ensemble e´nume´re´/diffe´re´
Un ensemble est e´nume´re´ si tous ses e´le´ments sont pre´sents dans sa
de´finition. Un ensemble non e´nume´re´ est dit diferre´3
La de´finition d’un ensemble e´nume´re´ donne tous ses e´le´ments, sans ex-
ception. Les ensembles sont de´finis dans la clause SETS de la machine.
Exemple 2.2. Une guitare est soit classique, soit acoustique, soit electrique.
1Le nom d’une machine est unique par rapport aux autres machines qui sont en relation
avec elle.
2il en va de meˆme pour des langages tels que C ou Java
3le terme anglais ’deferred’ est fort usite´ dans la litte´rature
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1 SETS
2 GUITARES = { c l a s s i qu e , acoust ique , e l e c t r i q u e }
2.1.3 Constantes et proprie´te´s
Une constante est une variable dont la valeur ne peut changer. A l’ins-
tar des parame`tres, un type doit toujours eˆtre associe´ a` une constante. Ce
type, ainsi que d’e´ventuelles proprie´te´s additionnelles sur les constantes sont
spe´cifie´s dans la clause PROPERTIES de la machine.
Exemple 2.3. Soit un auditoire avec un nombre limite´ de places : 100. Une
manie`re de mode´liser cette limite est de de´finir une constante places telle que
places est un nombre naturel, infe´rieur ou e´gal a` 100. La remarque concer-
nant le type des nombres naturels est toujours valable pour les constantes :
le type de places est donc Z.
1 CONSTANTS
2 p l a c e s
3 PROPERTIES
4 p l a c e s∈ N ∧ p l a c e s≤ 100
2.1.4 Variables
A n’importe quel moment, une machine abstraite se trouve dans un e´tat
spe´cifique. Une manie`re de faire passer la machine d’un e´tat dans un autre
est de de´finir un ensemble de variables, appele´es variables d’e´tats auxquelles
sont associe´es des valeurs initiales, puis de modifier les valeurs de ces va-
riables au fur et a` mesure. Chaque variable porte un type. Les variables
sont de´finies dans la clause VARIABLES de la machine. Seul le nom, et non le
type, apparait dans cette clause. Donnons un exemple de de´finition de deux
variables.
Exemple 2.4. De´finition de deux variables e et sub, dont le type sera donne´
dans la sous-section 2.1.5.
1 VARIABLES
2 e , sub
2.1.5 Invariant
A l’oppose´ des langages traditionnels dans lesquels l’invariant porte sur
une partie du programme (traditionnellement boucle for ou while), il porte
ici sur la totalite´ de la machine. L’invariant fixe dans un premier temps le
type de toutes les variables pre´sentes dans la machine. A ces types peuvent
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eˆtre ajoute´ des conditions particulie`res sur les variables : borne supe´rieure,
relation entre plusieurs variables, . . .
L’invariant est de´fini dans la clause INVARIANT de la machine. Il est de
temps a` autre appele´ la spe´cification statique de la machine. La proprie´te´
suivante doit eˆtre ve´rifie´e pour chaque e´tat atteint par la machine :
Proprie´te´ 2.1 Consistance/inconsistance d’une machine
Une machine est consistance si, a` l’initialisation, et pour l’exe´cution de
chaque ope´ration, l’invariant tient. A l’oppose´, une machine est inconsis-
tance si elle viole l’invariant.
Graˆce a` la consistance, on garantit que l’initialisation est un e´tat cohe´rent
et que, si l’on se trouve dans un tel e´tat avant l’exe´cution d’une ope´ration,
alors on restera dans un e´tat cohe´rent apre`s l’exe´cution. L’utilisation du
’model checking’ permet, par un parcours de l’espace des e´tats, une recherche
des ’deadlocks’ et le viol de l’invariant.
Reprenons l’exemple 2.4 et donnons l’invariant des deux variables.
Exemple 2.5. La variable e est comprise dans l’intervalle [0 . . . 2] et a
comme type Z car elle prend comme valeur des entiers. La variable sub
est un sous-ensemble strict de l’ensemble des parties4 des nombres naturels
positifs. TODO : donner le type de sub
1 INVARIANT
2 e ∈ 0 . . . 2
3 sub ⊂ P(N1)
2.1.6 Initialisation
A toute variable est associe´e une valeur initiale, que l’on spe´cifie dans
la clause INITIALISATION de la machine. Cette initialisation est ne´cessaire
pour “amorcer” la machine. Pour chaque variable, sa valeur initiale doit eˆtre
en accord avec son type, sinon la machine est conside´re´e comme incohe´rente.5
2.1.7 Ope´rations
Les ope´rations sont ce qu’on appelle la spe´cification dynamique de la
machine : elles spe´cifient comment la machine e´voluera dans le temps, par des
modifications qui auront comme effet un changement d’e´tat. Ce changement
d’e´tat s’effectue, a` l’inverse de la majorite´ des langages, en une e´tape6 (i.e.
aucune se´quence, ni boucle n’est permise). Dans le cas d’une modification de
4couramment appele´ ’power set’ : l’ensemble de tous les sous-ensembles
5Nous verrons ulte´rieurement comment les logiciels de de´veloppement du langage B
prennent en charge les erreurs d’une machine.
6Cette proprie´te´ est valable pour une spe´cification, pas pour une imple´mentation.
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valeurs, les variables ont des valeurs avant l’exe´cution d’une ope´ration, puis
rec¸oivent e´ventuellement des autres valeurs en paralle`le apre`s l’exe´cution
de l’ope´ration7.
La de´finition d’une ope´ration est :
De´finition 2.3 Ope´ration
Une ope´ration est munie des informations suivantes :
1. un nom
2. un corps
3. un (des) parame`tre(s) d’entre´e (optionnel)
4. un (des) parame`tre(s) de sortie (optionnel)
5. une pre´condition (optionnel)
Eclairons cette de´finition. Toute ope´ration contient un nom qui est unique
par rapport aux noms des autres ope´rations de la machine. Elle peut inclure
des parame`tres d’entre´e et/ou de sorties. Ces parame`tres influencent de`s lors
le comportement, plus commune´ment appele´ corps de l’ope´ration.
L’exemple 2.6 traite des entre´es/sorties des ope´rations.
Exemple 2.6. L’ope´rationmanger prend comme entre´es les variables i1, i2, i3
et produit en sortie j.
j ← manger(i1, i2, i3)
L’ope´ration test a une entre´e var et aucune sortie.
test(var)
L’ope´ration calcul n’a pas d’entre´e et produit reponse et donnees comme
sortie.
reponse, donnees← calcul
Remarquons qu’une ope´ration peut, syntaxiquement parlant, n’avoir au-
cune entre´e ni aucune sortie. Son utilite´ est toutefois re´duite.
Pre´conditions
La pre´condition est un pre´dicat qui de´finit, le cas e´che´ant, des restrictions
sur les parame`tres d’entre´e. Dans le cas ou` des parame`tres sont fournis
en entre´e, il devient obligatoire de de´finir dans celle-ci le type de tous les
parame`tres d’entre´e. Les parame`tres de sortie n’ont pas de type au sens
7voir aussi l’exemple 4.1
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propre, mais sont tout de meˆme re´gis par des contraintes (voir le chapitre
3 pour des explications). Une ope´ration est dite active si sa pre´condition
est ve´rifie´e ; dans ce cas, le corps de l’ope´ration pourra eˆtre exe´cute´. Si la
pre´condition ne peut pas eˆtre ve´rifie´e, l’ope´ration se trouve dans un e´tat ou`
elle n’est pas active. Clarifions le tout par un petit exemple.
Exemple 2.7. Reprenons l’exemple 2.6, et plus particulie`rement l’ope´ration
manger(i1, i2, i3). Soit la pre´condition de cette ope´ration
i1 < 4 ∧ (i2 − i3) ∗ i1 ≥ 0
La pre´condition est ve´rifie´e si les parame`tres d’entre´e ont pour valeur : i1 =
2, i2 = 5 et i3 = 5. On peut de`s lors s’attaquer au corps de l’ope´ration. Par
contre, l’ope´ration n’est pas active si, par exemple, i1 = 1, i2 = 2 et i3 = 3.
Corps
Le corps est le coeur de l’ope´ration : il de´crit ce qui est re´alise´ – quelles
sont les modifications apporte´es aux variables et/ou parame`tres – une fois
l’e´ventuelle pre´condition ve´rifie´e. Le corps d’une ope´ration peut eˆtre vide
(i.e. en utilisant la notation skip) : meˆme si cela peut sembler a` priori
insense´, son utilisation peut se re´ve´ler utile, comme nous le verrons dans le
chapitre 6 traitant du ’disprover plug-in’. Ge´ne´ralement, le corps permettra
soit de produire une valeur au(x) parame`tre(s) de sortie8, soit de modifier
la valeur des variables en utilisant une assignation.
Assignation
Outre retourner une valeur, le corps d’une ope´ration peut assigner de
nouvelles valeurs aux variables de la machine. Il existe 2 types d’assigna-
tions : la simple et la multiple dont les syntaxes sont relativement :
x := E (2.1a)
x, . . . , y := E, . . . , F (2.1b)
Dans (2.1a), la valeur de l’expression E est calcule´e, pour ensuite e´craser
l’ancienne valeur de la variable x. Dans (2.1b), toutes les expressions E, . . . , F
sont e´value´es, ensuite le re´sultat de chacune est assigne´ simultane´ment aux
variables correspondantes. Les variables qui sont mises a` jour doivent eˆtre
distinctes9.
Il existe une deuxie`me notation se´mantiquement identique a` la premie`re
pour l’assignement multiple de variables : ‖. Terminons cette partie consacre´e
aux ope´rations par un dernier exemple.
8Notons que ce point est obligatoire en pre´sence de parame`tre(s) de sortie
9Cela peut eˆtre proble´matique pour les tableaux, mais c’est un cas que nous ne traitons
pas ici.
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Exemple 2.8. Echange – swap – des variables x et y. Les e´quations (4.3j) et
(2.2b) sont se´mantiquement e´quivalentes : il est donc possible de remplacer
l’une par l’autre dans une machine et vis-versa. Rappelons encore une fois
que cet e´change s’ope`re instantane´ment.
x, y := y, x (2.2a)
x := y ‖ y := x (2.2b)
2.2 Proprie´te´s mathe´matiques
Comme brie`vement pre´sente´ dans la section pre´ce´dente, le langage B
manipule des e´le´ments mathe´matiques, tels que des nombres naturels, des
ensembles, des ’powersets’, . . . Il est ne´anmoins envisageable de profiter d’un
nombre conse´quent de proprie´te´s mathe´matiques : relations, fonctions, in-
verse, maximum/minimum, modulo, . . . Une bonne partie de ces proprie´te´s
sont expose´es dans cette section. Un rappel des de´finitions mathe´matiques
e´le´mentaires se trouve en annexe A. Les de´finitions qui suivent sont directe-
ment tire´es de [Cle02].
2.2.1 Relation
La relation est une notion essentielle dans le cadre de la me´thode B. Sa
de´finition et quelques proprie´te´s sont rappele´es dans l’annexe A.1.1. Le B se
restreint aux relations d’un ensemble dans un autre. Si X et Y sont deux
ensembles, on note X↔Y leur relation. Il est e´galement possible de de´crire
une relation en fonction de couples d’e´le´ments ; deux notations e´quivalentes10
sont a` notre disposition : (s, t) et s 7→ t, ou` s appartient au premier ensemble
et t au second. L’emploi de restrictions de´finies ci-dessous, et le fait qu’une
fonction est un cas particulier d’une relation11 impliquent que le concept de
relation est fort usite´ dans B.
Restrictions
Les restrictions suivantes peuvent eˆtre amene´es a` la fois sur le domaine
et sur le rang d’une relation. Rappelons que si E est un ensemble, alors
la notation P(E), ou ’powerset’ de E, de´signe l’ensemble de tous les sous-
ensembles de E.
Dans la de´finition pre´ce´dente concernant la surcharge par la droite, les
e´le´ments de r2 note´s (x 7→ z) surchargent les e´ventuels e´le´ments (x 7→ y) de
r1. La surcharge peut de fac¸on e´quivalente eˆtre e´crite sous la forme :
r1 C− r2 = r2 ∪ (dom(r2)C− r1)
10Bien qu’e´quivalentes, certains logiciels n’acceptent qu’une des deux notations.
11Ce n’est pas vrai pour tous les cas : voir l’annexe A.1.3 pour de plus amples informa-
tions.
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De´finition 2.4 Restriction/soustraction sur le domaine
Soit trois ensembles X, Y et E, de types respectifs P(T ), P(V ) et P(T ). Soit
la relation r ∈ X↔Y de type P(T ×V ). La restriction sur le domaine EC r
est l’ensemble des couples (x 7→ y) de r pour lesquels x appartient a` E. Son
type est P(T × V ).
E C r = {x, y|x 7→ y ∈ r ∧ x ∈ E}
La soustraction sur le domaine E C− r est l’ensemble des couples (x 7→ y) de
r pour lesquels x n’appartient pas a` E. Son type est P(T × V ).
E C− r = {x, y|x 7→ y ∈ r ∧ x /∈ E}
De´finition 2.5 Restriction/soustraction sur le codomaine
Soit trois ensembles X, Y et F , de types respectifs P(T ), P(V ) et P(V ). Soit
la relation r ∈ X ↔ Y de type P(T × V ). La restriction sur le codomaine
r B F est l’ensemble des couples (x 7→ y) de r pour lesquels y appartient a`
F . Son type est P(T × V ).
r B F = {x, y|x 7→ y ∈ r ∧ y ∈ F}
La soustraction sur le codomaine r B− F est l’ensemble des couples (x 7→ y)
de r pour lesquels y n’appartient pas a` F . Son type est P(T × V ).
r B− F = {x, y|x 7→ y ∈ r ∧ y /∈ F}
De´finition 2.6 Surcharge par la droite
Soit deux ensembles X et Y , de types respectifs P(T ) et P(V ). Soit r1 ∈
X↔Y et r2 ∈ X↔Y deux relations de type P(T ×V ). La surcharge par la
droite (right overriding) r1 C− r2 de r2 sur r1 est la relation constitue´e des
e´le´ments de r2 et des e´le´ments de r1 dont le premier e´le´ment n’appartient
pas au domaine de r2. Son type est P(T × V ).
r1 C− r2 = {x, y|(x, y) ∈ X × Y ∧ (((x 7→ y) ∈ r1 ∧ x /∈ dom(r2))∨
(x 7→ y) ∈ r2)}
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L’exemple suivant met en avant les restrictions sur les ensembles, en
particulier le ’right overriding’ pour mettre a` jour – e´craser – des e´le´ments
d’une relation.
Exemple 2.9. Soit l’ensemble e´nume´re´ COUREURS = {c1, c2, c3, c4, c5}
qui repre´sente l’ensemble des coureurs d’une course cycliste. Soit la fonction
place ∈ COUREURS 7 N qui donne la position d’arrive´e des coureurs.
place est en fait une fonction injective partielle : des coureurs diffe´rents
auront des places d’arrive´e diffe´rentes ; c’est une fonction partielle car au
de´but de la course, aucun coureur n’a encore de place.
Supposons qu’a` l’arrive´e, les positions soient les suivantes, ou` 0 signifie
une disqualification ou un abandon :
place = {c4 7→ 1, c3 7→ 2, c5 7→ 3, c1 7→ 0, c2 7→ 0}
Un controˆle de dopage disqualifie le coureur c4. On proce`de donc a` la mise
a` jour :
place = placeC− {c4 7→ 0, c3 7→ 1, c5 7→ 2}
qui proclame c3 vainqueur de la course, suivit de c5.
2.3 Exemple
Dans les sections qui pre´ce´dent, nous nous sommes attarde´s a` de´crire
comment mode´liser, a` l’aide du langage B et de la machine abstraite, un
proble`me. Nous avons ensuite vu quelles e´taient les proprie´te´s mathe´matiques
a` notre disposition pour renforcer ou de´velopper notre solution.
Il est a` pre´sent temps de mettre en pratique toutes ces notions. Pour ce
faire, nous nous penchons sur le proble`me de la traverse´e du pont[Rot02].
Nous rappelons dans un premier temps le proble`me, pour amener dans un
second temps une solution en B classique.
2.3.1 Proble`me
Le proble`me s’e´nonce comme suit : quatre personnes se trouvent sur la
rive gauche et souhaiteraient passer sur la rive droite en utilisant le pont.
Malheureusement, la pe´nombre est tombe´e et, le pont e´tant fragile, seul 2
personnes peuvent se trouver sur celui-ci simultane´ment. Afin d’e´clairer leur
passage, une lampe de poche est mise a` leur disposition. Elle doit toujours
eˆtre porte´e lors de la traverse´e et ne peut eˆtre lance´e d’une rive a` l’autre,
obligeant ainsi le retour d’une personne. Les temps de traverse´e des individus
sont les suivants : 1 minute pour le premier, 2 minutes pour le second, 5
minutes pour le troisie`me et 8 minutes pour le dernier. Si 2 eˆtres traversent
en meˆme temps, ils doivent marcher a` la vitesse du plus lent. Comment
agencer l’ordre de passage de telle sorte que tout le monde se retrouve sur
la rive droite en moins de 17 minutes ?
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2.3.2 Solution
Pour re´soudre le proble`me, nous avons construit une machine abstraite
(voir le listing 2.2). Celle-ci est en fait une spe´cification du proble`me initial :
nous avons mode´lise´, dans un formalisme pre´cis qui est la me´thode B, une
solution a` la traverse´e du pont. Cette solution regroupe un certain nombre
de variables, d’e´tats, et de transitions entre les e´tats. Nous partirons de
l’e´tat initial (toutes les personnes se situent sur la rive gauche) pour ensuite
modifier cet e´tat par une se´rie d’ope´rations (faire traverser des gens d’une
rive a` l’autre). Le but est d’atteindre un e´tat final ou` tout le monde est a`
droite du pont, en un temps limite´.
Listing 2.2 – Solution au proble`me de la traverse´e du pont
1 MACHINE Pont
2
3 SETS
4 LAMPE = {gauche , d r o i t e } ;
5 PERSONNES = {un , deux , t r o i s , quatre }
6
7 CONSTANTS personnes ,TEMPS
8
9 PROPERTIES
10 TEMPS ⊆ N ∧ TEMPS = {1 ,2 ,5 ,8} ∧
11 personnes ∈ PERSONNES  TEMPS ∧
12 personnes = {un 7→ 1 , deux 7→ 2 , t r o i s 7→ 5 , quatre 7→ 8}
13
14 VARIABLES lampe , temps , r iveg , r i v ed
15
16 INVARIANT
17 lampe ∈ LAMPE ∧ temps ∈ N ∧
18 r i v e g ⊆ PERSONNES ∧ r i v ed ⊆ PERSONNES
19
20 INITIALISATION
21 lampe , temps , r iveg , r i v ed := gauche , 0 ,PERSONNES,{}
22
23 OPERATIONS
24
25 gauchedro i t e (p) = PRE p ⊆ r i v e g ∧ p 6={} ∧ card (p)≤2
∧ lampe=gauche
26 THEN IF personnes [ p ] 6={}
27 THEN lampe , temps , r iveg , r i v ed
:=
28 dro i t e , temps+ max(
personnes [ p ] ) , r i v e g\p ,
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r i v ed∪p
29 END
30 END;
31
32 dro i t egauche (p) = PRE p ⊆ r i v ed ∧ p 6={} ∧ card (p)≤2
∧ lampe=dro i t e
33 THEN IF personnes [ p ] 6={}
34 THEN lampe , temps , r iveg , r i v ed
:=
35 gauche , temps+ max(
personnes [ p ] ) , r i v e g∪p ,
r i v ed\p
36 END
37 END
38
39 END
Reprenons a` pre´sent la machine ligne par ligne et expliquons la en de´tail.
Deux ensembles sont tout d’abord de´finis. LAMPE est l’ensemble des positions
de la lampe de poche : elle se trouve soit a` gauche, soit a` droite de la
rive. PERSONNES est l’ensemble des personnes devant traverser le pont : les
e´le´ments sont un, deux, trois et quatre.
Deux constantes sont ensuite de´finies. TEMPS est l’ensemble des temps de
passages : 1, 2, 5 et 8. C’est un sous ensemble de l’ensemble des naturels.
personnes est une fonction bijective – note´e  dans le listing 2.2 – de
PERSONNES vers TEMPS : pour chaque eˆtre humain, on donne son temps de
passage du pont. Ces informations se retrouvent dans la clause PROPERTIES.
Quatre variables sont de´finies. La lampe qui donne le coˆte´ actuel ou` elle
se trouve ; le temps, qui pre´cise le temps actuel total de passage ; riveg
et rived qui donnent les individus se trouvant respectivement sur la rive
gauche et droite.
L’initialisation se de´roule comme suit : la lampe de poche est a` gauche, le
temps total de passage est 0 et toutes les personnes sont sur la rive gauche.
Les deux ope´rations gauchedroite et droitegauche permettent de faire
passer un ensemble de personnes – de´note´s par la variable d’entre´e p –
d’une rive a` l’autre. Ces ope´rations e´tant duales, nous ne de´taillerons que la
premie`re (i.e. gauchedroite). Le parame`tre d’entre´e p est un sous ensemble
de l’ensemble des personnes se trouvant a` gauche de la rive. Il est compose´
d’1 ou 2 e´le´ments.12 L’ope´ration change l’e´tat des variables de la manie`re
suivante : la lampe de poche est maintenant a` droite, le temps est incre´mente´
du temps du maximum des personnes. Les compe`res traversant le pont sont
enleve´s des membres se trouvant sur la rive gauche (riveg) et ajoute´s a` ceux
12pour gauchedroite, il sera compose´ de 2 e´le´ments, pour droitegauche de 1.
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situe´s sur la rive droite (rived). Un test est ajoute´ pour ve´rifier que l’image
personnes[p] de p est non vide. Ce test est ne´cessaire pour que max(E) soit
de´fini13.
2.3.3 Remarques
Le lecteur attentif aura remarque´ que la solution apporte´e n’est pas
comple`te : aucun ordonnancement n’est donne´ quand au passage des per-
sonnes d’une rive a` l’autre. Il faudra attendre le chapitre 3 pour apporter la
solution comple`te.
2.4 Non de´terminisme
Dans tout ce qui pre´ce`de, nous avons toujours travaille´ avec une spe´cifi-
cation de´terministe, c’est-a`-dire que l’exe´cution d’une ope´ration permise
dans n’importe quel e´tat n’aboutit que dans un seul nouvel e´tat. Alors que
c’est une proprie´te´ essentielle pour la phase d’imple´mentation, elle n’est
nullement requise par la spe´cification. Certains choix ne doivent en effet pas
eˆtre pris en conside´ration lors des premie`res e´tapes de mode´lisation, mais
demandent plutoˆt notre attention lors de l’imple´mentation. Il est donc pos-
sible, pour une spe´cification, de trouver un e´tat initial et des entre´es donne´es
auxquels sont associe´s plus d’un e´tat final et plusieurs sorties possibles : cette
spe´cification est alors non de´terministe.
Enonc¸ons un petit proble`me dans lequel le non de´terminisme est utilise´.
Supposons un syste`me de libe´ration de places d’un restaurant, devant ajour-
ner les personnes ayant fini leur repas. Il n’est pas ne´cessaire de pre´ciser dans
la mode´lisation d’un tel syste`me quelle table va eˆtre libe´re´e en premier14. Il
est par contre indispensable de de´finir une ope´ration qui fournit en sortie la
table a` mettre a` la disposition des clients.
Diffe´rentes constructions en B classique font appel au non de´terminisme.
Nous n’aborderons ici que l’une d’entre elles : la constructionANY. En effet,
celle-ci nous sera utile pour la suite du me´moire, notamment pour le chapitre
6.
2.4.1 Construction ANY
La construction ANY permet de choisir une ou plusieurs valeur(s) parmi
un ensemble de variables qui satisfont toutes a` une ou des conditions pour
ensuite exe´cuter le corps de l’ope´ration. Elle se construit comme suit :
1 ANY x
13Par de´finition, “E doit eˆtre non vide et doit posse´der un majorant” [Cle02].
14par exemple, en supposant que les tables sont nume´rote´es, se´lectionner la table de
nume´ro minimum et la libe´rer
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2 WHERE P
3 THEN S
4 END
ou` x est une liste de variables, P est un pre´dicat qui porte sur les x et S
sont des assignations. P doit e´galement donner le type des variables x. Sa
signification est la suivante : choisir une variable parmi x qui satisfait P et
exe´cuter S (qui contient e´ventuellement la variable choisie). Ce choix est
non de´terministe.
Finalement, un exemple est apporte´ pour clarifier les ide´es.
Exemple 2.10. L’ope´ration nombre impair retourne un nombre impair
compris entre 1 et 100. Ce nombre est comple`tement ale´atoire.
1 r e s u l t a t ← nombre impair =
2 ANY x
3 WHERE x∈1 . . 1 0 0∧( x mod 2) = 0
4 THEN r e s u l t a t :=x
5 END
2.5 Raffinement
Le but de la me´thode B est, rappelons-le, de mode´liser un proble`me
donne´ sous forme d’une machine respectant la notation AMN. Pour ce faire,
une premie`re phase de spe´cification est ne´cessaire. La premie`re partie de ce
chapitre e´tait de´die´e a` cette taˆche particulie`re. La deuxie`me partie, quant
a` elle, portera sur la phase suivante de mode´lisation qui est le raffinement.
Cette phase est en fait une e´tape charnie`re entre d’une part la spe´cification
qui reste a` un niveau d’abstraction e´leve´ et d’autre part l’imple´mentation
qui est le code exe´cutable par un ordinateur.15
Notons de`s a` pre´sent que la phase de raffinement n’est nullement obli-
gatoire : il est donc possible de passer directement d’une spe´cification a` une
imple´mentation. Ne´anmois, dans bien des cas, cette phase est ne´cessaire
car la spe´cification est d’un niveau tellement abstrait qu’une transcription
directe engendrerait une perte de la vue d’ensemble du syste`me.
Le raffinement est une succession d’e´tapes dont la dernie`re e´tape est
l’imple´mentation. A chacune de ces e´tapes, nous de´crivons de manie`re un
peu plus de´taille´e comment seront repre´sente´es les variables d’e´tat, comment
les ope´rations seront exe´cute´es. Le reste de ce chapitre a pour but de de´crire
ces e´tapes de raffinements. Nous devons auparavant introduire une se´rie de
constructions qui pourront eˆtre utilise´es pour le raffinement.
15La phase d’imple´mentation ne sera pas aborde´e dans ce me´moire. Se re´fe´rer aux do-
cuments ad hoc.
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2.5.1 Constructions
Les constructions suivantes sont spe´cifiques au raffinement, c’est-a`-dire
qu’elle ne peuvent pas eˆtre utilise´es pour la spe´cification. L’absence de ces
dernie`res dans la spe´cification “empeˆche” l’utilisateur de penser en terme
d’imple´mentation et encourage plutoˆt celui-ci a` re´fle´chir a` la mode´lisation
de la solution d’un point de vue abstrait.
Composition se´quentielle
Il est permis de de´finir des se´quences pour le raffinement. Une se´quence se
de´finit comme S ;T ou` S et T sont des assignations et a comme se´mantique :
exe´cuter d’abord S et puis T . Un exemple suit.
Exemple 2.11. La variable x est incre´mente´e de 1, puis la variable y est
de´cre´mente´e de x.
x := x+ 1 ; y := y − x
Si x est e´gal a` 2 et y a` 5, l’exe´cution de la se´quence ci-dessus aura pour
re´sultat que x vaut 3 et y vaut 2.
Variables locales
Il peut eˆtre ne´cessaire de devoir de´finir des variables locales, pour des
e´tats interme´diaires notamment. Ces variables locales sont de´finies a` l’aide
de la de´claration VAR. Plus ge´ne´ralement, une variable locale est de´finie
comme VAR vl IN S END ou` vl est le nom de la variable locale et S est une
(se´quence d’)assignation(s).
Exemple 2.12. Le swap des variables x et y de l’exemple 4.1 peut e´galement
s’e´crire comme suit :
1 VAR t
2 IN
3 t := x ;
4 x := y ;
5 y := t ;
6 END
De´finition de la machine
Un raffinement est une machine concre`te de´finie en utilisant le mot-cle´
REFINEMENT, suivant du nom du raffinement.16 Un raffinement s’effectue
soit sur une machine abstraite, soit sur une machine concre`te issue d’un autre
raffinement ; il faut pre´ciser quelle machine est raffine´e : le mot-cle´ REFINES
est la` pour c¸a : il doit eˆtre suivi du nom de la machine.
16Une convention est de prendre le nom de la machine et d’y ajouter la lettre R.
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Exemple 2.13. Pour raffiner la machine Parking de l’exemple 2.1, il faut
proce´der comme suit :
1 REFINEMENT ParkingR
2 REFINES Parking
Toutes les constructions qui ont e´te´ introduites pour les machines abs-
traites (variables abstraites, non-de´terminisme, . . .) sont toujours dispo-
nibles dans cette e´tape de mode´lisation.
2.5.2 Gluing invariants
Il est important de constater qu’un raffinement doit avoir exactement
la meˆme interface que la machine abstraite qu’elle imple´mente. En d’autres
mots, elle doit offrir les meˆmes ope´rations, avec les meˆmes entre´es et sorties.
Cette restriction paraˆıt a` priori se´ve`re mais il n’en est rien : un utilisateur
externe ne doit pas pouvoir diffe´rencier une machine abstraite d’un raffine-
ment.
Pour nous aider dans cette taˆche, le B classique de´finit la notion de gluing
invariant, qui lie machine abstraite et machine concre`te.
De´finition 2.7 Gluing invariant
L’invariant de la machine concre`te lie les variables de la machine concre`te
aux variables de la machine abstraite. Cette relation est appele´e gluing in-
variant.
Enonc¸ons quelques proprie´te´s lie´es au ‘gluing invariant’.
Ope´rations
Chaque ope´ration doit fournir exactement la meˆme interface a` la fois au
niveau abstrait et au niveau concret. Si l’ope´ration pour le raffinement four-
nit une valeur en sortie, alors l’ope´ration de la spe´cification doit e´galement
fournir la meˆme sortie. De plus, si l’ope´ration abstraite est active, l’ope´ration
concre`te doit e´galement eˆtre active et pre´server le ‘gluing invariant’. Un raf-
finement est correct si les ope´rations pre´servent le ‘gluing invariant’. De plus,
le ‘gluing invariant’ doit eˆtre initialement vrai.
Les proprie´te´s sur les ope´rations assurent que chaque se´quence d’inter-
actions sur la machine concre`te est e´galement possible pour la machine abs-
traite. Par conse´quent, un utilisateur ne peut jamais savoir que la machine
abstraite a e´te´ remplace´e par une machine concre`te.
He´ritage et acce`s
Un raffinement he´rite et a acce`s aux parame`tres, ensembles et constantes
de la machine qu’il raffine. Elles peuvent toutes apparaˆıtre soit dans l’inva-
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riant, soit dans les ope´rations. L’invariant peut e´galement faire re´fe´rence aux
variables de la machine abstraite.
2.5.3 Exemple
L’exemple que nous pre´sentons a pour but de montrer comment se passe
un raffinement en pratique. Cet exemple n’a aucune autre utilite´ et sa sim-
plicite´ permet de se concentrer sur l’objectif. L’exemple est le suivant : on
de´sire remplir une liste d’e´le´ments, chaque e´lement e´tant un nombre naturel.
La liste a une taille maximale de 300 e´le´ments. La liste est ici un concept
ge´ne´rique : nous raisonnons a` un niveau d’abstraction e´leve´ et ne devons
donc pas de´tailler comment la liste est imple´mente´e. Le listing 2.3 donne la
machine abstraite de ce proble`me.
Listing 2.3 – Machine abstraite de l’exemple
1 MACHINE Exemple
2
3 VARIABLES l i s t e
4
5 INVARIANT
6 l i s t e ⊆ N ∧ card ( l i s t e ) ≤ 300
7
8 INITIALISATION
9 l i s t e := {}
10
11 OPERATIONS
12
13 a j ou t e r ( e l ) = PRE e l ∈ N ∧ card ( l i s t e ) < 300
14 THEN l i s t e := l i s t e ∪ { e l }
15 END
16 END
Le raffinement correspondant se trouve au listing 2.4. Nous avons ici
choisi de ne pas repre´senter les doublons dans la liste : c’est un choix
d’imple´mentation qui a sa place dans cette phase de raffinement. Le nom de
la machine est ExempleR, et la ligne 3 indique quelle machine nous raffinons
(Exemple). La variable aa contient la liste d’e´le´ments : c’est une fonction
injective – pour e´viter les doublons – du sous-ensemble des naturels allant
de 1 a` 300 vers les naturels. Par de´finition d’une fonction injective, on a
aa(i) = aa(i′)⇒ i = i′ ∀i ∈ dom(aa). Le pre´dicat ran(aa) = liste est le
‘gluing invariant’ : il permet de lier la liste abstraite liste a` la liste concre`te
aa (l’image de aa correspond a` la liste abstraite). L’ope´ration est e´galement
modifie´e, pour prendre en compte la nouvelle de´finition de la liste. Remar-
quons que la signature est exactement la meˆme : ce qui change, c’est le corps
de l’ope´ration. Le pre´dicat el /∈ ran(aa) garantit que l’e´le´ment que l’on veut
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inse´rer (el) ne se trouve pas encore dans la liste aa. Il est ici important de
choisir SELECT au lieu de PRE, pour que la condition de l’ope´ration dans le
raffinement ne puisse pas eˆtre restreinte. Ensuite, une valeur naturelle com-
prise entre 1 et 300 et n’appartenant pas au domaine de aa est choisie en
utilisant la constuction non-de´terministe ANY . . . WHERE . . . THEN.
Cette phase de raffinement n’est donc pas encore une imple´mentation car
la machine n’est pas comple`tement de´terministe : il faudra de`s lors ope´rer
d’autres raffinements ou tout du moins supprimer le non-de´terminisme pour
aboutir a` une imple´mentation. L’assignation se passe comme suit : l’e´le´ment
el est ajoute´ a` la position x de la liste aa.
Listing 2.4 – Raffinement de l’exemple
1 REFINEMENT ExempleR
2
3 REFINES Exemple
4
5 VARIABLES aa
6
7 INVARIANT
8 aa ∈ 1..300 7 N ∧ ran ( aa ) = l i s t e
9
10 INITIALISATION
11 aa := {}
12
13 OPERATIONS
14
15 a j ou t e r ( e l ) = SELECT e l∈ N ∧ e l /∈ ran( aa ) THEN
16 ANY x
17 WHERE x ∈ 1 . . 3 0 0 ∧ x /∈ dom( aa )
18 THEN aa := aa ∪ {x 7→ e l }
19 END
20 END
21 END
Chapitre 3
Ve´rification, application et
outils
L’objectif ge´ne´ral de cette partie est, d’une part de mode´liser une spe´cifi-
cation d’un proble`me donne´ dans un formalisme particulier qui est ici la
me´thode B, et d’autre part de valider cette spe´cification. Les re`gles per-
mettant de construire une telle spe´cification ont e´te´ aborde´es au chapitre
pre´ce´dent. Il convient a` pre´sent de s’attarder sur la deuxie`me e´tape : la
ve´rification. Ce chapitre est divise´ comme suit : tout d’abord, la notion de
ve´rification et les re`gles associe´es sont explicite´es ; ensuite, une application
de ces re`gles au proble`me de la traverse´e du pont est effectue´e ; finalement,
un outil de ve´rification est pre´sente´.
3.1 Ve´rification
L’ide´e d’une ve´rification est la suivante : nous sommes en possession
d’une machine abstraite qui mode´lise un proble`me. De manie`re plus spe´cifique,
nous avons de´fini des variables, un invariant, des contraintes, des ope´rations,
. . . Cependant, rien ne nous dit que la construction est valide : le mode`le
de´crit-il bien le proble`me initial ? L’invariant – qui pose des conditions sur les
variables – est-il toujours vrai quel que soit l’e´tat dans lequel on se trouve ?
Pour re´pondre a` ces questions, il faut de´finir des obligations de preuve :
celles-ci de´finissent ce qu’il faut prouver pour valider le mode`le e´labore´. De
manie`re informelle, elles s’e´noncent comme suit :
1. la machine a du sens et est cohe´rente ;
2. il est possible d’affecter des valeurs aux parame`tres ;
3. les ensembles diffe´re´s et les constantes peuvent eˆtre instancie´es ;
4. il existe des e´tats initiaux qui satisfont l’invariant ;
5. l’initialisation e´tablit l’invariant ;
6. les ope´rations pre´servent l’invariant.
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La premie`re obligation veut “simplement” dire que la construction de´crit
bien le proble`me dont il est question, et non un autre. Bien qu’elle soit
une proprie´te´ souhaite´e, elle s’ave`re en pratique difficile, voire impossible a`
prouver.
3.1.1 Pre´condition la plus faible
Avant d’expliciter les obligations de preuve de manie`re formelle, il convient
de de´finir des notions utiles pour la suite.
La pre´condition est ce qu’il faut garantir avant l’exe´cution d’une ope´ration.
En d’autres mots, quelles sont les conditions qui doivent eˆtre satisfaites par
les variables pour que l’exe´cution de l’ope´ration soit permise. La postcondi-
tion est ce qu’il faut garantir apre`s l’exe´cution d’une ope´ration. La notion
de substitution est importante pour les obligations de preuve : donnons-en
une de´finition.
De´finition 3.1 substitution
Soit x une variable et E une expression. Une substitution est repre´sente´e
par
x := E
ou` l’expression E est dans un premier temps e´value´e dans l’e´tat inital et la
valeur re´sultante est ensuite assigne´e a` la variable x.
Il existe une pre´condition particulie`re appele´e pre´condition la plus faible
qu’il convient de de´finir.
De´finition 3.2 Pre´condition la plus faible
Soit S une substitution, P un pre´dicat et e un e´tat. On appelle pre´condition
la plus faible, [S]P , un pre´dicat qui tient dans un e´tat e si et seulement si
chaque re´alisation de S a` partir de e termine dans un e´tat dans lequel P
tient. P est aussi appele´ la postcondition de [S]P .
Illustrons celle-ci par un exemple.
Exemple 3.1. Soit x une variable entie`re. Pour s’assurer que x < 10 apre`s
l’exe´cution de x := 0, il suffit que 0 < 10, ce qui est toujours vrai.
[x := 0](x < 10) = (0 < 10)
Un exemple moins trivial est le suivant, dans lequel x et y sont des
variables. A chaque e´tape, la substitution la plus a` droite est se´lectionne´e et
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la nouvelle valeur remplace l’ancienne valeur dans le pre´dicat P associe´.
[x := x− y; y := y + x;x := y − x](x = A ∧ y = B)
≡[x := x− y; y := y + x](y − x = A ∧ y = B)
≡[x := x− y](y + x− x = A ∧ y + x = B)
≡(y = A ∧ y + x− y = B)
≡(y = A ∧ x = B)
Pour que x = A et y = B apre`s l’exe´cution, il faut que y = A et x = B
avant l’exe´cution : l’ope´ration ope`re donc un e´change – swap – des variables
x et y.
La grande force de la pre´condition la plus faible est qu’elle peut eˆtre
de´rive´e de manie`re automatique par une se´rie de re`gles.1 Enonc¸ons a` pre´sent
celles-ci.
Re`gles
La notation utilise´e ci-dessous pour les substitutions n’est qu’un sucre
syntaxique : une notation e´quivalente ainsi qu’une description plus de´taille´e
des re`gles est disponible a` l’annexe B.
Dans ce qui suit, la notation P [E/x] de´signe le pre´dicat P ou` toutes
les occurrences libres de x ont e´te´ remplace´es par l’expression E. De fac¸on
analogue, P [E,F/x, y] de´signe le pre´dicat P ou` toutes les occurrences libres
de x et y ont respectivement e´te´ remplace´es par les expressions E et F .
Soit P , Q, R et S des pre´dicats ; x et y deux variables ; E et F deux
expressions. Les re`gles qui e´tablissent les pre´conditions les plus faibles sont
les suivantes :
[skip]P = P (3.1a)
[BEGIN S END]P = [S]P (3.1b)
[x := E]P = P [E/x] (3.1c)
[x, y := E,F ]P = P [E,F/x, y] (3.1d)
[CHOICE S OR R]P = [S]P ∧ [R]P (3.1e)
[PRE Q THEN S END]P = Q ∧ [S]P (3.1f)
[IF Q THEN S ELSE R]P = (Q⇒ [S]P ) ∧ (¬Q⇒ [R]P ) (3.1g)
3.1.2 Obligations de preuve
Il est a` pre´sent temps de formaliser les obligations de preuves, c’est-a`-
dire l’ensemble des preuves qui sont obligatoires pour garantir la validite´
de la machine abstraite issue de la mode´lisation. Nous nous aiderons pour
1Cette taˆche sera de ce faite re´alise´e par des outils.
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cela dans un premier temps de la notion de pre´condition la plus faible pour
construire ces preuves, et dans un second temps des re`gles associe´es pour
re´duire les obligations.
Le tableau 3.1 fournit l’ensemble des obligations de preuve. De´taillons
chacunes d’elles.
Tab. 3.1 – Obligations de preuve
Machine abstraite Obligation de preuve
MACHINE N(p)
CONSTRAINTS C ∃p • C
SETS St
CONSTANTS k
PROPERTIES B C⇒ (∃St, k •B)
VARIABLES v
INVARIANT I B ∧ C⇒∃v • I
INITIALISATION T B ∧ C⇒ [T ]I
OPERATIONS
y ← op(x) =
PRE P
THEN S B ∧ C ∧ I ∧ P ⇒ [S]I
END ;
. . .
END
La premie`re concerne la clause CONSTRAINTS de la machine. Elle s’e´nonce
comme suit : Soit C l’ensemble des contraintes et x1, x2, ..., xn l’ensemble des
parame`tres de la machine. Alors il existe des valeurs pour tous les parame`tres
qui rendent la contrainte vraie.
∃x1, x2, ..., xn • C (3.2)
Passons maintenant aux proprie´te´s. Soit C l’ensemble des contraintes, St
les ensembles, k l’ensemble des constantes et B l’ensemble des proprie´te´s.
Alors, quelles que soient les valeurs des parame`tres, il existe des ensembles
et des constantes qui satisfont les proprie´te´s.
C⇒ (∃St, k •B) (3.3)
L’invariant a` pre´sent. Lorsque tous les parame`tres ont e´te´ fixe´s, il doit
exister des e´tats valides de la machine, c’est-a`-dire des e´tats qui satisfont
l’invariant.
B ∧ C⇒∃v • I (3.4)
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De manie`re analogue, lorsque tous les parame`tres ont e´te´ fixe´s, l’initia-
lisation T doit assigner des valeurs aux variables qui satisfont l’invariant
I.
B ∧ C⇒ [T ]I (3.5)
En d’autres mots, lorsqu’on amorce la machine, l’e´tat initial doit eˆtre cohe´-
rent avec l’invariant.
Pour chaque ope´ration de la machine, l’obligation de preuve suivante doit
eˆtre prouve´e : si la machine se trouve dans un e´tat cohe´rent – ou` l’invariant
est vrai – et que les pre´conditions de l’ope´ration sont satisfaites, alors la
machine se trouvera e´galement dans un e´tat cohe´rent apre`s l’exe´cution de
l’ope´ration.
B ∧ C ∧ I ∧ P ⇒ [S]I (3.6)
Pour les ope´rations qui produisent un effet de bord, la sortie n’entre
pas en ligne de compte pour la consistance de la machine : il n’est donc pas
indispensable de de´clarer explicitement son type dans le corps de l’ope´ration.
Un controˆle de type est quand a` lui effectue´ si diverses sorties peuvent eˆtre
produites2.
3.1.3 Preuves des raffinements
A l’instar des machines abstraites, les machines concre`tes issues des raf-
finements doivent e´galement eˆtre prouve´es. Nous fournissons de`s lors les
obligations de preuves associe´es. Commenc¸ons par le corps des ope´rations.
Dans ce qui suit, I et J sont les invariants de la machine abstraite et concre`te
respectivement. Soit C1 l’ensemble des contraintes sur les parame`te`res et B1
l’ensemble des proprie´te´s de la machine abstraite. C2 et B2 sont de´finies
de manie`re similaire pour le raffinement. L’obligation a` prouver pour que
l’ope´ration concre`te PRE P1 THEN S1 END raffine l’ope´ration abstraite
PRE P THEN S END est :
(C1 ∧ C2 ∧B1 ∧B2 ∧ I ∧ J ∧ P )⇒ P1 (3.7)
(C1 ∧ C2 ∧B1 ∧B2 ∧ I ∧ J ∧ P )⇒ [S1]¬([S](¬(J))) (3.8)
L’obligation (3.7) nous garantit que si la pre´condition abstraite est vraie,
alors il doit en eˆtre de meˆme pour la pre´condition concre`te. A l’oppose´,
si la pre´condition abstraite est fausse, alors S1 – le corps de l’ope´ration
concre`te – peut “faire ce qu’il veut” : le re´sultat sera toujours un raffinement.
L’obligation (3.8) est un peu plus complique´e a` comprendre. Informellement,
elle nous garantit que chaque fois que S1 ope`re une transformation d’e´tat,
alors il est e´galement possible pour S d’ope´rer une transformation d’un e´tat
lie´ et d’aboutir dans un nouvel e´tat lui aussi lie´. Une de´composition de
l’obligation permet de mieux la comprendre.
2dans le cas d’un IF . . . THEN . . . ELSE par exemple
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– [S]¬(J) est vrai si S est assure´ d’e´tablir ¬(J)
– ¬[S]¬(J) est vrai si certaines exe´cutions de S peuvent e´tablir J
– [S1]¬([S](¬(J))) est vrai si n’importe quelle exe´cution de S1 aboutit
dans un e´tat ou` certaines exe´cutions de S peuvent e´tablir J
De`s lors, chaque exe´cution de S1 peut eˆtre couple´ avec S.
Dans le cas particulier ou` une ope´ration produit une valeur en sortie,
l’obligation doit quelque peu eˆtre modifie´e. Etant donne´ que les ope´rations
concre`tes et abstraites ont la meˆme signature, la meˆme variable de sortie est
pre´sente dans la de´finition des deux ope´rations. Ces deux variables de sortie
doivent eˆtre conside´re´es se´pare´ment : il suffit d’effectuer un renommage de
la variable concre`te – disons y – en y′. Le corps de l’ope´ration concre`te (S1)
devient de`s lors S1[y′/y]. La condition ne´cessaire est que les sorties abstraites
et concre`tes doivent eˆtre identiques apre`s l’exe´cution des ope´rations, c’est-
a`-dire y = y′. L’obligation de preuve (3.8) devient donc
(C1 ∧ C2 ∧B1 ∧B2 ∧ I ∧ J ∧ P )⇒ [(S1[y′/y])]¬([S](¬(J ∧ y = y′))) (3.9)
Pour l’initialisation, soit T et T1 les initialisations pour la machine abs-
traite et concre`te respectivement. L’obligation (3.8) devient :
(C1 ∧ C2 ∧B1 ∧B2)⇒ [T1]¬([T ](¬(J))) (3.10)
3.2 Application
Afin de mieux comprendre les re`gles et obligations de preuve, nous les
appliquons sur des exemples vus dans le chapitre 2. Le but est d’acque´rir le
plus de confiance dans la validite´ de notre solution. Cette section est divise´e
en deux parties : dans un premier temps, nous reprenons le proble`me de la
traverse´e du pont et et la ve´rifions manuellement. Nous nous attardons ici a`
la preuve de l’initialisation (3.5) et des ope´rations (3.6). Dans un deuxie`me
temps, nous reprenons l’exemple de raffinement du chapitre2 et prouvons
les obligations (3.10) pour l’initialisation et (3.7) et (3.8) pour l’ope´ration.
Rappelons que ce processus – qui peut paraˆıtre long et fastidieux – ne sera
pas re´alise´ en pratique mais plutoˆt de´laisse´ aux outils ade´quats.
3.2.1 Proble`me de la traverse´e du pont
La solution apporte´e au proble`me se trouve au listing 2.2 page 17.
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Initialisation
L’obligation de preuve (3.5) s’e´crit :
TEMPS ⊆ N ∧ TEMPS = {1, 2, 5, 8} ∧
personnes ∈ PERSONNES TEMPS ∧
personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8}
⇒[lampe, temps, riveg, rived := gauche, 0, PERSONNES, {}]
(lampe ∈ LAMPE ∧ temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES)
Apre`s application de l’initialisation T , il reste a` prouver que :
(gauche ∈ LAMPE ∧ 0 ∈ N ∧
PERSONNES ⊆ PERSONNES ∧ {} ⊆ PERSONNES)
Les e´le´ments suivants apportent la ve´rite´ de l’obligation de preuve, ou` le
premier cas est directement tire´ de la de´finition de LAMPE :
1. LAMPE = {gauche, droite}⇒ gauche ∈ LAMPE
2. 0 ∈ N ;
3. un ensemble – ici PERSONNES – est son propre sous-ensemble ;
4. l’ensemble vide est le sous-ensemble de tout autre – ici PERSONNES
– ensemble.
gauchedroite(p)
L’obligation de preuve (3.6) est ici :
TEMPS ⊆ N ∧ TEMPS = {1, 2, 5, 8} ∧
personnes ∈ PERSONNES TEMPS ∧
personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8} ∧
lampe ∈ LAMPE ∧ temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES ∧ p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2 ∧
lampe = gauche
⇒(personnes[p] 6= {}⇒ [lampe, temps, riveg, rived := droite,
temps+max(personnes[p]), riveg \ p, rived ∪ p]
(lampe ∈ LAMPE ∧ temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES)) ∧
(personnes[p] = {}⇒ (lampe ∈ LAMPE ∧ temps ∈ N ∧
riveg ⊆ PERSONNES ∧ rived ⊆ PERSONNES))
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Apre`s application de la substitution des valeurs aux variables (la partie
entre crochet contenant le symbole :=), la partie droite de l’implication ([S]I
dans l’obligation 3.6) se re´duit a` :
(personnes[p] 6= {}⇒ (droite ∈ LAMPE ∧
temps+max(personnes[p]) ∈ N ∧
riveg \ p ⊆ PERSONNES ∧ rived ∪ p ⊆ PERSONNES))
L’obligation de preuve re´duite aux e´le´ments essentiels devient :
personnes ∈ PERSONNES TEMPS ∧
personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8} ∧
temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES ∧ p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2 ∧
personnes[p] 6= {}
⇒ (droite ∈ LAMPE ∧ temps+max(personnes[p]) ∈ N ∧
riveg \ p ⊆ PERSONNES ∧ rived ∪ p ⊆ PERSONNES)
que l’on peut prouver en conside´rant les e´le´ments suivants :
1. p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2⇒ personnes[p] 6= {}
2. LAMPE = {gauche, droite}⇒ droite ∈ LAMPE
3. temps ∈ N∧max(personnes[p]) ∈ N⇒temps+max(personnes[p]) ∈ N
4. riveg ⊆ PERSONNES⇒ riveg \ p ⊆ PERSONNES
5. rived ⊆ PERSONNES⇒ rived ∪ p ⊆ PERSONNES
droitegauche(p)
L’obligation de preuve (3.6) est ici :
TEMPS ⊆ N ∧ TEMPS = {1, 2, 5, 8} ∧
personnes ∈ PERSONNES TEMPS ∧
personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8} ∧
lampe ∈ LAMPE ∧ temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES ∧ p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2 ∧
lampe = droite
⇒(personnes[p] 6= {}⇒ [lampe, temps, riveg, rived := gauche,
temps+max(personnes[p]), riveg ∪ p, rived \ p]
(lampe ∈ LAMPE ∧ temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES)) ∧
(personnes[p] = {}⇒ (lampe ∈ LAMPE ∧ temps ∈ N ∧
riveg ⊆ PERSONNES ∧ rived ⊆ PERSONNES))
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Apre`s application de la substitution des valeurs aux variables (la partie
entre crochet contenant le symbole :=), la partie droite de l’implication ([S]I
dans l’obligation 3.6) se re´duit a` :
(personnes[p] 6= {}⇒ (gauche ∈ LAMPE ∧
temps+max(personnes[p]) ∈ N ∧
riveg ∪ p ⊆ PERSONNES ∧ rived \ p ⊆ PERSONNES))
L’obligation de preuve re´duite aux e´le´ments essentiels devient :
personnes ∈ PERSONNES TEMPS ∧
personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8} ∧
temps ∈ N ∧ riveg ⊆ PERSONNES ∧
rived ⊆ PERSONNES ∧ p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2 ∧
personnes[p] 6= {}
⇒ (gauche ∈ LAMPE ∧ temps+max(personnes[p]) ∈ N ∧
riveg ∪ p ⊆ PERSONNES ∧ rived \ p ⊆ PERSONNES)
que l’on peut prouver en conside´rant les e´le´ments suivants :
1. p ⊆ riveg ∧ p 6= {} ∧ card(p) ≤ 2⇒ personnes[p] 6= {}
2. LAMPE = {gauche, droite}⇒ gauche ∈ LAMPE
3. temps ∈ N∧max(personnes[p]) ∈ N⇒temps+max(personnes[p]) ∈ N
4. riveg ⊆ PERSONNES⇒ riveg ∪ p ⊆ PERSONNES
5. rived ⊆ PERSONNES⇒ rived \ p ⊆ PERSONNES
3.2.2 Raffinement
La solution apporte´e se trouve au listing 2.3 page 23 pour la machine
abstraite et listing 2.4 page 24 pour le raffinement.
Initialisation
L’obligation de preuve (3.10) s’e´crit :
[aa := {}]¬[liste := {}]¬(aa ∈ 1..300 7 N ∧ ran(aa) = liste)
= [aa := {}]¬¬(aa ∈ 1..300 7 N ∧ ran(aa) = {})
= ({} ∈ 1..300 7 N ∧ ran({}) = {})
= true
par de´finition d’une fonction (injective) partielle.
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Ope´ration ajouter(el)
L’obligation de preuve (3.7) est ici :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ el ∈ N
∧ card(liste) < 300⇒ true
= true
L’obligation de preuve (3.8) est ici :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ el ∈ N
∧ card(liste) < 300
⇒ [ANY xWHERE x ∈ 1..300 ∧ x /∈ dom(aa)THEN aa := aa ∪ {x 7→ el}END]
¬[liste := liste ∪ {el}]¬(aa ∈ 1..300 7 N ∧ ran(aa) = liste)
Apre`s application de l’assignation de la valeur liste ∪ {el} a` la variable
liste, l’obligation se re´duit a` :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ el ∈ N
∧ card(liste) < 300
⇒ [ANY xWHERE x ∈ 1..300 ∧ x /∈ dom(aa)THEN aa := aa ∪ {x 7→ el}END]
¬¬(aa ∈ 1..300 7 N ∧ ran(aa) = liste ∪ {el})
Apre`s application de l’assignation aa := aa ∪ {x 7→ el}, l’obligation se
re´duit a` :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ el ∈ N
∧ card(liste) < 300
⇒ (∀x·(x ∈ 1..300 ∧ x /∈ dom(aa)⇒ (aa ∪ {x 7→ el} ∈ 1..300 7 N
∧ ran(aa ∪ {x 7→ el}) = liste ∪ {el}))
ce qui est vrai car
1. x /∈ dom(aa) et el ∈ N implique que aa ∪ {x 7→ el} ∈ 1..300 7 N ;
2. ran(aa) = liste et ran({x 7→ el}) = {el} implique que ran(aa ∪ {x 7→
el}) = liste ∪ {el})).
3.3 ProB
Comme nous l’avons vu pre´ce´demment, la cre´ation et la validation des
obligations de preuve est le point cle´ de la ve´rification d’une spe´cification B.
Cette taˆche, a` priori manuelle, peut vite devenir longue et fastidieuse. Fort
heureusement, des outils ont e´te´ conc¸us pour automatiser le processus et
permettre ainsi a` l’utilisateur de se concentrer sur d’autres taˆches. Plusieurs
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outils sont a` disposition pour la me´thode B : citons parmi les plus connus
Atelier-B[Ste96], B-Toolkit[BCUL99] et ProB [LB03]. Nous pre´senterons
principalement ProB, mais verrons e´galement quelles sont les relations avec
les autres outils.
ProB est un outil d’aide a` la mode´lisation du langage B classique. Il est
utilise´ comme comple´ment aux autres outils, a` savoir Atelier-B et B-Toolkit.
Ces derniers permettent en effet la ve´rification de la consistance de la ma-
chine3. Cette ve´rification se fait soit automatiquement, soit manuellement ;
dans les 2 cas de figures, la ge´ne´ration des obligations de preuve est automa-
tique. Lors d’une ve´rification manuelle, il peut eˆtre difficile d’investiger la
preuve et/ou de trouver le proble`me : il peut en effet eˆtre demande´ a` l’utili-
sateur d’introduire une valeur particulie`re pour une variable, ou de rajouter
une hypothe`se pour comple´ter la preuve. Il sera plus approprie´, dans ce
cas-ci, d’utiliser un “de´tecteur” d’erreurs et ge´ne´rateurs de contre-exemples.
ProB peut trouver ce type d’erreurs et en avertir l’utilisateur.
Dans ce qui suit, les 2 principales fonctionnalite´s de ProB – animateur
et model checker – sont apporte´es, pour ensuite les appliquer sur un exemple
concret.
3.3.1 Animateur
ProB peut dans un premier temps eˆtre utilise´ comme animateur. L’ani-
mation de la machine s’ope`re e´tape par e´tape, en se´lectionnant a` chacune
de ces e´tapes une ope´ration a` effectuer parmi celles disponibles dans l’e´tat
actuel. Un retour en arrie`re (i.e. retour dans l’e´tat pre´ce´dent l’exe´cution de
la dernie`re ope´ration) est e´ventuellement possible. Au de´but de l’animation,
le choix est limite´ : il faut d’abord e´tablir les e´ventuelles constantes et en-
sembles (une ope´ration) et puis initialiser la machine (une ope´ration). Par
la suite, et suivant le nombre d’ope´rations de la machine et les pre´conditions
de celles-ci, une liste de toutes les ope´rations permises dans l’e´tat actuel est
pre´sente´e : l’exe´cution d’une de celles-ci, au choix, entraˆınera le passage de
l’e´tat actuel dans un nouvel e´tat ou` d’autres ope´rations – voire les meˆmes
si les conditions le permettent – sont disponibles.
La figure 3.1 pre´sente l’interface ge´ne´rale de l’application : la feneˆtre
supe´rieure contient la machine abstraite ; la feneˆtre infe´rieure est divise´e en
3 parties : de gauche a` droite, la description de l’e´tat courant de la machine,
une liste des ope´rations permises et l’historique ayant mene´ l’utilisateur
jusqu’ici.
Un grand avantage de ProB en tant qu’animateur par rapport aux
autres outils est le suivant :
“[. . . ] unlike the animator provided by the B-Toolkit, the user
3remarquons que ProB peut e´galement, pour des ensembles finis, fournir cette
ve´rification
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Fig. 3.1 – Animation dans ProB
does not have to guess the right values for the operation argu-
ments. The same holds for choice variables in ANY statements,
the user does not have to find values which satisfy the ANY sta-
tement.” 4 [LB03]
L’animateur autorise e´galement la visualisation de l’espace d’e´tat sous
forme d’un graphe ou` les noeuds repre´sentent les e´tats et les transitions les
ope´rations. Il est possible d’y voir l’e´tat “courant”, c’est-a`-dire l’e´tat ou` l’on
se trouve a` l’instant pre´sent dans l’animation, le chemin nous ayant mene´
jusqu’ici et les e´tats non encore explore´s.
4traduction libre : “[. . . ] a` la diffe´rence de l’animateur fournit par le B-Toolkit, l’utili-
sateur ne doit pas estimer la valeur correcte pour les arguments de l’ope´ration. La meˆme
chose tient pour le choix des variables dans les expressions ANY, l’utilisateur ne doit pas
trouver des valeurs qui satisfont l’expression ANY.”
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3.3.2 Model checker
La deuxie`me fonctionnalite´ de ProB est le ’model checking’. Les 2 types
de ’model checking’ propose´s sont :
1. temporal model checking : partant d’un e´tat initial qui satisfait l’inva-
riant, trouver une se´quence d’ope´rations qui aboutissent dans un e´tat
qui viole l’invariant ;
2. constraint-based checking : trouver un e´tat qui satisfait l’invariant et
tel que l’exe´cution d’une seule ope´ration dans cet e´tat viole l’invariant.
Enonc¸ons a` pre´sent les principales diffe´rences entre les 2 approches. Le
’temporal model checking’ est plus simple a` imple´menter :
“every single state is clearly determined, and we can use our
ProB interpreter to compute all possible successor states of any
given state, and then perform a search on the right sequence of
operations.” [LB03]
Le ’temporal model checking’ est en ge´ne´ral plus efficient, bien que le ’cons-
traint-based checking s’ave`re utile dans certains cas, comme le souligne Mr.
Leuschel : “This can be especially useful in circumstances where one has
modified or added a single operation of a (previously verified) big machine.”
[LB03]
La difficulte´ du ’constraint-based-checking’ vient du manque crucial d’in-
formations de l’e´tat a` l’origine du viol d’invariant5.
Pour le ’temporal model checking’, le contre-exemple, accompagne´ de
la trace ayant mene´ jusque-la` sont disponibles pour l’utilisateur. Pour le
’constraint-based checking’, l’e´tat de´fectueux et la transition passant dans
l’e´tat errone´ sont a` disposition. Dans tous les cas, l’utilisateur he´sitant est
encourage´ a` tester les 2 approches.
3.3.3 Application
Pour cette application, nous reprenons l’exemple du proble`me de la tra-
verse´e du pont6. L’animation re´alise´e ici est manuelle, c’est-a`-dire que dans
chaque e´tat, l’utilisateur se´lectionne l’ope´ration a` exe´cuter parmi celles dis-
ponibles. Il est e´galement possible de re´aliser une animation automatique,
ou` l’on spe´cifie a` ProB le nombre d’ope´rations a` exe´cuter (par de´faut 10)
et il se charge du choix et de l’exe´cution de l’ope´ration. Cette approche peut
eˆtre utilise´e pour exe´cuter un nombre important d’ope´rations. Il est alors
aise´ de retrouver le chemin parcouru en consultant l’historique ; le graphe
est e´galement a` disposition pour une analyse plus pousse´e du trace´.
5voir [LB03] pour de plus amples informations ainsi que la solution apporte´e pour
l’imple´mentation
6voir la sous-section 2.3.1 pour un rappel du proble`me
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Proce´dons maintenant a` l’animation. La figure 3.1 page 36 repre´sente
le status de ProB dans l’e´tat ou` nous trouvons actuellement. La suite
d’ope´rations effectue´es se re´sume comme suit :
1. setup constants({1,2,5,8},{(un,1),(deux,2),(trois,5),
(quatre,8)})
2. initialise machine(gauche,0,PERSONNES,{})
3. gauchedroite({un,deux})
4. droitegauche({deux})
Au de´but, nous n’avons pas le choix : il faut e´tablir les constantes
via l’ope´ration pre´de´finie setup constants. Le premier argument de celle-ci
e´tablit la constante TEMPS, le second la constante PERSONNES. Afin d’initiali-
ser la machine, nous devons exe´cuter, de nouveau sans alternative, l’ope´ration
initialise machine. Celle-ci a pour but de placer la lampe a` gauche, de mettre
le temps a` 0, et de placer toutes les personnes sur la rive gauche (et donc
aucune sur la rive droite).
Nous arrivons dans un e´tat ou` nous pouvons choisir une des ope´rations
permises. Ce choix est totalement arbitraire, ProB se chargeant de la ve´rifi-
cation des pre´conditions et de l’affichage des ope´rations permises. Notons
que le nombre d’ope´rations peut eˆtre spe´cifie´ dans les pre´fe´rences du pro-
gramme : mettre une limite de 2 ope´rations ne signifie pas que seules 2
ope´rations seront permises mais bien que 2 seront affiche´es. Choisissons
l’ope´ration gauchedroite({un,deux}). Nous aboutissons dans un nouvel e´tat
ou` les ope´rations disponibles ne sont plus les meˆmes que dans l’e´tat pre´ce´dent :
nous avons en effet modifie´ la valeur de certaines variables d’e´tat, comme le
montre la description de l’e´tat courant dans l’interface. Choisissons l’ope´ra-
tion gauchedroite({un,deux}). De nouveau, un changement d’e´tat est ef-
fectue´.
La visualisation de l’espace d’e´tat courant de la machine et du chemin
jusque cet e´tat est mode´lise´ a` la figure 3.2. A partir de l’e´tat courant, il est
toujours possible (sans dans l’e´tat initial) de revenir a` l’e´tat pre´ce´dent en
“exe´cutant” BACKTRACK dans ProB : de la`, il est e´ventuellement permis de
choisir une autre ope´ration (un autre arc sur le graphe) qui aboutira dans
un nouvel e´tat (le graphe est modifie´ en conse´quence).
Utilisons a` pre´sent le ’model checking’ pour trouver la solution au proble`-
me de la traverse´e du pont (i.e. faire traverser tout le monde en moins de
16 minutes). Pour cela, il faut substantiellement modifier la machine abs-
traite. Nous devons en effet trouver une manie`re de dire a` ProB “trouve
une suite d’ope´rations qui aboutissent dans un e´tat ou` toutes les personnes
sont a` droite du pont et le temps est infe´rieur a` 16 minutes”. Il est pos-
sible de rajouter certaines fonctionnalite´s au ’temporal model checking’ de
ProB : trouver un ’deadlock’, et/ou le viol de l’invariant, et/ou un but de´fini.
C’est cette dernie`re option que nous choisissons. Un but est simplement un
pre´dicat – que l’on spe´cifie par le mot cle´ GOAL dans la clause DEFINITION de
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Fig. 3.2 – Visualisation de l’espace d’e´tat
la machine – qui porte sur les variables. Typiquement, on veut que lorsque
telle variable a telle valeur, ou` que telle autre valeur a atteint un certain
seuil, on s’arreˆte. Dans notre cas, le but s’e´crit
riveg = {} ∧ rived = PERSONNES ∧ TEMPS ≤ 16
Une fois ce but encode´ dans ProB, on utilise le ’model checking’ en lui
disant de trouver le but de´fini. Apre`s quelques temps d’exe´cution, un e´tat
respectant le but est trouve´ (en 15 minutes) et la suite d’ope´rations ayant
mene´ a` cet e´tat est :
1. setup constants({1,2,5,8},{(un,1),(deux,2),(trois,5),
(quatre,8)})
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2. initialise machine(gauche,0,PERSONNES,{})
3. gauchedroite({un,deux})
4. droitegauche({deux})
5. gauchedroite({trois,quatre})
6. droitegauche({un})
7. gauchedroite({un,deux})
La solution en ASCII – c’est-a`-dire la version e´crite dans ProB– se trouve
en annexe D. La conversion de la notation mathe´matique a` la notation ASCII
est assez triviale : nous ne nous attarderons donc pas sur celle ci7.
Il reste finalement a` tester le ’constraint-based checking’. Notre mode`le
e´tant bien construit, ProB ne trouve aucun e´tat qui viole l’invariant.
7voir [Rob05] pour de plus amples informations
Deuxie`me partie
Le B e´ve´nementiel
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Chapitre 4
Introduction au B
e´ve´nementiel
Le B e´ve´nementiel est conside´re´ comme le successeur du B classique.
C’est e´galement une approche formelle a` la spe´cification et au de´veloppement
de syste`mes informatiques. Il a notamment e´te´ introduit pour apporter des
fonctionnalite´s manquantes telles que [Lec] les post conditions, les moda-
lite´s, une syntaxe base´e sur l’e´ve´nement et un raffinement explicite. Comme
dans le langage B, on retrouve les concepts de spe´cification, raffinements
et imple´mentation. La notion de preuve est e´galement importante, mais
aborde´e sous un autre angle (se re´fe´rer a` ce sujet au chapitre 5).
Il est important de souligner que le B classique n’est pas un sous-ensemble
du B e´ve´nementiel : il est donc possible de mode´liser certains proble`mes en
B classique, sans pour autant avoir une concordance parfaite avec le mode`le
correspondant en B e´ve´nementiel. Il est tout de meˆme envisageable, dans
une certaine mesure, de passer d’un langage a` l’autre.
A l’instar du chapitre 2, seul un sous-ensemble du langage sera aborde´.
Le lecteur de´sireux d’e´tendre ses connaissances peut se reporter a` [ROD05b].
La structure du chapitre est la suivante : dans un premier temps, de
nouveaux concepts mathe´matiques sont introduits, pour ensuite faire place
a` l’explicitation des deux concepts fondamentaux du B e´ve´nementiel (mode`le
et contexte) ; finalement, un exemple permet d’expliciter les concepts et de
comparer les deux langages introduits dans ce me´moire.
4.1 Concepts mathe´matiques
Avant de rentrer dans le vif du sujet, il convient de s’attarder sur certains
nouveaux concepts mathe´matiques. Ceux-ci ont e´te´ introduits d’une part
pour de´crire le langage B e´ve´nementiel d’un point de vue mathe´matique,
et d’autre part pour utiliser ces concepts pour la preuve et la correction de
syste`mes. Ces concepts sont importants pour la compre´hension du reste de
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ce chapitre. Ils seront de meˆme abondamment employe´s dans les chapitres
suivants.
Les sous-sections qui suivent – de 4.1.1 a` 4.1.3 – sont tire´es d’une tra-
duction libre des sections 2, 4 et 5 de la V e partie de [ROD05b] intitule´e
“Event-B : Mathematical Language”.
4.1.1 Pre´dicat et expression
L’objectif principal de cette sous-section est de de´finir de manie`re pre´cise
les concepts de pre´dicat et expression.
Prenons tout d’abord le temps de clarifier la distinction entre un pre´dicat
et une expression. Un pre´dicat P est un fragment de texte formel qui peut
eˆtre prouve´ lorsqu’il fait partie d’un se´quent1, comme dans :
` P
Un pre´dicat ne de´note pas quelque chose en particulier. Ce n’est pas le
cas d’une expression qui de´note toujours un objet. Une expression ne peut
pas eˆtre “prouve´e”. Par conse´quent, les termes pre´dicat et expression sont
incompatibles.
Avant d’e´noncer les de´finitions formelles d’un pre´dicat et d’une expres-
sion, nous devons donner la syntaxe d’une variable et d’un ensemble. Une va-
riable est de´note´e simplement par un identificateur : sa syntaxe est variable ::=
identificateur. La de´finition d’un ensemble est la suivante ou` var list est
une se´quence finie de variables :
De´finition 4.1 Ensemble
set ::=set× set (4.1a)
P(set) (4.1b)
{var list·predicate|expression} (4.1c)
variable (4.1d)
Soit s et t deux ensembles. La construction s× t est le produit carte´sien
de s et t (4.1a). La construction P(s) est le ‘power set’ de s (4.1b). Soit x
une liste de variables d’identificateurs distincs, P un pre´dicat et E une liste
d’expressions de la meˆme taille que x. La construction {x·P |E} est le ‘set
defined comprehension’ (4.1c).
Une expression se de´finit comme suit :
Une expression est donc soit une variable (4.2a), soit une expression de
substitution (4.2b), soit un mapping (4.2c) d’une expression dans une autre,
soit un ensemble (4.2d).
1voir a` ce propos la sous-section 4.1.2
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De´finition 4.2 Expression
Une expression est une construction de la forme
expression ::=variable (4.2a)
[var list := exp list]expression (4.2b)
expression 7→ expression (4.2c)
set (4.2d)
ou` exp list est une se´quence finie d’expressions.
Poursuivons ensuite avec la de´finition d’un pre´dicat (4.3), dont on parle
a` la de la pre´sente page.
De´finition 4.3 pre´dicat
Un pre´dicat est une construction de la forme
predicate ::=> (4.3a)
⊥ (4.3b)
¬predicate (4.3c)
predicate ∧ predicate (4.3d)
predicate ∨ predicate (4.3e)
predicate⇒ predicate (4.3f)
predicate⇔ predicate (4.3g)
∀var list·predicate (4.3h)
∃var list·predicate (4.3i)
[var list := exp list]predicate (4.3j)
expression = expression (4.3k)
expression ∈ set (4.3l)
Dans cette de´finition, > repre´sente le pre´dicat vrai, tandis que ⊥ repre´-
sente le pre´dicat faux. (4.3c) est la ne´gation d’un pre´dicat. (4.3d) et (4.3e)
sont respectivement la conjonction et la disjonction de deux pre´dicats. (4.3f)
et (4.3g) sont respectivement l’implication et l’e´quivalence de deux pre´dicats.
Les constructions ∀x·P et ∃x·P sont respectivement appele´es les pre´dicats
quantifie´s universellement (4.3h) et existentiellement (4.3i). La construction
[x := E]P est appele´e le pre´dicat de substitution (4.3j). La construction
E = F est appele´e le pre´dicat d’e´galite´ (4.3k). La construction E ∈ s est
appele´e le pre´dicat d’appartenance (4.3l).
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4.1.2 Se´quent et preuve
Comme pour le B classique, une proprie´te´ importante du langage repose
sur la notion de preuve. Une fois la spe´cification mode´lise´e dans le langage
ade´quat (ici le B e´ve´nementiel), il est de´sirable de vouloir la prouver. Il faut
pour cela de´finir ce qu’on entend par preuve, d’ou` l’utilite´ de cette sous-
section. Nous verrons e´galement une autre notion – le se´quent – qui est
fortement lie´ au concept de preuve.
Commenc¸ons par la de´finition formelle d’un se´quent.
De´finition 4.4 Se´quent
Un se´quent prend la forme suivante
H ` G
ou` H est un ensemble fini de pre´dicats appele´s les hypothe`ses, et G est un
pre´dicat appele´ but
Ce se´quent se lit comme suit : sous les hypothe`ses de l’ensemble H,
prouver le but G. Il est a` noter que H peut eˆtre vide.
Une re`gle d’infe´rence est une construction employe´e pour construire des
preuves a` partir de se´quents. Elle se compose de deux parties : l’ante´ce´dent
et la conse´quence. L’ante´ce´dent de´note un ensemble fini de se´quents – note´
A – ou` chaque se´quent est de la forme H ` G, alors qu’une conse´quence –
note´e C – ne comprend qu’un se´quent, e´galement de la forme H ` G. Une
re`gle d’infe´rence s’e´crit de la fac¸on suivante
r
A
C
Elle se lit comme suit : la re`gle r se re´duit en une preuve du se´quent C de`s
que l’on a des preuves pour chaque se´quent de A. Dans le cas ou` l’ante´ce´dent
A est vide, la re`gle d’infe´rence x s’e´crit
x
C
et se comprend : la re`gle x se re´duit en une preuve du se´quent C.
Une the´orie T est un ensemble de re`gles d’infe´rence. La de´finition d’une
preuve peut maintenant eˆtre formule´e.
Par conse´quence de la de´finition, les feuilles de l’arbre contiennent des
re`gles sans ante´ce´dent. De plus, le noeud racine contient le se´quent que nous
de´sirons prouver.
Un exemple permet de clarifier les notions fraˆıchement introduites. Soit
la the´orie T suivante.
r1 S2 r2
S7
S4 r3
S2 S3 S4
S1 r4 S5 r5
S5 S6
S3 r6 S6 r7 S7
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De´finition 4.5 Preuve
Soit T une the´orie. La preuve d’un se´quent dans T est un arbre fini compose´
de certaines contraintes. Les noeuds de l’arbre ont deux composantes : un
se´quent s et une re`gle r de la the´orie T . Les contraintes associe´es aux noeuds
de l’arbre s’e´crivent s 7→ r : la conse´quence de la re`gle r est s, et les fils de ce
noeud sont les noeuds dont les se´quents sont exactement tous les se´quents
de l’ante´ce´dent de la re`gle r.
S1
r3
S2
r1
S3
r5
S5
r4
S6
r6
S4
r2
S7
r7
Fig. 4.1 – Preuve du se´quent S1
La preuve du se´quent S1 est donne´e a` la figure 4.1.
Comme nous pouvons le constater, la racine de l’arbre posse`de le se´quent
S1 qui est celui que nous voulons prouver. Il est facile de ve´rifier que chaque
noeud, disons S3 7→ r5, est tel que la conse´quence de cette re`gle r5 est bien
le se´quent S3. De plus, nous pouvons ve´rifier que les se´quents des noeuds
fils du noeud S3 7→ r5, a` savoir S5 et S6, sont exactement les se´quents qui
forment l’ante´ce´dent de la re`gle r5.
4.1.3 The´orie des ensembles et the´orie de preuve
La the´orie des ensembles, a` l’instar des notations de´finies ci-dessus (pre´di-
cat, se´quent, . . .), constitue un e´le´ment de taille du langage mathe´matique
introduit par le B e´ve´nementiel. Ce langage mathe´matique a e´te´ construit
de la sorte : a` partir d’un sous-langage de base, ce dernier est progressive-
ment e´tendu afin d’atteindre les objectifs explicite´s dans l’introduction de
la section 4.1. Plus pre´cise´ment, le but est de de´finir mathe´matiquement
une the´orie de preuve, de´finissant un ensemble de re`gles d’infe´rences sur les
se´quents. Cette the´orie sera ensuite applique´e de la sorte : dans un premier
temps, on de´finit une spe´cification en utilisant le langage B e´ve´nementiel.
Nous supposons ici que la spe´cification respecte autant la syntaxe que la
se´mantique du langage mathe´matique, c’est-a`-dire qu’une phase de “com-
pilation” nous aura prouve´ la justesse syntaxique et se´mantique de notre
solution. La the´orie de preuve reposant sur le langage mathe´matique d’une
part, et notre spe´cification respectant ce meˆme langage d’autre part, nous
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sommes a` meˆme d’appliquer la the´orie sur la spe´cification pour ainsi prouver
notre mode`le.
La proprie´te´ qui suit est un premier lien entre le B classique et le B
e´ve´nementiel. La ge´ne´ration de se´quents et des preuves associe´es est un
processus automatisable, tout comme l’e´tait la ge´ne´ration d’obligations de
preuve dans le B classique. Nous pouvons d’ailleurs remarquer que le terme
obligation de preuve – ou Proof Obligation, PO – est un concept commun
aux deux langages. Le chapitre 5 est notamment consacre´ aux obligations
de preuve du B e´ve´nementiel.
4.2 Mode`les
Les deux concepts principaux du B e´ve´nementiel sont le mode`le et le
contexte. Si nous de´sirons rapprocher la machine abstraite du B classique
avec ces nouvelles notions de mode`le et contexte, nous pouvons dire qu’une
machine abstraite est l’union d’un mode`le et d’un contexte. Les mode`les et
contextes permettent en effet d’isoler des parties spe´cifiques de la spe´cifi-
cation, telles que les variables, invariants, constantes, ensembles, . . . Nous
exposons dans un premier temps les mode`les ; les contextes sont quant a` eux
aborde´s dans la section 4.3.
4.2.1 De´finition d’un mode`le
De fac¸on informelle, un mode`le s’apparente a` un automate (fini ou infini)
muni de variables. Le mode`le posse`de un e´tat initial qui est caracte´rise´ par
les valeurs initiales des variables. A tout moment donne´, l’e´tat du mode`le est
caracte´rise´ par les valeurs des variables. Il existe un ensemble de transitions
– appele´es ici e´ve´nements – qui se produisent sous certaines conditions et
qui permettent de passer d’un e´tat dans un autre.
La de´finition 4.6 donne la composition d’un mode`le.
De´finition 4.6 Mode`le
Un mode`le se compose
1. d’un nom
2. d’une liste de variables d’e´tat distinctes, de´note´es par v ;
3. d’une liste de pre´dicats, les invariants, de´note´s par I(v) ;
4. d’un ensemble de transitions, appele´es ici e´ve´nements.
Chaque mode`le porte un nom diffe´rent. L’invariant de´termine, pour
chaque variable du mode`le, l’ensemble de valeurs que la variable peut prendre.
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4.2.2 Evenements
Attardons-nous a` pre´sent au concept d’e´ve´nement. Les e´ve´nements cor-
respondent en fait aux ope´rations du B classique. Un e´ve´nement a pour but
de modifier la valeur d’une ou plusieurs variables de´finies dans le mode`le.
Il doit d’abord satisfaire a` des conditions, appele´es ici gardes a` la place
de pre´conditions, avant de pouvoir eˆtre exe´cute´. Cette garde est en fait
un pre´dicat construit a` partir des constantes et des variables. Une fois les
conditions requises – c’est a` dire la garde satisfaite – le corps de l’e´ve´nement,
nomme´ action, peut eˆtre ope´re´. Ce corps correspond a` l’assignation de nou-
velles valeurs pour les variables, appele´es ici substitutions et non plus assi-
gnations comme dans le B classique.
La de´finition 4.7 donne la composition d’un e´ve´nement. La notion de
substitution ge´ne´ralise´e est explicite´e a` la sous-section 4.2.3.
De´finition 4.7 Eve´nement
Un e´ve´nement est compose´ des e´le´ments suivants
1. un nom ;
2. un ensemble de pre´dicats, les gardes, de´note´s par G(v) ;
3. une substitution ge´ne´rale, de´note´e par S(v).
Comme pour le B classique, il existe un e´ve´nement spe´cial, appele´ initia-
lisation, qui de´finit la situation initiale du mode`le. Elle n’a pas de garde et
a pour action d’assigner des valeurs a` toutes les variables du mode`le. Cette
assignation s’effectue a` l’aide des substitutions ge´ne´rales, que nous de´taillons
dans la sous-section qui suit.
4.2.3 Substitutions ge´ne´ralise´es
Il existe 3 types de substitutions en B e´ve´nementiel : la substitution
multiple de´terministe, la substitution vide, et la substitution multiple non
de´terministe.
La substitution multiple de´terministe est le cas le plus ge´ne´ral de substi-
tution. Intuitivement, un sous-ensemble x de l’ensemble des variables v du
mode`le est se´lectionne´ et de nouvelles valeurs sont assigne´es pour chaque va-
riable apparaisant dans x. A l’extreˆme, il se peut que x = v, refle´tant le cas
ou` toutes les variables recoivent des nouvelles valeurs. Ce type de substition
correspond a` l’assignation multiple du B classique. Chaque substitution doit
eˆtre e´crite sur une ligne se´pare´e et porte un nom (act 1 pour la 1re, act 2
pour la 2e, . . .). Donnons un petit exemple d’une telle substitution.
Exemple 4.1. L’e´change – swap – des variables x et y s’e´crit en B e´ve´nemen-
tiel :
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act 1 x := y
act 2 y := x
La substitution vide est celle qui ne modifie rien. Elle s’e´crit :
act 1 skip
La substitution multiple non-de´terministe correspond a` la construction
ANY du B classique (sous-section 2.4.1 page 19). Intuitivement, un choix
non-de´terministe permet de se´lectionner, ale´atoirement, une ou plusieurs
variable(s) satisfaisant un ensemble de conditions et d’utiliser ces dernie`res
dans le corps de l’e´ve´nement. Sa syntaxe est la suivante :
any t where
P (t, v)
then
x := F (t, v)
end
ou` t de´note un ensemble de nouvelles variables distinctes de v et qui sont
locales a` la substitution ; P (t, v) de´note une liste conjointe de pre´dicats et
F (t, v) est un nombre d’expressions de la the´orie des ensembles qui corres-
pondent a` chacunes des variables de x, x e´tant un sous-ensemble de l’en-
semble des variables v. Soulignons que ce type de construction est beaucoup
plus utilise´ dans ce langage. Les parame`tres d’entre´e sont en effet de´clare´s en
utilisant cette construction, et n’apparaissent donc plus comme parame`tre
de l’ope´ration comme c’e´tait le cas en B classique. Fournissons un exemple
pour expliciter cette dernie`re remarque.
Exemple 4.2. L’e´ve´nement incrementer permet d’incre´menter la variable
x d’une valeur entie`re positive i passe´e en parame`tre.2
1 incrementer
2 ANY
3 i
4 WHERE
5 i ∈ N1
6 THEN
7 x := x + i
8 END
4.3 Contextes
Comme pre´cise´ pre´ce´demment, les mode`les apportent diffe´rents e´le´ments
inte´ressants dans l’e´laboration d’une spe´cification : variables, invariants,
2Le nume´ro de la substitution act 1 n’apparait pas ici pour raison de clarte´.
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e´ve´nements, substitutions, . . . Cependant, certains concepts, tels que les
constantes, les ensembles, . . . qui sont disponibles dans le B classique n’ont
pas encore e´te´ pre´sente´s dans ce chapitre. Ceux-ci font en fait partie du
deuxie`me concept principal du B e´ve´nementiel qui est le contexte.
Dans un premier temps, on donne la de´finition formelle d’un contexte
pour ensuite expliciter la relation entre ces derniers et les mode`les.
4.3.1 De´finition d’un contexte
Commenc¸ons par donner la de´finition d’un contexte.
De´finition 4.8 Contexte
Un contexte se compose
1. d’un nom ;
2. d’une liste de carrier set, note´s par s ;
3. d’une liste de constantes distinctes, note´es par c ;
4. d’une liste de proprie´te´s nomme´es, note´es par P (s, c).
Un nom unique est toujours associe´ a` un contexte. Ce nom est important
car il sera utilise´ pour lier ce contexte avec un ou plusieurs mode`les (voir la
sous-section 4.3.2 ci-dessous). Les carrier sets correspondent aux ensembles
dans le B classique. Ceux-ci peuvent eˆtre e´nume´re´s (c’est a` dire qu’on
e´nume`re la totalite´ de ses e´le´ments) ou diffe´re´s (seul le nom de l’ensemble
est fourni, les e´le´ments apparaissant dans l’initialisation ou les e´ve´nements).
Les constantes correspondent aux constantes dans le B classique, c’est-a`-dire
des variables qui ont une valeur fixe. Il est e´galement permis de de´finir des
proprie´te´s sur ces constantes, celles-ci figurant de`s lors dans les pre´dicats
P (s, c).
4.3.2 Lien entre mode`les et contextes
Le lien entre mode`le et contexte s’e´nonce comme suit : chaque mode`le
M peut re´fe´rencer un contexte C. Dans ce cas, on dit que le mode`le “voit”
le contexte. Si le mode`le M voit le contexte C, alors tous les carrier sets et
les constantes de´finies dans C peuvent eˆtre utilise´es dans M . La figure 4.2
montre la relation entre ces deux concepts.
Une spe´cification – et par extension un raffinement et une imple´mentation
– doit obligatoirement posse´der un mode`le.Par contre, le contexte est facul-
tatif. Un contexte est associe´ a` un ou plusieurs mode`les.
52 Chapitre 4 Introduction au B e´ve´nementiel
Nom Nom
Variables voit Carrier Sets
Invariants
−→
Constantes
Evenements Proprie´te´s
Mode`le Contexte
Fig. 4.2 – Lien entre mode`le et contexte
4.4 Exemple
Ayant a` pre´sent vu la partie qui nous inte´resse du B e´ve´nementiel d’un
point de vue the´orique, il convient a` pre´sent de mettre en pratique les notions
de mode`les, contextes, . . . Afin de pouvoir comparer les deux solutions, nous
reprenons le meˆme proble`me que pre´ce´demment, a` savoir la traverse´e du
pont3 et le re´solvons en utilisant le B e´ve´nementiel. Ce proble`me, bien que
relativement simple a` re´soudre, nous permettra tout de meˆme de mettre en
exergue les similitudes et diffe´rences des deux approches.
Au lieu de pre´senter la machine telle qu’elle apparaˆıt dans le fichier
source, nous pre´fe´rons ici une repre´sentation sche´matique de la solution.
Cette dernie`re permet en effet de visualiser le lien entre mode`le et contexte.
Seules les ope´rations demanderont d’eˆtre de´taille´es.
4.4.1 Solution
La figure 4.3 apporte une vue sche´matique de la solution du proble`me.
Cette dernie`re ressemblant tre`s fort a` la solution apporte´e pour le B clas-
sique, nous ne la de´taillerons pas, mais soulignerons plutoˆt les diffe´rences
entre les deux approches.
Le sche´ma est une construction classique du B e´ve´nementiel dans le-
quel un mode`le (Pont) “voit” un contexte (PontContext). Cela signi-
fie, rappelons-le, que les carrier sets (LAMPE et PERSONNES) et les
constantes (personnes et TEMPS) sont mis a` disposition du mode`le : il
n’est donc pas e´tonnant de voir ces derniers e´merger dans l’invariant et les
e´ve´nements.
Il est inte´ressant de remarquer que les principales diversite´s entre les
deux solutions se situent au niveau des ope´rations/e´ve´nements, excepte´
pour l’initialisation. L’e´ve´nement droitegauche e´tant “dual” a` l’e´ve´nement
gauchedroite, nous ne de´taillerons que le dernier. Le tableau 4.1 repre´sente
d’une part l’e´ve´nement gauchedroite, d’autre part l’ope´ration gauchedroite.
Cette repre´sentation est utilise´e afin de faciliter la comparaison entre les
deux approches : il ne faut donc pas s’attarder sur la syntaxe globale d’un
e´ve´nement ou d’une ope´ration mais plutoˆt les comparer ligne par ligne. De
plus, la premie`re colonne n’a de sens que pour la deuxie`me colonne : elle
3voir la sous-section 2.3.1 pour le rappel du proble`me
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Tab. 4.1 – Eve´nement et ope´ration gauchedroite
Eve´nement Ope´ration
p p
grd 1 p ⊆ riveg p ⊆ riveg
grd 2 p 6= ∅ p 6= {}
grd 3 card(p) ≤ 2 card(p) ≤ 2
grd 4 lampe = gauche lampe = gauche
grd 5 personnes[p] 6= ∅
IF personnes[p] 6= {} THEN
act 1 lampe := droite lampe := droite
act 2 temps := temps+ temps := temps+
max(personnes[p]) max(personnes[p])
act 3 riveg := riveg \ p riveg := riveg \ p
act 4 rived := rived ∪ p rived := rived ∪ p
END
END;
permet une nume´rotation des gardes et des actions, ceci a` nouveau dans un
but de comparaison simplifie´e.
La diffe´rence principale qui apparaˆıt dans le tableau concerne le pre´dicat
personnes[p] 6= ∅4. Rappelons-le, ce pre´dicat est ne´cessaire car max n’est
pas de´fini sur un ensemble vide. Pourquoi, de`s lors, ne pas avoir employe´ une
construction similaire au B classique – IF Q THEN S – mais plutoˆt l’avoir
spe´cifie´ comme garde de l’e´ve´nement ? Ce pre´dicat aurait e´galement pu ap-
paraˆıtre dans la pre´condition de l’ope´ration gauchedroite mais nous avons
pre´fe´re´ utiliser deux notations diffe´rentes pour faire ressortir la restriction
suivante. Il est en effet impossible d’e´crire directement en B e´ve´nementiel
une construction de type IF Q THEN S (ELSE R). Cette restriction peut
toutefois eˆtre leve´e comme suit : dans le cas d’un IF Q THEN S, noter Q
comme garde et S comme action ; dans le cas d’un IF Q THEN S ELSE
R, cre´er les deux e´ve´nements suivants :
1. une avec Q comme garde et S comme action ;
2. l’autre avec ¬Q comme garde et R comme action.
4.5 Raffinement
Le texte ainsi que les figures qui suivent sont tire´s d’une traduction libre
de la section 3 de la 2e partie de [ROD05b] intitule´e “Event-B : Structure
4Lorsque les deux syntaxes sont diffe´rentes, nous employons celle du B e´ve´nementiel.
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and Laws”.
4.5.1 Raffinements de mode`les et contextes
A l’instar du B classique, il est e´galement possible d’effectuer des raffi-
nements. Une spe´cification en B e´ve´nementiel e´tant compose´e de mode`les
et de contextes, il va de soi que les raffinements concernent a` la fois les
mode`les et les contextes. Clarifions le tout par une de´finition. Un exemple
De´finition 4.9 raffinement
Soit M et N deux mode`les tels que N a e´te´ construit a` parti de M . Alors
M est une abstraction de N et N est un raffinement de M . De manie`re
similaire, soit C et D deux contextes tels que D a e´te´ construit a` partir de
C. Alors C est une abstraction de D et D est un raffinement de C.
d’une telle architecture utilisant des versions concre`tes et abstraites de ma-
chines et contexes se trouve a` la figure 4.4. Notons qu’il n’est pas ne´cessaire
de raffiner le contexte C lors du raffinement d’un mode`le M . Dans ce cas
particulier, le mode`le N voit le contexte C, tout comme le mode`le M voit
le contexte C. Cette situation est de´peinte a` la figure 4.5
Fig. 4.4 – Raffinement d’un mode`le et d’un contexte
Tous les ensembles et les constantes de´finis dans le contexte abstrait D
sont conserve´s dans le raffinement. En d’autres mots, le raffinement d’un
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Fig. 4.5 – Cas particulier de raffinements d’un mode`le et d’un contexte
contexte consiste simplement a` ajouter des nouveaux carrier sets et des
nouvelles constantes aux ensembles et constantes de´ja` existants. Dans la
figure 4.4, le mode`le N , qui voit le contexte D, peut de`s lors utiliser tous les
carrier sets et constantes de´finies dans D ainsi que dans C.
Pour les mode`les, la situation est diffe´rente. Soit v l’ensemble des va-
riables du mode`le abstrait M et w l’ensemble des variables du mode`le
concret N . Alors les variables de w doivent eˆtre comple`tement distinctes
des variables de v. De plus, contrairement a` l’invariant de M qui de´pend
uniquement de v, l’invariant de N de´pend de v et w. Comme pour le B clas-
sique, ce nouvel invariant porte le nom de ‘gluing invariant’ et est de´note´
par J(s, c, v, w) ou` s et c sont les carrier sets et constantes accumule´es –
c’est-a`-dire du contexte D et du contexte C – d’un raffinement. Sa signifi-
cation est similaire a` celle du B classique : il “lie” l’e´tat du mode`le concret
N a` celui du mode`le abstrait M .
Le processus de raffinement peut eˆtre ope´re´ a` plusieurs niveaux comme
le montre la figure 4.6. Notons tout de meˆme que le ‘gluing invariant’ ne lie
que deux mode`les successifs. En d’autres mots, les variables pre´sentes dans
un ‘gluing invariant’ ne sont que celles du mode`le correspondant et de son
mode`le abstrait.
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Fig. 4.6 – Raffinements de mode`les et contextes
4.5.2 Raffinement d’e´ve´nements existants
Le nouveau mode`le N contient un nombre d’e´ve´nements. Chaque e´ve´ne-
ment qui se trouve dans la machine abstraite M doit eˆtre raffine´ par un ou
plusieurs e´ve´nements dans la machine concre`te N . Ce raffinement est illustre´
a` la figure 4.7. Cela signifie que l’orsqu’un e´ve´nement concret est de´fini, il
doit dire explicitement quel e´ve´nement il est suppose´ raffiner.
Notons qu’il existe d’autres proprie´te´s pour le raffinement dans le B
e´ve´nementiel telles que l’introduction de nouveaux e´ve´nements, la fusion
d’e´ve´nements abstraits, . . . Nous ne les de´taillons pas ici. Le lecteur curieux
peut se reporter a` la section 3.3 page 11 de la 2e partie de [ROD05b] intitule´e
“Event-B : Structure and Laws”.
4.5.3 Exemple
Nous reprenons l’exemple de raffinement de la sous-section 4.5.3 page
57 et l’appliquons au B e´ve´nementiel. La solution en B e´ve´nementiel s’ap-
parantant tre`s fort a` la solution en B classique, nous ne nous attardons
pas sur les mode`les abstraits et concrets. Nous nous penchons toutefois sur
les e´ve´nements et utilisons le formalisme de la figure 4.7. Le sche´ma des
e´ve´nements abstraits et concrets des mode`les Exemple et ExempleR se trouve
a` la figure 4.8.
Remarquons que bien que ces deux e´ve´nements portent le meˆme nom
(ajouter), il faut pre´ciser pour l’e´ve´nement concret que l’on raffine l’e´ve´ne-
ment abstrait. Cette pre´cision n’avait pas lieu pour le B classique mais
ge´ne´rera une erreur si elle est omise dans cette approche.
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Fig. 4.7 – Un e´ve´nement abstrait est raffine´ par un ou plusieurs e´ve´nements
concrets
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vnement abstrait
ajouter
el ∈ N ∧ card(liste) < 300
liste := liste ∪ {el}
raffine
ajouter
x ∈ 1..100 ∧ x /∈ dom(aa)
∧ el ∈ N ∧ el /∈ ran(aa)
aa := aa ∪ {x 7→ el}
vnement concret
Fig. 4.8 – Sche´ma des e´ve´nements abstraits et concrets de l’exemple
60 Chapitre 4 Introduction au B e´ve´nementiel
Chapitre 5
Ve´rification, application et
outils
Le B e´ve´nementiel, tout comme le B classique, s’utilise en deux e´tapes :
tout d’abord une phase de mode´lisation permet d’aboutir a` une spe´cification,
un raffinement, ou une imple´mentation ; ensuite une phase de ve´rification
permet de prouver la justesse de la mode´lisation. Dans ce chapitre, nous
verrons comment les “objets” que l’on doit prouver, appele´s obligations de
preuve, sont ge´ne´re´s et e´galement comment il est possible de les prouver.
L’exe´cution de cette taˆche a` la main devenant vite inge´rable pour de grands
projets, nous verrons e´galement comment utiliser a` bon escient le projet de
recherche IST 511599 RODIN, dont l’objectif est de cre´er une me´thodologie
uniformise´e et des outils de support pour le de´veloppement rigoureux et
efficace d’un point de vue couˆt de syste`mes informatiques. Des exemples et
applications viendront e´galement e´tayer l’expose´.
5.1 Ge´ne´ration des obligations de preuve
Les obligations de preuve pour le B e´ve´nementiel sont quelque peu dif-
fe´rentes de celles du langage B classique. Rappelons-le, les obligations sont
ge´ne´re´es en utilisant des re`gles associe´es a` la notion de pre´condition la plus
faible. L’extraction des obligations a` partir d’une machine abstraite e´tant
une taˆche me´canique, elle est ge´ne´ralement effectue´e par un outil ade´quat.
Les obligations de preuve pour le B e´ve´nementiel sont ge´ne´re´es a` partir des
mode`les et des contextes, mais portent sur les e´ve´nements (l’initialisation
et ceux de´finis par l’utilisateur) des mode`les. Cela peut s’expliquer comme
suit : les contextes sont en quelque sorte des “outils” mis a` la disposition
des mode`les : des carrier sets, des constantes, et un ensemble de proprie´te´s.
Un contexte isole´ n’a aucune utilite´ en soit : c’est a` partir du moment ou` il
est mis en relation avec un mode`le qu’il prend tout son sens.
Les sous-sections 5.1.1 et 5.1.2 sont tire´es d’une traduction libre des
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section 2 et 3 respectivement de la IIe partie de [ROD05b] intitule´e “Event-
B : Structure and Laws”.
5.1.1 Obligations pour les mode`les et les contextes
Nous verrons dans ce qui suit les trois obligations de preuves suivantes :
faisabilite´ (FIS), pre´servation d’invariant (INV) et absence de deadlock
(DLKF). Ces obligations portent sur les e´ve´nements d’un mode`le.
Dans ce qui suit, nous conside´rons les e´le´ments suivants :
– M est un mode`le avec v variables ;
– C est un contexte avec des carrier sets s et des constantes c ;
– le mode`le M voit le contexte C ;
– les proprie´te´s des constantes sont de´note´es par P (s, c), ou` s et c sont
de´finis ci-dessus ;
– l’invariant est de´note´ par I(s, c, v) ;
– E est un e´ve´nement de garde G(s, c, v) et de pre´dicat R(s, c, v, v′),
ce pre´dicat n’apparaissant que pour les substitutions multiples non-
de´terministes.
La premie`re obligation s’e´nonce comme suit : e´tant donne´ les proprie´te´s
P (s, c), l’invariant I(s, c, v) et la garde G(s, c, v), le pre´dicat R est garanti
s’il existe au moins une valeur v′ qui de´finit le pre´dicat R(s, c, v, v′). Cela
veut dire qu’il existe bien des valeurs qui satisfont le pre´dicat d’une substi-
tution multiple non-de´terministe. La deuxie`me obligation exprime le main-
tien de l’invariant sous certaines conditions. En d’autres mots, si l’inva-
riant est garanti avant l’exe´cution de l’e´ve´nement, alors il est garanti apre`s
l’exe´cution de l’e´ve´nement. Les obligations FIS et INV sont exprime´es
mathe´matiquement dans le tableau 5.1.
P (s, c) ∧ I(s, c, v) ∧G(s, c, v)⇒∃v′ ·R(s, c, v, v′) FIS
P (s, c) ∧ I(s, c, v) ∧G(s, c, v) ∧R(s, c, v, v′)⇒ I(s, c, v′) INV
Tab. 5.1 – Faisabilite´ et pre´servation de l’invariant
Dans le cas de l’e´ve´nement particulier initialisation, une simplification
peut eˆtre ope´re´e. Soit RI(s, c, v′) le pre´dicat de la substitution multiple
non-de´terministe associe´ a` un e´ve´nement E. Les deux nouveaux e´le´ments a`
prouver INI FIS et INI INV sont donne´s dans le tableau 5.2.
P (s, c)⇒∃v′ ·RI(s, c, v′) INI FIS
P (s, c) ∧ I(s, c, v) ∧RI(s, c, v′)⇒ I(s, c, v′) INI INV
Tab. 5.2 – Faisabilite´ et pre´servation de l’invariant pour l’initialisation
Rappelons-le, il existe trois types de substitutions ge´ne´ralise´es en B
e´ve´nementiel : la substitution multiple de´terministe, la substitution vide –
de´note´e par skip – et la substitution multiple non de´terministe. De manie`re
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triviale, skip maintient l’invariant et n’a donc aucune obligation associe´e.
Voyons a` pre´sent ce qu’il en est des deux autres possibilite´s en commenc¸ant
par le cas de´terministe. Une telle substitution s’e´crit comme suit
when G(s, c, v) then x := E(s, c, v) end
La re`gle FIS associe´e est triviallement vraie et la re`gle pour l’invariant
s’e´crit
P (s, c) ∧ I(s, c, v) ∧G(s, c, v)⇒ [x := E(s, c, v)]I(s, c, v′) INV 1
Tab. 5.3 – Pre´servation de l’invariant pour une substitution de´terministe
Une substitution non-de´terministe s’e´crit
when G(s, c, v) then
any t where P (t, s, c, v) then x := E(t, s, c, v) end
end
Les re`gles FIS et INV sont dans ce cas
I(s, c, v) ∧G(s, c, v)⇒∃t·P (t, s, c, v) FIS 2
I(s, c, v) ∧G(s, c, v) ∧ P (t, s, c, v)⇒ [x := E(t, s, c, v)]I(s, c, v) INV 2
Tab. 5.4 – Faisabilite´ et pre´servation de l’invariant pour une substitution
non-de´terministe
Il existe e´galement une possibilite´ de prouver l’absence de deadlock. Il
suffit pour cela de dire que la disjonction des gardes des e´ve´nements tient
sous les proprie´te´s des constantes et de l’invariant. Le tableau 5.5 donne
cette re`gle, ou` G1(s, c, v), . . . , Gn(s, c, v) de´notent les gardes de tous les
e´ve´nements.
P (s, c) ∧ I(s, c, v)⇒G1(s, c, v) ∨ . . . ∨Gn(s, c, v) DLKF
Tab. 5.5 – Absence de deadlock
Des exemples de ge´ne´rations d’obligations de preuve se trouvent a` la
sous-section 5.2.1 page 65.
5.1.2 Obligations pour les raffinements
Comme il a e´te´ explicite´ pour le B classique, il est de meˆme possible – et
pre´fe´rable – de prouver les raffinements. Nous apportons de`s lors les obliga-
tions de preuves associe´es. Soit un e´ve´nement abstrait de garde G(s, c, v) et
de pre´dicat R(s, c, v, v′) et soit un e´ve´nement concret de garde H(s, c, w)
et de pre´dicat S(s, c, w,w′) ou` v et w sont l’ensemble des variables des
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P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w)
⇒ FIS REF
∃w′ ·S(s, c, w,w′)
P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w)
⇒ GRD REF
G(s, c, v)
P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w) ∧ S(s, c, w,w′)
⇒ INV REF
∃v′ ·(R(s, c, v, v′) ∧ J(s, c, v′, w′))
Tab. 5.6 – Obligations de raffinement
mode`les abstraits et concrets respectivement. Alors les obligations de preuve
s’e´noncent comme dans le tableau 5.6.
La premie`re obligation FIS REF exprime la faisabilite´ de l’e´ve´nement
raffine´. En d’autres mots, il est possible de trouver des valeurs pour l’en-
semble des variables w′ tel que le pre´dicat S(s, c, w,w′) est vrai. Les deuxie`mes
et troisie`mes obligations, GRD REF et INV REF expriment le raffine-
ment correct de l’e´ve´nement raffine´ par rapport a` l’e´ve´nement abstrait cor-
respondant. Plus pre´cise´ment, l’obligation GRD REF nous certifie que si
la garde H(s, c, w) de l’e´ve´nement concret est vraie, alors la garde G(s, c, v)
de l’e´ve´nement abstrait est e´galement vraie. L’obligation INV REF, quant
a` elle, e´nonce que si l’e´ve´nement concret est actif, alors il existe une valeur
v′ qui rend le pre´dicat R(s, c, v, v′) et le gluing invariant J(s, c, v′, w′) apre`s
substitution des nouvelles valeurs pour v et w vrai.
Terminons cette sous-section par un cas spe´cial des e´ve´nements. Soit les
e´ve´nements concrets et abstraits suivants :
when when
G(v) H(w)
then then
any t where any u where
P (t, v) Q(u,w)
then then
v := E(t, v) w := F (u,w)
end end
end end
Pour question de simplicite´, nous omettons dans la suite de mention-
ner les carrier sets s et les constantes c. Les trois obligations FIS REF,
GRD REF et INV REF se simplifient en1 :
1Il existe en fait 4 cas spe´ciaux – d’ou` le chiffre 4 dans les obligations – mais nous ne
pre´sentons que celui qui nous inte´resse.
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I(v) ∧ J(v, w) ∧H(w)
⇒ FIS REF 4
∃u·Q(u,w)
I(v) ∧ J(v, w) ∧H(w)
⇒ GRD REF 4
G(v)
I(v) ∧ J(v, w) ∧H(w) ∧Q(u,w)
⇒ INV REF 4
∃t·(P (t, v) ∧ J(E(t, v), F (u,w)))
Tab. 5.7 – Obligations de raffinement dans un cas spe´cial
5.2 Application
Cette section est divise´e en deux parties : la premie`re apporte les preuves
des obligations du proble`me de la traverse´e du pont. Pour chaque e´ve´nement
(initialisation, gauchedroite et droitegauche), nous donnons les obligations
de preuve ainsi que les preuves associe´es. La deuxie`me sous-section se rap-
porte a` l’exemple du raffinement tel que de´crit dans la sous-section 4.5.3.
Nous nous attaquons a` la preuve de l’e´ve´nement ajouter dans la machine
concre`te ExempleR. Rappelons encore une fois que ce processus – qui peut
paraˆıtre long et fastidieux – ne sera pas re´alise´ en pratique mais plutoˆt
de´laisse´ aux outils ade´quats.
5.2.1 Proble`me de la traverse´e du pont
La solution apporte´e au proble`me se trouve au tableau 4.1 page 54.
Initialisation
L’initialisation ne contient pas d’obligation de faisabilite´ (INI FIS).
Seule une obligation de pre´servation de l’invariant (INI INV) est pre´sente :
cette dernie`re porte sur la variable temps et stipule que sa valeur initiale –
a` savoir 0 – respecte l’invariant, c’est a` dire
` 0 ∈ N (5.1)
A priori, rien ne nous permet de prouver ce se´quent car nous ne dispo-
sons d’aucune hypothe`se. Cependant, les axiomes de Peano faisant partie
inte´grante du langage B e´ve´nementiel, nous pouvons rajouter l’hypothe`se
0 ∈ N au se´quent, ce qui conclut trivialement la preuve.
Evenement gauchedroite
La premie`re obligation de preuve pour l’e´ve´nement gauchedroite porte
sur la faisabilite´ (FIS) du parame`tre d’entre´e p : de´finir card(p) ≤ 2 revient
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a` prouver le se´quent
p 6= ∅ ∧ p ⊆ riveg ` finite(p) (5.2)
Pour calculer la cardinalite´ d’un ensemble p, il faut que cet ensemble soit
fini, d’ou` le pre´dicat finite(p) dans le but du se´quent. Un ensemble fini est
de´nombrable, ce qui peut se noter mathe´matiquement par ∃f, n·(n ∈ N∧f ∈
1 . . . n s). En appliquant cette re´e´criture au se´quent, il vient
p 6= ∅ ∧ p ⊆ riveg ` ∃f, n·(n ∈ N ∧ f ∈ 1 . . . n s) (5.3)
Or, les de´finitions de plus petit et e´gal et de cardinalite´ permettent de dire
que
a ≤ b ⇐⇒ ∃c·(c ∈ N ∧ b = a+ c)
n = card(s) ⇐⇒ ∃f ·f ∈ 1 . . . n s
ce qui permet de de´duire que ∃f, n·(n ∈ N ∧ f ∈ 1 . . . n s
La deuxie`me obligation de preuve porte sur la pre´servation de l’invariant
(INV) de l’e´ve´nement. Elle s’e´nonce comme suit
personnes[p] 6= ∅ ∧ p 6= ∅ ∧ temps ∈ N ∧ card(p) ≤ 2 ∧ lampe = gauche
∧ p ⊆ riveg ` temps+max(personnes[p]) ∈ N
(5.4)
La fonction max est de´finie sur les nombres naturels ; d’autre part, personnes[p]
est non vide et contient des e´le´ments : on a donc que max(personnes[p]) ∈ N.
L’addition de deux naturels temps et max(personnes[p]) est un nombre na-
turel, ce qui prouve le se´quent.
La dernie`re obligation de preuve se subdivise en quatre obligations car
il y a quatre actions dans l’e´ve´nement gauchedoite. Nous ne nous attardons
ici qu’a` la deuxie`me action (act 2 dans le tableau 4.1 page 54), celle-ci e´tant
la plus inte´ressante des quatre. Cette obligation est
personnes[p] 6= ∅ ∧ p 6= ∅ ∧ card(p) ≤ 2 ∧ lampe = gauche
∧ p ⊆ riveg ` ∃b·∀x·x ∈ personnes[p]⇒ b ≥ x (5.5)
Cette obligation de preuve ne peut eˆtre directement prouve´e. Nous rajoutons
de`s lors de nouvelles hypothe`ses a` la preuve : nous employons en fait des
hypothe`ses avec des identificateurs libres et qui sont communs au but. Ces
hypothe`ses sont les suivantes :
p ⊆ riveg ∧ riveg ⊆ PERSONNES
∧PERSONNES = {un, deux, trois, quatre}
∧personnes = {un 7→ 1, deux 7→ 2, trois 7→ 5, quatre 7→ 8}
(5.6)
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De ces hypothe`ses, nous pouvons conclure que ∀x·x ∈ personnes[p]⇒x ≤ 8
Nous avons de`s lors trouve´ un b = 8 qui permet de prouver le se´quent ;
ce b est en fait la valeur maximale que peut prendre personnes[p] sous les
diverses hypothe`ses cite´es ci-dessus. La fonction max telle que de´finie en
act 2 prend donc bien sa valeur maximale pour 8.
Eve´nement droitegauche
La premie`re obligation de preuve pour l’e´ve´nement droitegauche est
exactement la meˆme que pour l’e´ve´nement gauchedroite (5.2).
La deuxie`me obligation est fort semblable a` l’obligation de preuve (5.4).
La seule diffe´rence concerne la valeur de la variable lampe qui est tantoˆt
a` gauche, tantoˆt a` droite. La valeur de cette variable n’ayant aucune im-
portance pour la preuve du se´quent, nous pouvons re´utiliser la preuve de
l’e´ve´nement gauchedroite ; l’obligation est de`s lors prouve´e.
De manie`re analogue, la dernie`re obligation de preuve ressemble fort a`
l’obligation correspondante (5.5) : seule la valeur de la variable lampe diffe`re.
Nous re´utilisons donc une nouvelle fois une preuve de´ja` ope´re´e : la dernie`re
obligation est de`s lors prouve´e.
Absence de deadlock
Nous pourrions eˆtre tente´s de tester l’absence de deadlock du syste`me.
Cependant, ce test serait inutile car nous ne de´sirons pas obtenir un syste`me
qui ne bloque pas, mais plutoˆt un syste`me qui aboutit a` un moment donne´
a` une solution finale. Autrement dit, nous cherchons a` atteindre un e´tat
final dans lequel toutes les personnes sont a` droite de la rive et le temps est
infe´rieur a` 16 minutes.
5.2.2 Raffinement
La solution apporte´e se trouve a` la figure 4.8 page 59.
Eve´nement ajouter
La premie`re obligation de preuve (FIS REF 4) se rapporte a` la faisa-
bilite´ de l’e´ve´nement raffine´. Elle s’e´nonce comme suit :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ true
⇒∃x, el·x ∈ 1..300 ∧ el ∈ N ∧ x /∈ dom(aa) ∧ el /∈ ran(aa)
(5.7)
L’obligation est fausse dans le cas ou` la liste aa est remplie, c’est-a`-dire
quand elle contient 300 e´le´ments. Il est de`s lors normal de ne pas pouvoir
ajouter un e´le´ment a` la liste. Par contre, si la liste n’est pas remplie, c’est-a`-
dire quand card(aa) < 300, alors il est possible de trouver une valeur pour
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x telle que x /∈ dom(aa). De plus, l’ensemble des nombres naturels e´tant
infini, il existe une valeur naturelle qui n’appartient pas au ‘range’ de aa.
La deuxie`me obligation (GRD REF 4) se prouve trivialement. L’e´ve´ne-
ment ajouter dans le mode`le comme dans le raffinement est de´pourvu de
garde, et on peut donc e´crire H(w) = true et G(v) = true. L’obligation se
re´duit donc a`
true⇒ true
qui est vraie.
La troisie`me obligation (INV REF 4) s’e´crit :
liste ⊆ N ∧ card(liste) ≤ 300 ∧ aa ∈ 1..300 7 N ∧ ran(aa) = liste ∧ true
∧ x ∈ 1..300 ∧ el ∈ N ∧ x /∈ dom(aa) ∧ el /∈ ran(aa)
⇒∃x, el·(el ∈ N ∧ card(liste) < 300 ∧ aa ∪ {x 7→ el} ∈ 1..300 7 N
∧ ran(aa ∪ {x 7→ el}) = liste ∪ {el})
(5.8)
qui est vraie car
1. el ∈ N implique que el ∈ N ;
2. x ∈ 1..300∧ x /∈ dom(aa)∧ aa ∈ 1.300 7N∧ ran(aa) = liste implique
que card(liste) < 300 ;
3. x /∈ dom(aa) et el ∈ N implique que aa ∪ {x 7→ el} ∈ 1..300 7 N ;
4. ran(aa) = liste et ran({x 7→ el}) = {el} implique que ran(aa ∪ {x 7→
el}) = liste ∪ {el})).
5.3 RODIN
RODIN est le projet de recherche IST 511599 fonde´ par l’Union Eu-
rope´enne et dont le but est de de´velopper une plateforme d’outils base´s sur
Eclipse et qui supporte le B e´ve´nementiel. L’objectif de ce projet est de cre´er
une me´thodologie uniformise´e et des outils de support pour le de´veloppement
rigoureux et efficace d’un point de vue couˆt des syste`mes informatiques.
Dans ce qui suit, nous verrons l’architecture globale de la plateforme,
ses diffe´rents e´le´ments et les liens qui existent entre eux. Nous verrons
e´galement comment a e´te´ mode´lise´e la solution au proble`me de la traverse´e
du pont graˆce a` cette plateforme d’outils, et comment cette solution a pu eˆtre
prouve´e. Les figures, de´finitions et une partie du contenu des Sous-sections
5.3.1 a` 5.3.3 sont tire´es de la partie “The Architecture of the Rodin Plate-
form” de [ROD05a] intitule´e “Specification of Basic Tools and Plateform”.
5.3.1 Architecture de la plateforme
La plateforme RODIN est de´coupe´e en trois parties :
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– la plateforme Eclipse ;
– le kernel (ou core) plugins ;
– les plugins externes
La figure 5.1 est une repre´sentation plus de´taille´e de cette de´coupe.
Fig. 5.1 – Architecture de la plateforme RODIN
La plateforme Eclipse fournit les outils basiques pour la construction
d’une IDE (Integrated Development Environment). Dans RODIN, Eclipse
a e´te´ utilise´ pour supporter le processus de mode´lisation et de preuve du
B e´ve´nementiel. Les services de bases fournis par la plateforme, notamment
l’architecture des plugins, la notion de workspace, l’interface graphique ont
e´te´ re´utilise´s. Toute bonne documentation d’Eclipse fournit une explication
de´taille´e des divers services de bases.
Le kernel plugin fournit les facilite´s basiques afin de mode´liser du B
e´ve´nementiel. Il peut eˆtre de´compose´ en un ensemble de plugins qui sont
“plugge´es” dans la plateforme Eclipse :
– Core : il fournit d’une part les routines ge´ne´rales et d’autre part un
gestionnaire de base de donne´es, ce dernier enregistrant tout ce qui
est relie´ aux mode`les du B e´ve´nementiel, notamment les obligations
de preuve et les preuves.
– Static Checker : il contient les routines ne´cessaires pour ve´rifier que
le contenu de la base de donne´es est significatif pour le B e´ve´nementiel.
– Proof Obligation Generator : il ge´ne`re les obligations de preuve
pour les mode`les et les contextes.
– Prover : il fournit un prover me´canique utilise´ pour de´charger les
obligations de preuve.
– Modelling UI : il fournit l’interface graphique pour e´crire des mode`les
en B e´ve´nementiel.
– Proof UI : il fournit l’interface graphique pour de´charger des obliga-
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tions de preuve.
Finalement, les plugins externes sont tous les autres plugins qui peuvent
eˆtre utilise´s dans la plateforme RODIN. Le chapitre 6 traite notamment de
l’un de ces plugins externes.
5.3.2 Utilisation
L’utilisation de RODIN se divise en deux e´tapes principales : tout d’abord
la construction d’un mode`le, puis ensuite la preuve de la justesse de ce
mode`le. Pour chaque e´tape, une perspective est accessible dans l’interface
de RODIN, comme le montre la figure 5.2 de la pre´sente page pour la pers-
pective Event B et la figure 5.3 page ci-contre pour la perspective Proving.
Fig. 5.2 – Capture d’e´cran de la perspective Event-B dans RODIN
La premie`re e´tape est la construction du mode`le et du contexte a` propre-
ment parler. L’interface propose quelques facilite´s pour cette taˆche, telles que
les ‘wizard’ qui permettent d’introduire variables, invariants, e´ve´nements, . . .
plus rapidement.2 La vue ‘Pretty Print’ permet a` la fois pour les mode`les et
pour les contextes d’obtenir une vue globale du syste`me.
L’e´tape de preuve se subdivise en deux taˆches : une de´rivation des obli-
gations de preuve associe´es au mode`le, et le de´chargement de ces dernie`res
graˆce a` un prover me´canique. La grande majorite´ de ces taˆches sont – comme
nous l’avons vu dans la section 5.2 – fastidieuses et peuvent eˆtre automatise´es
2Pour une variable, par exemple, on introduit le nom (lampe), et les champs initiali-
sation et invariant sont directement comple´te´s par lampe := et lampe ∈
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Fig. 5.3 – Capture d’e´cran de la perspective Proving dans RODIN
a` l’aide d’outils ade´quats. De plus, pour atteindre l’objectif de´fini ci-dessus,
nous souhaitons que ce travail soit presqu’entie`rement cache´. L’utilisateur
ne doit voir que son mode`le, et les obligations de preuve inte´ressantes qui
sont de´rive´es du mode`le, c’est-a`-dire les obligations de preuve qui ne peuvent
pas eˆtre de´charge´es automatiquement.
L’architecture de construction se trouve a` la figure 5.4. Cette architec-
ture mode´lise les diffe´rentes phases et les acteurs qui entrent en jeu dans le
processus de mode´lisation et de preuve d’un mode`le. Les rectangles en plu-
sieurs couches repre´sentent les fichiers, les rectangles arrondis repre´sentent
les outils. Trois outils apparaissent dans le sche´ma : le ‘Static Checker’, le
‘Proof Obligation Generator’ (POG), et le ‘Prover’. Ces outils sont lance´s en
taˆche de fond par un scheduleur global appele´ ‘Project Builder’. Sans rentrer
dans le de´tail, le processus se passe comme suit : le ‘Static Checker’ rec¸oit
en entre´e un ensemble de fichiers qui correspondent a` des composants ‘un-
checked’, c’est-a`-dire aux mode`les et contextes construits par l’utilisateur
Il ve´rifie la consistance de ces entre´es – c’est-a`-dire qu’elles sont syntaxi-
quement correctes – et produit un fichier de sortie, qui est un composant
‘checked’ qui sera passe´ au ‘Proof Obligation Generator’. Le POG ge´ne`re
des obligations de preuve a` partir de composants ‘checked’. Ces obligations
de preuve sont ensuite passe´es au ‘Prover’ qui ge´ne`re des preuves.
Bien que cette pre´sentation puisse paraˆıtre simpliste, nous reviendrons
sur le processus de preuve dans le chapitre 6.
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Fig. 5.4 – Architecture de construction
5.3.3 Repre´sentation et status des obligations de preuve
Un exemple de l’ensemble des entre´es d’obligations de preuves suit.
Exemple 5.1. Chaque obligation de preuve est indexe´e par son identifi-
cateur unique, ici m.inv. Le ‘type environment’ des variables x et x′ est
entier.
m.inv : x 7→ Z, x′ 7→ Z·x ∈ N, x′ = x+ 1 ` x′ ∈ N
L’outil RODIN associe automatiquement un status a` chaque obligation
de preuve. Ces status permettent de de´terminer si une obligation de preuve
a de´ja` e´te´ prouve´e entie`rement, ou seulement partiellement, ou pas du tout.
Les status sont :
1. Nouveau : aucune preuve n’a encore e´te´ essaye´e.
2. En attente : une preuve a e´te´ essaye´e mais l’obligation de preuve n’a
pu eˆtre de´charge´e. Il y a au moins un sous-but en attente.
3. En attente avec lemmes : l’obligation de preuve a pu eˆtre de´charge´e,
mais en utilisant des lemmes non prouve´s. Il n’y a plus de but en
attente et il existe au moins un lemme dans l’ensemble des sous-buts
restants.
4. Ve´rifie´e : l’obligation de preuve a e´te´ de´charge´e, mais en utilisant des
lemmes ve´rifie´s. Tous les sous-buts restants sont marque´s ve´rifie´s.
5. Complet : l’obligation de preuve a e´te´ de´charge´e. Il n’y a plus de
sous-buts.
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5.3.4 Application
Dans cette application, nous montrons comment mode´liser un proble`me
– ici la traverse´e du pont – en utilisant l’outil RODIN. Dans la suite, nous
ne de´taillerons pas la phase de mode´lisation : nous reprenons la solution
apporte´e dans la sous-section 4.4.1 et l’inte´grons dans RODIN en cre´ant le
mode`le et le contexte ade´quat. La figure 5.2 page 70 illustre la mode´lisation
du mode`le Pont.
Il est par contre plus inte´ressant de s’attarder a` la phase de ve´rification.
Celle-ci se passe, rappelons-le, dans la perspective ‘Proving’ de l’outil. La
vue ‘Obligation Explorer’ contient l’ensemble des obligations de preuve que
nous devons de´charger. Les status de ces dernie`res sont Nouveau (un point
d’interrogation dans un rond blanc) ou En attente (un point d’interrogation
dans un rond rouge).
Pour effectivement tenter de de´charger ces obligations, il faut utiliser un
plugin externe. Nous utiliserons ici celui de b4free3, et plus particulie`rement
le prover pour les pre´dicats sur les hypothe`ses se´lectionne´es (de´note´es par
p0 dans l’interface). Utilisons donc ce plugin pour prouver le se´quent tel que
de´fini dans l’e´quation (5.2). L’identifiant de cette obligation est
INITIALISATION/inv2/INV : INITIALISATION est le nom de l’e´ve´nement en
cours, inv2 correspond a` l’invariant qui entre en compte (ici, temps ∈ N) et
INV veut dire que nous sommes inte´resse´s par la pre´servation de l’invariant.
L’entre´e qui est passe´e au programme qui a exe´cute´ la preuve (dans le cas
de b4free, il s’appelle krt) est :
Flag(FileOn(“/tmp/eventbou47085.tmp”)) & Set(toto | (0 : NATURAL) )
Nous retrouvons bien, dans cette entre´e le but 0 ∈ N et pouvons e´galement
constater l’absence d’hypothe`ses, ce qui correspond bien a` l’e´quation (5.2).
La preuve e´tant e´vidente, le programme retourne Succe`s et l’obligation de
preuve est prouve´e.
3Ce plugin, ainsi que d’autres, sont disponibles a` l’adressse suivante : http://
rodin-b-sharp.cvs.sourceforge.net/rodin-b-sharp/
74 Chapitre 5 Ve´rification, application et outils
Troisie`me partie
De´veloppement
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Chapitre 6
Disprover plugin
Dans les chapitres pre´ce´dents, nous nous sommes attache´s a` la descrip-
tion de deux langages de mode´lisation : le B classique et le B e´ve´nementiel.
Nous avons vu comment construire des spe´cifications et comment ge´ne´rer
des obligations utilise´es pour la preuve de tels syste`mes. Cependant, plus
la spe´cification devient complexe, plus le nombre d’obligations de preuve
a` de´charger augmente. Alors que beaucoup de ces obligations peuvent eˆtre
de´charge´es automatiquement par des outils tels que RODIN, un nombre
conside´rable reste a` prouver de manie`re interactive. Cela peut soit eˆtre duˆ
a` une preuve trop complexe ou parce que le mode`le B est errone´. Dans
ce chapitre, nous de´crivons un disprover plugin pour RODIN qui utilise
ProB pour trouver automatiquement des contre-exemples pour une obli-
gation de preuve donne´e proble´matique. Dans le cas ou` le disprover trouve
un contre-exemple, l’utilisateur peut directement investiguer la source du
proble`me (comme pre´cise´e par le contre-exemple) et ne doit pas essayer de
prouver l’obligation. Nous discuterons e´galement sous quelles circonstances
notre plugin peut eˆtre utilise´ comme prover c’est-a`-dire quand l’absence de
contre-exemple est en fait une preuve de l’obligation de preuve.
Ce chapitre est directement tire´ d’une traduction libre de [LBL07].
6.1 Introduction
Comme nous l’avons vu dans le chapitre 5, RODIN est accompagne´ de
provers automatiques – tels que le plugin de b4free – qui peuvent de´charger
un nombre conside´rable d’obligations de preuve automatiquement. Evidem-
ment, duˆ a` l’incomple´tude, toutes les preuves ne peut eˆtre automatiques.
Dans ces circonstances, l’utilisateur est de´laisse´, se demandant :
– L’obligation de preuve est-elle valide et la preuve simplement trop
complique´e pour le prover automatique ? En d’autres mots, dois-je
lancer le prover interactif et essayer de prouver le but manuellement ?
– Ou` y a-t-il un proble`me avec la spe´cification et dois-je investiguer du
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temps pour trouver l’erreur et ensuite la corriger ?
Poursuivre l’une ou l’autre voie peut mener a` une perte d’efforts conside´-
rables. Dans ce chapitre, nous pre´sentons un outil qui aide l’utilisateur dans
cette situation pre´cise : un disprover qui essaye de trouver un contre-exemple
pour l’obligation de preuve difficile et proble´matique (voir la figure 6.1).
Model M
Invariant I
Refinement R
Invariant J
refines
Proof
Obligation
Generator
PO
PO
PO
. . .
Prover✓
?
ProB
Disprover
✘
Counter
Example
User
Fig. 6.1 – Vue d’ensemble des obligations de preuve et du roˆle du disprover
– Si le disprover trouve un contre-exemple, nous savons qu’il est inutile
de passer du temps avec le prover interactif. Le contre-exemple nous
donnera e´galement un ‘handle’ sur le proble`me et nous aidera a` trouver
l’erreur dans la spe´cification plus rapidement.
– Si le disprover ne trouve pas de contre-exemple, nous savons que – sous
certaines circonstances du moins – l’obligation de preuve semble eˆtre
valide. Bien suˆr, nous ne sommes toujours pas suˆrs que l’obligation
de preuve est vraie dans toutes les circonstances ; mais nous avons au
moins gagne´ plus de confiance dans sa validite´.
Comme exemple, supposons que nous voulons prouver le the´ore`me se-
lon lequel chaque graphe fini non-dirige´ a au moins deux noeuds de degre´s
e´gaux.1 Notre mode`le B e´ve´nementiel contiendra l’ensemble basiqueNODES
et un graphe qui consiste en un ensemble V ⊆ NODES de vertex – plus
couramment appele´ sommets en franc¸ais – ainsi que d’une relation binaire
syme´trique E repre´sentant les arcs. Le degre´ d’un sommet v est simplement
card({v} / E) = card(E[{v}]). Un pre´dicat repre´sentant notre the´ore`me
1Cet exemple s’inspire d’une confe´rence donne´e par Leslie Lamport au B’2007.
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pourrait eˆtre de la veine de ce qui suit :
V ⊆ NODES ∧ E ∈ NODES ↔ NODES ∧ E = E−1 ∧ card(V ) ∈ N
⇒
∃x∃y : x ∈ V ∧ y ∈ V ∧ x 6= y ∧ card({x} / E) = card({y} / E)
Cependant, ce the´ore`me n’est pas prouvable puisque nous avons injecte´
deux erreurs dans la de´finition. Alors qu’il n’est pas e´vident de de´celer les
erreurs commises, le disprover plugin trouve des contre-exemples qui nous ai-
deront a` identifier les proble`mes et a` corriger le the´ore`me. Un contre-exemple
trivial que l’outil trouve est le graphe vide ; un autre contre-exemple trouve´
par notre outil avec 5 noeuds qui contiennent des boucles est montre´ a` la
figure 6.2. Comme nous pouvons le constater, tous les noeuds ont des degre´s
diffe´rents. Nous devons donc renforcer la partie gauche de notre implication
pour refuser les boucles et les graphes avec moins de deux noeuds, apre`s
quoi le disprover ne peut plus trouver de contre-exemple :
V ⊆ NODES ∧ E ∈ NODES ↔ NODES ∧ E = E−1 ∧ card(V ) ∈ N∧
card(V ) > 1 ∧ id(NODES) ∩ E = ∅
⇒
∃x∃y : x ∈ V ∧ y ∈ V ∧ x 6= y ∧ card({x} / E) = card({y} / E)
V1
V2 V3
V4 V5
E E
E
EE
E
degree: 0
degree: 2
degree: 1
degree: 3
degree: 4
Fig. 6.2 – Contre-exemple trouve´ par le disprover
RODIN peut eˆtre e´tendu par des parties tierces, en particulier il est
possible d’ajouter des outils de preuve externes. C’est dans cette optique que
nous avons de´veloppe´ un prover plugin, qui agit en fait comme un disprover.
Notre plugin est base´ sur l’animateur et model checker ProB.
L’ide´e principale de notre travail est d’utiliser l’animateur ProB pour
trouver des contre-exemples pour une obligation de preuve individuelle. Par
conse´quent, nous transformons cette obligation de preuve en une machine
80 Chapitre 6 Disprover plugin
B comme de´crit dans la section 6.3. Bien suˆr, on aurait pu utiliser le model
checker de ProB sur l’entie`rete´ du mode`le B e´ve´nementiel. C’est une op-
tion alternative de validation, mais elle va “seulement” trouver les se´quences
d’ope´rations qui violent l’invariant en commenc¸ant par une initialisation va-
lide, c’est-a`-dire qu’elle ne va pas de´tecter de proble`mes si l’invariant est trop
faible (voir [LB03]). De plus, en concentrant notre attention sur une seule
obligation de preuve proble´matique, nous pouvons augmenter la probabilite´
du disprover de trouver des contre-exemples.
Le reste du chapitre est structure´ comme suit. D’abord nous fournissons
quelques rappels sur la preuve en B e´ve´nementiel dans la section 6.2. Ensuite,
nous pre´sentons la me´thodologie sous-jacente de notre disprover plugin dans
la section 6.3, avant de discuter l’imple´mentation effective dans la section
6.4. Nous concluons ce chapitre avec des remarques sur la manie`re d’utiliser
le disprover comme prover dans la section 6.5.
6.2 Le sous-syste`me de preuve de RODIN
Dans RODIN, un nombre conside´rable de preuves peut eˆtre re´alise´ au-
tomatiquement par le sous-syste`me de preuve qui consiste, comme montre´
dans la figure 6.3, du ‘Proof Obligation Generator’ et du ‘Event-B Kernel
Prover’ [ROD05a]. Le ‘Proof Obligation Generator’ extrait toutes les obliga-
tions du mode`le B e´ve´nementiel qui doivent eˆtre de´charge´es afin de prouver
la validite´ du mode`le et les enregistre dans un fichier de base de donne´es
XML. Apre`s que toutes les obligations de preuve ont e´te´ ge´ne´re´es, le ‘Kernel
Prover’ essaye de de´charger des POs valides automatiquement, c’est-a`-dire
en taˆche de fond, sans interactions de l’utilisateur.
Comme montre´ dans la figure 6.3, le ‘Event-B Kernel’ se de´compose
en un ‘Proof Manager’ et en un ensemble de ‘prover plugins’. Alors que le
‘Proof Manager’ est responsable du stockage, de la traverse´e, de la com-
position et de la re´utilisation des preuves, les ‘prover plugins’ essayent de
ge´ne´rer des infe´rences valides dans le but de de´charger les obligations de
preuve. Le ‘Proof Manager’ maintient e´galement l’e´tat des preuves actuelles
pour toutes les obligations de preuve, de´cide si elles ont e´te´ de´charge´es et ap-
pelle les provers externes si elles sont non-interactives. Il y a e´galement des
‘interactive reasoners’ qui demandent d’eˆtre applique´s par l’utilisateur, le
disprover plugin ProB est un tel plugin interactif. Dans la section qui suit,
nous montrons les principes sous-jacents de notre plugin, avant de montrer
dans la section 6.4 comment il a e´te´ inte´gre´ a` la plateforme RODIN.
6.3 Le principe du disproving utilisant ProB
Dans ce qui suit, nous expliquons comment un se´quent peut eˆtre trans-
forme´ en machine B qui peut eˆtre utilise´ par ProB.
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Fig. 6.3 – Architecture du sous-syste`me de preuve de RODIN
6.3.1 De´couverte des contre-exemples
Soit G(x1, ..., xk) le but d’un se´quent s et soit H1(x1, . . . , xk), . . . ,
Hn(x1, . . . , xk) les hypothe`ses. Pour trouver un contre-exemple de s, nous
devons ve´rifier si le pre´dicat
∃x1, ..., xk : (H1(x1, ..., xk) ∧ ... ∧Hn(x1, ..., xk)) ∧ ¬G(x1, ..., xk) (6.1)
tient. Si c’est le cas, alors nous pouvons extraire un contre-exemple concret
en trouvant une ‘valuation’ pour x1, ..., xk qui rend l’implication vraie. Trou-
ver des valeurs qui satisfont une formule boole´enne propositionnelle est NP
complet, et pour les formules de la logique de premier ordre qui peuvent
apparaˆıtre des se´quents, le proble`me est inde´cidable. Pour outrepasser cette
difficulte´, nous devons restreindre les ensembles a` des domaines relativement
petits et finis. En conse´quence, nous savons qu’en principe, il n’est pas pos-
sible de garantir qu’un algorithme ‘disprover’ peut trouver automatiquement
un contre-exemple si ce dernier existe. En d’autres mots, l’absence de contre-
exemple ne signifie pas en ge´ne´ral que l’obligation de preuve est valide. (Il
y a, cependant, certains cas ou` l’absence de contre-exemple de´charge une
obligation de preuve. Nous discutons de ces cas dans la section 6.5.)
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6.3.2 Transformation des se´quents en machines B classiques
ProB peut eˆtre utilise´ pour trouver un contre-exemple pour un se´quent
donne´, mais il a besoin pour cela d’une machine B classique qui encode
le se´quent comme entre´e. Heureusement, cet encodage n’est – du moins en
principe – pas difficile a` obtenir. Nous cre´ons une machine B, qui contient une
ope´ration disproveHypotheses avec le pre´dicat de l’e´quation (6.1) comme
garde. L’ope´ration est active si et seulement si ProB peut trouver un contre-
exemple.
Afin de construire cette machine seule, nous devons extraire certaines in-
formations de la spe´cification B e´ve´nementiel originale telles que les axiomes2,
‘carrier sets’ parame`tres, variables (incluant les informations sur le type)
et les constantes. De plus, nous ne´cessitons des informations a` propos du
se´quent a` (de´)-charger, tels que les hypothe`ses et le but. La transformation
de ces informations est dans la plupart des cas directe ; nous construisons
par exemple la clause SETS de la machine en e´nume´rant les de´finitions des
ensembles de la spe´cifications B e´ve´nementiel originale. Dans certains cas,
la transformation est moins e´vidente. Nous transformons par exemple les
axiomes ainsi que les informations sur le type des constantes dans la clause
PROPERTIES. Nous ge´ne´rons de nouvelles de´finitions appele´es
TypeEnvironment et Hypotheses a` l’inte´rieur de la clause DEFINITIONS. Le
TypeEnvironment est un sous-ensemble des hypothe`ses qui ne contient que
les pre´dicats qui s’occupent des informations sur le type. Un sche´ma de la
machine B construite a` partir d’un se´quent H1,H2, . . . Hn ` G se trouve au
listing 6.1 page suivante.
6.3.3 Se´lection des hypothe`ses
Le sous-syste`me de preuve de RODIN autorise l’utilisateur a` se´lectionner
un sous-ensemble des hypothe`ses qui sont dans la base de donne´es, ces hy-
pothe`ses sont soit directement de´rive´es de la spe´cification ou prouve´es au-
paravant. De manie`re e´vidente, si un sous-ensemble de H prouve G, alors H
prouve e´galement G.
H ′ ⊆ H ∧H ′ ` G⇒ H ` G
Un utilisateur peut donc restreindre les hypothe`ses d’un se´quent a` un
sous-ensemble arbitraire appele´ selected hypotheses, en supprimant les hy-
pothe`ses qui ne sont pas pertinentes pour la preuve. Par de´faut, un ensemble
particulier d’hypothe`ses qui s’occupent des variables implique´es sont auto-
matiquement se´lectionne´es par RODIN. L’utilisateur peut e´galement de´cider
de cacher un sous-ensemble particulier d’hypothe`ses, ce sous-ensemble e´tant
appele´ hidden hypotheses. Il existe en fait deux alternatives :
2Un axiome est traite´ comme un se´quent true ` A
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Listing 6.1 – Sche´ma d’une machine abstraite construite a` partir d’un
se´quent
1 MACHINE Disprove
2 DEFINITIONS
3 TypEnvironment == H1(x1, ..., xk) & ... & Hi(x1, ..., xk) ;
4 Hypotheses == TypeEnvironment &
Hi+1(x1, ..., xk) & ... & Hn(x1, ..., xk) ;
5 Goal == G(x1, ..., xk)
6 OPERATIONS
7 d i sprove (x1, ..., xk ) =
8 PRE Hypotheses & not (Goal )
9 THEN sk ip
10 END
11 END
– lancer le disprover externe avec les selected hypotheses ou
– le lancer avec les all hypotheses excepte´es celles cache´es.
Dans tous les cas, l’utilisateur peut choisir quelle alternative appliquer
(notre plugin fournit deux boutons) et changer d’avis plus tard.
6.4 Imple´mentation du disprover plugin ProB
Dans un travail pre´ce´dent [Ben06] a e´te´ de´veloppe´ une version de ProB
qui s’inte`gre a` Eclipse. Son composant principal est le ‘Eclipse ProB plugin’
comme montre´ a` la figure 6.4 page suivante. Il permet a` des outils tiers d’uti-
liser ProB pour diffe´rentes taˆches ; il peut par conse´quent eˆtre vu comme
une couche d’abstraction Java pour la partie Prolog de ProB. Le dispro-
ver utilise ce noyau central pour trouver des contre-exemples. Il cre´e donc
– lorsqu’il est applique´ a` un noeud de l’arbre de preuve – une machine B
comme de´crit dans la section 6.3 et commence l’animation de la machine. Si
l’ope´ration disprove est active, nous avons trouve´ un contre-exemple.
Le reste de cette section se divise en trois parties : tout d’abord, nous
trac¸ons un portrait de l’architecture ge´ne´rale du disprover ; ensuite nous
voyons comment les contre-exemples trouve´s par le plugin sont affiche´s a`
l’e´cran ; finalement, nous de´cortiquons un exemple complet d’utilisation du
plugin.
6.4.1 Architecture du disprover
La figure 6.5 page suivante donne une vue globale de l’architecture du
disprover plugin. Comme le montre la figure, le plugin se compose d’une
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Fig. 6.4 – Architecture de la version Eclipse de ProB
interface graphique3, le composant disprover ui plug-in, qui affiche le re´sultat
d’une preuve et d’un composant central, disprover core plug-in, qui encapsule
la logique de preuve. L’interface graphique est une extension de l’interface
a` l’interface graphique de preuve de RODIN. Elle permet a` l’utilisateur de
se´lectionner un noeud de l’arbre de preuve que ce dernier veut ve´rifier avec
ProB. Le plugin central fournit un moyen d’appliquer le disprover ProB.
Son roˆle est de :
– transformer le se´quent en machine B ;
– appeler ProB a` travers le ‘Eclipse ProB core plugin’ ;
– retourner le re´sultat a` l’utilisateur ;
– ge´rer les erreurs, ‘time out’ et demande d’annulation de l’utilisateur.
Fig. 6.5 – Architecture ge´ne´rale du disprover
3couramment appele´ User Interface ou UI en anglais
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Plus pre´cise´ment, le composant principal est compose´ de deux sous-
composants : core et internal. Le composant core est le point d’entre´e pour
le composant disprover ui plug-in. Le composant internal est, comme son
nom l’indique, cache´ au monde exte´rieur dans le sens ou` il n’est pas pos-
sible d’y acce´der directement. Ce dernier transforme dans un premier temps
le se´quent rec¸u en une machine abstraite telle que de´crite dans la sous-
section 6.3.2. Initialement, la machine est repre´sente´e textuellement comme
dans le listing 6.1. Cependant, ProB travaille avec des repre´sentations
Prolog [LB03] et il faut donc transformer la machine abstraite. Nous uti-
lisons pour cela le composant externe parser dont le roˆle est de ge´ne´rer une
repre´sentation Prolog de la machine abstraite. Nous pouvons a` pre´sent in-
teragir avec ProB pour lui demander d’animer la machine. Cette animation
s’ope`re a` travers le composant handler, qui permet notamment d’initialiser
la machine, d’exe´cuter des ope´rations et de re´cupe´rer la valeur de certaines
variables dans l’e´tat courant. Si l’animateur trouve un contre-exemple, les
informations concernant celui-ci sont stocke´es en internes et utilise´es pour
construire la re´ponse comme il est explique´ a` la sous-section 6.4.2. Fina-
lement, le plugin retourne une re`gle de preuve en utilisant le composant
reasoners. Cette re`gle de preuve est en fait une liste de nouveaux se´quents
a` inse´rer comme fils de l’arbre de preuve.4
6.4.2 Affichage des contre-exemples
Une premie`re approche e´tait d’afficher les contre-exemples dans une
feneˆtre se´pare´e. Cette solution n’e´tait cependant pas tre`s utile parce qu’il
n’y a dans ce cas aucune connexion entre le contre-exemple et les obligations
de preuve. Nous avons donc choisi une approche alternative pour re´soudre ce
proble`me en appliquant une distinction de cas [Abr96] au noeud de l’arbre de
preuve.5 Comme mentionne´ dans la section pre´ce´dente, un contre-exemple
peut eˆtre de´crit par un pre´dicat
Cp ≡ x1 = e1, ..., xk = ek
Nous appliquons a` pre´sent la distinction de cas sur le noeud. Cela re´sulte en
deux noeuds fils avec les se´quents
1. H,Cp ` G
2. H,¬Cp ` G
Le premier se´quent est le cas dans lequel le contre-exemple a e´te´ trouve´
(Cp rendG faux). Le second est le cas restant, ou` le contre-exemple spe´cifique
est explicitement rejete´. Ce second cas peut eˆtre utilise´ pour trouver des
contre-exemples supple´mentaires en re´appliquant le disprover sur ce dernier.
4Voir a` ce sujet la sous-sectionsous-section 4.1.2 page 46.
5Ide´e originale de Farhad Mehta
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6.4.3 Exemple d’utilisation du plugin
Il est a` pre´sent temps de voir une utilisation concre`te du plugin sur un
exemple. La simplicite´ de l’exemple permet de se focaliser sur l’agencement
des diffe´rentes e´tapes ne´cessaires au bon de´roulement de la de´couverte du
contre-exemple. L’exemple est tire´ de la IVe partie de [ROD05b] et s’e´nonce
comme suit : construire un syste`me qui controˆle le passage de voitures sur
un pont e´troit entre un continent et une ıˆle. Deux feux rouges sont situe´s de
chaque coˆte´ du pont. On suppose que les voitures ne passent que quand le
feu est vert, et attendent leur tour quand le feu est rouge. Il y a e´galement
quatre capteurs – deux de chaque coˆte´ – qui de´tectent les voitures qui veulent
entrer et sortir de l’ˆıle et du continent. Seul un nombre limite´ de voitures
peut se trouver en meˆme temps sur le pont.
La spe´cification que nous de´finissons ici est d’un haut niveau. L’ˆıle et
le pont sont conside´re´s comme une seule entite´, et les deux e´ve´nements
consistent a` passer du continent a` ce couple pont-ˆıle et vis-versa. Nous nous
concentrons ici sur l’e´ve´nement ML out, qui permet a` une voiture de passer
du contient au couple pont-ˆıle. La spe´cification de cet e´ve´nement est la
suivante :
1 ML out
2 WHEN
3 n < d
4 THEN
5 n := n + 1
6 END
ou` n est une variable contenant le nombre de voitures sur le couple
pont-ˆıle et d est une constante qui de´note le nombre maximum de voitures
se trouvant sur le couple pont-ˆıle. Une voiture ne peut donc traverser que
si le nombre maximum n’est pas encore atteint. Lorsqu’elle traverse, on
incre´mente le nombre de voitures qui se trouvent sur le couple pont-ˆıle d’une
unite´. Pour prouver une partie de cet e´ve´nement, nous aurons e´galement
besoin de l’invariant de la variable n, qui est n ∈ N.
La figure 6.6 page 89 repre´sente l’e´tat de RODIN apre`s la mode´lisation
de la solution. Comme on peut le constater sur le screenshot, il reste une et
une seule obligation a` prouver pour le mode`le m0 island bridge. Cette obli-
gation porte le nom ML out/inv1/INV ou` ML out est le nom de l’e´ve´nement
en cours, inv2 correspond a` l’invariant qui entre en compte (ici, n ∈ N) et
INV veut dire que l’obligation porte sur la pre´servation de l’invariant.
Il est a` pre´sent temps de lancer le disprover. Juste avant cela, nous devons
choisir si nous prenons toutes les hypothe`ses, ou seulement un sous-ensemble
de ces dernie`res. Conside´rons le deuxie`me choix, a` savoir les selected hypo-
theses. La seule hypothe`se que nous pouvons se´lectionner est n < d. Le
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se´quent construit par RODIN et associe´ a` l’obligation est :
n < d ` n+ 1 ∈ N
Ce se´quent est passe´ au disprover plugin, qui le transforme en la machine
abstraite suivante :
Listing 6.2 – Machine abstraite construite a` partir du se´quent
1 MACHINE BMachine
2
3 DEFINITIONS
4 SET PREF MININT == −5;
5 SET PREF MAXINT == 5 ;
6 SET PREF MAX OPERATIONS == 1 ;
7 SET PREF MAX INITIALISATIONS == 1 ;
8 TypEnvironment == n ∈ Z ;
9 Hypotheses == TypEnvironment ∧ (n < d) ;
10 Goal == ( ( n + 1) ∈ N)
11
12 CONSTANTS
13 d
14
15 PROPERTIES
16 (d ∈ N) ∧ (d > 0)
17
18 VARIABLES varn
19
20 INVARIANT varn ∈ Z
21
22 INITIALISATION
23 ANY n WHERE Hypotheses
24 THEN varn := n
25 END
26
27 OPERATIONS
28 disproveHypotheses (n) =
29 PRE Hypotheses ∧ not (Goal )
30 THEN varn := n
31 END
32 END
Les quatre premie`res de´finitions sont des pre´fe´rences pour ProB. Les
deux premie`res de´terminent les valeurs minimales et maximales des entiers
imple´mentables, c’est-a`-dire ceux de´finis par INT au lieu de INTEGER. Ces
valeurs peuvent eˆtre change´es dans les pre´fe´rences de RODIN. Les deux
88 Chapitre 6 Disprover plugin
suivantes limitent le choix de l’initialisation et des ope´rations a` un. Cette
limitation permet de s’affranchir de la se´lection de l’initialisation ou d’une
ope´ration lorsqu’elles utilisent le non-de´terminisme, comme dans l’initiali-
sation de la machine abstraite ci-dessus. Le but du se´quent apparaˆıt dans
la clause DEFINITION de la machine, sous le nom Goal. Le type de la va-
riable n est renseigne´ dans le TypEnvironment. Les hypothe`ses prennent en
compte l’hypothe`se se´lectionne´e n < d, ou` le type de la constante d est
donne´ dans les proprie´te´s. Nous de´finissons ensuite une nouvelle variable
varn qui contiendra la valeur du contre-exemple une fois celui-ci trouve´.6
varn est initialise´e avec une valeur qui respecte les Hypotheses. L’ope´ration
disproveHypotheses permet d’enregistrer la valeur du contre-exemple dans
le cas ou` les hypothe`ses sont ve´rife´es et le but est faux.
ProB rec¸oit ensuite comme entre´e la machine abstraite et peut com-
mencer l’animation. La premie`re e´tape est l’e´tablissement des constantes :
la constante d rec¸oit la valeur 1, ce qui se note par l’ope´ration
setup constants(1). La deuxie`me e´tape est l’initialisation de la machine :
la variable varn est initalise´e a` -5, ce que de´note l’ope´ration
initialise machine(-5). La troisie`me e´tape est l’exe´cution de l’ope´ration
disproveHypotheses(-5), qui assigne la valeur -5 a` la variable varn.7 L’ani-
mation est maintenant termine´e et le contre-exemple est disponible dans la
variable varn.
Finalement, la dernie`re taˆche du plugin est de re´cupe´rer le contre-exemple
et de l’afficher a` l’utilisateur. Deux se´quents sont construits a` partir du
contre-exemple sur base du principe de la sous-section 6.4.2 :
1. n < d ∧ n = −5 ` n+ 1 ∈ N
2. n < d ∧ ¬(n = −5) ` n+ 1 ∈ N
Le premier se´quent contient le contre-exemple trouve´ : il est e´videmment
faux. Le deuxie`me se´quent de´note le cas ou` le contre-exemple a e´te´ rejete´
(¬(n = −5)). Il est de`s lors possible de re´-appliquer le disprover sur ce
se´quent pour ve´rifier si un autre contre-exemple ne peut pas eˆtre trouve´.
L’e´tat de RODIN apre`s l’application du disprover se trouve a` la figure
6.7 page 90. La vue Proof Tree en haut a` gauche contient les informations
relatives a` l’application du plugin, a` savoir le contre exemple trouve´ (n = −5)
et la distinction de cas. Les diffe´rentes hypothe`ses et le but des deux se´quents
sont disponibles dans la feneˆtre centrale de RODIN.
6Cette de´finition est ne´cessaire car l’API java de ProB ne permet pas d’acce´der direc-
tement au contre-exemple.
7Notons que la valeur de la variable varn e´tait de´ja` de -5.
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Fig. 6.6 – Screenshot de l’e´tat de RODIN apre`s la mode´lisation
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Fig. 6.7 – Screenshot de l’e´tat de RODIN apre`s l’application du disprover
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6.5 Perspectives futures
6.5.1 Utilisation de ProB comme prover
Si le disprover ProB ne re´ussit pas a` trouver un contre-exemple pour
une obligation de preuve particulie`re, nous ne pouvons pas infe´rer que l’obli-
gation de preuve est vraie. Cela est du a` deux raisons :
– deffered sets : Si une machine B utilise des deffered sets (c’est-a`-dire
des ensembles qui ne sont pas explicitement e´nume´re´s dans la clause
SET), alors la cardinalite´ de ces ensembles n’est pas fixe´e a` priori ;
l’ensemble pourrait meˆme eˆtre infini. Cependant, ProB va ve´rifier
les obligations de preuve seulement dans le cas ou` la cardinalite´ des
deffered sets est finie, et pourrait donc e´chouer a` trouver des contre-
exemples existants. Par exemple, ProB e´chouera a` trouver un contre-
exemple pour la formule ∃n.(n : N∧card(S) < n), ou` S est un deffered
set sans autres restrictions.
– entiers : Si une valeur entie`re apparaˆıt dans une obligation de preuve,
et dont la valeur n’est pas de´termine´e par le reste de l’obligation de
preuve, ProB e´nume´rera la variable seulement dans un intervalle fini
(entre les valeurs MININT et MAXINT de´termine´es par l’utilisateur).
A nouveau, ProB peut e´chouer a` trouver des contre-exemples pour
des valeurs entie`res qui se situent en dehors de MININT..MAXINT.
Pourtant, si une machine B ne contient ni des deffered sets ni des va-
riables entie`res, le ProB disprover peut en fait aussi eˆtre utilise´ comme
prover. Cette condition peut facilement eˆtre ve´rifie´e de manie`re statique,
dans quel cas notre disprover peut informer la plateforme RODIN que la PO
a en re´alite´ e´te´ prouve´e. Quelques spe´cifications B pratiques tombent dans
cette cate´gorie. Citons par exemple la fonction de voiture Volvo utilise´e dans
[LB03]. Un autre exemple est l’encodage de Hamming [CHO04], pour lequel
Dominique Cansell a utilise´ ProB pour prouver quelques the´ore`mes essen-
tiels (qui auraient e´te´ extreˆmement fastidieux a` prouver manuellement).8
6.5.2 Autres perspectives
Une e´valuation empirique de l’utilisation de ProB comme disprover est
exige´e si l’on de´sire mesurer l’efficience du plugin, ou si ce dernier peut eˆtre
optimise´. Un grand nombre de tests ont de´ja` e´te´ faits mais des tests de
benchmark sur diffe´rents syste`mes d’exploitation seraient les bienvenus.
Lors de l’utilisation de relations ou de fonctions dans le B e´ve´nementiel,
les variables d’un se´quent augmentent tre`s largement. Par exemple, e´tant
donne´ r : A↔A, ou` la cardinalite´ de A est 4, on a 24∗4 = 65536 possibilite´s
pour r. Etant donne´ x : P(A↔ A), nous avons 224∗4 = 265536 possibilite´s
pour x. ProB doit investiguer ces possibilite´s pour la recherche d’un contre-
8Communication prive´e de Dominique Cansell.
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exemple. La re´duction syme´trique est une fac¸on de faciliter cette taˆche, et
il serait approprie´ de ve´rifier si nous pouvons utiliser les de´veloppements
re´cents de ProB [LM07] dans cette optique pour notre disprover plugin. Une
option alternative est de partitionner l’espace de configuration en plusieurs
zones, et laisser diffe´rentes instances de ProB tourner en paralle`le pour
prendre soin de l’exploration correspondante.
6.5.3 Travaux apparente´s
Un outil tre`s populaire pour la validation de mode`les et la de´couverte de
contre-exemple est Alloy [Jac02], qui utilise des solvers SAT (a` la place de
‘constraint solving’). Le langage de spe´cification Alloy est de premier ordre et
ne peut donc pas eˆtre applique´ ‘out of the box’ aux mode`les B e´ve´nementiels.
Cependant, les mode`les B e´ve´nementiels peuvent eˆtre compile´s (pour des
ensembles finis) en Alloy ou directement en formules SAT.
Comme travaux apparente´s pre´ce´dents, on trouve les ge´ne´rateurs de
mode`le FINDER [SLM94] et MACE [McC01] qui peuvent e´galement eˆtre
utilise´s pour trouver des contre-exemples. Le prover Isabelle a maintenant
e´galement une fonction rapide de ‘ckeck’ [BN04], recherchant ale´atoirement
des contre-exemples. Il y a encore beaucoup d’autres travaux connexes,
tels que le re´cent [SBD02], et il y a meˆme certains ‘workshops’ tels que
CADE et IJCAR qui ont e´te´ organise´s autour du disproving. Des travaux
conside´rables se penchent sur la combinaison du model checking [CGP99]
avec des the´ore`mes de preuve en ge´ne´ral (par exemple, [GP05]).
Chapitre 7
Conclusion et perspectives
Dans ce me´moire, nous avons pre´sente´ un disprover plugin pour RODIN
qui contribue a` la phase de preuve dans le de´veloppement d’une spe´cification.
Ce plugin essaye de trouver des contre-exemples pour chaque obligation
de preuve, et dans l’affirmative renvoit le contre-exemple en question pour
que l’utilisateur puisse investiguer la source du proble`me. L’utilisation d’un
tel plugin peut se re´ve´ler utile lorsque l’utilisateur est “bloque´” en at-
tente d’une preuve qui ne peut pas eˆtre re´alise´e par un prover externe.
Nous avons e´galement vu dans quelle mesure notre disprover peut eˆtre uti-
lise´ comme prover, c’est-a`-dire quand l’absence de contre-exemples est en
fait une preuve. Le but de notre plugin n’est nullement de concurrencer
ou de remplacer les provers externes existants, mais plutoˆt d’eˆtre un ou-
til comple´mentaire, permettant notamment d’e´liminer le temps ne´cessaire
requis a` tenter de prouver une obligation de preuve fausse.
Notre plugin e´tant toujours en phase de de´veloppement, celui-ci souffre
de limitations.
– Lors de l’utilisation de relations ou de fonctions dans des se´quents,
nous constatons une explosion combinatoire de l’espace d’e´tats lors de
la recherche de contre-exemples. Deux solutions sont propose´es pour
la suite du de´veloppement : la premie`re consiste a` utiliser la re´duction
syme´trique telle que pre´sente´e dans [LM07]. La deuxie`me sugge`re de
partitionner l’espace d’e´tats en plusieurs zones et d’avoir plusieurs ins-
tances de ProB qui tournent en paralle`le, chaque instance s’occupant
d’une zone particulie`re.
– Aucune mesure d’efficacite´ du plugin en terme de temps n’a e´te´ re´alise´e.
Bien qu’un nombre de tests aient e´te´ effectue´s pour valider les de´cou-
vertes effectives de contre-exemples, il serait approprie´ de proce´der a`
des tests de benchmarks – notamment sur diffe´rents syste`mes d’exploi-
tation – pour de´tecter d’e´ventuels bottlenecks dans l’imple´mentation
du plugin.
Venons-en a` pre´sent a` la question de la transformation d’un langage
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dans un autre. Notre approche a e´te´ de partir d’un se´quent e´crit en B
e´ve´nementiel, et de traduire ce dernier en une machine abstraite qui res-
pecte le B classique pour pouvoir ensuite eˆtre utilise´e dans un outil tel que
ProB. Nous n’avons pas rencontre´ de proble`mes majeurs lors de la phase de
transformation mais nous n’avons pas pu parcourir l’entierte´ du langage B
e´ve´nementiel. D’autre part, notre utilisation s’est limite´e a` la cre´ation d’une
machine abstraite dont le but est de de´couvrir des contre-exemples. Nous
n’avons de`s lors pas teste´ l’e´quivalence d’une spe´cification comple`te e´crite
dans les deux langages, bien que l’exemple de la traverse´e du pont ait pu
eˆtre de´crite dans les deux approches formelles. De plus, notre connaissance
des deux langages n’e´tait pas assez pousse´e pour investir une telle taˆche. Un
travail futur dans ce domaine serait l’e´tude de l’e´quivalence entre ces deux
langages, et par extension la traduction d’un langage dans un autre et les
limites inhe´rentes associe´es. Ce travail permettrait de faciliter la conversion
d’un langage dans un autre et d’augmenter l’interope´rabilite´ par la mise en
e´vidence des concepts similaires.
Annexe A
De´finitions mathe´matiques
Nous rappelons ici quelques de´finitions mathe´matiques e´le´mentaires. Ces
de´finitions sont directement tire´es de [Rob05]. Nous donnons e´galement les
notations permettant de repre´senter celles-ci en B classique.
A.1 De´finitions mathe´matiques
A.1.1 Relation
De´finition A.1 Relation
Une relation S↔ T est de´finie par :
S↔ T = P(S × T )
Une relation S↔T entre un ensemble S et un ensemble T lie des e´le´ments
de S aux e´le´ments de T . Elle n’est rien d’autre que l’ensemble de toutes les
paires (s, t) qui sont lie´es, ou` s ∈ S et t ∈ T . Une paire se note (s 7→ t).
Domaine et rang
De´finition A.2 Domaine
Le domaine dom(r) d’une relation r se de´finit par :
dom(r) = {x | ∃y ·x 7→ y ∈ r)}
dom(r) est l’ensemble des e´le´ments de S dont r les lie a` quelque chose
dans T .
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De´finition A.3 Rang
Le rang ran(r) d’une relation r se de´finit par :
ran(r) = {y | ∃x·x 7→ y ∈ r}
ran(r) est l’ensemble des e´le´ments de T qui sont lie´s a` quelque chose
dans S.
A.1.2 Image,inverse et composition
De´finition A.4 Image relationnelle
Soit r une relation et S un ensemble. Alors l’image relationnelle r[S] est
de´finie par :
r[S] = {y | ∃x·x ∈ S ∧ x 7→ y ∈ r}
Notons e´galement que r[S] = ran(S C r).
De´finition A.5 Inverse relationnel
Soit une relation r. Alors l’inverse relationnel, de´note´e par r−1 est de´finie
par :
r−1 = {y, x | x 7→ y ∈ r}
De´finition A.6 Composition relationnelle
La composition relationnelle de deux relations r ∈ S ↔ T et q ∈ T ↔ U ,
note´e p ; q est de´finie par :
p ; q = {x, y | (∃z ·x 7→ z ∈ p ∧ z 7→ y ∈ q)}
A.1.3 Fonction
Les fonctions sont des cas particuliers de relations : toutes les proprie´te´s
que nous avons vu pour les relations sont donc d’application pour les fonc-
tions.
De´finition A.7 Fonction
Soient deux ensembles A et B. Une fonction de A dans B est un sous-
ensemble f ⊆ A×B tel que si (a, b) ∈ f et (a, b′) ∈ f alors b = b′. L’ensemble
de toutes les fonctions de A dans B est note´ A→ B.
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Fonctions particulie`res
De´finition A.8 Fonction partielle
Soient S et T deux ensembles et id(T ) = {x, y | x ∈ T ∧ y ∈ T ∧ x = y}.
Une fonction partielle S 7→ T est telle que :
S 7→ T = {r | r ∈ S↔ T ∧ r−1 ; r ⊆ id(T )}
Une fonction partielle f : S 7→ T lie un e´le´ment de S a` au plus un
e´le´ment de T . Dans le cas ou` f est une variable, S 7→ T donne e´galement
son type.
De´finition A.9 Fonction totale
Une fonction totale S→ T est telle que :
S→ T = {f | f ∈ S 7→ T ∧ dom(f) = S}
Une fonction totale f : S → T lie un e´le´ment de S a` exactement un
e´le´ment de T
De´finition A.10 Fonction injective (partielle ou totale)
Une fonction injective partielle S 7 T est telle :
S 7 T = {f ∈ S 7→ T ∧ f−1 ∈ T 7→ S}
Une fonction injective totale S T est telle :
S T = S 7 T ∩ S→ T
De´finition A.11 Fonction surjective (partielle ou totale)
Une fonction surjective partielle S 7 T est telle :
S 7 T = {f ∈ S 7→ T ∧ ran(f) = T}
Une fonction surjective totale S T est telle :
S T = S 7 T ∩ S→ T
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De´finition A.12 Fonction bijective
Une fonction bijective S T est telle que :
S T = S T ∩ S T
Une fonction bijective est une fonction totale, injective et surjective.
C’est une fonction one-one : chaque e´le´ment de S est lie´ a` un et un seul
e´le´ment de T .
A.2 Notations du B classique
Le tableau A.1 donne l’e´quivalent des notations mathe´matiques en B
classique.
Notations mathe´matiques Notations en B classique
S↔ T S <-> T
dom(r) dom(r)
ran(r) ran(r)
r[S] r[S]
r−1 r~
p ; q p ; q
S 7→ T S +-> T
S→ T S --> T
S 7 T S >+> T
S T S >-> T
S 7 T S +->> T
S T S -->> T
S T S >->> T
Tab. A.1 – Equivalent des notations mathe´matiques et en B classique
Annexe B
Pre´condition la plus faible
Cette annexe explicite les re`gles de la pre´condition la plus faible e´nonce´e
a` la sous-section 3.1.1.
Instruction vide et construction simple
Le corps d’une ope´ration peut eˆtre compose´, dans sa forme la plus simple,
d’une instruction vide (skip) ou d’une construction simple de la forme BE-
GIN S END ou` S est une assignation. Les re`gles suivantes sont d’applica-
tion :
Proprie´te´ B.1 Pre´condition pour une instruction vide ou une construction
simple
Soit P un pre´dicat et S une assignation. On a alors
[skip]P = P
[BEGIN S END]P = [S]P
Assignations simples et multiples
Il existe deux types d’assignations en B classique : l’assignation simple
et l’assignation multiple. Attachons-nous d’abord aux assignations simples.
Proprie´te´ B.2 Pre´condition pour une assignation simple
Soit P un pre´dicat sur les valeurs finales et P [E/x] un pre´dicat sur les valeurs
initiales ou` les occurrences libres de x ont e´te´ remplace´es par l’expression
E. Soit x := E l’assignation de l’expression E a` la variable x. La re`gle pour
l’assignation simple est la suivante :
[x := E]P = P [E/x]
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Passons ensuite aux assignations multiples.
Proprie´te´ B.3 Pre´condition pour une assignation multiple
Soit P un pre´dicat sur les valeurs finales et P [E,F/x, y] un pre´dicat sur
les valeurs initiales ou` les occurrences libres de x et y ont respectivement
e´te´ remplace´es par les expressions E et F . Soit x, y := E,F l’assignation
multiple des expressions E et F aux variables x et y respectivement. La
re`gle pour l’assignation multiple est la suivante :
[x, y := E,F ]P = P [E,F/x, y]
Choix
La syntaxe du choix en B classique est CHOICE S OR R END ou` S
et R sont des assignations. Il existe e´galement une syntaxe alternative qui
est e´quivalente a` la premie`re : S[]R. C’est cette dernie`re que nous utilisons
pour e´noncer la re`gle.
Proprie´te´ B.4 Pre´condition pour le choix
Soit P un pre´dicat. Alors on a
[S[]R]P = [S]P ∧ [R]P
Assignation avec pre´condition
Une assignation S peut eˆtre sujette a` une pre´condition Q, ce que l’on
note PRE Q THEN S END ou` Q est un pre´dicat. Il existe e´galement une
syntaxe e´quivalente que nous utilisons par la re`gle : Q | S.
Proprie´te´ B.5 Pre´condition pour l’assignation avec pre´condition
Soit Q et P deux pre´dicats et S une assignation. Alors on a
[Q | S]P = Q ∧ [S]P
Conditionnelle
Dans ce qui suit, nous conside´rons que P etQ sont des pre´dicats et S et R
sont des assignations. La syntaxe d’une conditionnelle prend la forme IF Q
THEN S ELSE R. Introduisons tout d’abord une nouvelle construction,
Q =⇒ S, qui dit qu’on peut appliquer l’assignation S seulement si l’e´tat
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actuel satisfait a` la garde Q. La re`gle pour la pre´condition la plus faible de
cette construction est :
[Q =⇒ S]P = Q⇒ [S]P
Remarquons e´galement que IF Q THEN S ELSE R = (Q =⇒ S)[](¬Q =⇒
R). De`s lors, on peut en de´duire que :
[(Q =⇒ S)[](¬Q =⇒ R)]P = [Q =⇒ S]P ∧ [¬Q =⇒ R]P
= (Q⇒ [S]P ) ∧ (¬Q⇒ [R]P )
La re`gle pour la construction conditionnelle est de`s lors :
Proprie´te´ B.6 Pre´condition pour la construction conditionnelle
Soit P et Q deux pre´dicats et S et R deux assignations. Alors on a
[(Q =⇒ S)[](¬Q =⇒ R)]P = (Q⇒ [S]P ) ∧ (¬Q⇒ [R]P )
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Annexe C
ProB : traverse´e du pont
Le listing C.1 est le contenu du fichier pont.mch : celui-ci repre´sente
notre solution du proble`me de la traverse´e du pont dans le formalisme de
ProB.
Listing C.1 – pont.mch
1 MACHINE Pont
2
3 DEFINITIONS GOAL == r iv eg={} & r ived=PERSONNES & temps
<=16
4
5 SETS
6 LAMPE = {gauche , d r o i t e } ;
7 PERSONNES = {un , deux , t r o i s , quatre }
8
9 CONSTANTS personnes ,TEMPS
10
11 PROPERTIES
12 TEMPS <: NATURAL & TEMPS = {1 ,2 ,5 ,8} &
13 personnes : PERSONNES >−>> TEMPS &
14 personnes = {un|−>1, deux |−>2, t r o i s |−>5, quatre
|−>8}
15
16 VARIABLES lampe , temps , r iveg , r i v ed
17
18 INVARIANT
19 lampe : LAMPE & temps : NATURAL &
20 r i v e g <: PERSONNES & r ived <: PERSONNES
21
22 INITIALISATION
23 lampe , temps , r iveg , r i v ed := gauche , 0 ,PERSONNES,{}
24
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25 OPERATIONS
26
27 gauchedro i t e (p) = PRE p <: r i v e g & p/={} & card (p)
<=2 & lampe=gauche
28 THEN IF personnes [ p]/={}
29 THEN lampe , temps , r iveg , r i v ed
:=
30 dro i t e , temps+ max(
personnes [ p ] ) , r iveg−p ,
r i v ed \/p
31 END
32 END;
33
34 dro i t egauche (p) = PRE p <: r i v ed & p/={} & card (p)
<=2 & lampe=dro i t e
35 THEN IF personnes [ p]/={}
36 THEN lampe , temps , r iveg , r i v ed
:=
37 gauche , temps+ max(
personnes [ p ] ) , r i v e g \/p
, r ived−p
38 END
39 END
40
41 END
Annexe D
RODIN : traverse´e du pont
Les listings D.1 et D.2 donnent la solution de la traverse´e du pont en B
e´ve´nementiel.
Listing D.1 – Contexte
1
2 CONTEXT PontContext
3
4 SETS
5 LAMPE
6 PERSONNES
7
8 CONSTANTS
9 gauche
10 d r o i t e
11 un
12 deux
13 t r o i s
14 quatre
15 personnes
16 TEMPS
17
18 AXIOMS
19 lampe = {gauche , d r o i t e }
20 gauche 6= dro i t e
21 PERSONNES = {un , deux , t r o i s , quatre }
22 un 6= deux
23 un 6= t r o i s
24 un 6= quatre
25 deux 6= t r o i s
26 deux 6= quatre
27 t r o i s 6= quatre
28 TEMPS ⊆ N
29 TEMPS = {1 ,2 ,5 ,8}
30 personnes ∈ PERSONNES  TEMPS
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31 personnes = {un 7→ 1 , deux 7→ 2 , t r o i s 7→ 5 , quatre 7→ 8}
32
33 END
Listing D.2 – Mode`le
1
2 MACHINE Pont
3
4 SEES PontContext
5
6 VARIABLES
7 lampe
8 temps
9 r i v e g
10 r i v ed
11
12 INVARIANT
13 lampe ∈ LAMPE
14 temps ∈ N
15 r i v e g ⊆ PERSONNES
16 r i v ed ⊆ PERSONNES
17
18 EVENTS
19
20 INITIALISATION
21 BEGIN
22 lampe := gauche
23 temps := 0
24 r i v e g := PERSONNES
25 r i v ed := ∅
26 END
27
28 gauchedro i t e
29 ANY
30 p
31 WHERE
32 p ⊆ r i v e g
33 p 6= ∅
34 card (p) ≤ 2
35 lampe=gauche
36 personnes [ p ] 6= ∅
37 THEN
38 lampe := d r o i t e
39 temps := temps+ max( personnes [ p ] )
40 r i v e g := r i v e g \ p
41 r i v ed := r ived ∪ p
42 END
43
44 dro i t egauche
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45 ANY
46 p
47 WHERE
48 p ⊆ r i v e g
49 p 6= ∅
50 card (p) ≤ 2
51 lampe=dro i t e
52 personnes [ p ] 6= ∅
53 THEN
54 lampe := gauche
55 temps := temps+ max( personnes [ p ] )
56 r i v e g := r i v e g ∪ p
57 r i v ed := r ived \ p
58 END
59
60 END
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