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Abstract. 
is givea. 
A characterization of minimal complete sets of words of a free monoid which are codes, 
1. Introduction 
A subset X of a free monoid A* is complete if X*, the submonoid generated by X, 
is dense, i.e. X* meets all two-sided ideals of A*. IF. other words a set X is complete if 
any word of A* is a factor of some word of X*a 
Complete sets play an interesting role in some problems of language theory. In 
particular the notion of ‘complete set’ is in a sort of dual correspondence with the 
notion of ‘code’. Indeed a basic result of M.P. Schiitzenberger states that any 
maximal code is a complete set and any nondense complete code is a maximal code. 
From this result one derives that any nondense maximal code is a minimal 
complete set, i.e. a complete set that does not contain complete proper subsets. We 
recall that maximal codes are utilized in information theory in order to obtain 
optimal rates of transmission. 
In this paper we pose the question as to whether the converse of the previous 
assertion holds, i.e. whether a minimal complete set is a maximal code. A negative 
answer to this question and a characterization of minimal complete sets which are 
codes are given. More precisely our m in result states that a minimal comp!eie set is a 
maximal code if and only if all its proper subsets are codes. 
2. Complete sets an 
Let A be a finite alphabet and A* the free monoid generated by it. As usua! the 
elements of A are catled letters and the elements of A* words. The identity element 
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of A* will be denoted by 1. For any v E A*, 1~1 denotes the length of the word u, 
where, conventionally, Ill-- 0. For any subset X of A*, X* denotes the submonoid 
generated by X and X’ the subsemigrcup X*\(l). 
A subset X of A* is dense if X me2ts all two-sided ideals of A*, i.e. for all v E A*, 
A*&* nX f $9. In other words X is dense if any word of A* is a factor of some 
word of X. A subset X of A is a complete set if X* is dense. 
We shall say that a subset X of a free monoid A* is a minimal complete set if X is 
complete and any proper subset of X is not complete. 
A subset X of A* is a code if X* is free and X is the minimal set of generators of 
X*. X is a maximalcode if it is a code zad it is not a proper subset of any other code 
on the same alphabet. 
The following basic result of Schiitzenberger relates the notion of code to that of 
complere set (see [2,43. 
Theorem 1 (Schtitzenberger). Let X be a code. 
(a) If X is a maximal code, then X is complete. 
(b) If X is complete and nondense, then X is a maximal code. 
LeKama I. If X is a complete set, then for all positive integers n, X” is a complete set. 
Proof. Pf X is complete, then, for all v CA*, there exist u, w EA* and k 21 such that 
uvw E Xk. It Mows that for aPB n 3 1, (UIVW)~ = uv~r, (uvw)~-’ E (Xk)” c (X”)* so 
that X” is complete. 
For any subset X of A* let us consider the following quantity: 
cy (X) = 1 IAl-'"', 
xex 
where IAl is the cardinality of A. 
Lemma 2. Let X be a subset of A+. 
(a) FCP. all B 3 1, ck(Xn) G (a(X))“. 
(b) X i,s a code if and only if cy(X”) = (cY(X))~ for all n a 1. 
Proof,, For any positive integer n one has: 
ta(x))n = ( 1 i~i--lX’>’ = C IAi-(lxlli-“‘+lxn’). 
XEX Xl,...*TnEX 
Further 
a(X”) = 1 IAI-'"I. 
UEX" 
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If X is a code, any element of X” can be uniquely factorized in elements of X, so 
that a! (X”) = (a! (X)j? In the general case a! (X”) s (a(X))“. If X is not a code, there 
exists a word w E X* of minimal length having two different factorizations at least in 
terms of the elements of X: 
with x l,. . . , x/,~ yls . . . , yk EX and x1 f ya. One has then 
ww =x1x2 l ’ ’ x/lyry2 l l l yk = y1y2 l l ’ Y&X& * l l Xh E xh+! 
Thus a(Xh+k) c (a(X))‘+! 
As a consequence of the previous lemma we obtain the classical &aft-McMillan 
inequality [ l]. 
Lemma 3. If X is a finite code, then ct (X) c 1. 
Proof. If X is a code, by Lemma 2, ((W(X))” = a(X”). If I is the maximal ength of 
words in X, one has: 
X”EilJA’. 
i = 1 
Since ar (A’) = (a! (A))’ = 1 for all i 2 1, we obtain 
(a (Xjj” =a!(X”)Gnl. 
This inequality holds for all n 2 1 only if a!(X) s 1. 
The following lemma is due to Marcus and khtitzenberger [3]; a proof is reported 
here for the sake of completeness. 
Lemma 4. If X c A’ is a $nite compi!ete s t, then cy (X) 2 1. 
Proof. Let X be a finite complete set. Denote by I the maximal ength of the words of 
X and by f and F the functions defined for all k 2 1 as f(k) = (Ak nXI and 
F(k) = IAk n X*1 respectively. 
Let us now prove that the following inequality holds for all n 2 1: 
Indeed, ;ds X is complete, any word of A* of length n is a factor of some word of X* 
whose length is in the interval (n, n + 22). Now in a word of length n + 21 there are at 
most 22+ 1 different factors of length n. The words of X* whose length is in the 
rmerval (n, n + 21) have then at most (22 + 1) c”,L’, F(k) factors of length n. It follows 
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that 
n+2i 
IAnI = IAl” c (21+ 1) 1, F(k). 
k=n 
WC now prove that the serie x:x1 (a! (Xi)’ diverges. Indeed we can write: 
: (a(X))‘= f u~IA(-~, 
r=l s=l 
s 
a, = c c f(nl)f(n2) l l l fh). 
r=l nl+n2+*-*+n,=s 
Since a, aF(s), it follows that: 
,$, (a(x))‘2 f F(s)lAI-” 2 : pmC+21F~~)IAI-., = S=l p=l s=pm 
where m = 21+ 1. Moreover 
pm+ZE 
r. F(s)lAI-s 2 lA(-pm-2’ py2’F(s). 
s=pr?l s=pm 
By inequality (1) we obtain 
rfl (o(x))‘+ g= -too. 
= 
This implies cy (X) 2 1. 
As a consequence of previous lemmas we obtain the following 
Theorem 2. Let X be a finite subset of A’. Any two of the following three conditions 
imply the remaining one : 
(1) Xisacode. 
(2) X is a complete set. 
(3) a(X) = 1. 
Proof. (l), (2) + (3). It is an immediate consequence of Lemmas 3 and 4. 
(l), (3) 3 (2). By Lemma 3, X is a maximal code and then, by Theorem 1, X is 
complete. 
(2), (3) * (1). If X is not a code, there exists, by Lemma 2, a positive integer k 
such that cw(X”))< (G(X))~ = 1, which implies, by Lemma 4, that .Yk is not complete, 
against Lemma 1. 
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Remark 1. The results of this section hold true under more general hypotheses, 
namely when X is a nondense subset of A’ and a probability measure n(X) of X 
induced by a Bernoulli distribution on the alphabet A, is consid/ered. The measure 
w(X) reduces itself to a(X) in the case of the uniform distribution. A proof of these 
more general propositions can be obtained by using the formalism of generating 
functions (see [2,4]). However to demonstrate our main result we do not ne:ed to 
consider this more general case. 
3. A characterization of minimal complete sets 
In this section we study minimal complete sets. The res-ults of Section 2 show that 
there exists a sort of duality between the notion of code and the! notion of complete 
set. As stated in Theorem 1, any maximal code is a complete set; one can then pose 
the question whether any minimal complete set is a code. The following example 
gives a negative answer to this problem. 
Example 1. Consider A = {a, b} and X = (a3, a*ba, a*b, ba, b}. X is a complete set, 
as one can easily verify. Moreover it is minimal since all proper subsets are not 
complete. In fact the subset X1 = {a3, a*b, ba, b} is not a code and is such that 
Q! (X1) = 1. Then, by Theorem 2, X cannot be complete. For all other subsets X’ of X, 
one has a! (X’) < 1 so that they cannot be complete either (Lemma 4). However X is 
not a code. Indeed the word ba3b has two different factorizations in word,s of X: 
ba3b = (b)(a3)(b) = (ba)(a*b). 
The previous example shows also that a finite complete set does not contain in 
general a subset which is a finite complete code. This assertion corresponds to a dual 
negative result [5] which states that a finite code is not necessarily contained in a finite 
complete code. Moreover the simplest example showing this last result is given by the 
code {a’, a*ba, a*b, ba, b} which is obtained from the previous one by substituting a5 
for a3. 
Our problem is now to give a characterization of minimal complete sets which are 
codes. In order to prove our main results we need the following preliminary lemmas. 
Lemma 5. Let N’ be the set of positive integers and f : N’ + N’ any map of N’ in N’ 
such that for all n EN’, f(n + l)Jf(n)E N’. Let moreover II!, 12, . . . , l,, be any 
nondecreasing sequence of positive integers, i.e. li s li+l (1 s i d n -’ 1). 
If xi=, l/f(lk)) 1, then there exists an integer s, 1 ss s n, such that 
c”,=, llf(l&) = 1. 
roof. If f (1,) = 1, the result is trivially true. Let us then suppc,~~: JYl, > 1. We shall 
prove our result by contradiction. As l/f(&) < 1, let p be the smalles2; integer 
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1 <p < n for which: 
p 1 
c -Cl an? C--- - 
k=l fU&) 
p3 l>l 
k=l f(lk)+f(rp+I) l 
Since, by hypothesis, for each n E N+, f(n + 1)/f(n) is a positive integer, one has that 




k=l f(jk) f&j 




which is a contradiction. 
As a corollary of the previous lemma we obtain the following 
Lemma 6. Let X be a finite subset of A* such that Q! (X) > 1. There exists then a subset 
X’ c X such that a(X’) = 1. 
Proof, Let us consider the map f: N’ + N’ defined for all n E N’ as f(n) = IAI” and 
let 1 1,. . . , I,, with m = 1x1, be the lengths of the elements of X ordered in a 
nondecreasing way. Since a!(X) = Cr= 1 1 /f ( lk ) > 1, by using Lemma 5, there exists a 
subset X’ c X such that cu (X’) = 1. 
Lemma 7. Any minimal complete set is nondense. 
Proof. Let X be a minimal complete set. We prove that, if X is dense, then X\(u) is 
dense for all zc E X, and then X is non minimal as a complete set. Since X is dense, for 
any letter a E A, the word ua is factor of some word v E X. Obviously any factor of u 
is also factor of v. It follows that, if X is dense, then also X\(u) is dense. 
We can now state our main result. 
:lt 
Let X be a minimal complete set. X is a (maximal) code if and only if any 
of X is a code. 
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IProof. The ‘only if’ part is trivial. Let us then suppose that any proper subset of X is a 
code. If X is infinite it is obvious that X is a code. Moreover by Lemma 7 X is 
nondense and then, by Theorem 1, X is a maimal code. If X is a finite minimal 
complete set, by Lemma 4, CY (X) 2 1. If Q! (X) = 1, by Theorem 2, one has that X is a 
code. Let us suppose ar (X) > 1. By Lemma 6, a proper subset X’ of X exists such that 
cy (X’) = 1. Since, by hypothesis, X’ is a code, then X is complete (Theorem 2) and 
this contradicts the fact that X is i; minimal complete set. 
In the 
previous 
case of finite minimal com#ete sets the following stronger version of the 
theorem can be given. 
Theorem 4. LetXbe a finite minimal complete set, and letx be a word of Xof maximal 
length. Then X is a code if and only if X’ = X\(x) is a code. 
Proof. As in the previous theorem the ‘only if’ part is trivial. In order to prove the ‘if’ 
part we observe that, since X is complete, by Lemma 4, Q! (X) 2 1. If QI (X) = I, the 
result is a consequence of Theorem 2. Let us then suppose cy (X) > 1. As X’ is a code, 
by Lemma 3, ar (X’) G 1. However Q! (X’) # 1 since, otherwise, X’ would be complete. 
One has then a! (X’) < l* This is absurd since, being x of maximal ength, no subset X” 
of X can exist for which a) (X”) = 1, in contradiction to Lemma 6. This implies 
a(X) == 1and then that X is a code. 
Remark 2. In Example 1 X is not a code and, according to Theorem 4, also the 
subset X\{a “ba} is not a code. In this example however all proper subsets X’ of X are 
such that QI (X’) G 1. One can ask the question whether this is a general situation for 
all finite or infinite minimal complete sets. (If this were the case one would obtain the 
result that any infinite minimal complete set is a code.) The answer is again negative 
as shown by the following example: 
X = (a6, a’b, a’ba, a3ba, a3b, a2b, a2ba, ba, b). 
One can verify that X is complete and that it is minimal with respect o this property. 
Indeed one can show in an exhaustive way following an argument similar to that of 
the next example, that any word of X is essential in order to have a complete set. 
However one verifies also that Q (X\{a5 ba}) > 1. 
The following example gives an infinite minimal complete set which is not a code. 
X = (a3)*(a2ba, a2b, ba, b). 
X is complete as one can verify. Moreover it is minimal with respect o this property. 
In fact if one removes a word of the form: 
(1) a3n6, then the word b2a “‘n+1b2 is no factor of any word of XT, with X1 = 
X\(a’“s), 
(2) a3nba, then the word b2a3”+lba 3n+1b2 is no factor of any word of 
X2 = X\(a 3nba ), 
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(3) a 3”t2b, then the word b2a3n+2b2 is no factor of any word of X,“, with 
X3 = X\(a3n’2b) 
(4) a3n+2 ba, then the word b2a3”‘*ba3”‘* 2 b is no factor of any word of X$, with 
Xq = X\(a3n’2ba). 
Let us now consider the notion of completeness to the right (or to the left). A 
subset X of A* is right (resp. reft) complete if X* meets all right (resp. left) ideals of 
A*, i.e. for all v E A*, VA* n X* # 8 (resp. A*u n X* Z 8). In this case we can state 
the following: 
Theorem 5. Let X be a subset of A* right (resp. left) complete and minimal with 
respect to this property. ashen X is a maximal prefix (resp. sufix) code. 
Roof. Since for all v E A*, VA* n X* # 0 then (cf. [2, p. 931) 
XP = X+\X’A’ c X’\(X’)2, where X’ =X*\(l), 
is a maximal prefix code so that, for all v E A*, VA* n (Xp)* # 0. This implies that XP 
is right complete. Moreover since X’\(X’)* c X it follows that XP c X and then 
XP = X as X is minimal with respect o the property of being right complete. In a 
symmetric way if X is left complete and minimal with respect o this property, then X 
is a maximal suffix code. 
This result shows that if one restricts himself to considering the notions of 
complete set and of code on one side only (i.e. right or left complete, prefix or suffix 
code respectively), then the concept of minimal complete set coincides with that of 
maximal code. 
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