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МЕТОДИКА ВЫБОРА ПАРАМЕТРОВ ГНЕЗДОВЫХ  
СВЁРТОЧНЫХ  КОДОВ 
 
У статті запропоновані методи вибору параметрів гніздових згортальних кодів із змінними пара-
метрами. На основі кордону Гільберта для гніздових кодів визначається вираз, який дозволяє 
визначити параметри гніздових згортальних кодів, адекватні топологічним характеристикам 
послідовності помилок на виході дискретного каналу та оптимальні до її статистичними харак-
теристикам. 
 
В статье предложены методы выбора параметров гнездовых сверточных кодов с переменными 
параметрами. На основе границы Гильберта для гнездовых кодов определяется выражение, ко-
торое позволяет определить параметры гнездовых сверточных кодов, адекватные топологичес-
ким характеристикам последовательности ошибок на выходе дискретного канала и оптимальные 
к ее статистическими характеристикам. 
 
In the article methods of selecting parameters nesting zhortalnyh codes with variable parameters. Based 
on the Hilbert boundary for nesting codes defined expression used to define the parameters of breeding 
zhortalnyh codes, adequate topological characteristics of the sequence of errors at the output of the 
discrete channel and the best to its statistical characteristics. 
 
Постановка проблемы. При построении адаптируемой системы коди-
рования-декодирования для передачи информации в сетях связи с использо-
ванием гнездовых свѐрточных кодов, возникает проблема выбора параметров 
кодека. Как известно из [1] параметрами гнездового свѐрточного кода, кото-
рые меняют свои значения в зависимости от состояния канала связи, являют-
ся: длина кодовой комбинации (n0), длина кодового ограничения (ν) и порож-
дающие полиномы (G). В настоящее время отсутствуют методологические 
основы, которые позволяют увязать параметры кода со статистическими ха-
рактеристиками ошибок в реальных каналах связи, главной из которых при 
выборе параметров кода является  топология ошибок. Проблемы, связанные с 
выбором параметров корректирующих гнездовых свѐрточных кодов (R=1/n), 
обусловлены тем, что из вышеперечисленной тройки параметров кода, два из 
них априори должны быть заданы. Это обстоятельство является существен-
ным ограничением при выборе кода, оптимального к статистике ошибок в 
реальных каналах связи. Выполненная ранее оценка потенциальных границ 
для вероятности ошибки декодирования позволяет снять указанное ограни-
чение и увязать топологические характеристики разбиения последовательно-
сти ошибок на блоки с параметрами гнездовых свѐрточных кодов. 
Целью статьи является представление процедуры выбора параметров 
гнездовых свѐрточных кодов. На основе границы Гильберта для гнездовых 
кодов со скорость R=1/n определяется выражение, которое позволяет опреде-
лить параметры гнездовых свѐрточных кодов, адекватные топологическим 
характеристикам (n, m)-разбиений последовательности ошибок Е() на выхо-
де дискретного канала и оптимальные к ее статистическим характеристикам. 
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Основная часть. Для расчѐта границы минимального расстояния для 
гнездовых свѐрточных кодов воспользуемся уже полученными границами 
Варшамова-Гилберта, границей Плоткина, а также границей Элайеса для 
свѐрточных кодов [2, 3]. 
1. Нижняя граница Варшамова-Гилберта для гнездовых свѐрточных ко-
дов с переменными параметрами. 
Существует свѐрточный код (νn0,νk0) с минимальным расстоянием, рав-
ным, по меньшей мере, dg причем 
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Для гнездовых свѐрточных кодов с R=1/n0 
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2. Расчѐт границы Плоткина для гнездовых свѐрточных кодов. 
Минимальное расстояние свѐрточного (νn0,νk0) кода с длиной кодового 
ограничения ν удовлетворяет неравенству 
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где db – наибольшее целое число i, такое что )kn(ilog2
i
0022   . 
3. Расчѐт границы Элайеса для гнездовых свѐрточных кодов. 
Усечением свѐрточного кода с длиной блока n=νn0, где ν произвольно, 
получим блоковый код длины n. Скорость этого блокового кода также равна 
R, так как каждые k0 информационных символов кодируются n0 символами 
кодового слова. Минимальное расстояние этого усеченного кода не больше 
минимального расстояния наилучшего блокового кода. Следовательно, лю-
бая верхняя граница минимального расстояния блокового кода является так-
же верхней границей минимального расстояния свѐрточного кода.[2] 
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В зависимости от помеховой обстановки в канале передачи дискретной 
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информации возможны следующие различные задачи, связанные с пробле-
мами выбора параметров и построения, на их основе корректирующих гнез-
довых свѐрточных кодов (R=1/n): 
· построение кода с максимальным значением dmin при заданных n и ν; 
· построение кода с максимальным значением ν при заданных n и dmin; 
· построение кода с максимальным значением n при заданных ν и dmin. 
Как следует из перечисленных задач, из тройки параметров кода, два из 
них априори должны быть заданы. Это обстоятельство является существен-
ным ограничением при выборе кода, оптимального к статистике ошибок в 
реальных каналах связи. 
Выполненная ранее оценка потенциальных границ для вероятности 
ошибки декодирования позволяет снять указанное ограничение и увязать 
топологические характеристики разбиения последовательности ошибок на 
блоки с параметрами свѐрточных. Это следует из равенств  
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при выполнении условия: 
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При этом длина n-последовательности ошибок e[n](v) адекватна кодовой 
длине блока n, а m (m>v) является весовой функцией ошибки на e[n](v), ми-
нимизирующей значение потенциальной вероятности ошибки декодирования 
на множестве ( m ,n ) - разбиений последовательности ошибок и связанной с 
минимальным кодовым расстоянием соотношением 
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откуда 12  mdmin . 
После некоторых преобразований нижней границы Варшамова-
Гилберта (формула 1) получаем 
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Из (9) следует выражение 
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для оценки нижней границы гнездового свѐрточного кода скорости R=1/n. 
Таким образом, используя (8–10) представляется возможным определить па-
раметры гнездовых свѐрточных кодов, адекватные топологическим характе-
ристикам (n, m) - разбиений последовательности ошибок Е() на выходе дис-
кретного канала и оптимальные к ее статистическим характеристикам. 
Разработанная методика расчета, и оптимизации параметров помехо-
устойчивых кодов на статистике ошибок дискретного канала в полной мере 
применима к оценкам гнездовых сверточных кодов. В отличии от блоковых 
кодов имеющих фиксированную длину кодового слова n, в сверточных кодах 
нет определенного размера кодового слова. Однако с помощью процедуры 
периодического отбрасывания сверточным кодам придают блочную структу-
ру. Определение сверточного кода использует принцип, по которому прове-
рочные символы кода являются линейной комбинацией от ряда предшеству-
ющих информационных символов.  
Расчет вероятности ошибки на бит на выходе декодера максимального 
правдоподобия сводится к вычислению по формуле 
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где: Ck – набор коэффициентов для различных d≥df, называемый спектром 
весов свѐрточного кода; Pd – вероятность выбора при декодировании оши-
бочного пути веса d=k. 
Таким образом, параметры гнездовых сверточных кодов при помощи 
(n, m) – разбиения на последовательности ошибок на выходе дискретного 
канала связи определяется соотношениями (8-10), а их эффективность может 
быть оценена в соответствии с формулой (11). 
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