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A MINIMIZATION METHOD FOR THE DOUBLE-WELL ENERGY
FUNCTIONAL
QIAN ZHANG, LONG CHEN, AND YIFENG XU
ABSTRACT. In this paper an iterative minimization method is proposed to approximate
the minimizer to the double-well energy functional arising in the phase-field theory. The
method is based on a quadratic functional posed over a nonempty closed convex set and
is shown to be unconditionally energy stable. By the minimization approach, we also
derive an variant of the first-order scheme for the Allen-Cahn equation, which has been
constructed in the context of Invariant Energy Quadratization, and prove its unconditional
energy stability.
1. INTRODUCTION
The Allen-Cahn equation [1] is a basic model, describing the evolution of a diffuse
phase boundary concentrated in a small region of size , in the phase-field theory. Now
it has been widely used in the simulation of interfacial dynamics of multi-component sys-
tems. From the mathematical perspective, this equation can also be viewed as an L2-
gradient flow of a free energy functional (also see (3) below)
E(u) :=
∫
Ω
1
2
|∇u|2 + 1
2
F (u) dx,
i.e.,
ut −∆u+ 1
2
F ′(u) = 0
subject to ∂u∂n = 0 on ∂Ω, where n is the unit outward normal on ∂Ω. It is easy to check
that the solution of the Allen-Cahn equation satisfies the energy dissipation law for E(u):
(1)
d
dt
E(u) = −‖ut‖2L2(Ω) ≤ 0.
In designing a numerical scheme for the Allen-Cahn equation, one naturally wish to
preserve (1) in the discrete level. This leads to the so-called energy stability for the time
discretization; see section 4 below for more detail. However, due to non-convexity of
F (u), a tiny time step size, e.g., k ≤ 2 for the double well potential F (u) = 14 (u2 − 1)2,
is required to satisfy the energy stability if a fully implicit scheme is applied. To overcome
this difficulty, a popular approach is the convex splitting scheme [4, 5, 2, 7]. This scheme
is energy stable without any stringent condition on the time step and a nonlinear system
is solved at each time step. Another approach is the (stabilized) semi-implicit scheme
[3, 14, 11]. This scheme allows a much larger time step size than the fully explicit scheme
and is proved to be unconditionally energy stable for all stabilization constants no less than
L
2 if the second derivative of the nonlinear potential F (u) is bounded by some positive
constant L.
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Recently, an invariant energy quadratization (IEQ) approach is proposed in [13] for the
Allen-Cahn equation and the Cahn-Hilliard equation as a generalization of the augmented
Lagrangian multiplier (ALM) method in [8]. IEQ can yield an unconditional energy stable
scheme for a large class of free energies only if F (u) ≥ −C0, C0 is a given positive
constant. Later, replacing F (u) ≥ −C0 by
∫
Ω
F (u)dx ≥ −C0, Shen et al. developed a
scalar auxiliary variable (SAV) approach in [10] to derive an unconditionally energy stable
scheme. All these three approaches feature solving linear systems with variable or constant
coefficients, but the numerical energy involved depends on the auxiliary variable and is not
the original energy E(u).
In this paper, we plan to deal with E(u) directly by a minimization approach. In partic-
ular, an iterative minimization method to approximate E(u) with the double well potential
will be presented. Assuming some previous un−1 is given, our starting point is to approx-
imate 14 (u
2 − 1)2 by a quadratic function. This in turn induces a quadratic functional
EQ(u;u
n−1) approximating E(u) at the neighbourhood of un−1. Then we minimize
EQ(u;u
n−1) to get un; see Algorithm 1. It is worth mentioning that the minimization
problem is constrained by the bound |u| ≤ 1 a.e. in Ω so that Algorithm 1 is shown to
be unconditionally energy stable with respect to E(u); see section 3. Moreover, we shall
make use of this idea to derive an variant of the first-order scheme for the Allen-Cahn
equation by IEQ in [13] and provide a rigorous proof of the unconditional energy stability
for the proposed scheme; see section 4. It should be pointed out that the energy used here
is E(u) not the modified one in [13].
The rest of this paper is organized as follows. In section 2, we propose an iterative min-
imization algorithm for E(u) with F (u) = 14 (u
2 − 1)2. Then the unconditional stability
of the algorithm is proved in section 3. In section 4, we take the proposed minimization
approach to the Allen-Cahn equation.
2. AN ITERATIVE CONVEX MINIMIZATION METHOD
We start with the following unconstrained minimization problem:
(2) min
u∈H1(Ω)
E(u),
where Ω ⊂ <d, d = 2, 3. The objective energy functional is defined by
E(u) :=
∫
Ω
1
2
|∇u|2 + 1
2
F (u) dx,(3)
where F : H1(Ω)→ < is a double well potential:
F (u) =
1
4
(u2 − 1)2.
Since F (u) is non-convex, it is not easy to solve the minimization problem.
Motivated by ALM approach [8], we introduce a new variable p, defined by
p = F
1
2 (u) =
1
2
(u2 − 1).
Then we can rewrite (2) as a constrained minimization problem with a quadratic energy
functional:
(4)
min
u∈H1(Ω), p∈L2(Ω)
∫
Ω
1
2
|∇u|2 + 1
2
p2 dx
s.t. p =
1
2
(u2 − 1).
Although the objective functional of (4) is quadratic, we have to deal with a nonlinear
constraint for u and p. Thus this problem is still not easy to solve as (2).
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We shall propose an iterative method to approximate (2) based on the formulation (4).
At each iteration, a constrained minimization problem featuring a quadratic objective func-
tional is solved. It is known that this kind of problems can be solved efficiently.
With an initial guess u0 satisfying ‖u0‖L∞(Ω) ≤ 1 given and un−1 standing for the
solution at the (n−1)-th iteration. At the n-th iteration (n ≥ 1), we approximate constraint
p = p(u) with its linear expansion at un−1. The linear approximation is denoted by
pL(u;u
n−1):
pL(u;u
n−1) = p(un−1) + 〈p′(un−1), u− un−1〉
=
1
2
(
(un−1)2 − 1)+ un−1(u− un−1)
= un−1u− 1
2
(un−1)2 − 1
2
.
Next we define a new quadratic energy functional, which is an approximation of the origi-
nal energy E(u) at point un−1, for the n-th iteration:
EQ(u;u
n−1) =
∫
Ω
1
2
|∇u|2 + 1
2
p2L(u;u
n−1) dx(5)
=
∫
Ω
1
2
|∇u|2 + 1
2
(
un−1u− 1
2
(un−1)2 − 1
2
)2
dx.(6)
It is straight forward to verify that
(1) EQ(un−1;un−1) = E(un−1);
(2) E′Q(u
n−1;un−1) = E′(un−1);
(3) E′′Q(u
n−1)v, v〉 = ‖∇v‖2 + 2(un−1)2‖v‖2/2 ≥ 0
That is EQ(u;un−1) is a convex quadratic functional and a second order approximation of
E at un−1.
We solve the following constrained minimization problem at the n-th iteration:
min
u∈K
EQ(u;u
n−1),
where K :=
{
u ∈ H1(Ω) | |u| ≤ 1 a.e. in Ω} is a nonempty closed convex subset of
H1(Ω). Since EQ is coercive and quadratic, the above problem has a solution in K and
can be solved efficiently [9].
We are now in a position to introduce an iterative minimization method to solve mini-
mization problem (2).
Algorithm 1: Iterative convex minimization method
1 Given u0 ∈ K and set n = 1;
2 Solve the constrained optimization problem
(7) un = arg min
u∈K
EQ(u;u
n−1);
3 Set n := n+ 1 and go to Step 2;
3. ENERGY STABILITY
For energy minimization problems, we say that a method is energy stable if
E(un) ≤ E(un−1),
where E(u) is the objective energy functional such as (3), un is the result generated by the
n-th iteration. We will prove that Algorithm 1 is energy stable with respect to the original
energy E(u).
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Theorem 3.1. Let un ∈ argminu∈K EQ(u;un−1), n = 1, 2, 3, . . . with EQ defined by
(5). E(u) is the energy defined in (3), then
E(un) ≤ E(un−1).
Proof. Since un−1 ∈ K and un ∈ arg minu∈K EQ(u;un−1), the following inequality
holds:
EQ(u
n;un−1) = min
u∈K
EQ(u;u
n−1) ≤ EQ(un−1;un−1) = E(un−1).
Now we prove that E(u) ≤ EQ(u;un−1) holds for all u ∈ K.
E(u)− EQ(u;un−1) =
∫
Ω
p2(u)− p2L(u;un−1) dx
=
∫
Ω
[
p(u)− pL(u;un−1)
] [
p(u) + pL(u;u
n−1)
]
dx.
It is easy to verify that p(u) − pL(u;un−1) ≥ 0 due to the convexity of p(u). We only
need to prove that pL(u;un−1) + p(u) ≤ 0 holds for any |u| ≤ 1. That is,
pL(u;u
n−1) + p(u) =
1
2
u2 + un−1u− 1
2
(un−1)2 − 1 ≤ u2 − 1 ≤ 0, ∀ u ∈ K.
where the last inequality holds since that u satisfies the constraint u ∈ K. Then
E(un)− EQ(un;un−1) ≤ 0.
Hence,
E(un) ≤ EQ(un;un−1) ≤ EQ(un−1;un−1) = E(un−1).

4. APPLICATION TO THE ALLEN-CAHN EQUATION
The L2-gradient flow of energy functional E(u) defined by (3) is the so-called Allen-
Cahn equation:
(8) ut −∆u+ 1
2
f(u) = 0,
where f(u) = F ′(u) = u(u2 − 1). In the previous section, we introduce Algorithm 1 to
find a steady state of the Allen-Cahn equation (8) via an energy minimization problem (2).
By this method, we can solve the problem (2) efficiently and prove the energy stability.
In this process, we treat the problem as a static one. In some scenarios, dynamics of the
Allen-Cahn equation is more important.
Now we consider solving the Allen-Cahn equation (8). The first-order implicit scheme
of (8) reads:
(9)
un − un−1
k
= ∆un − 1
2
f(un),
where k > 0 is the time step size.
We say that a method is unconditionally energy stable if the energy stability is indepen-
dent of time step size. That is,
E(un−1) ≥ E(un)
holds without any constraint on the time step size k. Otherwise we say that the method is
conditionally energy stable.
It is well-known that the full implicit scheme is conditionally stable when k ≤ 2  1,
and convex splitting is unconditionally stable with f(un) in (9) replaced by f+(un) −
f−(un−1), where f+(u) = u3 and f−(u) = u.
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In order to apply Algorithm 1 to find a solution of (9), following Xu et al [12] we shall
define an energy at point un−1:
J(u;un−1) = E(u) +
1
2k
‖u− un−1‖2L2(Ω)
=
∫
Ω
1
2
|∇u|2 + 1
2
F (u) dx+
1
2k
‖u− un−1‖2L2(Ω)
= Q(u;un−1) +
1
2
∫
Ω
F (u) dx
where Q(u;un−1) = 12‖∇u‖2L2(Ω) + 12k‖u− un−1‖2L2(Ω) is a quadratic functional of u.
We shall use Algorithm 1, which requires to solve a constrained minimization problem
as follows at the n-th iterations:
minu∈H1(Ω) JQ(u;un−1),
s.t. u ∈ K,(10)
where the objective functional JQ(u;un−1) is defined by
(11) JQ(u;un−1) := Q(u;un−1) +
1
2
∫
Ω
p2L(u;u
n−1) dx
andK is the closed convex set defined as in the previous section. Due to the strict convexity
of JQ, this problem admits a unique solution and can be solved efficiently.
Let un be the minimizer of the unconstrained minimization problem
min
u∈H1(Ω)
JQ(u;u
n−1),
which satisfies
J ′Q(u
n;un−1) = 0,
that is,
un − un−1
k
= ∆un − 2
2
(un−1)2un +
1
2
(un−1)3 +
1
2
un−1.(12)
We note that (12) is the same as the first-order scheme of the IEQ approach [8, 13].
Here we provide a different interpretation of IEQ from the perspective of the energy
minimization. The constraint ‖u‖L∞(Ω) ≤ 1 is added in order to prove the scheme is un-
conditional stable. Such a priori bound can be proved for a weak solution of the Allen-Cahn
equation (see [6]) and can be established for a modified fully implicit scheme proposed in
Xu, Li and Wu [12]. However, we can not prove it for the IEQ iteration (12) and thus
explicitly impose it as a constraint.
Theorem 4.1. Let un = argminu∈K JQ(u;un−1), n = 1, 2, 3, . . . with JQ defined in
(11). E(u) is the energy functional of the Allen-Cahn equation, defined by (3), then the
energy is unconditionally stable, that is,
E(un) ≤ E(un−1).
Proof. The proof is similar to Theorem 3.1. By definition,
JQ(u
n−1;un−1) =
∫
Ω
1
2
|∇un−1|2 + 1
2
p2(un−1) dx = E(un−1).
Since un−1 ∈ K and un ∈ argminu∈KJQ(u;un−1), we have
JQ(u
n;un−1) = min
u∈K
JQ(u;u
n−1) ≤ JQ(un−1;un−1) = E(un−1).
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For any u ∈ K, similar arguments to those in the proof of Theorem 3.1 imply that
JQ(u;u
n−1)− E(u) = 1
2
∫
Ω
p2L(u;u
n−1)− p2(u) dx+ 1
2k
‖un−1 − u‖2L2(Ω)
≥ 1
2
∫
Ω
p2L(u;u
n−1)− p2(u) dx
≥ 0
Collecting the above two estimates with u = un, we then obtain the conclusion. 
Remark 4.2. In order to ensure the unconditional stability of E(u), the constraint u ∈ K
is incorporated in (8), without which, we cannot prove
E(un) ≤ E(un−1).
The unconditional energy stability in [13] is indeed the inequality
JQ(u
n;un−1) ≤ JQ(un−1;un−1),
which corresponds to a modified energy not the original one.
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