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ABSTRACT Reentry is a mechanism underlying numerous cardiac arrhythmias. During reentry, head-tail interactions of the
action potential can cause cycle length (CL) oscillations and affect the stability of reentry. We developed a method based on a
difference-delay equation to determine the slopes of the action potential duration and conduction velocity restitution functions,
known to be major determinants of reentrant arrhythmogenesis, from the spatial period P and the decay length D of damped CL
oscillations. Using this approach, we analyzed CL oscillations after the induction of reentry and the resetting of reentry with
electrical stimuli in rings of cultured neonatal rat ventricular myocytes grown on microelectrode arrays and in corresponding
simulations with the Luo-Rudy model. In the experiments, P was larger and D was smaller after resetting impulses compared
to the induction of reentry, indicating that reentry became more stable. Both restitution slopes were smaller. Consistent with the
experimental ﬁndings, resetting of simulated reentry caused oscillations with gradually increasing P, decreasing D, and
decreasing restitution slopes. However, these parameters remained constant when ion concentrations were clamped, revealing
that intracellular ion accumulation stabilizes reentry. Thus, the analysis of CL oscillations during reentry opens new per-
spectives to gain quantitative insight into action potential restitution.
INTRODUCTION
Reentry underlies numerous types of clinically important
tachyarrhythmias, which are frequent complications of heart
disease and important causes of morbidity and mortality (1).
During reentry, dynamic interactions can occur between the
head of the action potential (AP) and its tail of relative
refractoriness. These head-tail interactions are critical deter-
minants of the stability of reentrant excitation (2). Invasion
of the relative refractory tail by the head of the reentrant AP
results in conduction slowing; subsequently, the wavefront
recedes into more excitable tissue and the wavefront accel-
erates again, reinvading the tail. These variations of conduc-
tion velocity (CV) lead to oscillations of cycle length (1,2),
deﬁned as the period between two successive passages of the
wavefront (2,3).
Head-tail interactions and the resulting oscillations of
conduction are essentially determined by the characteristics
of AP restitution. Important restitution parameters are the
slope of the S1-S2 action potential duration (APD) restitu-
tion function (hereafter termed a) and the slope of the S1-S2
CV restitution function (hereafter termed g) at the point
corresponding to the steady-state value of the cycle length of
reentry. While the slope a describes the variation of APD in
response to a variation in the preceding diastolic interval
(DI), the slope g describes the corresponding change of CV.
It has been proposed that reentry in a cardiac circuit is stable
for a , 1, critical for a ¼ 1, and unstable for a . 1 (4) and
studies of reentry in two- and three-dimensional tissue have
led to the consensus that both a and g govern the stability of
spiral waves and the transition between tachycardia and
ﬁbrillation (5–10). Therefore, a and g are parameters of clin-
ical importance, since they are directly inﬂuenced by pharma-
cological agents acting on membrane currents. For example,
class III antiarrhythmic drugs, known to act on APD res-
titution, can increase a without altering CV restitution if
pacing rate is left unchanged. However, in the context of
reentry, drug-induced APD prolongation may shorten the DI,
which can result in slower conduction, a prolonged cycle
length and, in turn, in an increase of g. Conversely, class Ic
drugs, slowing conduction and modifying g, may also affect
a via an increase of cycle length during reentry.
The seminal studies of Frame et al. on canine tricuspid rings
(3,11) demonstrated that oscillations of cycle length are
characteristic of unstable reentry and often precede its spon-
taneous termination. Extensive investigations using mathe-
matical models predicted that head-tail interactions occur at
positions that vary dynamically in the circuit (2,4,12–15).
Therefore, they are not bound to a speciﬁc location and the
spatial period of the resulting oscillations of conduction can
be a noninteger multiple of circuit length. To date, however,
the existence of oscillations exhibiting this spatial character-
istic has not been documented experimentally and the pos-
sibility to extract information regarding a and g from cycle
length oscillations has scarcely been explored.
Using patterned rings of cultured cardiac cells in which
reentry was induced by programmed stimulation and reset by
single stimuli, we demonstrate in this study the existence of
damped oscillations of cycle length having, as predicted by
theory, a spatial period which is a noninteger multiple of
circuit length. We then pursued the goal to establish a
mathematical link between the spatial period and the decay
length of these damped oscillations and the restitution
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parameters a and g. This method to quantify the restitution
slopes was validated using computer simulations and applied
to our experimental data. Finally, the simulations revealed
that intracellular ion accumulation during reentry results in
faster dissipating oscillations and thus in stabilization of
reentry.
MATERIALS AND METHODS
Patterned cultures on microelectrode arrays
Patterned cultures of ventricular myocytes from 1–2 days old Wistar rats
were prepared as described previously (16,17) and grown on microelectrode
arrays (Sensors, Actuators and Microsystems Laboratory, University of
Neuchaˆtel, Switzerland), which were mounted in custom-fabricated culture
chambers (volume: 1 ml) (18). The animals were handled in accordance with
the ethical principles and guidelines of the Swiss Academy of Medical
Sciences. The cardiomyocytes were seeded at a density of 1650 cells/mm2.
As shown in Fig. 1 A, the growth pattern consisted of a ring (inner
diameter, 0.99 cm; outer diameter, 1.11 cm; middle diameter, 1.05 cm;
length, L, 3.3 cm) centered over a circular array of 16 equally spaced
recording electrodes (diameter 40 mm, indium-tin oxide, silicium nitride
passivation layer) and four stimulation dipoles (diameter 540 mm, coated
with platinum).
Experiments were performed on 3–5 days’ old cultures. The preparations
were ﬁrst inspected under phase contrast microscopy to verify their
structural integrity. Only intact preparations were used. To ensure an
identical extracellular environment for all preparations during the experi-
FIGURE 1 Induction and resetting of reentry in a patterned cardiomyocyte ring. (A) Photographs of a microelectrode array (left) and of a patterned ring
(right). (B) Schematic of the ring, covering 16 recording electrodes (dots) and four stimulation dipoles. S1 and S2 indicate the dipoles used to induce reentry.
(C) Electrograms illustrating the induction of reentry. Stimulus S2 was applied during the vulnerable window of the S1-induced AP and resulted in
unidirectional conduction, generating reentry. (D) Resetting of reentry by a stimulus (S) applied during the excitable gap with the stimulation dipole S2.
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ments, the growth medium was replaced with Hanks’ balanced salts
solution. The culture chambers, incorporating a connection interface, were
then mounted into a custom ampliﬁer array (gain: 10003) and placed back
into the incubator. A period $60 min was allowed for the equilibration of
temperature (36.0 6 0.1C).
The preparations were stimulated with biphasic voltage pulses (18).
Extracellular unipolar electrograms from the 16 recording electrodes were
sampled at 10 kHz. Activation times were deﬁned at the occurrence of the
minimum of their ﬁrst derivative (18,19).
Induction and resetting of reentry
As shown in Fig. 1 B, reentry was induced by programmed stimulation at
two sites (S1, S2) separated by 90. Stimulation at S1 at a critically short
basic cycle length (BCL, 120–300 ms) still resulting in 1:1 capture of the
stimulus (18) induced APs that propagated in both directions and collided at
the opposite side of the ring (Fig. 1 C). When the S2 stimulus was applied
during the vulnerable window (12) after the S1 response, it resulted in
unidirectional conduction (Fig. 1 C). For every preparation, the vulnerable
window was searched by trial and error using different S1-S2 intervals.
During reentry, cycle length (CL) was deﬁned for each recording location
as the interval between the current and the previous passage of the wavefront
(2,3). When sustained reentry was established, it persisted for long periods
of time (up to 28 h) at a stable cycle length (CLstable), with cycle-to-cycle
variations that lay within the experimental error of CL determination (60.2
ms). The average conduction velocity (CV) was determined as L/CLstable.
Because our study focused on the dynamics of head-tail interactions in
circuits that were not only structurally but also functionally uniform, we
assessed the degree of conduction uniformity by calculating the coefﬁcient
of CV variation along the ring. Local conduction velocities were calculated
for every segment between the 16 equally spaced recording electrodes as
(L/16)/Dt, where Dt is conduction time along the segment, and the coefﬁ-
cient of CV variation was calculated as the ratio of the standard deviation of
local CVs to the average CV. Only preparations with a coefﬁcient of CV
variation #15% were considered in this study.
During stable reentry, single stimuli were applied to shift (reset) the phase
of the reentrant AP (Fig. 1 D). These pulses were not synchronized with the
reentrant AP and therefore fell randomly within the reentrant cycle.
Resetting was therefore successful only if the stimulus was strong enough
and fell within the excitable gap of the reentrant wave. For each preparation,
10–20 resetting attempts were conducted. If resetting failed, the intensity of
the stimulus was increased by a factor 1.5–2 and the attempts were repeated.
Stimulus intensity was however not increased beyond 2.5 V, because we
observed that stimulation using voltages above this value often damage the
preparations (possibly by electroporation).
Computer simulations of reentry
Simulations of reentry in rings of 200–700 cells were conducted using both
the Luo-Rudy phase-1 model of the ventricular myocyte (20) and the Luo-
Rudy phase-2 (dynamic) model (21) incorporating the modiﬁcations
published by Faber and Rudy (22).
The phase-1 model was used to investigate oscillations of CL as a
function of the maximal conductances gNa and gK of the voltage-gated Na
1
and K1 currents (INa and IK, respectively) and as a function of the time
constant of the slow inactivation gate j of INa. Consistent with the approach
of Qu et al. (5), the maximal conductance gsi of the slow inward current was
reduced from 0.09 to 0.04 mS/cm2 to obtain APDs in the range of 100 ms as
previously observed in the experimental preparations (16).
The phase-2 model, incorporating a more elaborate description of
transmembrane currents and dynamic changes of [Na1]i, [K
1]i, and [Ca
21]i,
was used to examine the consequences of Na1 and Ca21 accumulation
during rapid activity on the dynamics of reentry.
The cells (length, 100 mm) were coupled with a lumped intracellular and
gap-junctional intercellular conductance of 1.267 mS (23). Initial conditions
were obtained from a stable resting cell. In the phase-2 model, initial ion
concentrations were: [Na1]i ¼ 11.08 mmol/L; [K1]i ¼ 131.03 mmol/L; and
[Ca21]i ¼ 0.080 mmol/L. Gating variables were set to their steady-state
value at the resting membrane potential (Vm ¼ –87.55 mV). Reentry was
induced as in the experiments by pacing the ring at one point (S1) with a
train of 19–40 pulses (200 mA/mF for 1 ms) at a critically short BCL (80–
140 ms) that still resulted in 1:1 capture, followed by a S2 stimulus applied
during the vulnerable window one-quarter-ring length away from S1.
Vm, ion concentrations, and gating variables were integrated using a time
step of 0.005 ms with the Euler method. Activation times were deﬁned
by the occurrence of dVm/dtmax and APD was measured between dVm/dtmax
and repolarization to 75 mV (;95%).
Determination of CL oscillation parameters
during reentry
In the experiments, series of CLs were constructed as a function of the
cumulated distance (x) traveled by the wavefront normalized by circuit
length L (y ¼ x/L). Thus, y (number of rotations) and y11 correspond to the
same position in the ring.
In the cultured rings, the initiation of reentry was accompanied by an
abrupt long-term shortening of CL (from the BCL of pacing before reentry
induction to the CL of reentry itself). As we described in a previous article
(18), an abrupt shortening of CL results in gradual multiphasic changes of
conduction velocity in our biological preparations. Typically, at very short
CLs, a gradual conduction slowing is observed over timescales of several
seconds, followed by a gradual acceleration. For this reason, immediately
after induction, the baseline CL of reentry exhibited a long-range trend on
which the oscillations of interest were superimposed. For the induction
experiments, this slow trend was therefore subtracted using a second-degree
polynomial function to better capture the oscillatory CL dynamics. In the
resetting experiments, this trend was absent because CLstable was the same
before and after resetting, without long-term changes of CL and CV. The
detrending procedure was therefore not necessary.
The series CL(y) were then ﬁtted with the following damped sine function
using the Levenberg-Marquardt gradient-expansion iterative least-squares
algorithm (24),
CLðyÞ ¼ CLstable1Aey=Dsinð2py=P1fÞ;
where P is the spatial period of the oscillations, D is their decay length (the
normalized distance after which their amplitude decays e-fold), A is the
amplitude of the oscillations at y ¼ 0, and f is the phase. While A and f
depend on the arbitrary choice of the origin y ¼ 0, P and D are characteristic
of the damped oscillations. P and D are unitless parameters corresponding
to multiples of L.
In the simulations, CL(y) was established at increments of y determined
by the size of a cell. P was determined from the ﬁrst three peaks (P1, P2, and
P3) of the autocorrelation function of CL(y) as P ¼ (P11P21P3)/6 and
D was determined from the linear regression slope s of CL(y1P) versus
CL(y) as D ¼ P/ln(s).
Estimation of restitution slopes from P and D
Using a difference-delay model of reentry, Courtemanche, Keener, and
Glass (14) showed that the slope a of the APD restitution function, the slope






ðeQ  1Þ ¼ QðaeQ1 1Þ;
where Q is a complex number deﬁned as Q ¼ a 1 bi ¼ 1/D 1 2pi/P.
We found that if Q is known (b ¼ 2p/P and a ¼ –1/D), this equation can
be solved for a and g:
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Our derivation of the Courtemanche-Keener-Glass equation and its solution
for a and g are presented in detail in the Appendix. This equation was used
to estimate a and g from P and D. While a is unitless, g has units of
acceleration. Because CV is expressed in cm/s and time in ms, values of g
are given in cm/s/ms. The term gCL2stable=L can be considered as a nor-
malized (unitless) CV restitution slope. From its value, g can be calculated
by multiplication by L=CL2stable:
Statistics
Values are given as mean 6 SD. The value n represents the number of
distinct preparations used. Data were compared using the Student’s t-test and
p , 0.05 was considered signiﬁcant.
RESULTS
Cycle length oscillations in cultured myocyte rings
To evaluate the stability of reentry in the cultured myocyte
rings, we examined the transient variations of CL after the
induction of reentry and after resetting of reentry by a single
stimulus. Unidirectional conduction of the S2 response was
obtained in 24 out of a total of 26 preparations (width of the
vulnerable window: 0.2–1 ms) and resulted in sustained
reentry in 21 cases. In the remaining three experiments, the
unidirectional wavefront was blocked after 1–5 rotations. In
four preparations, spontaneous reentry was already present at
the onset of the experiment.
Fig. 2 A illustrates CL and CV in one experiment after the
induction of sustained reentry. CL and CV exhibited
transient spatial oscillations that dissipated after ;20
rotations (corresponding to a duration of 2.6 s). CL thereafter
stabilized to a value of 129 ms and the pattern of reentry
remained identical from cycle to cycle with an average CV of
25.6 cm/s. The consecutive maxima and minima of CL and
CV (vertical dotted lines in Fig. 2 A) occurred at different
positions in the circuit (data points of different colors),
demonstrating that CL and CV variations were not linked to
a localized disturbance of conduction: in this case, the
extrema of CV would have recurred at the same location in
the circuit, and led to alternation of CL from turn to turn.
Variations in CL would then have recurred exactly every
FIGURE 2 Damped oscillations of CL and CV of
reentrant APs immediately after induction (A) and after
resetting (B). Data point colors correspond to the schematic
(insets). The oscillations were ﬁtted with a damped sine
function (shaded curve) to determine their spatial period P
and decay length D (P¼ 1.58 and D¼ 6.55 in A; P¼ 1.67
andD¼ 0.98 in B, respectively). (C) In this example, upon
the induction of reentry, CL exhibited a slow decreasing
trend (left, dotted curve). The oscillatory dynamics of CL
were therefore analyzed in the detrended CL series (right).
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second turn. Thus, oscillations of CL and CV were generated
by dynamic head-tail interactions of the reentrant AP.
The transient CL oscillations were ﬁtted with a damped
sine function to determine their spatial period P and their
decay length D. For the data of Fig. 2 A, P ¼ 1.58 and D ¼
6.44. The fact that P is a noninteger number further indicates
that oscillations of CL were caused by head-tail interactions
at positions varying dynamically from turn to turn. Similar
damped oscillations were observed in all preparations in
which sustained reentry was induced (P ¼ 1.59 6 0.12 and
D ¼ 5.19 6 3.60, n ¼ 21).
Fig. 2 B illustrates CL and CV after the resetting of
reentrant excitation with a single stimulus, 22 min after the
establishment of reentry at a constant CL. The impulse fell
within the excitable gap and reset the position of the
wavefront within the circuit (see also Fig. 1 D). This
perturbation resulted in transient oscillations of CL and CV
qualitatively similar to those observed after the induction of
reentry; however, the oscillations dissipated over a shorter
distance (P ¼ 1.67 and D ¼ 0.98).
In most induction experiments (19 out of 21), CL
exhibited a long-range trend on which the oscillations of
interest were superimposed. This slow trend of CL is in
agreement with our previous ﬁnding that CV exhibits slow
changes upon an abrupt shortening of CL (18). This trend
was therefore subtracted to capture the oscillations of CL, as
illustrated in Fig. 2 C for an induction experiment in which
this long-range trend was prominent.
From the 21 different preparations in which sustained
reentry was induced, successful resetting of the wavefront
was possible in 15 experiments. In the remaining six
cultures, resetting was either not possible or the stimulus
fell into the vulnerable window at the tail of the reentrant AP
and resulted in unidirectional conduction of a retrograde
wavefront that collided with the reentrant AP and annihilated
reentry. After a successful resetting impulse, CL oscillations
were observed in 7 out of 15 preparations, permitting the
determination of P and D (1.83 6 0.17 and 0.92 6 0.81,
respectively). In the remaining eight experiments, despite the
fact that the wavefront was successfully reset, CL oscilla-
tions were either absent or dissipated too rapidly (D , 0.25
rotations) to permit accurate quantiﬁcation of P. Finally,
resetting of the reentrant waves which were spontaneously
present in four preparations at the beginning of the
experiments resulted in oscillations characterized by P ¼
1.756 0.15 and D ¼ 1.336 0.53. The noninteger values of
P indicate that the oscillations after resetting were caused
by dynamic head-tail interactions as well.
Comparison of oscillations characteristics at
induction and after resetting
Fig. 3 A illustrates P and D in the P-D parameter space for all
preparations. Solid symbols represent experiments in which
reentry was induced by programmed stimulation. Open
symbols represent experiments in which reentry was reset.
Lines connecting data points correspond to the same
preparation (induction and resetting, n ¼ 7). The non-
connected solid squares represent the eight preparations in
which wavefront resetting was not followed by identiﬁable
CL oscillations. The nonconnected solid circles correspond
to the six preparations in which reentry was induced
electrically, but in which reentry either could not be reset
or in which the resetting impulse stopped reentry. Finally, the
nonconnected open squares correspond to resetting data in
the four preparations in which reentry was spontaneously
present at the beginning of the experiment.
FIGURE 3 Comparison of P and D at induction of
reentry and after resetting. (A) Values of P and D in the
P-D parameter space, after induction (solid symbols) and
after resetting (open symbols) of reentry (legend in the
inset). Nonconnected solid squares represent preparations
in which resetting was not followed by measurable CL
oscillations. Solid circles correspond to preparations in
which resetting attempts either failed or stopped reentry.
Nonconnected open squares represent reentry resetting in
preparations where spontaneous reentry was already
present at the beginning of the experiment. (B) Compared
to the induction of reentry, D was smaller after resetting
(p , 0.05) and P was larger (p , 0.05).
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There was no correlation between P and D, neither at
induction nor after resetting. In addition, P and D were not
correlated with CLstable (not shown). However, D was
signiﬁcantly lower after resetting compared to induction
(Fig. 3 B; 1.076 0.72, n ¼ 11, vs. 5.196 3.60, n ¼ 26, p,
0.05), although there was no signiﬁcant difference in CLstable
between the two groups (129 6 31 ms vs. 123 6 9 ms).
Moreover, P was signiﬁcantly larger after resetting than after
induction (1.80 6 0.16 vs. 1.59 6 0.12, p , 0.05). The
decrease of D and increase of P was also observed for the
seven individual preparations in which both induction and
resetting produced CL oscillations (interconnecting lines in
Fig. 3 A; D decreased from 4.52 6 2.99 to 0.92 6 0.81 and
P increased from 1.58 6 0.17 to 1.83 6 0.17, n ¼ 7,
comparison using the paired Student’s t-test: p , 0.05). The
notion that D is smaller after resetting is further supported by
the absence of measurable oscillations after resetting in the
eight preparations in which clear oscillations were identiﬁed
after induction.
The ﬁnding that D is smaller after resetting indicates that
compared to induction, reentry stabilizes faster and over a
shorter distance and therefore becomes more stable with
time. Moreover, the change of both P and D indicates that
CL oscillations were ruled by head-tail interactions with
different characteristics at induction and after resetting.
CL oscillations in computer simulations:
relationship among P, D, and restitution slopes
The slope a of the APD restitution function and the slope g
of the CV restitution function play an important role in
determining head-tail interactions and the stability of reentry
(2,13,14). To investigate the relationship between P, D, a,
and g and to evaluate the possibility to quantitatively predict
a and g from P and D (see Materials and Methods), sim-
ulations of reentry were run in a ring of 500 Luo-Rudy phase-1
model cells.
The induction of reentry is illustrated in Fig. 4 A. In this
simulation, gNamax was 12 mS/cm
2. CL exhibited damped
oscillations with P ¼ 1.842 and D ¼ 2.85. APD and CV
restitution curves were established by plotting the dynam-
ically changing APD and CV of the propagating AP as a
function of the preceding diastolic interval (DI). The slopes
of these restitution curves (adyn and gdyn) were then deter-
mined by linear regression (for the determination of gdyn,
linear regression was restricted over a neighborhood 65 ms
around the steady-state DI value). The slopes a and
g predicted from P and D (a ¼ 0.68, g ¼ 0.16 cm/s/ms,
and gCL2stable=L ¼ 0:38) were in a range of 10% of the values
obtained directly from the restitution curves (adyn ¼ 0.73,
gdyn ¼ 0.18 cm/s/ms, and gdynCL2stable=L ¼ 0:42).
In Fig. 4 B, reentry was reset after it had stabilized.
Interestingly, P and D of the resulting damped oscillations
(1.841 and 2.59, respectively) were not manifestly different
compared to induction. Accordingly, the measured restitution
slopes (adyn ¼ 0.67, gdyn ¼ 0.16, and gdynCL2stable=L ¼ 0:38)
and the slopes calculated from P and D (a ¼ 0.65, g ¼ 0.16
cm/s/ms, and gCL2stable=L ¼ 0:38) were similar to those after
induction.CLstablewas equal inboth simulations (108.2ms).To
assess whether P and D depend on the prematurity of the
resetting impulse relative to the wavefront, simulations were
run in which the resetting stimulus was applied at different
timings in the excitable gap (not shown). The amplitude of the
oscillations was proportional to the prematurity of the resetting
FIGURE 4 (A) Induction and (B) resetting of reentry in a ring of 500 Luo-Rudy phase 1 model cells (length: 5 cm) and evaluation of restitution slopes from
restitution curves and from P and D. The dotted curves represent the exponential envelopes of the CL oscillations. The slopes adyn, gdyn, and gdynCLstable/L
were computed from the plotted restitution curves and compared with those calculated from P and D.
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impulse (r . 0.99), whereas P and D were only minimally
affected (by,0.3% for P and,3% for D, respectively).
As presented in Fig. 5, an investigation of stable AP param-
eters, P, D, and restitution slopes after induction and resetting
was conducted as a function of the density of INa, of IK and of
the kinetics of the slow INa inactivation gate j. To maximize
head-tail interactions in this series of simulations, ring length
was reduced to 200 cells, the time-dependent K1 current IK
was scaled by a coefﬁcient of 2, and the maximal INa con-
ductance (gNamax) was reduced to 8 mS/cm
2. This permitted
to obtain oscillations with a broad range of P and D.
The reduction of the coefﬁcient of gKmax from 2 to 1.4
(Fig. 5 A) resulted in a slight prolongation of APD accom-
panied by a slight shortening of DI. This small reduction of
the DI was not sufﬁcient to induce a signiﬁcant slowing of
conduction. Consequently, the decrease of CV and the
increase of CL were minimal. However, the decrease of the
DI was sufﬁcient to increase a to values close to 1 and
resulted in oscillations that lasted longer and longer, as
evidenced by the dramatic increase of D. The modest
increase of gCL2stable=Lwas accompanied by a small decrease
of P. It was not possible to induce sustained reentry when the
FIGURE 5 Dependence of AP parameters, P, D, and restitution slopes on the density of IK (A), INa (B), and the kinetics of the inactivation gate j of INa (C),
after induction (solid) and resetting (shaded) of reentry in a ring of 200 Luo-Rudy phase-1 model cells. Initial model parameters (marked by vertical dotted
lines) were: gKmax coefﬁcient, 2; gNamax, 8 mS/cm
2; and tj divisor, 1. Solid lines indicate values obtained from the simulation. Dashed lines represent
restitution slopes calculated from P and D. CL, APD, DI, and CV correspond to stable values after the damped oscillations had dissipated.
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coefﬁcient of gKmax was reduced further below 1.4, a situa-
tion in which the extrapolated value of a would become.1.
When INa was increased (Fig. 5 B), conduction was
accelerated, leading to a shorter CL. However, the modula-
tion of gNamax did not inﬂuence APD, and, consequently, DI
decreased. Again, the shorter DI brought a close to 1, which
caused oscillations with a larger D and a smaller P and, once
more, it was not possible to induce sustained reentry when
gNamax was increased above 12 mS/cm
2.
A biphasic behavior was observed when the time constant
tj of INa gate j was varied (Fig. 5 C). On the one hand,
increasing the divisor of tj above 1 accelerated the recovery
of INa from inactivation by shortening tj. Consequently, INa
availability was increased, conduction was accelerated, and
CL slightly decreased. Because this intervention did not
affect APD, the decrease of CL was accompanied by a
decrease of DI. This shortening of DI, however, did not
sufﬁciently increase a so as to favor oscillations with a large
D. Further acceleration of gate j had no major effect, because
INa recovery was then governed by the fast inactivation gate
h. On the other hand, decreasing the divisor of tj, 1 slowed
INa recovery and promoted relative refractoriness, which led
to conduction slowing and a prolongation of CL and DI.
Accordingly, this was accompanied by a decrease of both
restitution slopes and weaker head-tail interactions.
In all three series, there was a good correspondence
between the slopes a and gCL2stable=L obtained from the
restitution curves and estimated from P and D. The value a
was estimated with a precision of 10% over a broad range of
ion channel parameters and g was slightly underestimated by
maximally 20%. These data therefore show that in circuits of
cardiac tissue, restitution slopes can be fairly estimated from
CL oscillation characteristics. However, oscillation param-
eters and restitution slopes differed only minimally between
induction and resetting of reentry. Similar results were
obtained in rings of 300 and 500 cells (not shown).
CL oscillations in the Luo-Rudy phase-2 model:
roles of intracellular Na1 and Ca21 accumulation
The simulations using the phase-1 Luo-Rudy model (20),
therefore, cannot explain the difference in P and D observed
experimentally after induction and resetting of reentry. On
the other hand, the phase-1 model does not take into account
that intracellular ion concentrations are inﬂuenced by a
change in pacing rate.
Using the phase-2 Luo-Rudy model (21), Faber and Rudy
showed that intracellular accumulation of Na1 due to rapid
activity leads to a progressive decrease of APD caused by a
progressive increase of Na1/K1 pump current and reverse
mode Na1/Ca21 exchange current (22). In the context of
reentry, APD shortening could increase the DI and shift the
stable point on the restitution curves rightwards, toward less
steep regions. The resulting smaller values of a and g may
then explain the larger values of P and smaller values of D
observed experimentally.
To address this hypothesis, reentry was simulated using the
model formulation of Faber and Rudy in circuits of 700 cells
(Fig. 6). Reentry was induced by an S1-S2 protocol and reset
after increasing time intervals (10–120 s). These simulations
were run under three different conditions. First, the nominal
model was used. Second, [Na1]i and [K
1]i were clamped
to their initial values. Third, [Na1]i and [K
1]i were clamped
to their initial values and myoplasmic [Ca21] was clamped to
0.8 mmol/L (intermediate value of the Ca21 transient).
In the nominal simulation, the extent of CL oscillations
progressively decreased with time, as illustrated in Fig. 6 A.
As expected, APD gradually decreased due to intracellular
Na1 accumulation and DI decreased, while CL changed only
minimally (Fig. 6 B). Consequently, P increased and D
decreased (Fig. 6 C). These changes in P andDwitnessed the
progressively decreasing APD and CV restitution slopes
(Fig. 6 D). Thus, head-tail interactions gradually diminished
and reentry became more stable. When [Na1]i and [K
1]i
were clamped, D decreased and P increased during the ﬁrst
10 s and remained unchanged thereafter. The slopes a and
gCL2stable=L followed a similar course. Finally, when [Ca
21]i
was clamped in addition to [Na1]i and [K
1]i, no changes in
oscillation parameters or restitution slopes were observed.
These ion clamp simulations thus support the concept that
intracellular ion accumulation contributes to stabilize reentry
via a gradual reduction of APD, leading to transient oscilla-
tions which dissipate faster in response to extrinsic electrical
perturbations.
Estimation of a and g during reentry in
cultured rings
Using the functions evaluated above, APD and CV restitu-
tion slopes were calculated from the values of P and D ob-
tained in the cultured rings. The calculated values are illustrated
in Fig. 7 in a format similar to Fig. 3.
For the experiments in which P and D could be
determined, the corresponding values of a were signiﬁcantly
lower after resetting compared to induction (0.29 6 0.23,
n ¼ 11, vs. 0.67 6 0.18, n ¼ 21, p , 0.05). The values of
gCL2stable=L and g were signiﬁcantly lower as well
(gCL2stable=L: 0.30 6 0.32 vs. 1.52 6 0.73, p , 0.05;
g: 0.05 6 0.05 vs. 0.33 6 0.15 cm/s/ms, p , 0.05), as
illustrated in Fig. 7 B. The decrease of both restitution slopes
was also observed for individual preparations in which both
induction and resetting were successful (interconnecting
lines in Fig. 7 A; D decreased from 4.52 6 2.99 to 0.92 6
0.81 and P increased from 1.586 0.17 to 1.836 0.17, n¼ 7,
comparison using the paired Student’s t-test: p , 0.05). The
absence of measurable oscillations after resetting in prepa-
rations in which clear oscillations were identiﬁed after
induction suggests that restitution slopes decreased close to 0
(see Appendix). This analysis therefore suggests that reentry
evolved into a regime characterized by a reduction of both
restitution slopes and weaker head-tail interactions, for
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which intracellular Na1 accumulation might represent a
potential mechanism.
DISCUSSION
In the heart, the transition from a normal rhythm to reentrant
excitation represents a profound change in electrical dynamics,
which can compromise the pump function of the organ. In a
clinical setting, it is therefore important not only to prevent the
initiation of reentry but also to develop strategies to terminate it
once a reentrant rhythm has established. One approach is to
render it as less stable as possible to favor its spontaneous
termination. In this context, the analysis of CLoscillationsmay
provide quantitative insights into the notion of stability.
On the basis of this background, we investigated CL
oscillations during reentry using a threefold approach that
FIGURE 6 Effects of intracellular Na1 and Ca21 accumulation on CL oscillations in a ring of 700 Luo-Rudy phase-2 model cells (length, 7 cm). (A) CL
oscillations after induction and after resetting pulses applied at successive timings in the nominal model (top), during clamp of [Na1]i and [K
1]i (middle), and
during clamp of all ion concentrations (bottom). (B) Corresponding changes of [Na1]i, diastolic [Ca
21]i and stable values of CL, APD, and DI. (C)
Corresponding changes in P and D. (D) Corresponding changes of restitution slopes.
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uniﬁed experiments, computer simulations, and mathematics.
First, our experiments demonstrate the existence of damped
CL oscillations with a spatial period being a noninteger
multiple of circuit length. These oscillations dissipate faster
upon the initiation compared to resetting of reentry. Second,
the simulations of conduction using the Luo-Rudy phase-2
model provide a mechanistic explanation for this different
oscillatory behavior by showing that the changes of P and D
are related to intracellular Na1 accumulation, which reduces
head-tail interactions by decreasing APD and increasing DI
(22). Both experiments and simulations are thus in agreement
with the prediction of Hund and Rudy (2) that intracellular
Na1 accumulation shifts the operating point on the restitution
curves toward less steep regions. Our results are also in line
with the concept of Fei et al. that damped CL oscillations are
particularly prominent in the presence of a partial excitable
gap and disappear when the gap is fully excitable (11).
Finally, we developed a mathematical approach to derive the
slopes of the APD and CV restitution curves from the
characteristics of CL oscillations.
Intracellular ion homeostasis determines the
stability of reentry
Numerous studies have shown that reentry persisting for
hours or days alters the electrophysiological properties of
cardiac tissue in a manner that favors ease of inducing and
maintaining its own arrhythmia. For example, in a canine
model of chronic atrial ﬁbrillation, such electrical remodel-
ing was reported to reduce the densities of inward currents by
changing the expression of the genes coding for the
corresponding channels (25–27).
Still, little is known about the impact of rate-dependent
changes of intracellular ion concentrations on the stability of
reentry over a short time course. Our simulations indicate that
intracellular ion homeostasis is another very important deter-
minant of reentry stability and that deviations from this
homeostasis can already exert a signiﬁcant effect over the
course of a few minutes. By promoting the stability of reentry,
intracellular ion accumulationwill therefore certainly inﬂuence
the therapeutic efforts to interrupt this abnormal rhythm invivo.
It cannot be excluded, however, that further mechanisms
may have contributed to the behavior observed in our ex-
periments in addition to ion accumulation. For example, a
recent study showed that in rat atrial tissue, the expression of
Kv1.5 is signiﬁcantly increased already after a period as short
as 30 min of rapid pacing (28). A possible associated in-
crease in repolarizing ultrarapid delayed rectiﬁer K1 current
could therefore also have contributed to the observed changes
in oscillatory behavior via a shortening of APD.
The slopes of the APD and CV restitution curves
can be derived from CL oscillation characteristics
It is widely documented that the slope of the APD restitution
function can predict the stability of electrical activation by
determining how a disturbance of the DI (e.g., by premature
activation) can affect the APD of the next activation, which
subsequently alters the next DI and so on (6,7,29,30). The
proposed mechanism is that a slope a $ 1 can lead to APD
alternans and propagation block. Conversely, for slopes
a , 1, disturbances in APD dissipate. Consistent with this
opinion, drugs that decrease a have been shown to exhibit
antiarrhythmic properties (7,31). In further studies, it has
been proposed that both APD and CV restitution slopes are
essential determinants of the stability of reentry and of the
transition between tachycardia and ﬁbrillation (5–10). There-
fore, investigation of the restitution relationships represents a
FIGURE 7 Comparison of restitution slopes calculated
from P and D of CL oscillations recorded in the cultured
cardiomyocyte rings after induction and resetting of re-
entry. (A) Values of a and gCLstable /L in the agCLstable /L
parameter space, after induction (solid symbols) and re-
setting of reentry (open symbols), for the data shown in
Fig. 3 (same data and same symbols). (B) Compared to the
induction of reentry, a, gCLstable /L, and g were all smaller
after resetting (p , 0.05).
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relevant approach in the context, e.g., of drug development
(6,30,32).
Our approach offers the possibility to estimate the slopes
of the restitution curves based on CL oscillations during
reentry. Thus, we provide a general and simple method to
characterize the stability of reentry in both experimental and
numerical models of circus movement in homogeneous one-
dimensional circuits. The theory underlying our approach
assumes that the slopes of the S1-S2 restitution curves
remain constant at the operating point on the curves
corresponding to CLstable. In a previous study using the
same biological preparations (18), we showed that upon an
abrupt decrease of CL, CV approaches its new steady state
very gradually over a period of 5–30 s. This suggests that
restitution parameters (including the S1-S2 restitution
curves) exhibit a slow drift after an abrupt change in CL.
We therefore cannot exclude that transient changes of
restitution parameters might have occurred after the induc-
tion of reentry in our experiments. Thus, the calculated
slopes a and g represent an average over the duration of the
transient oscillations. We nevertheless presume that the drift
of the S1-S2 restitution curves and the changes of a and g
were not major because CL oscillations usually dissipated
after a very short period (in the range of 1–2 s).
Kalb et al. (33) and Tolkacheva et al. (34) have shown that
every basic cycle length (BCL) is associated with its own
S1-S2 APD restitution curve and thus with its own a. In our
previous study (18), we established the S1-S2 restitution
curve for BCL ¼ 500 ms and observed that the slope of the
APD restitution curve was negative (0.02) at this value of
BCL. In this study, BCL before and after reentry induction
were much shorter than 500 ms, and, for this reason, the
calculated positive values of a cannot be directly compared
with the negative value established for BCL ¼ 500 ms. Our
results are nevertheless in accordance with the progression
from slightly negative S1-S2 APD restitution slopes at large
BCLs toward large positive slopes at short BCLs which was
described earlier by Tolkacheva et al. (34).
The situation becomes undeniably more complex in intact
cardiac tissue, because conduction occurs within a two- or
three-dimensional substrate, which is not absolutely homo-
geneous in terms of microarchitecture (anisotropy and
degree of intercellular coupling (35–38)), electrical function
(e.g., heterogeneous expression of ion channels (39,40)), and
in which wavefront curvature may exert additional inﬂu-
ences (41). Furthermore, APD and CV may be more intricate
functions of several preceding diastolic intervals (i.e.,
cardiac memory (42–44)). Finally, APD can be locally modu-
lated by electrotonic interactions (44,45). These latter aspects
may represent an explanation for the slight underestimation
of the CV restitution slope by the mathematical function that
we derived. While this complexity undeniably warrants
further investigation, our study represents an exploratory
step toward new approaches for the evaluation of reentry,
with perspectives for both research and clinical applications.
Comparison with other experimental studies
In previous studies, Nagai et al. (46) and Gonza´lez et al. (47)
investigated spatiotemporal patterns of spontaneous activity
in cultured rings of embryonic chick heart cells. In one-third
of the preparations, this activity was generated by pace-
makers producing bidirectionally propagated wavefronts that
collided at the opposite side of the ring. In the second-third of
the preparations, the activity was characterized by a stable
reentrant wavefront that persisted for periods ranging from 5
min to 1 h. Finally, in the last third, spontaneous activity was
characterized by complex patterns in which periods of
multiple pacemaker activity alternated with short periods of
reentry. In these cases, reentry was initiated by the classical
mechanism of unidirectional conduction block, presumably
due to the differences in refractoriness of different pace-
makers (46). In these preparations, the episodes of reentry
stopped spontaneously.
During our experiments, however, we did not record any
spontaneous initiation of reentrant waves after the culture
medium was changed to Hank’s balanced salts solution and
the ampliﬁer setup was mounted in the incubator. Pacemaker
activity was either absent or scarce (0–1 Hz) and, if present,
it could easily be overdriven by pacing. Furthermore, once
sustained reentry was established using the S1-S2 protocol, it
persisted for hours if left without any intervention.
These different patterns of spontaneous activity may be
explained by the following two factors. First, the myocytes
were fundamentally different in terms of species and
ontogeny, and, presumably, depolarizing currents during
the AP upstroke were stronger in our preparations. Second,
in our study, the myocytes were seeded at a much larger
density, promoting a high degree of intercellular communi-
cation. These two factors can explain why conduction was
one order-of-magnitude faster in our preparations and why
spontaneous conduction block did not occur.
In our study, however, spontaneous reentrant activity was
already present in four preparations at the time the culture
chamber with exchanged bath solution was mounted into the
ampliﬁer setup, and, therefore, we could not record the
spontaneous initiation of reentry. We can then only speculate
about the mechanism by which reentry was initiated in these
cases. Possibly, during the medium exchange procedure,
transient gradients in the composition of the extracellular
medium and/or in temperature may have caused unidirectional
block, which, combined with pacemaker activity, might have
led to the initiation of reentry via mechanisms similar to that
described by Nagai et al. (46) and Gonza´lez et al. (47).
Study limitations
Although permitting electrophysiological recordings over
extended periods of time, the microelectrode arrays do not
permit us to measure APD or DI. Therefore, analysis of APD
and APD oscillations was not possible. As described in our
previous study (18), optical AP mapping with voltage-
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sensitive dyes could not be used in the setting of the reentry
induction and resetting experiments for the following
reasons. First, the induction of reentry necessitates multiple
trials. Repeated illuminations during optical mapping would
then lead to photodynamic damage of the preparations
(18,48) and alter the results. Second, the use of voltage-
sensitive dyes to reliably measure APD requires the appli-
cation of excitation-contraction uncouplers such as diacetyl
monoxime or cytochalasin D, which are known to inﬂuence
the dynamics of reentry (8,15,49). The microelectrode array
approach circumvents these drawbacks and proves to be a
promising tool in the experimental investigation of long-
lasting reentry in predeﬁned tissue structures. While the use
of multiple transmembrane potential recordings using
micropipettes would represent an ideal alternative to measure
APD, this was not realizable at the present stage of our
experimental system development.
As discussed extensively in our previous publication (18), it
is documented by numerous studies that the repertoire of ion
channels and membrane transporters in neonatal rat ventric-
ular myocytes differs from that of adult cells and that the
degree of expression of ion channels evolves with the age of
the cultures. Because changes in the density of voltage-gated
Na1 or K1 channels (and probably of other ion channels as
well) have a profound impact on CL oscillation characteristics
(as demonstrated in Fig. 5), it is therefore probable that these
characteristics are different in adult tissue circuits of equal size
and, a fortiori, in reentrant circuits in other species. Further-
more, the dynamics of membrane currents and of ion
accumulation in our preparations are likely to differ quanti-
tatively from the dynamics of the Luo-Rudy model. An
accurate tuning of the model to our preparations was beyond
the scope of this study. However, the mathematical functions
to estimate restitution slopes are valid over a broad range of
parameter settings, suggesting that they do not depend on the
choice of a particular ionic model.
Because of the large computational cost of the Luo-Rudy
phase-2 model, we used the simpler Luo-Rudy phase-1
model to validate the relationships among P, D, a, and g and
to investigate the behavior of oscillation characteristics dur-
ing graded changes of gNamax, gKmax, and tj (Fig. 5). How-
ever, because the formulation of the Na1 current is identical
in both the phase-1 and phase-2 models, we believe that cor-
responding simulations with the Luo-Rudy phase-2 model
would provide results qualitatively similar to those obtained
with the phase-1 model.
APPENDIX
Mathematical analysis of reentry dynamics using
a difference-delay model and its solution for
restitution slopes
Courtemanche, Keener, and Glass performed a detailed theoretical treatment
of the dynamics of reentry in one-dimensional circuits under the assumption
of given action potential (AP) restitution functions (4,14). In this section, we
provide a different derivation of the original equation of Courtemanche
et al., which represents the starting point for our own subsequent analysis.
Speciﬁcally, we were interested in obtaining information about APD and CV
restitution from the characteristics of oscillations observed experimentally
during reentry.
We consider an AP circulating in a homogeneous circuit of cardiac tissue
of length L. Let p denote cycle length, i.e., the period (time interval) between
two successive passages of the wavefront at a given location in the circuit.
Let a denote action potential duration, r the diastolic interval (recovery
time), and c conduction velocity (celerity) of the wavefront.
Assuming that a and c are given-functions of the preceding diastolic
interval r, we express these restitution functions as a(r) and as c(r),
respectively (note that c(r) is called ‘‘dispersion function’’ in the work of
Courtemanche et al. (4,14)).
We deﬁne pst, ast, cst, and rst as the stable values of p, a, c, and r in the
situation where reentry follows a stable uniform circular movement in which
these parameters do not change with time. In this situation, pst, ast, cst, and rst
are related by
pst ¼ ast1 rst (1)
and
pst ¼ L=cst: (2)
If the functions a(r) and c(r) are given, we can deﬁne functions fa and fc as
fa ¼ aðrstÞ1 rst (3)
and
fc ¼ L=cðrstÞ: (4)
Stable uniform reentry can then only exist if fa ¼ fc. It must be noted that
fa ¼ fc is a necessary but not sufﬁcient condition for stable uniform reentry
to occur.
We now consider reentry during which p, a, c, and r vary with time and
position, e.g., after induction or a resetting impulse. We deﬁne x as the
cumulated distance (expressed in units of length) traveled by the wavefront.
Thus, x, x1L, x12L, etc., correspond to the same position on the circuit for
successive passages of the wavefront (Fig. 8). The movement of the
wavefront is then described by the function t(x), expressing the time of
passage of the AP at cumulated distance x.
As shown in Fig. 8, the parameters p, a, c, and r can then be expressed as
functions of x and related as follows:
pðxÞ ¼ tðxÞ  tðx  LÞ; (5)
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We assume that the variations of a, c, and r, occur in neighborhoods of ast,
cst, and rst that are small enough such that the curvature of the restitution
curves can be considered negligible. The restitution curves a(r) and c(r) can
then be linearized as
aðrÞ ¼ ast1aðr  rstÞ (10)
and
cðrÞ ¼ cst1 gðr  rstÞ; (11)
where a is the slope of the APD restitution curve and g is the slope of the CV
restitution curve, respectively. The slope a is unitless but g has units of
acceleration (e.g., cm/s2 or cm/s/ms). Substituting Eq. 10 into Eq. 9 and
Eq. 11 into Eq. 8 gives
dpðxÞ
dx
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Finally, because we use normalized distance expressed in number of
rotations instead of absolute distance in the analysis of our experiments, we
introduce a normalized unitless coordinate y expressing x in number of
rotations in the circuit of length L. Thus, y, y11, y12, . . . correspond to the
same position in the circuit, r(y) corresponds to r(x), r(y1) corresponds to
r(xL), p(y) corresponds to p(x), and dx ¼ Ldy.



























This differential equation (Eq. 19) describes the dynamics of r(y). Note that
the term gL=c2st is equal to gp
2
st=L (see Eq. 2) and is unitless.
Functions r(y) satisfying Eq. 19 are linear combinations of the function
rðyÞ ¼AeQy; (20)
where A is an arbitrary constant and Q is a complex number. The constraint
on Q (i.e., the characteristic equation for Q) can be found by substituting










ðeQyeQ eQyÞ ¼ aQeQyeQ1QeQy;






Equation 21 is equivalent to Eq. 20 in the study of Courtemanche et al. (14)
and we therefore refer to it as the Courtemanche-Keener-Glass (CKG)
equation.
Oscillating reentry dynamics and determination ofQ
The trivial root Q ¼ 0 of the CKG equation corresponds to uniform circular
movement r(y) ¼ rst and thus p(y) ¼ pst. Of obvious interest are the nonzero
roots. The CKG equation cannot be solved analytically for Q and numerical
methods have to be used to ﬁnd the roots for a given couple (a; gp2st=L). As
discussed by Courtemanche et al. (14), for a . 0 and gp2st=L . 0 (positive
slopes of the restitution curves), there is no real nonzero root but there exists
an inﬁnity of complex roots, corresponding to different oscillating modes.
Let Q ¼ a 1 bi be a complex root (b 6¼ 0). It can be easily veriﬁed that
FIGURE 8 Spatiotemporal relationship of conduction parameters t, c, a, r,
and p (deﬁned in the Appendix). The thick curve illustrates the movement of
the wavefront and the thin curve denotes the movement of the repolarization
tail. The shaded area denotes the depolarized state. Cumulated distance x
was wrapped for every circuit length L. Thus, x and xL correspond to the
same position in the circuit. The thick vectors represent conduction
velocities c(x) and c(xL), for two successive passages of the wavefront at
distances x and xL, respectively.
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Q* ¼ a  bi (the complex conjugate of Q) is also a root of the CKG
equation. Because r, a, c, and p must be real variables, it is convenient to













which, according to Euler’s formula
e
ix ¼ cosx1 isinx; (23)
corresponds to a damped oscillation
rðyÞ ¼Aeaycosby: (24)
This solution of r(y) can be then substituted into Eqs. 6, 10, and 11 to obtain
a(y), c(y), and p(y), which are similar damped sine functions offset by a
phase and a constant term, e.g.,
pðyÞ ¼ pst1Aeaysinðby1fÞ; (25)
in which A represents the amplitude of the oscillations at y¼ 0 and the phase
f depends on the arbitrary choice of the origin y ¼ 0.
By letting D ¼ 1/a and P ¼ 2p/b (i.e., a ¼ 1/D, b ¼ 2p/P and Q ¼
a 1 bi ¼ 1/D 1 2pi/P), we obtain
pðyÞ ¼ pst1Aey=Dsinð2py=P1fÞ; (26)
which is the function that we used to ﬁt the damped oscillations of cycle
length observed experimentally to obtain D, the decay length of the
oscillations, and P, the spatial period of the oscillations. The complex
number Q is linked to D and P by
Q¼1=D12pi=P: (27)
The CKG equation in the situation of a known Q:
solution for a and g
As mentioned before, the CKG equation cannot be solved analytically for Q.
Courtemanche et al. computed Q for given couples (a; gp2st=L) using
numerical methods. They demonstrated that for the case gp2st=L . 0, the
oscillations are damped (a , 0) for 0 , a , 1 and unstable (divergent,
a. 0) for a. 1. At the boundary a¼ 1, their analysis predicts the existence
of persistent oscillations (a ¼ 0).
In the context of our experimental study, we were interested in the inverse
problem—i.e., in ﬁnding a and gp2st=L for a given value of Q (because L is
known and pst is easy to determine experimentally, g can be calculated from
gp2st=L).





ð1 eQÞ ¼Qða1eQÞ; (28)





ð1ea cosbiea sinbÞ ¼ ða1biÞða1ea cosb1 iea sinbÞ:
(29)














¼ aa1aea cosb1 iaea sinb1 iba
1 ibea cosbbea sinb:
(30)
Because a and gp2st=L must both be real numbers, the real and imaginary










1ba1aea sinb1bea cosb¼ 0:
(31)
The system of expressions in Eq. 31 is linear for a and gp2st=L. For a, 0 and
for b 6¼ 0, the determinant of the system is nonzero and the algebraic solution
of the system is
FIGURE 9 Behavior of the APD restitution
slope a (blue) and the normalized CV restitu-
tion slope gp2st=L (red) as a function of P andD.
Interestingly, certain combinations of P and D
can exist only for negative values of a.
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Fig. 9 illustrates the behavior of a and gp2st=L in the P-D parameter space
(with 1 # P # 2, corresponding to the fundamental oscillating mode
described by Courtemanche et al.), in which a and gp2st=L can be looked up
from experimentally determined values of P and D.
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