Traditionally, the edge detection process requires one final step that is known as scaling. This is done to decide, pixel by pixel, if these will be selected as final edge or not. This can be considered as a local evaluation method that presents practical problems, since the edge candidate pixels should not be considered as independent. In this article, we propose a strategy to solve these problems through connecting pixels that form arcs, that we have called segments. To accomplish this, our edge detection algorithm is based on a more global evaluation inspired by actual human vision. Our paper further develops ideas 1 first proposed in Venkatesh and Rosin (Graph Models Image Process 57 (2): [146][147][148][149][150][151][152][153][154][155][156][157][158][159][160] 1995). These segments contain visual features similar to those used by humans, which lead to better comparative results against humans. In order to select the relevant segments to be retained, we use fuzzy clustering techniques. Finally, this paper shows that this fuzzy clustering of segments presents a higher performance compared to other standard edge detection algorithms. 2 3 4 5 6 7 8 9 10
Due to the rapid development of computers, computer 28 vision, which is the computational approach to human vision, 29 emerged as a new way of understanding and explaining how 30 human vision works. Computer vision is based on the under-31 lying principle that processes involved in human vision work 32 like a computer does, or that at least that computers can 33 imitate the way that human vision works (Goldstein 2009) . 34 The theory of edge detection was proposed in an article by 35 Marr and Hildreth (1980) . This new computational technique 36 allowed different algorithms to be developed. An example of 37 this is Canny's (1986) . These algorithms were based in dif-38 ferent operators-functions-that worked over the picture 39 elements-pixels-of an image. 40 Edge detectors are image processing algorithms that ana-41 lyze the spectral information of an image. This commonly 42 means analyzing each pixel's brightness intensity (Sonka 43 2014) . When a variation between two neighboring pixels in 44 the image is located, an edge of the region (or boundary) con-45 taining one of these pixels is detected (Guada et al. 2016) . 46 These boundaries can be depicted on the digital image draw-47 ing a white line onto these selected pixels and setting the 48 remaining ones as a black background. (Venkatesh and Rosin 1995) . Section 3 focuses on our pro-103 posal, an algorithm based on two main steps, the first one 104 about building edge segments with different features and the 105 second one based on selecting the good segments through 106 fuzzy clustering techniques. The last two sections are dedi-107 cated to the comparatives and results, and the final comments. 108 2 Preliminaries 109 In this section, some classical concepts of image processing 110 and the edge extraction problem are introduced. Let us denote 111 by I a digital image, and by (i, j) the pixel coordinates of 112 the spatial domain. For notational simplification, the coordi-113 nates are integers, where each point (i, j) represents a pixel 114 with i = 0,...,n and j = 0,...,m. Therefore, the size of 115 an image, n × m, equals the number of its horizontal pix-116 els multiplied by its number of vertical ones. Let us denote 117 by I i, j the spectral information associated with each pixel 118 (i, j) (González and Woods 2008) . The value range of this 4 119 information will depend on the type of image considered, as 120 shown in Fig. 1 .
121
-Binary map: I i, j ∈{0, 255}.
122
-Grayscale: I i, j ∈{0, 1,...,255}.
123
-RGB: I i, j ∈{ 0, 1,...,255} 3 .( R = Red;G = Green 124 and B = Blue). for the next phases of edge detection. Traditionally, this 129 consists in smoothing, de-noising, or other similar proce-130 dures (Basu 2002; Morillas et al. 2009 ). In practice, this 131 phase basically helps making the edges easier to detect. 132 After the conditioning phase, the resulting image is a 133 grayscale image that we will denote as I s . 134 2. Feature extraction Once the image is well prepared, the 135 spectral differences between adjacent pixels are obtained 136 (see for example Bezdek et al. 1998; Bustince et al. 2009; 137 Kim et al. 2004 
Taking the previous consideration into account, for a 152 given pixel (i, j) we will denote by X 1 ij ,...,X k ij the k 153 extracted characteristics in this step. the aggregated image resulting from this step, where φ 160 denotes an aggregation function. For a given pixel (i, j), 161 the value I bf i, j represents the total variation of this pixel. 162 It is common to represent this matrix as a grayscale 163 image, where for each pixel we have a degree of edginess 164 (Fig. 2.3 ). After this phase, our resulting image is I bf . edges is necessarily created (Fig. 2.4 ). Traditionally, after 167 Canny's constraints (Canny 1986) , there are only two 168 possibilities: any given pixel has to be declared as an edge 169 or as a non-edge pixel. This decision is usually made 170 through a thresholding process. As a result of this, the 171 final output consists in a binary image. All the edges 172 have to be as thin as possible, as shown in Fig. 4d . See 173 Fig. 2 for the whole sequence of edge detection. noncandidates to be edge pixels as square structures of 2 × 2 nonzero intensity pixels are not allowed (they are not thinned)
Edge detection based on segments 175
It is important to define the type of pixels our algorithm works 176 with. Let c be a candidate to be an edge pixel. Then, c has to 177 meet two conditions: 2. If there are three adjacent pixels to c that meet (1), then 182 it is not possible that they set up a square shape. This 183 is then called a thinned image, which idea is shown in 184 Fig. 3a ).
185
From previous definitions, we are then able to define the 186 set that contains these pixels. Let C ={c 1 ,...,c m } be the set 187 of all the edge candidate pixels in an image. The connected 188 pixels' notion is strongly related to the concept that will be 189 explained below and that is a key point of our proposal.
190
In order to explain what an edge segment is, and to show 191 its importance, let us introduce this concept with an example.
192
Let us suppose that we want to determine the final edges of 193 Fig. 4a . After the three aforementioned steps (conditioning, 194 feature extraction, and blending) and the thinning process, 195 we have to decide over the edge candidate pixels in order 196 to create the final output. In this last step, we can appreciate 197 different gradient intensities-level of grays-of the pixels.
198
The color differences-white and black-mean that these 199 pixels are just candidates to become an edge and they are not which is the traditional way, we can consider it as a local 209 evaluation process as it is argued in Venkatesh and Rosin 210 (1995) . Following this local evaluation approach, we could 211 easily end up, for instance, in a situation like the one shown 212 in Fig. 4 .
213
In Fig. 4d , we see that some contours are extracted in a 214 way that is too fragmented, losing continuity. Instead, part 215 of the contours of the objects have been extracted, while 216 some other have not. We can easily appreciate this thanks 217 to the details placed inside the red rectangles. If we go back 218 one step behind in the process (Fig. 4c ), we can agree that 219 the contours of these background lines should be continuous 220 lines. It seems that something went wrong at the decision of 221 those pixels being declared as non-edge. Furthermore, this 222 mistake is not an exception as we can easily find some other 223 similar discontinuous contours. Moreover, this seems to not 224 only happen in this image, as López-Molina et al. (2013) 225 pointed out: One of the most common mistakes in edge detec-226 tion methods is not being able to complete the silhouette of 227 an object. In order to avoid this while performing edge detec-228 tion, we propose the use of a global evaluation method over 229 the pixels. More precisely, this will be possible thanks to the 230 evaluation of a list of connected pixels-linked edges-that 231 will be referred below as edge segments. For instance, in 232 Rosin 1995), we can see the scheme for generating the deci-283 sion over the edge segments. The logic behind this geometric 284 approach was to create a curve that separated the diagram in 285 two parts, one containing the noise and the other containing 286 the true edge segments. Therefore, on the one hand the true 287 segments are the most easily distinguishable by the human, 288 as they are the longest, whether they have medium, high, or 289 low intensity. Even short ones with medium or high intensity 290 were distinguishable too. On the other hand, there are dispos-291 able segments-the false segments-that will be those not so 292 easily perceivable, this is, those that in addition to shortness 293 present little average intensity.
294
The heuristic method proposed by Venkatesh and Rosin 295 (1995) to make this decision is questionable, or at least 296 improvable. From this point onward, we will propose one 297 of the main differences with the work of these authors. We 298 (1995): the feature space of the edges (a) and the scheme for deciding over the segments (b) will explain how the fuzzy clustering techniques are perfectly 299 suited to choose which cluster each edge segment belongs to.
300
In the next section, we will see the difference between 301 the Venkatesh-Rosin way of making the decision over the 302 segments compared to the one that we propose. In this subsection, the segment features used in our pro-334 posal are presented. All such features are eventually mea-335 s u r e db yav a l u ei nt h e[0, 1] interval-even length, which 336 was normalized-hence the notation previously presented, 337 where the vector of characteristics for segment S l can be 338 regarded as a point in the space of segment features:
] f with f the number of char-340 acteristics considered. In this work, 8 characteristics ( f = 8) 341 are taken into account, namely:
342
-Length For each segment S l , x l 1 = Length l =| S l |. 343 Therefore, this can be seen as the number of pixels in 344 the segment. where I bf p represents the intensity of pixel p, which was 348 obtained as the intensity gradient between p and its adja-349 cent.
350
-Maximum and minimum edginess For each segment S l , 351 we obtained x l 3 = Max{I Once the average position is computed, we get its 365 Euclidean distance to the intersection points following 366 the rule of thirds, which is a standard in photography 367 composition (Goldstein 2009). This rule establishes that 368 the most important objects in an image are usually placed 369 close to the intersection of the lines that part the images 370 in three equal parts. Following this principle, it seemed 371 interesting to compute the minimum of its four distances, 372 as there are four intersection points created by the four 373 lines, as shown in Fig. 7 .
Algorithms like Fuzzy C-means or K-means could be used 410 for this purpose, but they do not consider the nature of the 411 data, and what is more important for the purpose of this work, 412 they do not perform well enough when the clusters are unbal-413 anced, as is the case when real edges are few when compared 414 to the non-edge segments (especially when there is too much 415 noise in the image). In these situations, the mentioned algo-416 rithms would consider the real edges as outliers. Moreover, 417 these clustering techniques try to optimize only one quality 418 measure at a time. 419 We propose here an algorithm based on the approach pre-420 sented in Flores-Vidal et al. (2017) 
428
-Relevance A cluster will be relevant if it offers much 429 information, in other words, if it has many elements with 430 a certain degree of membership (higher than a given min-431 imum).
432
-Redundancy Represents the overlap degree between the 433 clusters.
434
Hence, these three quality measures represent the three 435 different criteria to be optimized. As in any multi-criteria 436 problem, many approaches can be followed to solve this clus-437 tering problem, our proposal is as follows:
438
Let us consider the following parameters: m ∈[0, 1] as the 439 minimum degree of membership to calculate relevance, reas 440 the minimum degree of membership to calculate redundancy, 441 and pr as the percentage of allowed redundancy. Thus, the 442 relevance of a potential cluster can be calculated as the num-443 ber of segments belonging to it with a membership degree 444 of at least m, and two given clusters will be redundant (and 445 hence incompatible) if a proportion greater than pr of the 446 segments belong to both clusters with at least degree re.The 447 steps of the algorithm are as follows:
448
-Define the set of potential clusters by building a grid 449 on the space of segment features F, K ={ y i : i = 450 1,...,k}⊂F; then, each of the vertices of such grid 451 will be the centroid of a potential cluster.
452
-Calculate each centroid's relevance, r i , as the number of 453 elements that belong to the ith cluster with a membership 454 degree of at least m,fori = 1,...,k.
455
-Select the most relevant cluster, i.e., i ′′ = arg max{r l : l = 1,...,k}.
470
-I f y i ′ < y i ′′ then interchange them, i.e., , since the 471 edges should be those with greater norm in F. 472 We can see the whole approach in Fig. 8 .
473
Let us now study the computational complexity of each 
487
The fourth step, which consists of calculating the sets of 488 common segments between the i 1 cluster and the others, 489 requires O(k · s) in time. In short, the complexity of the 490 entire algorithm is in the order O(k · s). Let us study the 491 meaning of this: k depends on the number of characteristics 492 to be taken into account, and the size we assign to the grid, if 493 for example 5 characteristics are being studied and for each 494 of them a grid of 10 steps is considered, there will be a total 495 of k = 10 5 potential clusters, in general if n is the num-496 ber of steps and f the number of characteristics, it will be 497 k = n f . Finally, s can vary greatly, depending on both the 498 image being studied and the algorithm previously selected to 499 obtain the segments. For evaluating the performance of our fuzzy cluster of seg-502 ments (FCS) algorithm, we have used the image set provided 503 by the computer vision and pattern recognition group of the 504 University of South Florida (USF) that is presented in Heath 505 et al. (1997) (and can be downloaded from University 2017). 506 This set consists in 60 images between objects and aerial 507 images, and it is been specially created for comparison in 508 edge detection. Due to the nature of the USF dataset-having 509 three different pixel categories-and in order to compute pre-510 cision and recall measures, the "non-relevant" pixels were 511 ignored in the matching process. Then, it did not matter 512 whether the edge detector detected an edge in a non-relevant 513 area. Doing it this way, these non-relevant areas would not 514 affect precision and recall measures. Then, we compared our 515 FCS algorithm to other five high standard edge detection 516 algorithms by means of the matching technique proposed by 517 Estrada and Jepson (2009) . This works by means of a cir-518 cular window ξ that is centered in the pixel that is being 519 compared. In this case, the parameter employed for circular 520 distance was ξ = 5, following these authors advice. Preci-521 sion, recall, and F-measure were employed by these authors 522 to evaluate the quality of the comparatives. These measures 523 have been commonly used for edge detection comparisons 524 (see for example Perfilieva et al. 2016) . Precision measures 525 the rate of edges selected by the algorithm that match to the 526 edges in the human sketches belonging to the ground truth. 527 Recall computes the rate of edges detected by the human-528 ground truth-that are detected by the algorithms output as 529 well. Let C human be the set of edges detected by the human, 530 then: In Table 1 we can see the comparative results for the best 539 fixed parameter values found. Therefore, the computational 540 experiments were executed over the 60 images belonging to 541 the USF dataset (University 2017). Firstly, the dataset was 542 shortened by name, and then the 35 images placed in the 543 middle-from "131" to "cone"-were used as the training 544 set; meanwhile, the other 25 images were used as the test 545 set-from "101" to "130" and from "egg" to "woods." For 546 each edge detector were considered different parameters and 547 procedures. All of them were applied in two different versions 548 (all but Gravitation's and F 1 -transform's), with a Gaussian 549 smooth filter (σ s = 1) and without it (σ s = 0): 550 1. Canny algorithm The "sigma of Canny" parameter 551 (σ Canny ) was applied. This is the Gaussian filter that 552 works in the convolution of Canny's and produces even 553 smoother edges. In our algorithm, the higher the param-554 eter is, the less amount of edge segments are selected. 555 Different values were explored for that parameter: 0.5, 556 1, 2, and 4. After that, the well-known non-maximum 557 suppression for the "thinning" process was applied. For 558 the scaling step, the double threshold called "Hysteresis" 559 was applied (Canny 1986 (2010) . This method does not perform any of the 575 other processes of the image needed to obtain binary 576 edges, e.g., smoothing, binarization. Unluckily, we could 577 not use this algorithm to generate any edges when we 578 applied previous smoothing, then it only worked in the 579 non-smoothed version. Different triangular t-norms were 580 employed following the approach of López-Molina et al. 581 significantly better than the other five algorithms on the USF 634 image dataset. Only Canny's performance can be considered 635 close to ours. Even if FCS performance seems good enough, 636 we believe that there is enough room for improvement. One 637 reason for supporting this idea is that for the construction of 638 the edge segments it is possible to collect other characteris-639 tics specially designed to compute a certain visual task. For 640 instance, building other features related to the shape of the 641 segment or even its position could be useful for edge detec-642 tion. Another interesting aspect for improving this research 643 would be to contemplate more than two possible clusters to 644 perform the fuzzy clustering. This seems like a complex line 645 that could lead to future research. Following this idea, the 646 output of the comparatives would not be unique, allowing to 647 establish diffuse hierarchies or partitions, similar to the ones 648 that arise in Guada et al. (2016) and Gómez et al. (2015a, b) . 649 Finally, we would like to point out that building other 650 comparatives more suitable for the edge segments would 651 be a good recommendation for the future evolution of this 652 research line about edge segments. However, in order to con-653 struct this new kind of comparative based on segments, it 654 seems that adapting the current human ground truth into a 655 modified version of it would be necessary to. We believe that 656 this could lead to an interesting future research line about 657 edge segments, and maybe this could be done as well in a 658 supervised approach. 9 659 It has been strongly helpful for the conducting of this 660 research the code created by Kermit Research Unit (The Ker-661 mit 2017). 10 662 using F-transform.In: 11th international conference on intelligent systems design and applications. IEEE, pp 672-677
