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FACTORISATIONS COURTES DANS UN GROUPE FINI* 
Receibcd 27 October 1988 
Let G he a finite group and ICY S bc a generating subset or G. WC give upper bawds fur the 
minlmurrl lrnglh or a scqucnce of elements of S whose product is a given element. OUI- bound< 
arc reached. 
Introduction 
L’existence de factorisations courtes d’Clkments d’un groupe fini est like i une 
certaine dkcomposition d’un graphe de Cayley. Ccttc dkomposition est valable 
pour une classe plus g&Crale de graphes, notamment ceux dont le groupe d’auto- 
morphismes agit transitivement sur l’ensemble des sommels. 
Aprks un rappel de notions Clkmentaires relatives aux graphes, nous dkfinissons 
les atomes positifs. Nous donnons une nouvelle dCmonstration courts du fait que 
deux atornrs positifs distincts sont disjoints. Cette propriCtC est essentielle pour la 
decomposition ci-dessus mentionnke. Nous prksentons ensuite une synthhse des 
rPsultats utilisks pour la dkmonstration de l’existence de factorisations courtes. 
1. Graphes 
Nous rappelons dans cette section quelques dt-l’initions et propriGs PlCmentaires 
des graphcs pour la commoditk de lecteurs peu familiers avec ces notions. 
Soient I/ et E deux ensembles, u et f deux applications de E vers V. On dit que 
X= (If, E, o, 1) est LIII graphc. Les klkments de E seront appeles arcs de X, ceux de 
Vseront appelks sommets de X. Soit e un arc de X. On dit que o(e) (respectivement 
t(e)) est l’origine (respectivemcnt terminus) de e. 
GCn&alement on reprkscnte ies sommets par des points. Un al-c est alors represent6 
par une flPche reliant son origine j son terminus. 
LJn arc e tel quc o(e) = t(e) est appelC unc boucle. C)eux arcs e et e’ tels que 
o(e) = o(e’) et r(e) =r(e’) seront dits paraMes. Un graphe saris boucles ni arcs 
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parallbles est dit simple. Un graphe simple peut etre defini par un couple (V,E), off 
V est un ensemble t EC  V× V\{(x ,x ) :x~ V}. 
Soient X un graphe et x un sommet de X. On pose 
m+(x)={e~E:o(e)=x},  co (x )={e~E: t (e ) -x} .  
Le demi-degr6 exterieur (respectivement i 6rieur) d 'un  sommet x est par d6finition 
d+(x)-!m+(x)] (respectivement d (x) - !co (x)]). 
Soit A C V(X), on pose 
N~(A) - {xe V(X) -A :  3eeE(X) ,  o(e)eA et t(e)=x}, 
N (A)={xe V(X) -A :  3eeE(X) ,  t(e)eA et o(e)=x}. 
On 6crira N+(x) au lieu de N+({x}), et de meme pour N (x). 
Soit X un graphe simple. Alors d~(x)= ]N+(x)] et d (x)= iN (x)]. 
Soit X = ( V, E, o, t) un graphe. Le graphe inverse de X est par definit ion le graphe 
X 1_ (V, E, t, o). C'est le graphe obtenu en renversant les orientations de tous les 
arcs de X. 
Soient X un graphe, x et y deux sommets de X. So i t /~-  [et,e2 . . . . .  e~] une suite 
d'arcs tels que 
(1) o(eL)=x et t(ek)=y, 
(2) Vi, l <_i<_k 1, t(ei)-o(ei~ l). 
On dit que # est un chemin reliant x a y. On admet un chemin vide reliant x h x. 
Un therein tel que Vi, j, o(ei)=o(e/) = i=j est appele un chemin 616mentaire. 
De tout chemin reliant x ~ y, on peut extraire un chemin 61ementaire liant x ~ y. 
Un graphe off deux sommets quelconques sont relies par un chemin est dit forte- 
ment connexe. 
Soient X = (V, E, o, t) un graphe et A C V. Le sous-graphe de X induit par A est 
par definit ion X[A] = (A, F, o/F, t/F), off 
F= {ecE: o(e)eA et t(e)eA}. 
La relation "I1 existe un chemin de X reliant x ~t y et un chemin reliant y ~x"  
sera designee par x(~y. 
est une relation d'equivalence sur V. 
Une classe d'equivalence pour cette relation est appelee une composante forte- 
merit connexe de X. 
Soit Cune  composante fortement connexe de X. Alors X[C] est un graphe 
fortement connexe. 
Un graphe est fortement connexe si et seulement si il possbde une unique com- 
posante fortement connexe. 
Soit X un graphe. Alors X i possede les memes composantes fortement connexes 
que X. 
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Tousles graphes consid&#s gt partir de maintenant seront suppos#s imples et 
finis. 
Une pattie propre B de V(X) est appel6e un puits (respectivement une source) si 
N+ (B) = 0 (respectivement N-  (B) = 0). 
Soit X un graphe qui n'est pas fortement connexe. Alors il existe deux com- 
posantes fortement connexes distinctes dont l 'une est une source et l 'autre un puits. 
Un graphe X est fortement connexe si et seulement si pour toute partie propre A 
de V(X), N+(A)-~O. 
Soient X un graphe, x et y deux sommets de X,/~ et ~'  deux chemins reliant x 
y. On dit que/1 et ~'  sont int6rieurement disjoints si V(/I)A V(/~') = {x, y}, o/1 V(~) 
d6signe l'ensemble des sommets de/~. 
Soient X un graphe, x et y deux sommets de X. On dit qu 'un sous-ensemble T 
de V(X) - {x, y} s6pare y de x si X[V-  T] ne contient aucun chemin reliant x fi y. 
Autrement dit tout chemin reliant x ~t y passe par un sommet de T. Une condition 
n6cessaire t suffisante pour l'existence d 'un tel Test  que yCN+(x) (par abus de 
language on dira que (x, y) n'est pas un arc de X). Plaqons nous dans ce dernier cas. 
La connectivit6 entre x et y est par d6finition 
K(X, y) = Min(I T]: T s~pare y de x). 
Le nombre maximum de chemins de x vers y deux h deux int6rieurement disjoints 
sera not6 v(x, y). 
Supposons que (x, y) no soit pas un arc de X. On voit facilement que r(x, y ) _  
K(x,y). L'in6galit6 inverse est moins 6vidente. Elle est l 'object du th6orbme ci- 
dessous. 
Th6or~me 1.1 (Menger 1927). Soient x et y deux sornmets d'un graphe X tels que 
y o{ N+ (x). Alors T(x, y) = rc(x, y). 
Le thdorbme de Menger entra~ne trbs simplement le thdorbme de Ford-Fulkerson 
sur le flot maximum. On trouve une courte preuve du thdorbme de Menger dans [8]. 
Le graphe complet symdtrique d'ordre nest  un graphe X tel que IV(X)] =net  
E (X)= {(x, y): x~y et x, ye  V(X)}. 
Soit X un graphe fortement connexe et TC V(X); on dit que T est un ensemble 
de sdparation de X si X-  T=X[V-  T] n'est pas fortement connexe. II est clair que 
le graphe sym6trique complet n 'a  pas d'ensemble de sdparation. La forte connectivit6 
d 'un graphe X est 
K(X)= ~] V(X) ] -  1, si X est sym6trique complet, 
(Min{]T]: Test un ensemble de s6paration de X},  autrement. 
K(X) est donc le nombre minimum de sommets qu'il faut supprimer pour rendre 
le graphe non fortement connexe si Xn 'es t  pas sym6trique complet. Dans ce cas on a 
K(X) = Min{~c(x, y): x, y c V(X), x 4:y et (x, y) ~ E(X)}. 
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Les deux resultats suivants se deduisent facilement de Theorbme 1.1 et sont 
appeles theorbmes de Menger. 
Theor~me 1.2 (Menger). Un graphe X esl Jortement k-connexe si et seulement si 
Vx, ye  V(G), x:/:y, r(x,.v)_>k. 
Theor+me 1.3 (Menger). Soienl X un graphe Jortement k-connexe, A el BC V(X) 
tels que IA],IB[ >_k. AIors il existe k chemins deux ~ deux diejoints reliant A a B. 
2. Alomes d'un graphe 
Les atomes ont ere utilises dans le cas non oriente pour I'etude de la connectivite 
par Watkins [10] et Mader [6] independamment (1970). Les definitions dans le cas 
oriente ont ere posees par Chaty [1]. 
Soient X un graphe, T un ensemble de separation de X tel que IT ' - to (X)  et 
H=X-7- .  Puisque H n'est pas fortement connexe, il possbde des puits et des 
sources. 
Un puits P (respectivement une source) de H est appele un fragment posil i f  
(respectivement dgatif) de X. 
On a NH(P)=0 et NH(S)--O, et p:;e V -  T, S:# V-  T. 
Notons qu'on n'admet V -  7" ni comme source ni comme puits. 
I1 resulte clue N; , (P ) -T .  Puisque PUN+(P)CPUTwV,  Nx(P)  est done un 
ensemble de separation. Puisque T est un ensemble de separation de cardinal 
minimal, on a forcement N; . (P ) -T .  De m~me Nx(S) -T .  
D'habitude on definit les fragments par cette dernihre propriet4 comme suit: On 
dit que F est un fragment positif (respectivement egatif) de X si 
(i) IN * (F)] - /c(X)  (respectivement IN (F)] = K(X)), 
(ii) FU N+(F) :/: V(X) (respectivement FUN (F) :/: V(X)). 
Notons qu'un graphe symetrique complet n'a pas de fragments. 
Lemme 2.1. F est un fragment posit i f  de X si et seulement si F est an fragment 
nSgatif de X 1. 
Si F est un fragment positif (respectivement egatif) de X, on note F= 
V-  (FUN+(F)) (respectivement F= V-  (FUN (F))). 
Notons que (F,N+(F),F) est une partition de V(X). 
Lemme 2.2 [2]. Si F est un fragment posit if  de X, alors F est un fragment n~gatif. 
En outre on a N (F ) -  N+(F) et (F) F. 
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D~monstration. Soit xeN- (F )AF ,  3yeFte l  que (x, y) eE(X) .  Donc yeN+(F) ,  ce 
qui est absurde. On en d6duit N-(F )CN÷(F) .  Par ailleurs /vest une source de 
X[V-N- (F ) ] ,  d'ofi N - (F )  est un ensemble de s@aration. Le fait que IN+(F)I = 
K(X) entraine que N+(F)= N (F). Ceci suffit pour montrer que F est un fragment 
n6gatif. 
Un fragment positif (respectivement 6gatif) A tel qu'il n'existe aucun autre 
fragment positif ou n6gatif de cardinalit6 < ]A I est appel6 un atome positif  (respec- 
tivement n@atif). 
Remarque. Un graphe poss6de toujours un atome qui peut ~tre positif ou n6gatif. 
Certains graphes poss6dent plusieurs atomes positifs sans poss6der d'atomes n6ga- 
tifs. D'autres graphes poss6dent des atomes positifs et des atomes n6gatifs/~ la lois. 
Lemme 2.3. Soit X un graphe et A un atome positif de X. Alors X[A] est fortement 
connexe. 
D~monstration. Soit H= X[A]. Supposons que H ne soit pas fortement connexe et 
soit Pun  puits de H. On a Nf( (P)NA =0. D'ofi + + N~(P)CNf((A) .  Ceci suffit pour 
montrer que Pest  un fragment positif de X, ce qui contredit la ddfinition d'un 
atome. 
Lemme 2.4. X possbde un atome positif de cardinal 1, si et seulement si K(X) = 
Min(d+(x): x e V(X)). 
Proposition 2.5 [2]. Soient X=(V,E) un graphe fortement connexe, A un atome 
positif  et Fun  fragment positif tels que A n F--l= O. Alors A C F. En particulier deux 
atomes positifs distincts ont disjoints. 
D~monstration. Posons T=N+(A) et S=N+(F) (Fig. 1). N+(ANF)  s6pare A AF  
I IR5 I I 
a l  I I I 
I R, I~  z I Ra I 
TI I I I 
[ { R4 1 ] 
A[ [ ] I 
F S 
Fig. 1. 
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de A. Donc IN+(ANF)]>_K(X). Par suite 
IR,I ÷ IR21 + IRal-> ]N+(A OF)I _>•(X) --]Rll + IR2I + IR3i. 
D'ofl IR4[ _> [R3I. Maintenant 
l iv- .a I = livnAI ÷ IgBI--< IFnAI + IR4i < IAI. 
Donc Ff"IA :/:0, sinon on aurait un fragment i v de cardinal < ]A]. Mais N (A @F) 
separe ANF de A. D'ofl 
IRsI ÷ IR2I + IR3[ >-!N (A nF) l  >_ IRsi ÷ IR2I ÷ iR41. 
D'ou LR31-> IR41. Donc IR31 = IR41. Par suite 
IN~(A n F)] _< IR, I+ IR21 + IR4[- !R,]+ IR21 + IR31- ~(X). 
Donc IN+(ANF)I=K(X). 11 resulte que ANF est un fragment positif. D'ofi 
A ffl F = A. [S 
La demonstration ci-dessus est plus simple que celle donnee dans [2]. Ce resultat 
darts le cas d 'un graphe symetrique quivaut ~t un theorbme de Mader [6]. Le fair 
que deux atomes distincts sont disjoints a ere demontre dans le cas d 'un graphe 
symetrique par Watkins [10]. 
3. Atomes d'un graphe sommet-transitif 
Les graphes consideres ici sont supposes simples. L ' isomorphisme ntre deux 
graphes peut donc etre defini de la maniere suivante: Soient X, Y deux graphes el 
f :  V(X)-~ V(Y). On dit que f est un isomorphisme de X sur Y si f est bijective et 
si en outre on a 
Vx, yeV(X) ,  (x , .v)eE(X)  ~ ( f (x ) , f (y ) )eE(Y) .  
Le groupe d'automorphismes de X se note Aut(X).  
On dit que X est sommet-transitif lorsque le groupe d'automorphismes de X opbre 
transitivement sur l 'ensemble des sommets. 
Proposition 3.1 [2]. Soient X un graphe somrnet-transitif et A un atome positif de 
X. AIors X[A] est un graphe sommet-transitif. Si B est un autre atome positif de 
X, alors X[B] est isornorphe ~ X[A]. En outre les atomes positifs de X forment une 
partition de V(X). 
Dimonstration. Soient x et y deux sommets de X[A]. I1 existe un automorphisme 
f de X tel que f (x )=y .  Puisque f (A )NA 4=0 on a f (A )=A.  Ceci suffit fi montrer 
que f /A  est un automorphisme de X[A]. 
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Soient xeA et yeB.  3f~Aut (X)  tel que f (x )=y.  Puisque f (A)NB~:O. On a 
f (A )  =B. Ceci suffit h montrer que f /A  est un isomorphisme de X[A] sur X[B]. 
Pour montrer que les atomes positifs de X forment une partition de V(X), il suffit 
de voir que Vxe  V(X), il existe un atome positif de X contenant x, car les atomes 
positifs sont deux & deux disjoints. Soit x • X et a e A, 3 fe  Aut X, tel que f(a) = x, 
&off xef (A)  qui est manifestement un atome positif de X. 
Ce fesultat a 6t6 d6montr6 dans le cas d 'un graphe sym6trique par Watkins [10]. 
[] 
Proposition 3.2 [4]. Soit X un graphe sommet-transitif et A un atome positif de X. 
Alors IAI _< K(X). 
D~monstration. Consid6rons le graphe Y obtenu de X en supprimant tousles arcs 
int6rieurs aux atomes positifs. Soient x et y deux sommets de X. I1 existe deux 
atomes positifs A et B tels que xeA et yeB.  Mais X[A] et X[B] sont isomorphes, 
d'ofl dxtA](X)=d;,w](y). I1 r6sulte que 
d~ (x) = df((x) - d~[Al(X ) = dfc(y ) - dx[Bl(y) = d f  (y). 
De m~me on a df(x)= d~(y). Y est donc r6gulier. Soit m le nombre d'arcs de Y 
reliant A /a N+(A): 
m=r.  [Al<r • IN+(A)I =r .  K(X), 
off r=d+(Y).  D'ofl IAI<K(X). 
Proposition 3.3 [4]. Soit X un graphe sommet-transitif fortement connexe. Alors 
K(X) >_ [½d+(X)] + 1. 
D6monstration. Soit A un atome de X, que nous supposons positif quitte b, con- 
sid6rer X-1 qui est sommet transitif et de m~me connectivit6. 
Soit xeA,  on a N+(x)C(A -x )UN+(A) ,  d'ofl d+(x)<_2K(X) - 1. Donc K(X)>_ 
[½d+(X)]+ 1. [] 
Proposition 3.4 [4]. Soit X un graphe sommet-transitif anti-sym#trique fortement 
connexe. Alors 
K(X) >-- [~d+(X)l + 1. 
D~monstration. Les notations sont celles de la d6monstration de Proposit ion 3.3. 
D'aprbs Proposit ion 3.1, X[A] est r6gulier. D'ofi  d+(X[A])<~IAI, sinon on 
aurait un arc sym6trique. 
d+(x) < d+(X[A]) + K(X) < 1 IA[ + ~c(x). 
D'ofl  d+ (X) < 32 K(X ). D'ofl K(X)>_ [2d+(X)] + 1. [] 
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4. Diam6tre d'un graphe sommet-transitif 
Le diambtre d 'un graphe X est la distance maximale entre un couple de sommets. 
On la note 6(X) .  
~(X) = Max{dist(x, y): x, ye  V(X)}. 
Lemme 4.1 [3]. Soit X un graphe for tement  connexe rdgulier. Alors 
I V(X)I >- ~c(X)(d(X) - 3) + 2d+(X) + 2. 
D~monstralion. 
Cas 1 : 6(X)_> 3. Soient x et y deux sommets tels que dist(x, y) - ~5(X) - t. Posons 
t¢ (X) -k ,  il existe k chemins deux h deux int6rieurement disjoints (IAi) l<_ i<k 
reliant x ~ y. Chacun de ces chemins est de longueur _> t. 
Nous allons supposer en plus que Y.f I I V(/ti)l est minimal. Il r6sulte que 
[V( f~i)ON~(x) l=l  et Iv ( /~, )nN (y ) l= l ,  l<_i<_k. 
IN+(x) UN (y ) -U  v(tJ i)[>-2d~(X) - 2k. 
D'ofl 
Par suite 
I V(X)[ ~ IN ~ (x)U N (y ) -  U g(/~,)[ + ~] (I v (~ i ) [ -  2)+ 2. 
l<_i<~k 
!V (X) J>_2d+(X) -2k+k( t  t )+2>_2d~(X)+k( t -3 )+2.  
Cas 2: 6 (X) -2 .  Soient A un atome de X, xeA.  Nous supposerons A positif 
quitte a remplacer X par X J. On a clairement 
d+(x) <_ IAi - 1 + to(X) <_ ½(n - K(X)) - 1 + x (X) .  
D'ofl  n>_2d+(X) -K(X)+ 2, off n- IV (X) [ .  
Lemme 4.1 a 6t6 montr6 darts le cas sym6trique par Watkins [9]. Lemme 4.1 et 
les rdsultats sur la connectivitd es graphes sommet-transitifs permettent d'obtenir  
facilement les r6sultats suivants: 
Proposition 4.2 [3] Soient X un graphe sommet-transit i f  fo r tement  connexe tel que 
[ V(X)  I = n et d+(X)  - r. Alors 
n+ 1-2r+3[½r]  
,~(x) _< 
[½r] + 1 
Proposition 4.3 [3]. Soient X un graphe forternent connexe sornmet-transit i f  anti- 
symdtrique. AIors 
L n + l -2 r  + 3[~r]l 
d(X)< [~r ]+ l  " 
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5. Maille d'un graphe sommet-transitif 
Rappelons que la maille d 'un graphe X not6e g(X) est la cardinalit6 minimale 
d 'un circuit de X. 
Proposition 5.1 [3]. Soit X=(V,E)  un graphe sommet-transitif. Alors [V[>_ 
d+(X)(g(X)- 1)+ 1. En particulier g(X)<_ F IV]/d+(X)7. 
D~monstration. Supposons le contraire et soit X un contre-exemple de cardinal 
minimal. Posons d=d+(X), n=]V I et g=g(X). On a 
n<_d(g-1), &off g>_3. 
Supposons que X ne soit pas fortement connexe. Soit Cune  composante fortement 
connexe qui est un puits. On a d+(X)=d+(C). On v6rifie facilement que C est 
sommet-transitif. 
I vl > ICl >-d+(C)(g(C) - 1) + 1 >_d+(X)(g - 1) + 1, 
ce qui est absurde. 
X est donc fortement connexe. Soit A un atome de X. On peut le supposer positif, 
quitte ~ passer par X -a (qui a la m~me maille et le m~me degr6). Montrons que 
IAl:~ 1. 
Supposons I A] = 1. Alors K(X)=d+(X). Soient xe V, N+(x)NN (x)=0,  car 
g_>3. 
Par le th6orbme de Menger, il existed chemins (Pi), 1 _< i_< d deux b. deux disjoints 
reliant N+(x) ~ N-(x). Mais 
On a donc 
] V(pi) I _>g-2 .  
d 
n: lWl~l+ ~ IV(pi) l~l+d(g-l) ,  
i 1 
une contradiction. 
Donc [AI_>2. Mais X[A] est sommet-transitif. Soit r=d+(X[A]). Compte tenu 
de la minimalit6 de [VI, on a 
(1) [Al>_r(g(X[A])-l)+l>_r(g-1)+l. 
Soit xeA,  T=N+(A), B=N+(x)-A. 
Nous montrons les points suivants: 
(2) N--(x) - (A U T) :~ 0. 
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Supposons le contraire. N (x )UN+(x)CAUT.  Par suite 2d:d+(x)+d (x)<_ 
]AJ+K(X)<_2K(X),  ce qui contredit ]A]_>2 compte tenu de Lemme 2.4. Soit 
zeN (x ) -AUT.  
(3) Considerons le graphe D = X-  (T -  B) et soit b = IBI. K(D) >_ K(X) -- [T I + I BI = b. 
D'apres le theoreme de Menger, il existe donc b chemins deux h deux disjoints sauf 
en z, reliant B /~ z. Ces chemins ne peuvent pas rencontrer A, car ND(A ) = B. ll 
existe donc b chemins/q,  1 <_i<_b, deux/t deux disjoints reliant B/~ N (N (x) -A ) .  
Prenons ces chemins tels que Y.I?: i I V(/~i)[ soit minimal. 
On a donc N (x )NUi  v(/~i) =0.  On a donc 
b 
I V -A I  >- IX (x ) -A I  + E I V( . ; ) l .  
i I 
Mais [ V(/~i)[ >g-  2. 
Observons que 
]N+(x) -A[=d-d+(A)=d-d  (A )=IN  (x ) -A [ -b .  
Mais 
D 'ou  
[V -A lv IN  (x ) -A l+b(g-2)  
= IN+(x) - A I + b(g - 2) = b + b(g -  2) = b(g - 1). 
IV[>-IAl + ]V -  A l> r (g -  l )+ l + b(g -1)  
=(r+ b) (g -  l )+ l -d (g -1)+ l. 
6. Graphes de Cayley 
Soient Gun groupe, que nous supposerons fini et SCG-  1. Le graphe de Cayley 
defini par S est par definition 
L(G,S)=(G,E)  off E={(x ,y ) :x  lyeS} .  
On a 
N+ (x) - x .S -  {xs: s e S }. 
Soit Ya :x~ ax, a ~ G, une translation /t gauche. On a 
(x ,y )eE  ~* x lyeS  *-* (ax) l (ay )eS  ~ (ya(x), ya(y) )eE .  
Ceci suffit pour montrer que les translations/t gauche sont des automorphismes de 
L(G, S). En particulier L(G, S) est sommet-transitif. 
II resulte donc qu'i l  existe un atome de L(G,S)  contenant 1. 
Soit xe  G. Une factorisation de x suivant S est une suite {si: 1 <_i<_k} d'elements 
de S telle que x= Hl<i<_kS i ,  k est la longueur de la factorisation. 
Lemme 6.1. Soit Gun groupe, S Q G - 1 et x ~ G. Une factorisation de x - I ] l < i< k si 
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d~finit un chemin de longueur k de 1 ?l x et inversement tout chemin de 1 ~ x ddfinit 
une factorisation de x suivant S. 
D~monstration. Posons x0 = 1, xj= IIl<i<_jSi. Soit x= Hl<_i<_kSi . Puisque Xj+l = 
xjsj+ 1, (xj, xj+l) est un arc. Donc (Xo, Xl)(Xl,X2)...(Xk_I,Xk) est bien un chemin 
reliant 1 h x. 
Soit (1,Xl)(Xl,X2)...(Xk_I,Xk) un chemin reliant 1 h x. On a xi+l=xisi+l, of a 
k si+ l ~S,  X=Xk=(X~_I)Sk. Ceci entra~ne que x= l-Ii=l si. [] 
Lemme 6.2. L(G, S) est for tement  connexe si et seulement si S est un ensemble 
g(n(rateur de G. 
D~monstration. Supposons L(G,S)  fortement connexe et soit x6  G. Ii existe un 
chemin reliant 1 h x. D'of i  l 'existence d 'une factor isat ion X=SlS 2.. .sk, ofa s i~S,  
1 < i<k .  S est donc un ensemble g6n6rateur. 
Supposons que S soit un ensemble g6n6rateur. Soit x~ G. I1 existe une suite 
(ti)l <-i<_k, ti ~ SU S -1 telle que x = [I1 <_i<_k ti" 
S i t  i E S -  1, posons t i = s-1. Puisque G est suppos6 fini, il existe p tel que s p = 1. 
On a donc l i : s  -1 :S  p-1 
En changeant tous les t iES -1 par des expressions de la forme s p l, off seS ,  on 
obtient une factor isat ion de x suivant S. I1 suffit de remplacer x par x ~y pour 
compl6ter la d6monstrat ion.  [] 
Proposition 6.3. Soit A l 'atome de L(G, S) contenant 1. Alors A est sous groupe de 
G engendr( par S 0 A.  
D6monstration. Soient x, yeA.  On a xye  Yx(A), qui est un atome de m~me signe 
que A.  Mais x~ANyx(A) .  D'oO A = yx(A) et par suite xy~A.  
Le reste r6sulte du fait que A est fortement connexe. [] 
7. Factorisations courtes 
Proposition 7.1 [3]. Soient G un groupe f init  d'ordre n, SC  G. Alors il existe une 
factorisation de l'unitd de longueur < Fn/s], oft s= ]S I. 
D~monstrat ion.  Le r6sultat est 6vident si 1 ~ S. Supposons 1 ~S.  D'apr6s ce qui 
pr6c6de un circuit C de G d6finit une factor isat ion de 1 de m~me longueur que ICI. 
D'apr6s Proposi t ion 5.1, il existe un circuit de L(G, S) de longueur < Fn/s].  [] 
Exemple 1 [3]. Soient G = 7/n et S = { 1, 2 . . . . .  s}, s< ½n. On voit faci lement que toute 
factor isat ion de 0 est de longueur _> Fn/s]. Ceci montre que la borne de Proposi t ion 
7.1 (et de Propos i t ion 5.1) est la meil leure possible sans restriction sur Sou  sur G. 
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Proposit ion 7.2 [3]. Soient G un groupe d'ordre n, S C G - 1 un ensemble g~nOrateur 
de cardinal s. Soit  xe  G - 1. A lors  il existe une factor isat ion de x suivant S de 
longueur  
I n+ l -2s+ 3[½s]] 
-< [½sl + 1 " 
La d6monstration r6sulte de Proposit ion 4.2 et de Lemme 6.1. 
Exemple 2 [3]. Soient G Z,,, × Zq, q > 3, S Z,,, x {0, 1 } - (0, 0). On voit facilement 
que toute factorisation de (0, q 1) est de longueur _>q 1. 
Mais s=2m- l ,  n mq.  La borne deTh6orbme 7.2 est: 
mq+ 1 -2 (2m-  1)+ 312m-½] 
I + [2m-  3] m 
mq+ 3-4m + 3(m-  1) 
= =q-1 .  
Proposit ion 7.3 [3]. Soient Gun groupe d'ordre net  SC  G - 1 an ensemble gdn~ra- 
teur de cardinal s tel que S 0 S 1 = O. Soit x c G 1. A lors il existe une factor isat ion 
de x de longueur  
I n+ l -2s+3[~s] l  
La demonstration r6sulte de Proposit ion 4.3 et de Lemme 6.1. 
Exemple3 [3]. G=Z2q~L×Z .... S={1 . . . . .  q}×{0}UZ2q ~1 ×{1}, 1t7>2. 
On volt facilement que toute factorisation de (0, m-  1) a une longueur >_m-  1. 
Mais la borne de Th6orbme 7.2 (SNS i O) est m-  1. 
Addendum 
Bien aprbs la rddaction de cet article, nous nous sommes aper~u que nos mdthodes 
permettent de retrouver certains 6noncds de la th6orie additive combinatoire des 
hombres. C'est ainsi que le th6orbme de Cauchy-Davenport  peut ~tre obtenu 
partir de Proposit ion 2.5. 
Les cas G Z,, et G = Z,* de Proposit ion 7.1 avaient 6t6 ddmonstrds par Shepherd- 
son (1947), cf. J. London Math. Soc. 22 (1947) 85-88. Le cas ol) G est abdlien de 
Proposit ion 7.1 vient d'etre reddcouvert par Alon, cf. J. Number Theory 27 (1987) 
196-205. Nous avons rdussi ~t affiner nos mdthodes afin de montrer un nouveau 
th6orbme d'addit ion gdndralisant le th6orbme de Cauchy-Davenport ,  un thdorbme 
de Shepherdson et un thdorbme d'A lon.  Ces rdsultats seront publids ailleurs. 
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