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Point electrode problems in piecewise smooth plane domains
OTTO SEISKARI
Abstract. Conductivity equation is studied in piecewise smooth plane do-
mains and with measure-valued current patterns (Neumann boundary values).
This allows one to extend the recently introduced concept of bisweep data to
piecewise smooth domains, which yields a new partial data result for Caldero´n
inverse conductivity problem. It is also shown that bisweep data are (up to
a constant scaling factor) the Schwartz kernel of the relative Neumann-to-
Dirichlet map. A numerical method for reconstructing the supports of inclu-
sions from discrete bisweep data is also presented.
1. Introduction
In electrical impedance tomography (EIT) [36][2], the conductivity equation
(1.1) ∇ · (σ∇u) = 0 in D, ∂u
∂ν
= f on ∂D,
where D is a bounded domain in R2 or R3, is studied. A fundamental question, the
so-called Caldero´n inverse conductivity problem, is whether a measurable conduc-
tivity σ can be determined from the Neumann-to-Dirichlet map (current-to-voltage
map) Λσ : f 7→ u|∂D, or equivalently, its inverse, the Dirichlet-to-Neumann map
Λ−1σ . In the plane, D ⊂ R2, a positive answer was given by Astala and Pa¨iva¨rinta
[1] under the assumption that D has a connected complement and σ is essentially
bounded away from zero and infinity (see equation 1.3a below). This followed a
number of uniqueness proofs in case of more regular conductivities, e.g., [33][3].
The problem has also been extensively studied in dimensions n ≥ 3, see [36] and
the references therein.
The conductivity equation is typically studied with boundary currents f ∈
H−1/2(∂D), but from a certain point of view it is also natural to consider more sin-
gular distributional values, in particular, various point distributions on the bound-
ary of the object. The approach is inspired by the concept of point electrodes [17],
which can be used as an alternative approximate physics model in place of the so-
called continuum forward model, the basis of many theoretical results and numerical
methods in EIT. Another commonly used framework is the complete electrode model
(CEM), which is highly realistic but its theoretical properties remain less studied
[6][2].
We study measurements of the form
(1.2) w(x, y, p, q) = 〈δx − δy, (Λσ − Λ1)(δp − δq)〉,
Key words and phrases. Neumann-to-Dirichlet map, conductivity equation, Caldero´n problem,
point measurements, conformal map, piecewise smooth domain, (bi)sweep data, partial data.
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2 OTTO SEISKARI
where Λ1 is the Neumann-to-Dirichlet map for Laplace equation in D. In domains
with a smooth boundary ∂D, this type of distributional measurements can be tan-
gled using the techniques from [29] (cf. [18]). This paper presents an alternative
approach, based on [27], that is also applicable in piecewise smooth domains. It
appears that the point measurements w are well-defined provided that
C ≥ σ ≥ c > 0 a.e. in D,(1.3a)
supp(1− σ) ⊂⊂ D.(1.3b)
Thus, in addition to being bounded, σ is assumed to be homogeneous near the
boundary ∂D.
In dimension n = 2, there are recent results considering Caldero´n problem with
partial data; is it possible to recover σ from partial knowledge of Λσ (or Λ
−1
σ )?
It was shown by Imanuvilov, Uhlmann, and Yamamoto [25] that if σ is, a priori,
known to have smoothness of class C 4,α, α > 0 (this assumption is relaxed in [23]),
then it can be recovered from the knowledge of {(v, (Λ−1σ v)|E) : supp v ⊂ E} for
any (relatively) open subset E of a piecewise smooth boundary ∂D. A similar result
for the Neumann-to-Dirichlet map Λσ and conductivities σ ∈ W 3,p(D), p > 2 in
smooth domains D is formulated in [24].
In this paper, we show that if the global smoothness assumptions in [25][23][24]
are exchanged for another, arguably unwanted, restriction (1.3b), a measurable
conductivity σ is uniquely determined by various types of partial data. In particular,
a result in [21] is generalized by showing that σ is recovered from the knowledge
of w(x, y, p, q), x, y ∈ Γ, p, q ∈ Ξ for arbitrary countably infinite Γ,Ξ ⊂ ∂D. In
addition, σ can be recovered from measurements of the type (Λσf)|W , supp f ⊂ V ,
where V,W 6= ∅ are arbitrary, possibly disjoint, relatively open subsets of ∂D.
Many numerical reconstruction methods in EIT are easiest to apply if D = B is
the unit disk. Together with numerical conformal mappings, the concept of bisweep
data [21], ςσ(x, y) := w(x, y, x, y), offers means of using any such reconstruction
algorithm in other piecewise smooth, simply connected plane domains. In Section 4,
we formulate a method for applying unit-disk-based reconstruction algorithms in
other domains, and demonstrate it with the factorization method [4].
The main results of this article are outlined in the next section and proven in
Section 3. For completeness, auxiliary theorems about conformal maps are given in
an appendix.
2. Setting and main results
Definition 2.1 (Piecewise smooth domain). Let D ⊂ R2 be a bounded, simply
connected Lipschitz domain with a simple boundary ∂D consisting of a finite number
m of C 1,α smooth arcs (for some 0 < α ≤ 1). We call such D a piecewise C 1,α
smooth plane domain.
Throughout this paper, the symbol D is used to denote an arbitrary piecewise
C 1,α smooth domain, which is also identified with the corresponding subset of C
when necessary. Notice that, as a Lipschitz domain, D cannot have any cusps,
and the surface (Lebesgue) measure s is well-defined. The symbol ν is used for
the outward unit normal vector of ∂D, which is defined s-almost everywhere (cf.,
e.g., [14, §1.5]). Sobolev and Lebesgue spaces in D (resp., on ∂D) are defined with
respect to the Lebesgue measure in R2 (resp., s).
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Let σ ∈ L∞(D) satisfy (1.3), which is also assumed in what follows. For any
f ∈ H−1/2 (∂D), let uf ∈ H1(D)/R denote the unique1 solution to the weak form
of (1.1) [1][2]:
(2.1)
∫
D
σ∇uf · ∇v dx = 〈f, γv〉 for all v ∈ H1(D)/R,
where γ : H1(D)/R→ H1/2(∂D)/R is the continuous Dirichlet trace operator (see
[34, §2.5.4]). Neumann-to-Dirichlet map is the bounded and self-dual operator Λσ :
H
−1/2
 (∂D) → H1/2(∂D)/R defined by f 7→ γuf . We also study the background
Neumann-to-Dirichlet map, Λ1 : H
−1/2
 (∂D) → H1/2(∂D)/R, f 7→ γuf1, where
uf
1
∈ H1(D)/R is the unique solution to (2.1) with σ ≡ 1, i.e., Laplace equation
with Neumann boundary value f .
By C ′(∂D), we denote the Banach space of all finite, real, signed Borel measures
supported in ∂D, equipped with the total variation norm (cf. [27]). It is the dual
space of C (∂D) [10, Chapter IV, Theorem 6.2]. The subspace of measures µ ∈
C ′(∂D) such that µ(∂D) = 0 is denoted C ′(∂D) and it can be identified with the
dual of C (∂D)/R, the space of continuous functions on ∂D defined up to a constant,
which is complete and can be supplied with the norm (cf. [34, §1.1.7])
‖f‖C (∂D)/R = inf
g∈f
‖g‖C (∂D) = inf
C∈R
sup
x∈∂D
|f(x) + C|.
The functions in C(∂D) = {f ∈ C (∂D) :
∫
∂D
f ds = 0} are dense in the
weak* topology of C ′(∂D), that is, for any µ ∈ C ′(∂D), there exists a sequence
{µj} ⊂ C(∂D) such that (cf. Lemma 3.14)∫
∂D
fµj ds→
∫
∂D
f dµ for all f ∈ C (∂D)/R,
which is denoted µj
w∗−−→ µ.
Let µ ∈ C ′(∂D). As a generalization2 of the conductivity equation for measure-
valued boundary currents, the weak Neumann problem of finding a function uµ ∈
W 1,1(D)/R = {{u+ C : C ∈ R} : u, |∇u| ∈ L1(D)} such that
(2.2)
∫
D
σ∇uµ · ∇ϕdx =
∫
∂D
ϕdµ for all ϕ ∈ C∞(D)
is studied. The corresponding background problem is
(2.3)
∫
D
∇uµ
1
· ∇ϕdx =
∫
∂D
ϕdµ for all ϕ ∈ C∞(D),
1Unique up to an addition of a constant, that is, in H1(D)/R := {{u + C : C ∈ R} : u ∈
H1(D)} (cf. [34, §1.1.7][30, §1.1.13]). The solution exists if and only if the Neumann boundary
value has zero mean, that is, f ∈ H−1/2 (∂D) := {g ∈ H−1/2(∂D) : 〈g, 1〉 = 0}, which is the dual
space of H1/2(∂D)/R. The brackets denote dual evaluation. For the definition of H1/2(∂D), see,
e.g., [14][34], where this space is denoted W
1/2
2 (∂D).
2If µ ∈ H−1/2 (∂D) ∩ C ′(∂D), that is, µ ∈ C ′(∂D) and |
∫
∂D ϕ dµ| ≤ C‖ϕ‖H1/2(∂D)/R, in
which case µ can be identified with the continuous extension of ϕ 7→ ∫∂D ϕdµ to H−1/2 (∂D), the
definitions (2.1) and (2.2) coincide.
4 OTTO SEISKARI
and, as shown in Lemma 3.6, one representative of the background solution is given
by
(2.4) uµ
1
(x) =
∫
∂D
N(Φ(x),Φ(y)) dµ(y),
where N is the Neumann–Green function of the unit disk B:
(2.5) N(x, y) =
{
− 12pi
(
log |y − x|+ log
∣∣∣ y|y| − |y|x∣∣∣) if y 6= 0,
− 12pi log |x| if y = 0
and Φ : D → B is a conformal map.
The main results of this paper are connected to the following concept.
Theorem 2.1. There exists a unique, linear, and bounded operator, Λσ − Λ1 :
C ′(∂D)→ C (∂D)/R, called the relative Neumann-to-Dirichlet map, such that for
all µ, η ∈ C ′(∂D),
(2.6)
∫
∂D
[(Λσ − Λ1)µ] dη = Qσ(µ, η) :=
∫
D
(1− σ)∇uµ · ∇uη
1
dx.
The map is also self-dual in the sense that the bilinear form Qσ : C ′(∂D) ×
C ′(∂D)→ R is symmetric: Qσ(µ, η) = Qσ(η, µ). Furthermore,
(2.7) Qσ(µ, η) = lim
j→∞
〈ηj , (Λσ − Λ1)µj〉,
where {µj}, {ηj} ⊂ C(∂D) are any sequences such that µj w∗−−→ µ and ηj w∗−−→ η.
The function (Λσ −Λ1)µ is given by the Dirichlet trace γ(uµ − uµ1), where uµ −
uµ
1
∈ H1(D)/R (Lemma 3.10). Thus the restriction of Λσ − Λ1 to H−1/2 (∂D) ∩
C ′(∂D) coincides with the difference of Λσ and Λ1 as defined on page 3, which
justifies the notation. In smooth domains D, the definition (2.6) likewise coincides
with the continuous extension Λσ − Λ1 : H−s (∂D) → Hs(∂D)/R of the relative
map to distributional Sobolev spaces with s > 1/2 (Lemma 3.3). The continuity
of Λσ − Λ1 : C ′(∂D) → C (∂D)/R is proven with the aid of a factorization in
Theorem 3.8.
Definition 2.2. The function ςσ : ∂D × ∂D → R,
ςσ(x, y) = Qσ(δx − δy, δx − δy),
where δx : f 7→ f(x), is called the bisweep data of σ.
Bisweep data can be seen as a point electrode model of the following two-electrode
EIT measurement: the voltage required to maintain unit current between electrodes
at x and y is measured. The same measurement is then performed with a homo-
geneous reference object of shape D (i.e., σ = 1 in D). The difference between
these two measurements, as a function of the electrode positions, is modeled by the
bisweep data. See [17] and [15] for a rigorous treatment of this argument in smooth
domains.
Theorem 2.1 allows one to extend the partial data result [21] for Caldero´n prob-
lem to piecewise smooth plane domains:
Theorem 2.2. Let Γ ⊂ ∂D be countably infinite and σ satisfy (1.3). The knowledge
of ςσ on Γ× Γ uniquely determines σ.
This can be generalized as follows
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Theorem 2.3. Let Γ,Ξ be (possibly disjoint) countably infinite subsets of ∂D. The
knowledge of
(2.8) w(x, y, p, q) := Qσ(δx − δy, δp − δq)
for all x, y ∈ Γ, p, q ∈ Ξ uniquely determines σ.
The above also relates to the next corollary, which can alternatively be proven
directly using a unique continuation argument. (Cauchy data for Laplace’s equation
in some neighborhood of the boundary is always available on a certain part of ∂D.)
Corollary 2.4. Let V,W be (possibly disjoint) non-empty relatively open subsets
of ∂D and denote by C(V ) ⊂ C(∂D) (resp., C(W )) the continuous mean-free
functions supported in V (resp., W ). The knowledge of
{(f, g, 〈f,Λσg〉) : f ∈ C(V ), g ∈ C(W )} ,
uniquely determines any conductivity σ that satisfies (1.3). In other words, if 〈f,Λσg〉
= 〈f,Λσ˜g〉 for all f ∈ C(V ), g ∈ C(W ), then σ = σ˜ almost everywhere in D.
These results are based on the fact that, in the unit disk D = B, bisweep data
and its generalization in Theorem 2.3 are jointly analytic functions. Bisweep data
also comprise (up to a scaling factor) the Schwartz kernel of the relative Neumann-
to-Dirichlet map in the sense that
Theorem 2.5. For any µ, η ∈ C ′(∂D),∫
∂D
[(Λσ − Λ1)µ] dη = −1
2
∫∫
∂D×∂D
ςσ dµ× η,
and ςσ ∈ C α(∂D × ∂D) for some α > 0.
Many of these relations can be proven by generalizing the corresponding result
from the unit disk B (or some other smooth domain) to an arbitrary piecewise
smooth plane domain D using the fact that point current sources µ =
∑m
j=1 αjδxj
are moved naturally by conformal mappings (cf. [15]). In particular, bisweep data
provide a natural method of “transporting” relative Neumann-to-Dirichlet maps
between different domains. Namely, if σ˜ = σ ◦ Φ−1, where Φ is a conformal map
from D to the unit disk B, then
(2.9) ςσ(x, y) = ςσ˜(Φ(x),Φ(y))
for all x, y ∈ ∂D. Notice that, since ∂D is a Jordan curve, Φ extends to a homeomor-
phism between D and B. In fact, Φ is Ho¨lder continuous and its further smoothness
properties are determined by the smoothness of the arcs of ∂D and its vertex angles
(cf. [35, Ch. 3] and Theorem A.2).
3. Proofs of the results
It follows from Poincare´ inequality and the boundedness assumptions on σ that
the left hand side of (2.1) defines a bounded and coercive bilinear form in the Hilbert
space H1(D)/R. The right hand side is a continuous functional in (H1(D)/R)′ due
to the trace theorem [34, §2.5.4]. Hence the unique solvability of (2.1) and continuity
with respect to the data follows readily from Riesz representation theorem. (cf. [8,
Chapter VII, §1.2.2])
In case of (2.2) and (2.3) the above technique fails because the distributions
defined by the right hand sides are not generally bounded in (H1(D))′ (since
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C ′(∂D) * H−1/2(∂D)). To the best knowledge of the author, the distributional
theory studied by, e.g., Lions, Magenes, and Necˇas [29][34] is not directly applica-
ble either, due to the higher regularity requirements for the domain D.
This section shows an alternative approach, based on the work of Kra´l [27], for
solving these problems.
3.1. Weak Neumann problems. The fact that the weak background Neumann
problem (2.3) has a unique (harmonic) solution uµ
1
∈ C∞(D)/R such that |∇uµ
1
| ∈
L1(D) follows from [27] provided that certain geometric assumptions on D are
satisfied. It is stated in, e.g., [32] that piecewise C 1,α smoothness is sufficient.
Regarding the conductivity equation, there holds
Lemma 3.1. The weak conductivity equation (2.2) has a unique solution uµ ∈
W 1,1(D)/R, given by uµ = uµ
1
+ wµ, where wµ ∈ H1(D)/R satisfies
(3.1)
∫
D
σ∇wµ · ∇ϕdx =
∫
D
(1− σ)∇uµ
1
· ∇ϕdx for all ϕ ∈ H1(D)/R.
Proof. Due to Poincare´ inequality [34, §1.1.7] and the boundedness assumptions
in (1.3), the left hand side of (3.1) is bounded and coercive. The right hand side
defines a continuous functional ϕ 7→ ∫
D
(1−σ)∇uµ
1
·∇ϕdx in (H1(D)/R)′, for uµ
1
is
smooth in supp(1−σ). As a result, there exists a unique solution wµ. Furthermore,
C∞(D)/R is dense in H1(D)/R (cf. [30, §1.1.6]) so (3.1) is satisfied for all ϕ ∈
H1(D)/R if and only if it holds for all ϕ ∈ C∞(D)/R. It follows that uµ
1
+ wµ is
the unique solution to (2.2).
Notice that uµ
1
is also in L1(D)/R by [30, §1.1.11] and therefore uµ
1
, uµ ∈
W 1,1(D)/R. 
The following two lemmas state the relationship between the weak formulations
presented above and a distributional Sobolev space formulation based on trace
theorems, utilized in, e.g., [21].
Lemma 3.2. Let D be a C∞ smooth domain, µ ∈ C ′(∂D) arbitrary, and s < 1.
Then u1 = u
µ
1
solves (2.3) if and only if u1 ∈ Xs and
(3.2) ∆u1 = 0 in D, γ1u1 = µ on ∂D,
where γ1 : X
s → Hs−3/2(∂D) is the continuous extension of the normal derivative
in, e.g., the Banach space Xs = {u ∈ Hs(D)/R : ∆u ∈ L2(D)} equipped with the
graph norm (cf. [29, Chapter 2, Remark 7.2]).
Proof. Assume that u1 = u
µ
1
solves (2.3) and s ≤ −2. Clearly, ∆u1 = 0 in D.
According to [30, Theorem 1.1.6.2] (and its proof), there exists a sequence {uj} ⊂
C∞(D) that converges to (an arbitrary representative of) u1 w.r.t. the norm
‖v‖∗ := ‖v‖L1(D) + ‖|∇v|‖L1(D) + ‖∆v‖L2(D).
Due to Sobolev’s embedding theorem,
‖v‖H−2(D) = sup
‖ϕ‖
H20(D)
=1
∣∣∣∣∫
D
vϕdx
∣∣∣∣ ≤ sup‖ϕ‖
H20(D)
=1
‖v‖L1(D)‖ϕ‖C (D) ≤ C‖v‖L1(D)
and consequently, uj → u1 ∈ X−2, ∂uj∂ν → γ1u1 in H−7/2(∂D). For any ϕ ∈
C∞(∂D), let ϕ˜ be an arbitrary extension of ϕ to C∞(D). Then, by Green’s first
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identity,
〈γ1u1, ϕ〉 = lim
j→∞
〈∂uj∂ν , ϕ〉 = limj→∞
∫
∂D
∂uj
∂ν ϕds = limj→∞
∫
D
(∇uj · ∇ϕ˜+ ϕ˜∆uj) dx
=
∫
D
∇u1 · ∇ϕ˜dx =
∫
∂D
ϕdµ,
which means that γ1u1 = µ. Thus u1 solves (3.2).
Since the solution u˜1 to (3.2) with s ≤ −2 is unique, it follows that it can always
be identified with a function (equivalence class) u1 that satisfies (2.3). If u1 solves
(3.2) for −2 < s < 1, this also remains true for s ≤ −2. Furthermore, a unique
solution to (3.2) exists for any s < 1 (because C ′(∂D) ⊂ H−1/2−(∂D) for any
 > 0), which proves the general claim. 
In smooth domainsD, it is possible to extend the operator Λσ−Λ1 : H−1/2 (∂D)→
H1/2(∂D)/R (as defined on page 3) to a continuous mapping between the Sobolev
spaces H−s (∂D) and H
s(∂D)/R for any s ∈ R (cf. [18]). The next lemma shows
that the result coincides with the definition (2.6).
Lemma 3.3. Let D be a C∞ smooth domain and s > 1/2. Then
(3.3) 〈η, (Λσ − Λ1)µ〉 = Qσ(µ, η) = Qσ(η, µ)
where µ, η ∈ C ′(∂D) are arbitrary and Λσ − Λ1 : H−s (∂D)→ Hs(∂D)/R.
Proof. Fix an arbitrary s > 1/2 and let U ⊂⊂ D be such that supp(1− σ) ⊂⊂ U .
For any φ ∈ H−s (∂D), let uφ1 be the unique solution to (3.2) with boundary value
φ, which is clearly equivalent to definitions (2.1) and (2.3) for smooth φ. Moreover,
for any smooth functions φ, ϕ ∈ C∞ (∂D), the “Green’s formulas”
〈ϕ, (Λσ − Λ1)φ〉 =
∫
D
(1− σ)∇uφ
1
· ∇uϕ dx =
∫
D
(1− σ)∇uφ · ∇uϕ
1
dx
=
∫
U
(1− σ)∇(uφ
1
+ wφ) · ∇uϕ
1
dx
(3.4)
where wφ solves (3.1), follow readily from the definitions of Λσ, Λ1 on page 3 and
Lemma 3.1.
Due to standard elliptic regularity theory (cf., e.g., [18, Appendix]), the operator
φ 7→ uφ
1
|U : H−s (∂D) → H1(U)/R is continuous. The mapping uφ1|U 7→ wφ :
H1(U)/R → H1(D)/R is also bounded (see the proof of Theorem 3.8 for details).
Consequently, (3.4) is well-defined for any φ, ϕ ∈ H−s (∂D) and it yields the unique
continuous extension Λσ−Λ1 : H−s (∂D)→ Hs(∂D)/R. It follows from Lemma 3.2
that the extension satisfies (3.3) for any µ, η ∈ C ′(∂D) ⊂ H−s (∂D). 
In the next section, the formulas (2.2), (2.3) need to be considered with less
smooth test functions ϕ. The following lemma states that they remain valid as long
as ϕ is Lipschitz.
Lemma 3.4. If u = uµ solves (2.2) then (2.2) in fact holds for all ϕ ∈ C 0,1(D).
Proof. Since ϕ is Lipschitz continuous, there exists an extension ϕ˜ : Rd → R such
that ϕ˜|D = ϕ and ‖|∇ϕ˜|‖L∞(Rd) ≤ C (cf. [11, §5.8.2] and [31]). Let ϕ = h ∗ ϕ˜ ∈
C∞(Rd), where h ∈ C∞0 (B(0)) is a mollifier and ∗ denotes convolution [11, §C.4].
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Denote Dη = {x ∈ D : dist(x, ∂D) > η} (where η > ). Then∣∣∣∣∫
D
σ∇u · ∇ϕ dx−
∫
D
σ∇u · ∇ϕdx
∣∣∣∣ = ∣∣∣∣∫
D
σ∇u · (∇ϕ˜ −∇ϕ) dx
∣∣∣∣
≤ ‖σ‖L∞(D)
(
2C
∫
D\Dη
|∇u|dx+
∫
Dη
|∇u||∇ϕ−∇ϕ|dx
)
,
which can be made arbitrarily small by first choosing a suitable η > 0 and then
 < η, because ∇ϕ → ∇ϕ ∈ L2(Dη) and ∇u ∈ L2(Dη). On the other hand,∫
D
σ∇u · ∇ϕ dx =
∫
∂D
ϕ dµ
→0−−−→
∫
∂D
ϕdµ
due to the uniform continuity of ϕ. 
3.2. Conformally mapped Neumann problems. A key ingredient in the par-
tial data results in Theorems 2.2 and 2.3 is the ability to transform to an equivalent
problem in the unit disk. To this end, the next theorem describes how the solution
to the weak conductivity equation transforms under conformal mappings between
piecewise smooth domains.
Theorem 3.5. Let D,E be piecewise C 1,α smooth plane domains and Φ : D → E
a conformal map. If uµ solves (2.2), then u˜ = uµ ◦ Φ−1 solves
(3.5)
∫
E
σ˜∇u˜ · ∇ϕ˜dx =
∫
∂E
ϕ˜dµ˜ for all ϕ˜ ∈ C∞(E),
where
σ˜ = σ ◦ Φ−1, µ˜ ∈ C ′(∂E) : ϕ˜ 7→
∫
∂D
ϕ˜ ◦ Φ dµ.
Proof. Let us first study the case when Φ ∈ C 1(D) (i.e., Φ can be extended to
such a function). For any ϕ˜ ∈ C∞(E), let ϕ = ϕ˜ ◦ Φ. Then ϕ ∈ C 1(D) and, by
Lemma 3.4,∫
∂E
ϕ˜dµ˜ =
∫
∂D
ϕdµ =
∫
D
σ∇uµ · ∇ϕdx =
∫
E
σ˜∇u˜ · ∇ϕ˜dx,
where the last step follows from Lemma A.3.
Conversely, if u˜ solves (3.5), then it must hold that u˜ = uµ ◦ Φ−1, because the
solution to (3.5) is known to be unique (up to addition of a constant function).
Thus u˜ ◦ Φ solves (2.2).
Due to Theorem A.2, there exists, for some α′ > 0, piecewise C 1,α
′
smooth
domains D′, E′ and conformal maps ΦD1 ,Φ
D
2 ,Φ
E
1 ,Φ
E
2 ∈ C 1,α
′
such that
D
ΦD2 7 −→D′ Φ
D
17−→ B Φ
E
1 7 −→E′ Φ
E
27−→ E
and Φ = ΦE2 ◦ (ΦE1 )−1 ◦ ΦD1 ◦ (ΦD2 )−1. The claimed mapping property is known to
hold between any pair of consecutive domains in the above chain since either the
relevant conformal map or its inverse is smooth enough. This proves the general
claim. 
It follows immediately from the above theorem that uµ
1
= uµ˜
1
◦ Φ and wµ =
uµ − uµ
1
= wµ˜ ◦ Φ transform similarly. Also observe that point current sources are
not “deformed” by the transformation; if µ =
∑
j cjδxj , then µ˜ =
∑
j cjδΦ(xj).
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Lemma 3.6. Let Φ : D → B be a conformal map. The representation formula
(2.4) holds and, furthermore,
(3.6) ∇uµ
1
(x) =
∫
∂D
∇x (N(Φ(x),Φ(y))) dµ(y)
for any x ∈ D.
Proof. Let U ⊂⊂ B be arbitrary. The explicit representation (2.5) shows that
supx∈U,y∈∂B |N(x, y)|, supx∈U,y∈∂B |∇xN(x, y)| < ∞ and it is known that the op-
erator f 7→ u˜f
1
|U : H−s (∂B) → H1(U)/R, s ∈ R, where u˜f1 = uf1 solves (3.2) in
D = B, is bounded [18, Appendix]. It follows by a straightforward density argument
that
(3.7) 〈N(x, ·), f〉, x ∈ U,
defines a representative of u˜f
1
|U and 〈∇xN(x, ·), f〉, x ∈ U, defines ∇u˜f1|U . Since U
was arbitrary, the above expressions remain valid formulas for (a representative of)
u˜f
1
and ∇u˜f in the whole disk B.
The general claim for an arbitrary piecewise C 1,α smooth D now follows from
Lemma 3.2 and Theorem 3.5, since
uµ
1
= uµ˜
1
◦ Φ =
∫
∂B
N(Φ(·), y) dµ˜(y) =
∫
∂D
N(Φ(·),Φ(y)) dµ(y)
modulo constant functions. 
Remark 3.7. The representative given by (3.7) (for f ∈ C (∂B)) has zero mean on
the unit circle
∫
∂B
u˜f
1
ds = 0. Correspondingly, the representative given by (2.4)
(for any g ∈ C (∂D)) satisfies ∫
∂B
u˜g
1
◦ Φ−1 ds = 0,
and its mean does not generally vanish on ∂D. Thus N(Φ(·),Φ(·)) is not the usual
Neumann–Green function of D (cf., e.g., [4]), but induces a different normalization
criterion (“ground level”) for u1.
The rest of this section focuses on proving the claimed properties of Λσ − Λ1 in
Theorem 2.1.
Theorem 3.8 (Factorization). Let U ⊂⊂ D be an open set such that supp(1−σ) ⊂
U . Then for any µ, η ∈ C ′(∂D),
Qσ(µ, η) =
∫
U
(SGµ) · (Gη) dx,(3.8a)
=
∫
D
(1− σ)∇(Aη) · ∇((I + P )Aµ) dx,(3.8b)
where the operators
G : C ′(∂D)→ (L2(U))2, µ 7→ ∇uµ1|U ,
A : C ′(∂D)→ H1(U)/R, µ 7→ uµ1|U ,
P : H1(U)/R→ H1(D)/R, uµ
1
|U 7→ wµ,
and S : (L2(U))2 → (L2(U))2 are linear and bounded. In addition, G is continuous
between the weak* topology of C ′(∂D) and the strong topology of (L
2(U))2.
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Proof. The continuity of the (well-defined) operators G and A follow from Lem-
ma 3.6:
|(Aµ)(x)| =
∣∣∣∣∫
∂D
N(Φ(x),Φ(y)) dµ(y)
∣∣∣∣ ≤ sup
x˜∈Φ(U), y∈∂B
|N(x˜, y)| · ‖µ‖C ′(∂D),
which is finite, as seen from the explicit formula (2.5). Similarly, |(Gµ)(x)| =
|∇x(Aµ)(x)| ≤ C‖µ‖C ′(∂D). Furthermore, if µj
w∗−−→ µ, then (Gµj)(x) converges
pointwise for x ∈ U by (3.6) and
|(Gµj)(x)| ≤ sup
x∈U, y∈∂D
|∇xN(Φ(x),Φ(y))| · ‖µj‖C ′(∂D) ≤ C,
since since a weak* convergent sequence is strongly bounded. Therefore |(Gµj)(x)−
(Gµ)(x)|2 is uniformly bounded for x ∈ U and it follows from the dominated con-
vergence theorem that Gµj → Gµ in (L2(U))2.
Now consider the variational problem∫
D
σ∇w · ∇v dx = f(v) for all v ∈ H1(D)/R.
As in the proof of Lemma 3.1, for any f ∈ (H1(D)/R)′, there exists a unique
solution w ∈ H1(D)/R and the mapping T : (H1(D)/R)′ → H1(D)/R, f 7→ w is
continuous.
Set F : H1(U)/R→ (H1(D)/R)′, g 7→ (v 7→ ∫
U
(1−σ)∇g ·∇v dx) and P = TF :
H1(U)/R→ H1(D)/R, both of which are bounded. Then
wµ = T [v 7→ ∫
U
(1− σ)∇uµ
1
· ∇v dx] = TFuµ
1
|U = PAµ.
It follows from definition (2.6) and Lemma 3.1 that
Qσ(µ, η) =
∫
U
(1− σ)∇(uµ
1
+ wµ) · ∇uη
1
dx
=
∫
U
(1− σ)∇((I + P )Aµ) · ∇(Aη) dx.
Similarly, set F˜ : (L2(U))2 → (H1(D)/R)′, g 7→ (v 7→ ∫
U
(1−σ)g ·∇v dx), whence
wµ = T F˜∇uµ
1
|U = T F˜Gµ
and the factorization (3.8a) holds for S = (1− σ)(I +∇T F˜ ). 
Lemma 3.9. The bilinear form Qσ is symmetric.
Proof. Let Φ : D → B be a conformal map. Due to Theorem 3.5 and integration
by substitution (cf. equation A.1),
Qσ(µ, η) =
∫
D
(1− σ)∇uµ · ∇uη
1
dx =
∫
B
(1− σ˜)∇uµ˜ · ∇uη˜
1
dx
where σ˜ = σ ◦ Φ−1 and µ˜, η˜ are the weak Neumann boundary values of uµ ◦ Φ−1
and uη
1
◦ Φ−1, respectively. By Lemma 3.3, this equals∫
B
(1− σ˜)∇uµ˜
1
· ∇uη˜ dx =
∫
D
(1− σ)∇uµ
1
· ∇uη dx = Qσ(η, µ). 
So far, we have shown that Qσ is well-defined and bounded. However, it remains
to prove that, for each µ ∈ C ′(∂D), there exists a unique (Λσ − Λ1)µ ∈ C (∂D)/R
such that (2.6) is satisfied.
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Lemma 3.10 (Continuity of (Λσ −Λ1)µ). Let µ ∈ C ′(∂D) and wµ be as in (3.1).
Then (Λσ − Λ1)µ = γwµ ∈ C (∂D)/R.
Proof. Let Φ, µ˜, and σ˜ be as in Theorem 3.5. Since wµ˜ (as in equation 3.1 with
D = B and σ = σ˜), is harmonic near the boundary ∂B and satisfies a homogeneous
Neumann condition, wµ˜|
B\U ∈ C∞(B \ U)/R for some U ⊂⊂ B. By Theorem 3.5,
wµ = wµ˜ ◦ Φ where Φ ∈ C (D). Therefore the trace coincides with the pointwise
limit of a uniformly continuous function (equivalence class) wµ|
D\Φ−1(U) on the
boundary ∂D and γwµ ∈ C (∂D)/R.
For an arbitrary f ∈ C(∂D) ⊂ H−1/2 (∂D),∫
∂D
γwµf ds = 〈f, γwµ〉 =
∫
D
σ∇wµ · ∇uf dx
=
∫
D
(1− σ)∇uµ
1
· ∇uf dx = Qσ(f, µ) = Qσ(µ, f).
It now follows from Theorem 3.8 and the weak* density of C(∂D) in C ′(∂D) that
for any η ∈ C ′(∂D),∫
D
γwµ dη = lim
ηj
w∗−−→η
∫
D
γwµηj ds = lim
ηj
w∗−−→η
Qσ(µ, ηj) = Qσ(µ, η).
Evaluating
∫
∂D
[(Λσ−Λ1)µ] d(δx−δy) for all x, y ∈ ∂D also shows that (Λσ−Λ1)µ :
∂D → R is unique up to a constant. 
The continuity of Λσ − Λ1 : C ′(∂D) → C (∂D)/R, as well as (2.7), follow from
Theorem 3.8, Lemma 3.9, and the boundedness of weak* convergent sequences.
3.3. Bisweep data. It is known by Lemma 3.3 that, in the unit disk B, Defini-
tion 2.2 coincides with the definition of bisweep data in [21]. The identity (2.9)
follows directly from Theorem 3.5 and thus we are ready to state:
Proof of Theorem 2.2. Let Φ be a conformal map from D to the unit disk B and
Γ˜ = Φ(Γ). By [21, Corollary 2.3 & Remark 2.4], the knowledge of ς˜(x˜, y˜) for all
(x˜, y˜) ∈ Γ˜×Γ˜ determines the unit disk conductivity σ˜ and σ is recovered as σ˜◦Φ. 
The cornerstones of these results are the solvability of Caldero´n problem with
full data [1] and the analyticity of bisweep data, which is also proven in [21]. For
completeness, we will give a (slightly extended) proof of this fact, which will also be
utilized in the proofs of Theorems 2.3 and 2.5. Here the “interior domain” factor-
ization (3.8a) is utilized instead of the transmission-problem-based factorizations
of the Neumann-to-Dirichlet map in [15], [22], [21] and [18].
Theorem 3.11. Let D = B be the unit disk and δ(θ) := δ(cos θ,sin θ). The function
ω˜(θ1, θ2, θ3, θ4) = Qσ(δ(θ1)− δ(θ2), δ(θ3)− δ(θ4))
is (jointly) analytic in R4. Furthermore, it extends to a complex analytic function
in V 4 ⊂ C4, where V = {z ∈ C : |=z| < l} for some l > 0.
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Proof. Consider the function
g(x, θ, φ) := ∇uδ(θ)−δ(φ)
1
(x) = − 1
pi
<( ξx−eiθ|ξx−eiθ|2 − ξx−eiφ|ξx−eiφ|2)
=
(
ξx−eiθ
|ξx−eiθ|2 −
ξx−eiφ
|ξx−eiφ|2
)
=
1
2pi
[− 1
ξx−e−iθ −
1
ξx−eiθ +
1
ξx−e−iφ +
1
ξx−eiφ
i
ξx−e−iθ −
i
ξx−eiθ − iξx−e−iφ +
i
ξx−eiφ
]
,
(3.9)
where ξx = x1 + ix2. The ultimate step on the first line follows from a straightfor-
ward complexification of (3.6) in the case Φ = Id.
Let 0 < R < 1 be such that supp(1 − σ) ⊂⊂ U := BR(0). Set l = − 12 logR
and let V be as above. It is clear from the explicit representation (3.9) that each
component of g(x, ·, ·) extends to a holomorphic function of θ, φ ∈ V when x ∈ U .
In particular, there exists an m > 0 such that |ξx−eiθ| > m and |ξx−e−iθ| > m for
all θ ∈ V , x ∈ U . Hence the real and imaginary parts of g(·, θ, φ) are in (L2(U))2.
The real-valued operator S in (3.8a) can be naturally complexified as S(u+iv) =
Su+ iSv. Thus the extension of
(3.10) ω˜(θ1, θ2, θ3, θ4) =
∫
U
g(x, θ1, θ2) · (Syg(y, θ3, θ4))(x) dx
to V 4 is well-defined.
It is apparent from the explicit representation (3.9) that for any θ, φ ∈ V and
η ∈ C \ {0} such that θ+ η ∈ V , there exists a bound M > 0 so that the inequality∣∣∣∣g(x, θ + η, φ)− g(x, θ, φ)η − ∂g∂θ (x, θ, φ)
∣∣∣∣ ≤M |η|
holds for all x ∈ U . As a result, for any bounded linear mapping L : (L2(U))2 →
(L2(U))2 (in particular, Id and S),∥∥∥∥ (Lg(·, θ + η, φ))− (Lg(·, θ, φ))η −
(
L
∂g
∂θ
(·, θ, φ)
)∥∥∥∥
(L2(U))2
=
∥∥∥∥∣∣∣∣L(g(·, θ + η, φ)− g(·, θ, φ)η − ∂g∂θ (·, θ, φ)
)∣∣∣∣∥∥∥∥
L2(U)
≤ ‖L‖M
√
|U ||η|.
The same holds true for the other complex variable φ of g. This means that the
operator (θ, φ) 7→ Lg(·, θ, φ) : V 2 → (L2(B))2 is strongly holomorphic in both vari-
ables. (The complex partial derivative w.r.t. θ is (θ, φ) 7→ L(∂g∂θ (·, θ, φ)).) Therefore
the expression (3.10), which is a continuous bilinear form in (L2(U))2, is separately
holomorphic in V with respect to each variable while the others assume arbitrary
fixed values in V . The claim of joint holomorphy in V 4 follows from Hartog’s The-
orem [20, Theorem 2.2.8], and the analyticity in R4 follows via restriction. 
By similar arguments (cf. [21]), one can prove the following
Corollary 3.12. The mapping w˜ : (∂B)4 → R4,
w˜(z1, z2, z3, z4) = Qσ(δz1 − δz2 , δz3 − δz4)
extends to a complex analytic function in some neighbourhood of (∂B)4 ⊂ C4.
Together with (2.7), the next lemma proves Theorem 2.5.
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Lemma 3.13. For any f, g ∈ C(∂D), it holds that
Qσ(f, g) = − 12
∫∫
∂D×∂D
f(x)g(y)ς(x, y) ds(x) ds(y).
In addition,
(3.11) ςσ(x, y) = lim
N→∞
N∑
i,k=1
λik (φk(x)φi(x)− 2φk(x)φi(y) + φk(y)φi(y))
uniformly in ∂D × ∂D, where {φi}∞i=0 is a certain orthonormal basis for L2(∂D)
and λij = Qσ(φi, φj), i, j = 1, 2, 3, . . .
Proof. Let c0 ∈ C α([0, L)) be a natural parametrization of ∂D, i.e.,
∫
c0((a,b))
ds =
b − a for all 0 ≤ a ≤ b < L. Denote by c the periodic continuation of c0 to C α(R)
and let
{ϕj(x)}∞j=0 =
{
1√
L
,
√
2
L cos
2pix
L ,
√
2
L sin
2pix
L ,
√
2
L cos
4pix
L , . . .
}
be the standard trigonometric Fourier basis of L2((0, L)).
Let Φ : D → B be a conformal map and σ˜ = σ ◦ Φ−1. Corollary 3.12 shows
that the function w˜(x˜, y˜, p˜, q˜) = Qσ˜(δx˜− δy˜, δp˜− δq˜) is smooth (jointly analytic) on
∂B × ∂B × ∂B × ∂B. Thus
ω(x′, y′, p′, q′) := Qσ˜(δΦ(c(x′)) − δΦ(c(y′)), δΦ(c(p′)) − δΦ(c(q′)))
is Ho¨lder continuous in R4 (because Φ ∈ C α(D)) and therefore the following four-
dimensional Fourier series of ω, where ϕijkl(x
′, y′, p′, q′) = ϕi(x′)ϕj(y′)ϕk(p′)ϕl(q′),
converges uniformly [13]:
ω = lim
N→∞
N∑
i,j,k,l=0
ϕijkl
∫
(0,L)4
ϕijklω dt
4.
Now set φj = ϕj ◦ c−10 . By Theorem 3.5, Lemma 3.10, and definition (2.8),
w(x, y, p, q) = ω(c−10 (x), c
−1
0 (y), c
−1
0 (p), c
−1
0 (q)) = w
p,q(x)− wp,q(y),
where wp,q ∈ C(∂D) denotes the continuous representative of the Dirichlet trace
γwδp−δq with zero mean and wδp−δq is as in (3.1).
Similarly, let wi denote the representative of γw
φi with zero mean. By Theo-
rem 2.1 and Lemma 3.10,
∫
∂D
wp,qφi ds = wi(p)−wi(q) and λij = λji =
∫
∂D
wiφj ds
for all i, j = 0, 1, 2, . . . if one sets λ0i = λj0 = 0. Define φij , φijk, φijkl like ϕijkl
above. Then∫
(0,L)4
ϕijklω dt
4 =
∫
(∂D)4
φijklw ds
4
=
∫
(∂D)3
φjkl
∫
∂D
(wp,q(x)− wp,q(y))φi(x) ds(x) ds3
=
∫
(∂D)3
φjkl
(∫
∂D
wp,qφi ds− δi0wp,q(y)L 12
)
ds3
=
∫
(∂D)3
φjkl
(
(wi(p)− wi(q))− δi0wp,q(y)L 12
)
ds3
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=
∫
(∂D)2
φkl (δj0(wi(p)− wi(q))− δi0(wj(p)− wj(q)))L 12 ds2
=
∫
∂D
φl
(
δj0(λik − δk0L 12wi(q))− δi0(λjk − δk0L 12wj(q))
)
L
1
2 ds
= (δj0(δl0λik − δk0λil)− δi0(δl0λjk − δk0λjl))L,
where δij is the Kronecker delta.
Inserting the above expression into
ςσ(x, y) = w(x, y, x, y) = lim
N→∞
N∑
i,j,k,l=0
φi(x)φj(y)φk(x)φl(y)
∫
(0,L)4
ϕijklω dt
4
and simplifying yields (3.11) and the limit is uniform in ∂D × ∂D.
As a result,∫∫
∂D×∂D
ςσ(y, z)f(y)g(z) ds(y) ds(z) = −2 lim
N→∞
N∑
i,j=1
λij
∫
∂D
φif ds
∫
∂D
φjg ds
= −2 lim
N→∞
∫
∂D
(∑N
i=1 φi
∫
∂D
φif ds
)(
(Λσ − Λ1)
(∑N
j=1 φj
∫
∂D
φjg ds
))
ds
= −2
∫
∂D
f ((Λσ − Λ1)g) ds,
where the last equality follows from the boundedness of Λσ − Λ1 : L2(∂D) →
L2(∂D)/R and the fact that
∑N
i=1 φi
∫
∂D
φif ds → f in L2(∂D) for any f ∈
L2(∂D). 
The analyticity of the “four-electrode function” ω˜ can be combined with the
conformal mapping property of point current patterns, which yields the new partial
data result:
Proof of Theorem 2.3. Let Φ : D → B be a conformal map. For an arbitrary branch
of the complex logarithm, set Γ˜ = −i log Φ(Γ) ⊂ R, Ξ˜ = −i log Φ(Ξ) ⊂ R. By
Theorem 3.5, the measurements (2.8) determine the quantity ω˜(θ, θ0, φ, φ0), defined
in Theorem 3.11, for all θ, θ0 ∈ Γ˜, φ, φ0 ∈ Ξ˜.
Let θ0 ∈ Γ˜, φ0 ∈ Ξ˜ be arbitrary and θ1, φ1 be some accumulation points of Γ˜
and Ξ˜, respectively. As in [21], for any integers j, k ≥ 1, it holds that
∂j
∂θj1
∂k
∂φk1
ω˜(θ1, θ0, φ1, φ0) = 〈δ(j)θ1 , (Λσ˜ − Λ1)δ
(k)
φ1
〉,
where δ
(j)
θ : f 7→ d
j
dθj f(e
iθ) and Λσ˜ − Λ1 : H−s (∂B) → Hs(∂B)/R is as in
Lemma 3.3 for some sufficiently large s. Furthermore, the values of the partial
derivatives on the left hand side are revealed by the measurements.
Due to the analyticity of (Λσ˜ − Λ1)δ(k)φ1 ∈ C∞(∂B)/R, this also determines
〈δ(j)φ1 , (Λσ˜ − Λ1)δ
(k)
φ1
〉 for all j, k ≥ 1. By [21, Theorem 2.2], Theorem 2.5 and (2.9),
this yields Λσ − Λ1 : H−1/2 (∂D)→ H1/2(∂D)/R. Since Λ1 is known a priori, one
recovers σ ∈ L∞(D) from Λσ by [1]. 
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Lemma 3.14 (Approximation of measures by continuous functions). Let µ ∈
C ′(∂D) be arbitrary and V any relatively open subset of ∂D such that suppµ ⊂⊂ V .
Then there exists a sequence {µj} ⊂ C(V ) such that µj w∗−−→ µ.
Proof. Using a parametrization of ∂D and convolution with mollifiers in R (cf.,
e.g., [30, §1.1.5][34, §2.1.3]), one can construct a sequence {µ˜j} ⊂ C (∂D) such that
µ˜j
w∗−−→ µ. Let αV ∈ C (V ) be such that supp(αV − 1) ∩ suppµ = ∅ and set Cj =
− ∫
∂D
αV µ˜j ds/
∫
∂D
αV ds. Then µj = (µ˜j +Cj)αV has the claimed properties. 
The measurements (2.8) can be interpreted as follows: Let x, y, p, q ∈ ∂D be
arbitrary. There exists sequences {fj}, {gj} ⊂ C(∂D) such that fj w∗−−→ δx − δy,
gj
w∗−−→ δp − δq. Due to (2.7),
w(x, y, p, q) = lim
j→∞
〈fj , (Λσ − Λ1)gj〉,
where
〈fj , (Λσ − Λ1)gj〉 = 〈fj ,Λσgj〉 − 〈fj ,Λ1gj〉,
and 〈fj ,Λ1gj〉 does not depend on σ but only the shape of D and is thus known
a priori. Notice also that, by Lemma 3.14, the sequences may be chosen so that
{fj} ⊂ C(V ), {gj} ⊂ C(W ), which yields Corollary 2.4.
4. Reconstruction of σ from bisweep data
4.1. Reconstruction method. Given a conformal map Φ : D → B one can
compute a reconstruction of the unit disk conductivity σ˜ = σ ◦ Φ−1 from the
bisweep data ςσ˜ and map it back to D using Φ
−1. Due to (2.9), ςσ˜ can be computed
from ςσ. In addition, Theorem 2.5 provides means for converting between bisweep
data and the relative Neumann-to-Dirichlet map Λσ − Λ1 : L2(D) → L2(D)/R.
However, there are some subtleties concerning discretization and relationship to
electrode measurements in this approach.
We consider the setting where Φ : D → B is a conformal map, x˜1, . . . , x˜n ∈ ∂B
equispaced points, and the bisweep data ςij = ςσ(xi, xj) are given for all i, j =
1, . . . , n, where xj := Φ
−1(x˜j). From a practical point of view, this approximates a
measurement where one can select the positions x1, . . . , xn of n electrodes on the
boundary ∂D of the object according to a pre-defined pattern, and then conduct
the (relative) EIT measurements (cf. [17]). However, unlike in smooth domains,
in piecewise smooth D, this relationship between relative point electrode measure-
ments and the realistic complete electrode model [6] has not been rigorously studied.
By (2.9), the discrete bisweep data ςij correspond to the unit disk data ςσ˜ sampled
on the regular grid {x˜1, . . . , x˜n} × {x˜1, . . . , x˜n} and, due to Theorem 2.5, their
discrete two-dimensional Fourier coefficients
cij :=
n∑
k,l=1
4pi2
n2
φi(x˜l)φj(x˜k)ςkl, 1 ≤ i, j ≤ n− 1
with respect to (for example) the basis
{φi((cos θ, sin θ))}n−1i=0 =
{
1√
2pi
,
√
1
pi cos θ,
√
1
pi sin θ,
√
1
pi cos(2θ), . . .
}
can be used to approximate
(4.1) λ˜ij = Qσ˜(φi, φj) = 〈φj , (Λσ˜ − Λ1)φi〉
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as λ˜ij ≈ − 12cij . Now one can compute a reconstruction of the conductivity σ
in arbitrary points y1, . . . , ym ∈ D by reconstructing σ˜ in Φ(y1), . . . ,Φ(ym) from
the approximate matrix representation [λ˜ij ]i,j=1,...,n−1 of the relative Neumann-to-
Dirichlet map for the unit disk conductivity σ˜. In the following numerical examples,
the unit disk reconstruction is done using the factorization method (see Section 4.2
below), which aims to recover the support of the inclusions 1− σ˜.
Remark 4.1. If the discrete measurement on ∂D does not correspond to bisweep
data but is (interpreted as), for example, λij , i, j = 1, . . . , n − 1 (cf. eq. 4.1), then
one could compute an approximation of ςij by truncating the series (3.11). If the
data can be interpreted as a general measurement with n point electrodes, that is,
mij = Qσ
(
n∑
k=1
αikδxk ,
n∑
l=1
βjlδxl
)
,
where α1, . . . , αn−1 ∈ Rn and β1, . . . , βn−1 ∈ Rn are linearly independent sets of
mean-free vectors, then one can compute ςij from mij by solving a system of linear
equations.
4.2. Factorization method. In this section, a numerical method for locating the
inhomogeneities in σ˜ ∈ L∞(B) (similar to that in, e.g., [19] and [28]) is presented.
A theoretical result behind the method—originally from Kirsch [26]—is stated for
completeness, but all further analysis is omitted. The applicability is demonstrated
by the numerical examples in Section 4.3. For proofs and other properties of the
factorization method, refer to, e.g., [4, 5, 16, 12, 28, 19].
Assume Ω ⊂⊂ B is such that B \ Ω is connected and σ˜ ∈ L∞(B) satisfies
(4.2) 0 < c ≤ σ˜ ≤ C < 1 a.e. in Ω, σ˜ = 1 in B \ Ω.
Let {vk} ⊂ L2(∂B) be orthonormal eigenfunctions and {λk} ⊂ R the corresponding
eigenvalues of the compact operator Λσ˜ − Λ1 : L2(∂B)→ L2(∂B)/R:
(Λσ˜ − Λ1)vk = λkvk + R, k = 1, 2, 3, . . .
Denote gz,d : ∂B → R, [4]
gz,d(x) = d · ∇zN(z, x) = 1
pi
(z − x) · d
|z − x|2 ,
where z ∈ B, d ∈ ∂B ⊂ R2 and N is given by (2.5).
Theorem 4.2 (Factorization method). Let d ∈ ∂B be arbitrary. For any z ∈
B \ ∂Ω, z ∈ Ω if and only if [12]
(4.3) fd(z) :=
1
‖gz,d‖2L2(∂B)
∞∑
k=1
∣∣∫
∂B
gz,dvk ds
∣∣2
|λk| <∞.
This is applied as the following algorithm for reconstructing the inclusion Ω from
the (approximate) measurements (4.1). First, choose a reconstruction order M < n
and compute the singular value decomposition
Lvk = σkuk, L
Tuk = σkvk, k = 1, . . . ,M
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of the M ×M matrix L = [λ˜ij ]Mi,j=1 that depicts the relative Neumann-to-Dirichlet
map Λσ − Λ1 in a finite trigonometric basis. The following truncation
f˜d(z) =
∑M
k=1 |gTvk|2/|σk|∑M
k=1 |gTvk|2
,
where g = [g1, . . . , gM ] is a vector of Fourier coefficients of gz,d in the same basis, is
used to “approximate” (4.3). The reconstruction is given by Ω˜ = {z ∈ B : Ind(z) <
C∞} for some cut-off value C∞ > 0 of the function
(4.4) Ind(z) =
Nd∑
k=1
f˜dk(z)/Nd
where some (odd) number Nd of equispaced points dk, k = 1, . . . , Nd are used as
the dipole directions to reduce artefacts (cf. [28]). In practice, Ind is sampled on
some finite grid (and with different values of C∞) to produce an image of Ω.
4.3. Numerical examples. In the following examples, the domain D is a polygon,
which contains an inhomogeneity defined by
σ(x) =
{
κi if x ∈ Ωi
1 otherwise,
where 0 < κi < 1 and the simply connected inclusions Ωj ⊂⊂ D, i = 1, . . . , Ninc
are strictly separated, whence (1.3) and (4.2) are satisfied.
Approximate bisweep data are computed numerically from (2.4) and (3.8b),
where the operators A and P have been discretized using the finite element method
(FEM). In more detail, the simulation is carried out as follows:
(1) Construct a triangular finite element mesh (e.g., Figure 1a) with nodes
z1, . . . , zN ∈ D, and a corresponding piecewise linear basis {ϕj}Nj=1 ⊂ C (D)
such that each basis function ϕj is supported on the triangles that are
adjacent to mesh node zj . Define
IΩ = {j : supp(ϕj) ∩ Ω 6= ∅} ⊂ {1, . . . , N},
and U = ∪j∈IΩ supp(ϕj). Also compute the stiffness matrices
(Kσ)ij =
∫
D
σ∇ϕi(x) · ∇ϕj(x) dx, i, j = 1, . . . , N
and K1−σ ∈ RN×N .
(2) For all x, y ∈ {x1, . . . , xn} ⊂ ∂D, compute
ux,yj = A(δx − δy)(zj) = N(Φ(zj),Φ(x))−N(Φ(zj),Φ(y))
for each j ∈ IΩ and set ux,yj = 0 for all j /∈ IΩ. This defines a finite
element approximation uˆx,y =
∑N
i=1 u
x,y
j ϕj of A(δx − δy). Denote ux,y =
[ux,y1 , . . . , u
x,y
N ]
T .
(3) A finite element approximation wˆx,y =
∑N
j=1 w
x,y
j ϕj of Puˆ
x,y can be solved
from the linear system
Kσwx,y = K1−σux,y
and ςij ≈ ς(x, y), x = xi, y = xj can be computed from (3.8b) as
ςij = u
T
x,yK1−σ(ux,y +wx,y).
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In the examples below, these computations were done in MATLAB and the confor-
mal map Φ was computed using the Schwartz–Christoffel toolbox [9].
Remark 4.3. It is also possible to simulate the data by first computing σ˜ = σ◦Φ−1,
then computing ςσ˜ as described in, for example, [15] and finally mapping the result
back to D in order to obtain ςσ. This approach, which is also the theoretical basis of
the reconstruction method, is not taken in order to avoid an obvious inverse crime
[7]. In the chosen alternative procedure, the numerical conformal map Φ that is
used for reconstruction is employed only in the simulation of u1|U .
In the following numerical examples, the domain D is a non-convex polygon
depicted in Figures 1 and 2. There are two inclusions, a disk and a rectangle, which
have the conductivity κ1 = κ2 =
1
2 . A conformal map Φ : D → B is constructed
using the Schwartz-Christoffel toolbox and n point electrodes are positioned as
xj = Φ
−1(x˜j), where x˜j are equispaced on ∂B. We use Nd = 15 dipole directions
for (4.4) in both examples.
Example 4.4. In the first simulation, a high number n = 128 of point electrodes is
used. The positions of the inclusions and the electrodes are shown in Figure 1d. The
unit disk phantom σ˜ = σ ◦Φ−1 ∈ L∞(B) and x˜j are depicted in Figure 1c. Discrete
bisweep data ςij = ςσ(xi, xj), i, j = 1, . . . , n (shown in Figure 1b), are computed as
described above.
No artificial noise is added to the simulation and the reconstruction is conducted
with a high order of M = 64 singular values. The result is also shown in Figure 1d,
where the different shades of gray correspond to different cut-off levels C∞ (loga-
rithmic spacing). This suggests that in an ideal setting, the method works as desired
and the supports of the inclusions are recovered well.
Example 4.5. In the second example, the number of electrodes is reduced to n =
16 and artificial errors are generated as follows: The vertices of the domain are
perturbed slightly, which yields a new domain D′. Perturbed electrode positions
x′j ∈ ∂D′ are computed by selecting the closest point to xj on ∂D′ and adding a
small perturbation. Bisweep data ς ′ij = ςσ′(x
′
i, x
′
j) are computed and extra noise
(normally distributed with standard deviation of 2100 max |ς ′ij |) is added to simulate
measurement error. The conductivity σ′ ∈ L∞(D′) is defined so that σ′ = σ in
D′ ∩D and σ′ = 1 in D′ \D.
Reconstruction is then carried out as above but in the incorrect (or ideal) domain
D and for the incorrect electrode positions xj , as if ς
′
ij = ςij . This simulates the
effect of slight misplacement of electrodes and error in modeling the domain (while,
however, still having true relative data). A lower order of M = 12 singular values
is used.
Figures 2b–2f show the reconstructions from five different noisy samples. Geom-
etry error and electrode misplacement are illustrated as described under Figure 2b.
The effect of these errors, and the extra noise level, in data is visualized in Fig-
ure 2a, which matches the noisy data corresponding to Figure 2b. This is done with
the aid of sweep data [15], a restriction of bisweep data where one variable is fixed.
In Figure 2a, the dashed line is the sweep data ςσ(x1,Φ
−1
D (e
iθ)), θ ∈ [0, 2pi) of the
ideal domain D, and it corresponds to the data on a certain vertical (or horizontal)
line approximately in the middle of Figure 1b. The solid line is ςσ′(x
′
1,Φ
−1
D′ (e
iθ))
and it illustrates the effect of the geometry error. On the solid line, the values of
θ corresponding to the actual electrode positions x′j are marked and the matching
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values of ςσ′ are the discrete data without extra noise. In addition, the discrete noisy
data ς ′1j are plotted at values of θ corresponding to the ideal electrode positions xj .
Approximate inclusion locations are recovered. Also notice the packing of elec-
trodes near the non-convex corner, which poses an obvious problem for the appli-
cability of this method in practice.
5. Discussion and concluding remarks
The concepts of point electrodes [17] and, in particular, bisweep data [21],
were generalized from smooth to piecewise C 1,α smooth plane domains. This was
achieved by introducing a generalized relative Neumann-to-Dirichlet map, whose
properties were studied with the help of conformal maps, Laplace equation with
measure Neumann boundary values [27], and distributional Neumann problems in
smooth domains [21][18].
New partial data results for Caldero´n problem were obtained in Theorem 2.3 and
Corollary 2.4, based on [21] and the full data result [1]. Instead of assuming a priori
(interior) smoothness from the conductivity σ (as in [25]), boundary homogeneity
(1.3b) is assumed. In some applications, (1.3b) may be well-founded. For instance,
if homogeneous medium is screened for hidden defects, it might be reasonable to
assume boundary homogeneity, but a priori assumption on the smoothness of the
defects (such as cracks or air bubbles in concrete) could be unrealistic.
The regularity assumptions for the considered plane domains D is due to Theo-
rem 3.5. The proof technique based on Theorem A.2 and weak solutions u in W 1,1
appears to fail in less regular domains. The other theorems seem to remain valid
in general Lipschitz domains if the weak conductivity equation is defined appro-
priately. In this paper, only isotropic (i.e., scalar) conductivities were studied, but
there seems to be no reason why the results presented here would not have useful
counterparts in the anisotropic case too.
It was also demonstrated how point-electrode-based methods could be used in
numerical EIT, and the notion of bisweep data enables applying unit-disk based
algorithms in piecewise smooth (polygonal) domains. In this paper, only the factor-
ization method was considered, but the same approach could be applied to other
methods as well. It should be noted that there are also other means of applying the
factorization method in non-smooth domains, for example, [28].
The applicability of these point-electrode-based numerical methods depends on
the availability of relative data [17], or very accurate knowledge of the background
map Λ1, both of which are questionable assumptions in practice. However, theoret-
ically less-studied concepts such as frequency-difference measurements [19] could be
used to overcome the problem. This involves analysis of the conductivity equation
with complex σ and such counterparts of the results presented in this paper are left
for future studies.
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(a) The finite element mesh used in the
simulation of bisweep data.
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(b) Discrete bisweep data ςij , i, j = 1, . . . , 128.
(c) Unit disk phantom σ˜ = σ ◦ Φ−1 and
electrodes x˜1, . . . , x˜128.
(d) Reconstruction. The actual boundaries
of the inclusions are marked with solid lines.
The different shades of gray correspond to
different C∞. Electrodes x1, . . . , x128 are
marked with dots.
Figure 1. Simulation of and reconstruction from noiseless dis-
crete bisweep data.
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(a) Sweep data ςσ′ (x
′
1, ·) (solid line, dots
sampled at x′2, . . . , x
′
n, square at x
′
1), sweep
data ςσ(x1, ·) (dashed), and (xj , ς′1j) (x).
The noisy data equals that of Fig. (b).
(b) Geometry: ∂D′ and inclusion boundaries
(solid), ∂D (dashed); electrodes: x1, . . . , xn
(circles), x′1 (square), and x
′
2, . . . , x
′
n (dots);
and reconstruction (gray levels).
(c) (d)
(e) (f)
Figure 2. (b)–(f): Reconstructions from noisy data. The different
shades of gray correspond to different C∞ (log. spacing).
22 OTTO SEISKARI
Appendix A. Conformal maps in piecewise smooth domains
Theorem A.2 shows how any piecewise C 1,α smooth plane domain can be con-
formally mapped to the unit disk B through an intermediate (piecewise smooth)
domain D′ so that the maps D′ → D and D′ → B are C 1,β smooth. This is
based on how piecewise smooth domains transform under fundamental conformal
maps z 7→ zα, as stated by Lemma A.1. Lemma A.3 justifies the use of conformal
transplantation with weak Neumann problems.
Lemma A.1. Let α ∈ (0, 2) and D be a piecewise C 1,β smooth plane domain
such that 0 ∈ ∂D and the mapping z 7→ zα (with some branch cut) is continuous
and injective in D. The mapped domain Dα is piecewise C 1,β
′
smooth for β′ =
min(β, β/α) > 0. Moreover, if D has an internal angle of γ at 0 and α = piγ , then
Dα is C 1,β
′
smooth near the origin.
The above can be proven easily using a natural parametrization of the boundary
∂D.
Theorem A.2. Let D be a piecewise C 1,α smooth plane domain and Φ : D →
B a conformal map. There exists a piecewise C 1,α smooth plane domain D′ and
conformal maps Φ1 : D
′ → B, Φ2 : D′ → D such that Φ1 ∈ C 1,α′(D′) for some
α′ > 0, Φ2 ∈ C∞(D′) and Φ = Φ1 ◦ Φ−12 .
Proof. The domain D′ can be constructed as follows: pick a corner x ∈ ∂D with
a reflex internal angle γ > pi (if any) and some point x′ outside D such that the
line segment between x and x′ does not intersect D. The conformal map z 7→
1/(z − x′) ∈ C∞(D) yields a piecewise C 1,α smooth domain Di with an internal
angle γ at x˜ = 1/(x−x′), and there exists an open ray from x˜ to infinity that does
not intersect Di. Using this ray as a branch cut, one may apply the transformation
z 7→ (z − x˜)1/2, which yields a domain Dv that is piecewise C 1,α smooth and has
one reflex angle less than D. This process may be repeated until no internal angle
is reflex. The resulting domain is D′, and the chained (inverse) transformation Φ2
is C∞(D′) by explicit construction.
A conformal map Φ˜ : D′ → B can be constructed as a composition Φ3 ◦ Φ4 =:
Φ3 ◦ Φ˜m ◦ · · · ◦ Φ˜1, where Φ˜j : D′j−1 → D′j ,
Φj(z) = (φj(z))
pi/γj , φj ∈ C∞(D′j−1), j = 1, . . . ,m,
straighten the angles γj < pi of D
′ =: D′0. Thus, for some α
′ > 0, Φ4 ∈ C 1,α′(D′),
and the map Φ3 ∈ C 1,α′(D′m) transforms the resulting C 1,α
′
smooth domain to the
unit disk B (cf. [35, §§ 3.3 & 3.4]).
Finally, any conformal map Ψ : D → B satisfies Φ = M ◦Ψ, where M ∈ C∞(B)
is a Mo¨bius transformation, which shows that Φ = M ◦ Φ˜ ◦ Φ−12 =: Φ1 ◦ Φ−12 is as
claimed. 
Lemma A.3. Let f˜ , g˜ ∈ H1loc(D˜) be such that ∇f˜ · ∇g˜ ∈ L1(D˜). Define f = f˜ ◦Φ,
g = g˜ ◦ Φ and σ = σ˜ ◦ Φ, where Φ : D → D˜ is conformal, D, D˜ Lipschitz, and
σ˜ ∈ L∞(D˜). Then ∇f · ∇g ∈ L1(D) and∫
D
σ∇f · ∇g dx =
∫
D˜
σ˜∇f˜ · ∇g˜ dx.
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Proof. Let D = {x ∈ D : dist(x, ∂D) > }. Clearly Φ|D ∈ C∞(D) for all  > 0
and thus ∫
D
|σ∇f · ∇g|dx =
∫
D
|(σ˜ ◦ Φ)∇(f˜ ◦ Φ) · ∇(g˜ ◦ Φ)|dx
=
∫
D
|(σ˜ ◦ Φ)(JΦJTΦ (∇f˜) ◦ Φ) · ((∇g˜) ◦ Φ)|dx
=
∫
Φ(D)
∣∣∣(det JΦ ◦ Φ−1)σ˜∇f˜ · ∇g˜∣∣∣ · | det JΦ−1 |dx
=
∫
Φ(D)
|σ˜∇f˜ · ∇g˜|dx,
(A.1)
where JΦ : D → R2×2 denotes the Jacobian of Φ (interpreted as a mapping D ⊂
R2 → R2). Since Φ is conformal, JΦJTΦ = JTΦJΦ = (det JΦ)I = (det JΦ−1 ◦ Φ)−1I.
The monotone convergence theorem yields ‖σ∇f · ∇g‖L1(D) = ‖σ˜∇f˜ · ∇g˜‖L1(D˜).
Similarly to (A.1), it holds that
∫
D
σ∇f · ∇g dx = ∫
Φ(D)
σ˜∇f˜ · ∇g˜ dx and the
claim follows from Lebesgue’s dominated convergence theorem. 
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