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We present an ab initio theory for superconductors, based on a unique mapping between the sta-
tistical density operator at equilibrium, on the one hand, and the corresponding one-body reduced
density matrix γ and the anomalous density χ, on the other. This new formalism for superconduc-
tivity yields the existence of a universal functional Fβ [γ, χ] for the superconductor ground state,
whose unique properties we derive. We then prove the existence of a Kohn-Sham system at finite
temperature and derive the corresponding Bogoliubov-de Gennes-like single particle equations. By
adapting the decoupling approximation from density functional theory for superconductors we bring
these equations into a computationally feasible form. Finally, we use the existence of the Kohn-Sham
system to extend the Sham-Schlu¨ter connection and derive a first exchange-correlation functional
for our theory. This reduced density matrix functional theory for superconductors has the potential
of overcoming some of the shortcomings and fundamental limitations of density functional theory
of superconductivity.
I. INTRODUCTION
Superconductivity was discovered more than one cen-
tury ago, when Kamerlingh Onnes observed, and wrote
in his lab notes, that “mercury’s resistance is practically
zero” at very low temperatures [1]. While the first phe-
nomenological theory of superconductivity was developed
24 years later in the form of the London equations [2, 3],
it took nearly half a century until the first successful mi-
croscopic description emerged [4]. The so-called Bardeen-
Cooper-Schrieffer (BCS) theory, based on the concept
of Cooper pairs and a non-particle number conserving
Ansatz for the wave function, predicted a pair-bound-
state in the presence of an attractive force, regardless of
the strength of the interaction. Although BCS theory is
able to explain some universal features of superconduc-
tors (such as the ratio between the energy gap and the
critical temperature), a proper treatment of the strong
electron-phonon coupling regime had to wait until the
theory developed by Eliashberg [5].
It is by and large accepted that the electron-phonon in-
teraction is well accounted for within BCS and Eliashberg
theories. Yet the correlation effects due to the electron-
electron Coulomb repulsion are extraordinarily difficult
to handle, and they are usually compressed in an ad-
justable parameter (namely, µ∗). Since the adjustabil-
ity of the parameter diminishes the predictive capability
of the theory, it comes as no surprise that the correct
description of superconductors remains one of the great
questions in condensed matter theory. We still have a
poor understanding of the superconducting features of
unconventional superconductors, like high-Tc cuprates
[6–8] or layered organic materials [9]. Moreover, recent
discoveries of superconductivity in two layers of graphene
[10, 11], and in compressed hydrides at extreme pres-
sure [12–14], continue to challenge our understanding of
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superconducting systems.
Proposed by Oliveira, Gross and Kohn in 1988, den-
sity functional theory for the superconducting state (SC-
DFT) provided an ab initio unified treatment of correla-
tion and inhomogeneity effects in superconductors [15].
Extending the famous Hohenberg-Kohn theorems of nor-
mal density functional theory (DFT) [16], SC-DFT states
a one-to-one mapping between the equilibrium statisti-
cal density operator ˆ̺eq and the corresponding electronic
n(r) ≡ ∑σ〈ψ†σ(r)ψσ(r)〉 and anomalous χ(r, r′) ≡
〈ψ↑(r)ψ↓(r′)〉 densities:
(n, χ)
1−1←→ ˆ̺eq ≡ e
−β(Hˆv,∆−µNˆ)
Tr[e−β(Hˆv,∆−µNˆ)]
, (1)
with Hˆv,∆ being the Hamiltonian for a superconductor
in an external potential v(r) and a non-local pairing po-
tential ∆(r, r′). This latter term is included to break
the U(1) symmetry in the superconducting phase. If not
otherwise indicated, “Tr” always means the trace in Fock
space. Since SC-DFT accounts for electron-electron in-
teractions in the same way as normal DFT, there is no
use of any semi-empirical parameter. Hence, SC-DFT is
a truly ab initio theory for superconductors.
Formally, SC-DFT is able to describe superconductiv-
ity in all systems, for the many-electron problem is cast
into a universal exchange-correlation functional whose
existence is ensured by the Oliveira-Gross-Kohn theorem.
Further work on this topic [17, 18] extended SC-DFT to
include the nuclear density as a third component. Re-
cently, the theory was revisited to allow the inclusion of
magnetic fields [19, 20].
SC-DFT has been extremely successful in predicting
superconductivity in a wide variety of materials [21–23],
and in particular in high-pressure research [24–26]. Yet,
the practical applicability of SC-DFT rests (as in the
standard DFT) upon a Kohn-Sham scheme, which maps
the real interacting system of interest to an auxiliary
noninteracting one with the same equilibrium electronic
and anomalous densities (n, χ). The existence of such a
2Kohn-Sham system is problematic, however. In fact, in a
recent paper we proved that such a noninteracting system
does not exist, at least at zero temperature [27]. Further-
more, there is an unpleasant asymmetry in SC-DFT that
complicates considerably certain key points in the deriva-
tions. This asymmetry is related to the use of the local
electron density [there is only one r in n(r)] and the non-
local anomalous density [there are two different r and
r′ in χ(r, r′)]. Although no problem arises at the level
of the one-to-one correspondence of Eq. (1), we can ex-
pect complications when developing exchange-correlation
functionals for SC-DFT. Indeed, for superconductivity
only a few functionals of the electronic and anomalous
densities have been developed. Even worse, these func-
tionals require completely ad hoc, and rather arbitrary,
modifications in order to yield good results [28].
It is a well-know fact that the most spectacular failu-
res of normal DFT (with standard exchange-correlation
functionals) are related to an incorrect description of
strongly (static, in quantum-chemistry jargon) corre-
lated systems [29, 30]. Since Kohn-Sham DFT does
not deal with fractional occupation numbers, the elec-
tronic structure of multireference systems is still an
open problem within the theory. Reduced density ma-
trix functional theory (RDMFT) is a natural extension
of DFT, whose aim is to exploit the one-electron pic-
ture of the many-body wave function |Ψ〉 by seeking
a functional of the one-electron reduced density matrix
γˆ = NTrN−1[|Ψ〉 〈Ψ|], allowing therefore fractional occu-
pation numbers [31, 32]. RDMFT describes closed-shell
molecular systems with accuracies higher by one order of
magnitude than DFT [33, 34]. It has also succeeded in
predicting more accurate gaps of conventional semicon-
ductors [35]. Furthermore, RDMFT correctly captures
the physics of the insulator-metal phase transition of
transition metal oxides [36], something, as is well known,
DFT cannot do.
In this article, we develop a new ab initio theory of su-
perconductivity, namely, a RDMFT formalism for super-
conductivity (from now on, SC-RDMFT). This is done
by using γ instead of n as one of the basic variables of
the theory. In this way, we expect that most of the ad-
vantages of RDMFT will translate well to strongly cor-
related superconducting systems. Furthermore, the use
of the density-matrix restores the symmetry of the equa-
tions, and as we will see, simplifies considerably some
derivations.
We then derive the existence of a Kohn-Sham system
which results in a set of coupled Bogoliubov-de-Gennes-
like equations. These equations are still extremely diffi-
cult to solve as they require precision on the level of the
superconductive coupling while encompassing the energy
scale of the whole band structure [37]. In order to sim-
plify the Kohn-Sham equations into a form that can fea-
sibly be solved we appropriate the so-called decoupling
approximation from SC-DFT. It allows us to separate
the solution of the standard electronic problem, the in-
fluence of the lattice and the superconducting coupling.
Analogously to DFT, the challenges of the many-body
problem cannot be avoided through a Kohn-Sham sys-
tem but only be transferred to the exchange-correlation
functional. We suggest a first solution to this challenge
by introducing the Sham-Schlu¨ter connection [38–40] to
SC-RDMFT and deriving a first functional. Moreover,
the derivation avoids several ad-hoc approximations that
are required in SC-DFT.
The paper is organized as follows. The first section is
this introduction. For the paper’s completeness, Sec. II
summarizes normal RDMFT and its advantages in the
light of normal DFT. In Sec. III we present the general-
ized one-body reduce density matrix in Nambu-Gorkov
space. Such a matrix is the correct variable to deal with
the spontaneous breaking of the U(1) symmetry in the
superconducting phase. Section IV presents the theoreti-
cal foundations of SC-RDMFT. We derive a Gilbert theo-
rem and state the mathematical properties of the univer-
sal exchange-correlation functional for superconductors.
In Sec. V we prove the existence of the Kohn-Sham sys-
tem at finite temperature, followed by the decoupling ap-
proximation in Sec. VI and the Sham-Schlu¨ter connection
in Sec. VII. Section VIII is devoted to the conclusions of
the paper.
II. REDUCED DENSITY FUNCTIONAL
THEORY IN A NUTSHELL
As a solution of the Schro¨dinger equation, the state
|Ψgs〉 describes the ground-state quantum system com-
pletely. The Hohenberg-Kohn theorems imply the ex-
istence of a universal functional of the external poten-
tial and the electronic density which reaches a mini-
mum when evaluated on the ground-state electronic den-
sity. In 1975, Gilbert proved an extension of such the-
orems, showing that there is also a one-to-one corre-
spondence between the ground-state wave function of a
non-degenerate many-body system and the correspond-
ing one-body reduced density matrix [31]:
|Ψgs〉 1−1←→ γˆgs ≡ NTrN−1[|Ψgs〉 〈Ψgs|], (2)
where N − 1 particles are traced out. The main advan-
tage of this theorem is that any observable of the sys-
tem (in its ground state) can be written as a functional
of γˆgs. In practice, this latter condition is relaxed and
the functional is evaluated on the set of fermionic one-
body reduced density matrices {γˆ}. More importantly,
the functional of the kinetic energy, which is unknown in
DFT and should be included in the exchange-correlation
functional, is known exactly in terms of γˆ. In RDMFT,
the functional for the ground-state energy reads:
E [γ] =
∫
d4x
∫
d4x′ h(r, r′)γ(x;x′) + F [γ], (3)
where γ(x;x′) = 〈x′| γˆ |x〉. The one-particle Hamilto-
nian h(r, r′) = − 12δ(r − r′)∇2r + vext(r, r′) contains the
3kinetic and external-potential operators. F [γ] is an un-
known universal functional of the ground-state one-body
reduced density matrix. We used the customary compact
notation for spin and position coordinates x ≡ (r, σ)
(with σ ∈ {↑, ↓}).
Another important advantage of Gilbert’s theorem is
that one can consider a broader set of nonlocal exter-
nal potentials vext(r, r
′), which arise when the quantum
problem is formulated in terms of many valence elec-
trons, subject to an external potential of fixed nuclei and
core electrons [31]. Yet, the exact form of the exchange-
correlation functional F [γ] is, by and large, not avail-
able and therefore the predicted RDMFT energy, with
approximate functionals, can be either lower or higher
than the exact ground-state energy [41–44]. Functionals
in RDMFT are often engineered as approximate expres-
sions of the two-body reduced density matrix
γˆ2 ≡
(
N
2
)
TrN−2[|Ψ〉〈Ψ|]. (4)
This is normally accomplished by writing γˆ2 in terms of
the exchange-correlation hole ρholexc (x,x
′), defined by the
following relation:
γ2(x;x
′) ≡ 12γ(x;x)
[
γ(x′;x′)− ρholexc (x,x′)
]
. (5)
The electronic density, the main object in DFT, is of
course the trace on spin space of the diagonal γ(x,x).
For example, the famous Mu¨ller (for historical rea-
sons also called Buijse-Baerends) functional describes the
exchange-correlation hole as the square of a hole ampli-
tude [45], reading
∣∣∣∣∣γ
1/2(x;x′)√
γ(x;x)
∣∣∣∣∣
2
, (6)
where γˆ1/2 ≡∑i n1/2i |ϕi〉 〈ϕi| is written in terms of the
so-called natural occupation numbers {ni} and natural
orbitals {ϕi}, namely, the eigenvalues and eigenvectors of
γˆ. Further developments in RDMFT are inspired by this
seminal functional [46–50]. There is another perspective
by studying the cumulant part of γ2 (i.e., γ2− 12γ∧γ) un-
der some of its known representability conditions [51, 52].
Remarkably, almost all RDMFT functionals fare quite
well in benchmarking tests, yielding errors for the corre-
lation energy an order of magnitude smaller than B3LYP,
perhaps the most popular DFT functional in quantum
chemistry, and a precision comparable to Møller-Plesset
second-order perturbation theory [53]. RDMFT has also
succeeded in predicting more accurate gaps of conven-
tional semiconductors than semi-local DFT does. Fur-
thermore it has demonstrated insulating behavior for
Mott-type insulators [36, 54, 55]. Recently, the role of the
generalized Pauli exclusion principle has been stressed
within RDMFT for pure states [56–63].
When researching superconductors we naturally want
to consider their behaviour at finite temperature as their
most important property is their transition tempera-
ture. Fortunately, a finite-temperature RDMFT was al-
ready developed by Baldsiefen et al. [64, 65]. Just as
in finite-temperature DFT, the considered systems are
grand canonical ensembles and instead of the energy, for
a Hamiltonian Hˆ, we consider the grand canonical po-
tential Ωµ,β [̺] for fixed temperature β
−1 and chemical
potential µ:
Ωµ,β [̺] = Trˆ̺
(
Hˆ − µNˆ + 1
β
ln ˆ̺
)
. (7)
The appropriate space for the statistical density oper-
ators is the Fock space. Instead of the ground state,
we are interested in the thermodynamic equilibrium. For
general quantum systems, Ωµ,β [̺] is bounded from below
by Ωµ,β [̺eq], where ˆ̺eq is the equilibrium statistical den-
sity operator. In contrast to zero-temperature RDMFT,
Gilbert’s theorem in finite-temperature RDMFT is com-
pletely invertible: there is a one-to-one mapping between
the equilibrium statistical density operator, the external
potential (minus the chemical potential) and the corre-
sponding equilibrium one-body reduced density operator
[64, 66]:
vˆext − µ 1−1←→ ˆ̺eq 1−1←→ γˆeq ≡ NTrN−1[ ˆ̺eq]. (8)
The proof is analogue to Mermin’s proof for finite-tem-
perature DFT [67]. This result implies that ˆ̺eq can be
written as a functional of γˆeq, and therefore, in the ther-
modynamic equilibrium, the functional (7) can be writ-
ten as a functional of the equilibrium one-body reduced
density matrix γˆeq, namely:
Ωµ,β [γˆeq] = Trˆ̺eq[γˆeq]
(
Hˆ − µNˆ + 1
β
ln ˆ̺eq[γˆeq]
)
. (9)
It is worth saying that Eq. (8) is an advantage over the
standard zero-temperature RDMFT. Indeed, there is no
problem with degeneracy since degenerate states get the
same equilibrium statistical density operator [66].
III. NAMBU-GORKOV ONE-BODY REDUCED
DENSITY MATRIX
As presented in Section II, RDMFT is unfortunately
not sufficient for the description of superconducting sys-
tems. The reason for this lies in the spontaneous break-
ing of the U(1) symmetry, which implies that the particle
number is not conserved. The breaking of such a sym-
metry also results in a finite expectation value of the
anomalous density χ(r, r′) = 〈ψ↑(r)ψ↓(r′)〉. In Nambu-
Gorkov space, field operators are usually written as the
following spinors:
Ψ¯σ(r) =
(
ψ†σ(r)
ψ−σ(r)
)
. (10)
4We write the generalized Nambu-Gorkov one-body re-
duced density matrix as the expected value of a product
of Nambu-Gorkov field-operators, namely:
Γσσ(r, r
′) = 〈Ψ¯σ(r)⊗ Ψ¯†σ(r′)〉. (11)
Notice that Γσσ(r, r
′) can be denoted in terms of the re-
duced density matrix γσσ(r, r
′) and the anomalous den-
sity χ(r, r′) as:
Γσσ(r, r
′) =
( 〈ψ†σ(r)ψσ(r′)〉 〈ψ†σ(r)ψ†−σ(r′)〉
〈ψ−σ(r)ψσ(r′)〉 〈ψ−σ(r)ψ†−σ(r′)〉
)
(12)
=
(
γσσ(r, r
′) χ†(r, r′)
χ(r, r′) δ(r − r′)− γ−σ−σ(r, r′)
)
.
Note also that the Nambu-Gorkov one-body reduced den-
sity matrix is not properly normalized. It integrates to
the volume, instead of integrating to the particle num-
ber. However, one can still obtain the average particle
number from the ordinary one-body reduced density ma-
trix γ and the standard deviation of the particle number
from the anomalous density χ.
Obviously this is only one of several possible choices.
For instance, in order to describe a system that is not
symmetric with respect to spin direction one would have
to consider the full Nambu-Gorkov one-body reduced
density matrix in spin space:
Γ(r, r′) =
(
Γ↑↑(r, r
′) Γ↑↓(r, r
′)
Γ↓↑(r, r
′) Γ↓↓(r, r
′)
)
(13)
In this notation, the anomalous densities with parallel
spin describe triplet Cooper pairs (experimentally ver-
ified eight years ago by Sprungmann et al. [68]). For
this paper we will limit ourselves to systems with spin-
rotational symmetry. Therefore, as a matter of simpli-
fication, we will omit the index σσ from Γσσ from now
on.
IV. SC-RDMFT: THEORETICAL
FOUNDATIONS
This section is devoted to prove the fundamental theo-
rems of our new SC-RDMFT, namely, a Gilbert theorem
for systems with spontaneous breaking of the U(1) sym-
metry. We formulate the variational principle in order
to include ensemble N -representable Γ in a formalism a`
la Levy-Lieb. We then prove several properties of the
universal functional that turn out to be crucial for mini-
mization procedures and the development of SC-RDMFT
functionals.
A. Gilbert theorem for superconducting systems
We will develop RDMFT for superconductors analo-
gously to SC-DFT and accordingly we start with the
Hamiltonian for superconductors extended to non-local
potentials:
Hˆv,∆ = −1
2
∑
σ
∫
d3r ψˆ†σ(r)∇2ψˆσ(r) +
∑
σ
∫
d3r
∫
d3r′ ψˆ†σ(r
′)v(r, r′)ψˆσ(r)−
∫
d3r
∫
d3r′
[
∆∗(r, r′)ψˆ↑(r)ψˆ↓(r
′) + H.c.
]
+
1
2
∑
σσ′
∫
d3r
∫
d3r′ ψˆ†σ(r)ψˆ
†
σ′ (r
′)
1
|r − r′| ψˆσ′(r
′)ψˆσ(r)
−
∫
d3r1
∫
d3r′1
∫
d3r2
∫
d3r′2 ψˆ
†
↓(r
′
1)ψˆ
†
↑(r1)u(r
′
1, r1, r2, r
′
2)ψˆ↑(r2)ψˆ↓(r
′
2)
≡ Tˆ + vˆ − (∆ˆ + H.c.) + Wˆ + Uˆ . (14)
The terms ∆ˆ and ∆ˆ† have no analog in the non-
superconducting electron gas. As in BCS theory, a non-
zero expectation value for 〈∆ˆ〉 must be understood as a
consequence of an external source field which is included
by hand to break the symmetry. It is switched off after
the thermodynamic limit is taken. In Eq. (14), Tˆ denotes
the kinetic energy operator, vˆ the external potential, Wˆ
the Coulomb repulsion, while the operator Uˆ is an effec-
tive electron-electron phonon-mediated attraction.
We consider systems described by such a Hamilto-
nian in a grand-canonical ensemble at finite temperature
T = 1/(kBβ), where kB is the Boltzmann constant. The
system is coupled to a particle and a heat bath through
the Lagrange multipliers µ and β (which we keep con-
stant across this article). This results in the well known
5formula for the grand potential:
Ωv,∆ [̺] = Tr ˆ̺
(
Hˆv,∆ − µNˆ + 1
β
ln ˆ̺
)
. (15)
The reader should keep in mind that Ωv,∆ [̺] is dressed
in the symbols β and µ. We refrain from writing them
in order to alleviate the notation. The minimizing equi-
librium statistical density operator can be denoted as:
ˆ̺eq =
1
Z e
−β(Hˆv,∆−µNˆ), (16)
where Z = Tr[e−β(Hˆv,∆−µNˆ)]. Our objective is to prove
(for fixed β and µ) a one-to-one relationship between the
equilibrium statistical density operator ̺eq, the exter-
nal potentials (v,∆), and the equilibrium Nambu-Gorkov
one-body reduced density matrix Γeq or, equivalently,
the pair (γeq, χeq). This mapping allows us to write all
equilibrium observables as a functional of the equilibrium
Nambu-Gorkov one-body reduced density matrix Γeq.
Before beginning the proof, we would like to comment
on the problem of the phonons. In order to introduce con-
sistently the electron-phonon interaction in SC-RDMFT
we can follow the same recipe as in Ref. [17, 18]. This
involves treating the electronic and nuclear degrees of
freedom at the same level, by introducing the diagonal
of the N -particle nuclear density-matrix as an extra vari-
able, and by developing a multi-component RDMFT [69].
The derivation is straightforward, and follows closely the
one for SC-DFT, however complicates considerably the
formulas. We therefore decided to overlook the nuclei,
and only to present, in Sect. VIA, the electron-phonon
term that stems from that formulation.
As a first step we prove (for fixed β and µ) the one-to-
one mapping between the equilibrium statistical density
operator and the pair of external potentials, namely:
̺eq
1−1←→ (v,∆) . (17)
Thus, the density ̺eq is uniquely determined by the
potentials v and ∆. The proof goes by contradiction
and is adapted from the original proof for temperature-
dependent RDMFT [64].
We consider two Hamiltonians Hˆv,∆ and Hˆv′,∆′ with
the potentials (v,∆) and (v′,∆′) differing for more than
a constant and assume that they lead to the same equilib-
rium statistical density operator. The following condition
then holds:
e−β(Hˆv,∆−µNˆ)
Z =
e−β(Hˆv′,∆′−µNˆ)
Z ′ . (18)
Here Z and Z ′ are the partition functions corresponding
to the Hamiltonians Hˆv,∆ and Hˆv′,∆′ respectively. Solv-
ing Eq. (18) for the difference of the Hamiltonians leads
to:
Hˆv,∆ − Hˆv′,∆′ = vˆ − vˆ′ − (∆ˆ− ∆ˆ′ + h.c.) = 1
β
ln
Z ′
Z .
Since the right hand of this equation is particle conserv-
ing, we obtain trivially that ∆ˆ = ∆ˆ′. On the other hand,
vˆ and vˆ′ differ by a constant, which contradicts our initial
assumption. Therefore, we obtain the desired one-to-one
relationship (17).
The second part of the theorem will follow the logic
of the classic Mermin’s proof for finite-temperature
DFT [67]. It will yield (again) the one-to-one correspon-
dence between the equilibrium density operator ̺eq and
(γeq, χeq). The proof goes (again) by reductio ad absur-
dum as follows. Suppose that there exist two equilib-
rium density operators ̺ and ̺′ that amount to the same
γ and χ. The Hamiltonian, statistical density operator,
and grand potential associated with v′ and ∆′ are labeled
with Hv′,∆′ , ̺
′ and Ωv′,∆′ . It follows that:
Ωv′,∆′ [̺
′] = Trˆ̺′
(
Hˆv′,∆′ − µNˆ + 1
β
ln ˆ̺′
)
(19)
< Trˆ̺
(
Hˆv′,∆′ − µNˆ + 1
β
ln ˆ̺
)
= Ωv,∆ [̺] + Tr[ ˆ̺(vˆ
′ − vˆ)− ˆ̺(∆ˆ′ − ∆ˆ + h.c.)]
= Ωv,∆ [̺] + v
′[γ]− v[γ]−∆′ [χ] + ∆ [χ] ,
where
v[γ] ≡
∫
d3r
∫
d3r′ v(r, r′)γ(r, r′),
∆ [χ] ≡
∫
d3r
∫
d3r′ [∆∗(r, r′)χ(r, r′) + ∆(r, r′)χ∗(r, r′)] .
Interchanging the primed and unprimed variables yields
the following equation:
Ωv,∆ [̺] < Ωv′,∆′ [̺
′]− v′[γ] + v[γ] + ∆′ [χ]−∆ [χ] .
(20)
In (20) we have used the hypothesis that both ̺ and
̺′ lead to the same reduced density matrices γ and χ.
Adding Eq. (19) and (20) one obtains a contradiction a`
la Hogenberg-Kohn, namely:
Ωv,∆ [̺] + Ωv′,∆′ [̺
′] < Ωv′,∆′ [̺
′] + Ωv,∆ [̺] , (21)
which is impossible. Therefore, the equilibrium reduced
densities (γeq, χeq) are unique for every equilibrium sta-
tistical density operator ̺eq (for fixed β and µ). Hence,
there exists ̺eq[γeq, χeq], a universal functional of the re-
duced densities.
Analogously to finite-temperature RDMFT we can
write the potential Ωv,∆ [̺eq] as a functional of (γeq, χeq),
namely,
Ωeqv,∆ ≡ Ω[̺eq[γeq, χeq]] (22)
= Tr[(Tˆ + vˆ − µ)γˆeq]−∆[χeq] + Fβ [γeq, χeq] .
Here we define the universal functional Fβ [γeq, χeq]
whose existence is guaranteed by our two theorems. It
6reads
Fβ [γeq, χeq] = Trˆ̺eq [γeq, χeq] (23)
×
(
Wˆ + Uˆ +
1
β
ln ˆ̺eq [γeq, χeq]
)
,
where ˆ̺eq[γeq, χeq] is also a universal functional of the
reduced densities. We should keep in mind that the func-
tional Fβ depends on β. Notice that, due to Eq. (12), the
functional Ωv,∆ [γeq, χeq] can be written alternatively as
a functional of the generalized one-body reduced density
matrix (at equilibrium): Ωv,∆ [Γeq].
Notice that up to this point our results are only defined
on Gv,∆, the domain of equilibrium (v,∆)-representable
Nambu-Gorkov one-body reduced density matrices, de-
fined as:
Gv,∆ =
{
Γ ∈ GN | ∃̺eq such that Γ = Tr[ˆ̺eqΓˆ]
}
, (24)
with Γˆ = Ψ¯σ(r) ⊗ Ψ¯†σ(r′). While this restriction is un-
problematic for now, it will be a cause of concern once
we start any actual numerical minimization. The issue
lies in the fact that we are not able to characterize in
general the elements of Gv,∆. In order to overcome this
challenge we will expand the minimization process to all
ensemble-N -representable one-body reduced density ma-
trices GN , namely, the set of generalized one-body re-
duced density matrices which are produced by a physical
statistical density operator ̺ ∈ DN where
DN = {̺ | 0 ≤ ̺ ≤ 1, Trˆ̺ = 1, Tr[ˆ̺Nˆ ] = N}. (25)
In a fashion similar to Levy-Lieb’s formulation of DFT
[70, 71], we can restate the functional as a variational
principle. Indeed, since by definition
Ωeqv,∆ = min
̺∈DN
Ωv,∆[̺], (26)
we can divide the minimization as follows:
Ωeqv,∆ = min
Γ∈GN
inf
̺∈DN→Γ
Ωv,∆[̺]. (27)
Now the functional is minimized on the set GN , which
can easily be characterized by the condition 0 ≤ Γ ≤
1 [72, 73].
B. Properties of the universal functional
The infimum in Eq. (27) is justified by the fact that
for a Nambu-Gorkov one-body reduced density matrix
Γ ∈ GN that is non-(v,∆)-representable (i.e., it comes
from a non-equilibrium statistical density operator), it is
not clear if there exists a minimizing ̺→ Γ. We therefore
prove the important theorem:
Theorem 1. For all (γ, χ) ∈ GN , there exists ̺ ∈ DN ,
such that ̺→ (γ, χ) by contraction, and
Fβ [γ, χ] = Trˆ̺
(
Wˆ + Uˆ +
1
β
ln ˆ̺
)
.
For the proof we require a sequence {̺k} with ̺k ∈ DN
and ̺k → (γ, χ). Just as in Ref. [64] the proof is divided
in three parts:
I. ∃ ̺ : ̺k → ̺ on the weak-* topology.
The proof of the first step remains the same as in
Ref. [64] and therefore we refrain from repeating it. It
has to be noted that it yields the equation:
Tr[(ˆ̺k − ˆ̺)Aˆ]→ 0 (28)
for every compact operator Aˆ.
II. ̺ yields the pair (γ, χ).
For clarity’s sake the reduced density matrices corre-
sponding to ̺k are labeled γk and χk and the ones corre-
sponding to ̺ are denoted as γ¯ and χ¯ even though they
are all equal. We will use the weak-* convergence of ̺k to
prove the weak-* convergence of (γk, χk) which yields the
strong convergence. {γk}/{χk} is weakly-* convergent if
and only if all linear functionals L [γk]/L [χk] on GN con-
verge to L [γ¯]/ L [χ¯]. In other words if for all bounded
functions f :∣∣∣∣
∫
d3r
∫
d3r′ f(r, r′) [γk(r, r
′)− γ¯(r, r′)]
∣∣∣∣→ 0 (29)
and∣∣∣∣
∫
d3r
∫
d3r′ f(r, r′) [χk(r, r
′)− χ¯(r, r′)] + H.c
∣∣∣∣→ 0.
(30)
In order to connect the anomalous densities with their
statistical density operator we use the following operator:
Oˆf =
∫
d3r
∫
d3r′ f(r, r′)ψˆ(r)ψˆ(r′) + H.c. (31)
Now, we can write Eq. (30) as:∣∣∣Tr[(ˆ̺k − ˆ̺)Oˆf ]∣∣∣→ 0. (32)
Unfortunately, we cannot apply Eq. (28) as Oˆf is not a
compact operator. Nonetheless, as the eigenvalues of Oˆf
are finite, the product of Oˆf with a finite dimensional
projection operator Pˆ is compact. Using a projection Pˆ
we transform the left hand of Eq. (32) to:∣∣∣Tr [(ˆ̺k − ˆ̺)Oˆf Pˆ]+Tr [(ˆ̺k − ˆ̺)Oˆf (1− Pˆ )]∣∣∣ (33)
≤
∣∣∣Tr [(ˆ̺k − ˆ̺)Oˆf Pˆ]∣∣∣+ ∣∣∣Tr [(ˆ̺k − ˆ̺)Oˆf (1− Pˆ )]∣∣∣.
We can show separately that each part goes to zero. By
applying Eq. (28) to the left part of Eq. (33) we can
see that it goes to zero. For the right part we prove
separately that the terms with ̺ and ̺k both go to zero.
To start with, we can choose Pˆ such that:
∞∑
i=M+1
wki 〈Ψki| Oˆf |Ψki〉 < ǫ. (34)
7where M depends on the dimension of Pˆ and wki are the
eigenvalues of ̺k. This means we can choose a K such
that ∣∣∣Tr [(ˆ̺k − ˆ̺)Oˆf Pˆ]∣∣∣ < ǫ
for all k ≥ K and ǫ ≥ 0 and we can choose an M such
that the same is true for∣∣∣Tr [(ˆ̺k − ˆ̺)Oˆf (1− Pˆ )]∣∣∣.
The same process can be repeated for γ. Indeed, by
choosing the larger K and M from the two proofs we
fulfill the conditions for the weak convergence of the pair
(γk, χk). In other words the weak-* convergence of ̺k
implies the weak convergence of (γk, χk) and because we
choose all (γk, χk) = (γ, χ) it implies strong convergence
and ̺→ (γ, χ).
III. Fβ[γ, χ] = Trˆ̺
(
Hˆ + 1β ln ˆ̺
)
for this ̺.
The third and last step is once again completely equiv-
alent to [74].
Therefore, there is in fact a minimizing ̺ in Eq. (27)
for all Γ ∈ GN , and we can replace the infimum by a
minimum, and the functional can be written as
Ωeqv,∆ = min
Γ∈GN
min
̺∈DN→Γ
Ωv,∆[̺]. (35)
This extension allows us to define a Levy-Lieb functional
for SC-RDMFT, namely:
Fβ [γ, χ] = min
̺→(γ,χ)
Trˆ̺
(
Wˆ + Uˆ +
1
β
ln ˆ̺
)
. (36)
This functional justifies functional differentiability within
SC-RDMFT, which is required both to develop a Kohn-
Sham framework and to engineer exchange-correlation
functionals. Since Γ and (γ, χ) are uniquely determined
we will not distinguish between Fβ[γ, χ] and Fβ[Γ] (or
from Fβ [γ, χ] and Fβ [Γ]), from now on. A second im-
portant property of the functional (36) is its convexity,
which follows directly from the convexity of the grand
potential Ωv,∆[γ, χ].
A crucial problem in reduced density theories (DFT
or RDMFT) is the problem of v-representability. We
already defined the set Gv,∆ ⊂ GN in Eq. (24) as the
set of (v,∆)-representable Nambu-Gorkov reduced den-
sity matrices. For the following we will use a different
but equivalent definition: (γ0, χ0) ∈ Gv,∆ if there exists
(v,∆) such that
inf
(γ,χ)∈GN
(
Fβ [γ, χ] + Tr[(Tˆ + vˆ − µ)γˆ]−∆[χ]
)
= Fβ [γ0, χ0] + Tr[(Tˆ + vˆ − µ)γˆ0]−∆[χ0]. (37)
Remarkably, Gv,∆ is dense in GN . This result is cru-
cial when deriving functionals through many-body per-
turbation theory, as we will do in the following. For
instance, in Gv,∆ we can relatively safely assume that
a grand potential approximation using a functional de-
rived through many-body perturbation theory, specifi-
cally the Sham-Schlu¨ter connection [38–40], is minimized
by the correct equilibrium Nambu-Gorkov one-body den-
sity matrix. We already discussed that, in practice, a
minimization has to be carried out in the set of ensemble-
N -representable Nambu-Gorkov one-body reduced den-
sity matrices GN .
For the proof of the density of Gv,∆ on GN we require
the concept of a continuous tangent functional (CTF):
Consider a real functional F on a subset S of a Banach
space H. Let x0 ∈ S. A continuous linear functional L is
said to exhibit a CTF at x0 if [75]:
∀x ∈ S : F [x] ≥ F [x0]− L [x− x0] . (38)
The crucial observation is the following theorem:
Theorem 2. The universal functional Fβ has a unique
CTF at every pair (γ, χ) ∈ Gv,∆ and only at these pairs.
The proof of this latter statement follows by reductio
ad absurdum. Consider a pair (γ′, χ′) that is not (v,∆)-
representable and suppose that Fβ [γ
′, χ′] has a CTF de-
noted as (v˜, ∆˜). Therefore,
Fβ [γ, χ] ≥ Fβ [γ′, χ′]− v˜[γ − γ′] + ∆˜[χ− χ′]. (39)
Notice the change of sign in front of the anomalous term
in the Hamiltonian (14). Thus,
inf
(χ,γ)∈GN
(
Fβ [γ, χ] + v˜[γ]− ∆˜[χ]
)
≥ Fβ [γ′, χ′] + v˜[γ′]− ∆˜[χ′]. (40)
The infimum is only assumed for (χ, γ) ∈ Gv,∆ and
only then is the equality fulfilled. This contradicts
our assumption that (γ′, χ′) is not equilibrium (v,∆)-
representable. In this sense, the existence of a CTF at
(γ′, χ′) implies the equilibrium (v,∆)-representability of
(γ′, χ′). The opposite direction follows trivially from the
definition of equilibrium (v,∆)-representability.
One last theorem, a less known variant of the famous
Bishop-Phelps theorem [76], is required to conclude the
proof. Let F be a lower semi-continuous convex func-
tional on a real Banach space H. Suppose x0 = (γ0, χ0) ∈
H and V0 = (v0,∆0) ∈ H∗. Then, for every ǫ > 0, there
exists xǫ ∈ H and Vǫ ∈ H∗ such that [76]:
1. ||Vǫ − V0|| ≤ ǫ.
2. Vǫ is CTF to F at xǫ.
3. ǫ||xǫ − x0|| ≤ F [x0] + v0[γ0] + ∆0[χ0] −
inf
x∈H
(F [x] + v0[γ] + ∆0[χ]).
This theorem can be used to prove the following result,
which is equivalent to our hypothesis that Gv,∆ is dense
in GN :
Theorem 3. For all x ∈ GN there exists a sequence
{xk} ⊂ GN , such that xk → x and xk ∈ Gv,∆, ∀ k.
8To prove this, we start by denoting the right side of
the third condition in the Bishop-Phelps Theorem as C0,
which is independent of ǫ and finite. Let ǫk = kC0. We
can find an xk for each ǫk at which F has a CTF such
that
||xk − x0|| ≤ C0
ǫk
=
1
k
. (41)
We know from Theorem 2 that the existence of a CTF
to F at xk is equivalent to the equilibrium (v,∆)-
representability of xk. This concludes not only the proof
of the theorem but also our original task of proving that
the set Gv,∆ is dense in the set GN .
V. KOHN-SHAM SYSTEM FOR SC-RDMFT
After deriving a Hohenberg-Kohn theorem, the next
logical step is to discuss a Kohn-Sham system for SC-
RDMFT. We develop two different approaches to ac-
complish such a goal. The first is analogous to SC-DFT
(or normal DFT as well) and works through functional
derivatives. However, just like in SC-DFT it does not
prove the existence of the Kohn-Sham system. The sec-
ond approach, on the other hand, is analogous to finite-
temperature RDMFT and yields a proof for the existence
of the Kohn-Sham system.
A. Approach 1: analogous to SC-DFT
The following discussion is only valid at finite temper-
ature, since no Kohn-Sham system exists at zero temper-
ature [27]. In SC-DFT a Kohn-Sham system is defined as
a non-interacting system that reproduces the electronic
density neq and the anomalous density χeq of the inter-
acting system. In the same vein, we define the Kohn-
Sham system in SC-RDMFT as the non-interacting sys-
tem with the same (equilibrium) reduced density matri-
ces (γ, χ). For systems with spin-rotational symmetry,
the Nambu-Gorkov one-body reduced density matrix
Γ(r, r′) =
[
γ(r, r′) χ†(r, r′)
χ(r, r′) δ(r − r′)− γ(r′, r)
]
is equivalent to such densities. As a result of the one-
to-one relation (17) the grand potential can be written
as:
Ω [γ, χ] = Fβ [γ, χ] + Tr[(Tˆ + vˆ − µ)γˆ]−∆[χ], (42)
where
∆[χ] ≡
∫
d3r
∫
d3r′ [∆∗(r, r′)χ(r, r′) + ∆(r, r′)χ∗(r, r′)] .
(43)
We divide the universal functional in meaningful parts:
Fβ [γ, χ] = − 1
β
SKS [γ, χ] + UHartree [γ] + Fxc [γ, χ] ,
where UHartree is the Hartree term of the total electron-
electron interaction energy and SKS is the entropy of the
Kohn-Sham system. A natural advantage of RMDFT,
unlike DFT, is of course our explicit knowledge of the
kinetic energy functional.
We denote the grand-canonical potential of the Kohn-
Sham system as:
ΩKS [γ, χ] = Tr[(Tˆ + vˆKS − µ)γˆ]−∆KS[χ]− 1
β
SKS [γ, χ] .
(44)
Our aim is now to determine the Kohn-Sham potentials
vKS and ∆KS such that the Kohn-Sham grand canonical
potential ΩKS [γ, χ] is minimized by the same (γ, χ) of
the interacting system. As in normal DFT, at this point
one needs the assumption that at finite temperatures the
two relevant interacting densities γ and χ are smooth
(i.e., normalizable and twice differentiable) and therefore
noninteracting (v,∆)-representable [75]. We then obtain:
δΩ [γ, χ]
δγ(r, r′)
=
δFxc [γ, χ]
δγ(r, r′)
+ [v(r, r′)− µδ(r − r′)]
+
∫
d3r′
γ(r, r)
|r − r′| +
δT [γ]
δγ(r, r′)
− 1
β
δSKS[γ, χ]
δγ(r, r′)
(45)
and
δΩKS [γ, χ]
δγ(r, r′)
= [vKS(r, r
′)− µδ(r − r′)]
+
δT [γ]
δγ(r, r′)
− 1
β
δSKS[γ, χ]
δγ(r, r′)
(46)
and therefore
vKS(r, r
′) = v(r, r′) +
∫
d3r′
γ(r, r)
|r − r′| + vxc(r, r
′), (47)
with vxc(r, r
′) = δFxc/δγ(r, r′). The Kohn-Sham poten-
tial consists of an external potential, a Hartree term, and
the exchange-correlation term. After analogous calcula-
tions for χ(r, r′) we arrive at:
∆∗KS(r, r
′) = ∆∗(r, r′)− δFxc
δχ(r, r′)
. (48)
Notice that the universal exchange-correlation functional
energy Fxc is comprised of first the exchange-correlation
energy of the electrons and second the difference between
the interacting and non-interacting entropy. The exis-
tence of the Kohn-Sham potentials hinges on the exis-
tence of the functional derivatives of Fxc [γ, χ]. Although
we cannot answer this question in general, in practice we
will use differentiable approximations for Fxc.
Diagonalizing the Kohn-Sham Hamiltonian by a Bo-
goliubov transformation of the field operators ψˆσ:
ψˆσ(r) =
∑
i
ui(x)γˆi,σ − sign(σ)v∗i (x)γˆ†i,−σ , (49)
9where γˆ†k,σ and γˆk,σ are creation and annihilation op-
erators of fermionic quasiparticles, yields the following
Bogoliubov-de-Gennes equations which are completely
analogous to SC-DFT and only differ in the non-locality
of the Kohn-Sham potential:
−
[
∇
2
2
+ µ
]
ui(r) +
∫
d3r′ vKS(r, r
′)ui(r
′) +
∫
d3r′ ∆KS(r, r
′)vi(r
′) = ǫiui(r) (50)
[
∇
2
2
+ µ
]
vi(r)−
∫
d3r′ vKS(r, r
′)vi(r
′) +
∫
d3r′ ∆∗KS(r, r
′)ui(r
′) = ǫivi(r). (51)
These are the self-consistent SC-RDMFT equations for the Kohn-Sham orbitals. In Appendix A we present the
full Nambu-Gorkov Green’s functions for SC-RDMFT.
B. Approach 2: analogous to finite-temperature
RDMFT
In finite temperature RDMFT the existence of a Kohn-
Sham system is proven by introducing a common sys-
tem of eigenfunctions of the Kohn-Sham Hamiltonian
and the one-body reduced density matrix. Unfortunately,
the Hamiltonian of the superconducting Kohn-Sham sys-
tem contains two anomalous terms (∆ and ∆∗) which
do not commute with the particle-number operator Nˆ .
However, we can derive the Kohn-Sham system through
a second more original approach we shortly describe in
this subsection, by directly searching for the Bogoliubov
transform that diagonalizes Γ in the following form:
Wˆ †ΓWˆ = Γdiag =
[
λi 0
0 1− λi
]
. (52)
Such a Bogoliubov transform exists for every ensemble
N -representable Γ [72]. In this new auxiliary Bogoliubov-
de-Gennes system, represented by only γ (as the anoma-
lous terms are zero) we can basically return to the nor-
mal finite-temperature RDMFT and the corresponding
proof for the existence of a Kohn-Sham system [64]. We
define new field operators belonging to the creation and
annihilation operators γˆi and γˆ
†
i of the Bogoliubov quasi-
particles:
Ψ˜(r) =
∑
i
γiφ˜i(r) and Ψ˜
†(r) =
∑
i
γ†i φ˜
∗
i (r), (53)
where φ˜ are the natural orbitals (eigenfunctions) of Γdiag.
The density matrix γ(r, r′) is defined as:
γ(r, r′) = Tr
[
e−β(Hˆ−µNˆ)
Z
ˆ˜Ψ†(r′) ˆ˜Ψ(r)
]
(54)
=
∑
i
1
1 + eβ(ǫi−µ)
φ˜∗i (r
′)φ˜i(r) =
∑
i
λiφ˜
∗
i (r
′)φ˜i(r).
These equations highlight that the occupation numbers
of the Bogoliubov quasiparticles λi belong to eigenener-
gies ǫi and are connected through a Fermi-Dirac distribu-
tion: λi = 1/(1+ e
β(ǫi−µ)). Thus we arrive at an explicit
equation for a Kohn-Sham potential in the Bogoliubov-
de-Gennes system:
vBKS(r, r
′) =
∑
i,j
(δijǫi − tij) φ˜∗i (r′)φ˜j(r), (55)
where tij are the entries of the kinetic-enegy opera-
tor. Obviously, the Hamiltonian can be written as Hˆ =∑
i ǫiγˆ
†
i γˆi. We now recognize this form as the result of
the Bogoliubov transform of the superconducting Kohn-
Sham Hamiltonian. If we reverse the Bogoliubov trans-
form that diagonalized Γ we arrive at Kohn-Sham poten-
tials that fulfill our familiar Bogoliubov-de-Gennes equa-
tions (50). Consequently, unlike SC-DFT, we can solve
the problem of non-interacting (v,∆)-representability at
finite temperature in SC-RDMFT as we can prove that
a Kohn-Sham system exists for every Γ ∈ GN at finite
temperature.
Furthermore, due to the one-to-one mapping between
(v,∆), (γ, χ), and ̺eq we know that both ways of reaching
a Kohn-Sham system result in exactly the same Kohn-
Sham potentials and equilibrium state. It is worth notic-
ing that at zero temperature the situation is completely
different. Indeed, since at zero temperature the ground
state of a normal non-interacting system is a Slater deter-
minant, the corresponding one-body reduced density ma-
trix is idempotent. The same holds for a superconducting
system: it turns out that the Nambu-Gorkov one-body
reduced density matrix is also idempotent, which implies:
γ = γ2 + χ†χ. (56)
Therefore, χ and γ are not independent. However, in
perturbation theory, for an interacting system Γ is idem-
potent in first order and only ceases to be so in second or-
der [27]. The idempotence of Γ in first-order perturbation
theory hints at the fact that even though a Kohn-Sham
system does not exist at zero temperature, a practical
implementation might nevertheless not fail completely.
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VI. DECOUPLING APPROXIMATION
In this section we develop a useful computational
framework of SC-RDMFT. As a starting point, we solve
the electronic problem with the Kohn-Sham potential
vKS [γ, χ]. Assuming a crystal lattice we can write the
natural orbitals as Bloch states. Furthermore, we denote
the functions ui(r), vi(r), and ∆(r, r
′) in the basis of
the natural orbitals of the non-superconducting solution,
namely:
ui(r) =
∑
nk
ui;nkφnk(r) (57)
vi(r) =
∑
nk
vi;nkφnk(r) (58)
∆KS(r, r
′) =
∑
nkn′k′
∆KS;nkn′k′φ
∗
n′k′(r
′)φnk(r). (59)
In what follows, we will use this eigenbasis of natural
Bloch orbitals and the solution of the normal electronic
system to solve the phononic and superconducting prob-
lem.
A. Electron-phonon coupling
Several approximations are needed in order to treat
phonons in SC-RDMFT. First of all, it is reasonable to
assume that the atoms only move from their equilibrium
lattice positions through small oscillations and therefore
the usual harmonic approximation applies. Second, the
lattice dynamics will be approximated by the ones of the
corresponding non-superconducting system. In this way,
we can define the electron-phonon scattering matrix ele-
ments in a completely analogous way to SC-DFT [77]:
gνmk+q,nk =
√
~
2ωqν
〈φmk+q |∆V qνscf |φnk〉 (60)
The main difference lies in the fact that φnk are not DFT-
Kohn-Sham orbitals but natural orbitals. In addition,
the Kohn-Sham potential is non-local. In Eq. (60), q and
k are the phonon and electron momenta, n andm are the
natural-orbital band indices, ων the phonon frequency, ν
the phonon branch and ∆V qνscf the variation in the Kohn-
Sham potential due to ionic displacement. This results
in the Hamiltonian:
He−ph =
∑
mnσ,νkq
gνmk+q,nkψˆ
†
σmk+qψσnk(bˆνq + bˆ
†
ν−q),
(61)
where bˆνq and bˆ
†
νq are the annihilation and creation op-
erators of the phonons. The form of the electron-phonon
coupling in SC-RDMFT and SC-DFT seems very simi-
lar. However, we should notice that the electron-phonon
coupling constants that enter our theory should, in prin-
ciple, be calculated from RDMFT. While in DFT the
matrix elements gνmk+q,nk are easily obtained from den-
sity functional perturbation theory [78], such a frame-
work still does not exist for RDMFT for solids. Yet, as
discussed in SC-DFT [17], to solve the corresponding gap
equation are required the electron-phonon coupling con-
stants, gνmk+q,nk, as well as the normal-state Kohn-Sham
eigenenergies ξnk. In practice, however, the phononic
contributions to the functionals are often averaged on
the Fermi surface [18]:∑
mnk
∑
ν,q
∣∣gνmk+q,nk∣∣2 δ(ξnk)δ(ξmk+q). (62)
B. Band-decoupling approximation
In SC-DFT the decoupling approximation is based on
the assumption that the superconducting transition does
not introduce any structural transition. It is also as-
sumed that it does not cause any hybridization between
the bands. We already assumed that the first approxima-
tion is true when we treated the phonons. However, the
first approximation also includes the fact that ∆KS(r, r
′)
has the periodicity of the lattice and it is therefore unnec-
essary to sum over the indices k. The second assumption
reduces the equations for ui(r) and vi(r) to:
ui(r) ≡ unk(r) = unkφnk(r)
vi(r) ≡ vnk(r) = vnkφnk(r). (63)
This approximation is motivated by the difference in en-
ergy scale between the electronic bonding and supercon-
ducting pairing. If any of the bands are degenerate on
the scale of ∆KS one can question the validity of the ap-
proximation. Yet, even then, we expect the hybridization
to be negligible.
Inserting these approximations into the Bogoliubov-
de-Gennes equations (50), and using the orthogonality of
the basis set we arrive at:
ǫ˜nkunk +∆KS;nkvnk = Enkunk
−ǫ˜nkvnk +∆∗KS;nkunk = Enkvnk. (64)
The energies ǫ˜nk are defined as the energies from the non-
superconducting RDMFT calculation minus the chemical
potential. This yields equations of the same form as in
SC-DFT. Indeed, for the eigenenergies we obtain:
Enk = ±
√
ǫ˜2nk + |∆KS;nk|2 (65)
and for the amplitudes:
unk =
1√
2
sign(Enk)e
Φnk
√
1 +
ǫ˜nk
|Enk| ,
vnk =
1√
2
√
1− ǫ˜nk|Enk| , (66)
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where eΦnk is the phase of ∆KS;nk. We are already fa-
miliar with the first equation from BCS-theory where
∆KS,nk is the energy gap. We will interpret ∆KS,nk
in the same fashion in SC-RDMFT. Of course the solu-
tion of the Bogoliubov-de-Gennes equations also results
in new formulas for γ and χ. Here we use the fact that
the Bogoliubov-quasiparticle states are occupied accord-
ing to a Fermi-Dirac distribution. The densities γ and χ
take on the form:
γ(r, r′) =
∑
nk
|unk|2 1
eβEnk + 1
φ∗nk(r
′)φnk(r) (67)
+ |vnk|2
(
1− 1
eβEnk + 1
)
φ∗nk(r)φnk(r
′)
=
∑
nk
[
1
2
− ǫ˜nk|Enk| tanh
(
β|Enk|
2
)]
φ∗nk(r
′)φnk(r)
and
χ(r, r′) =
1
2
∑
nk
∆KS;nk
|Enk| tanh
(
β|Enk|
2
)
φ∗nk(r
′)φnk(r).
(68)
We defined the anomalous exchange-correlation potential
∆xc as the functional derivative of the universal func-
tional with respect to χ. This, in combination with
Eq. (67), yields a self consistent equation for the anoma-
lous exchange-correlation potential:
∆xc = −δFxc [γ, χ [∆KS, γ]]
δχ
. (69)
Here we used the fact that χ is a functional of ∆ and γ
and consequently we can calculate the functional deriva-
tive in Eq. (69) through the chain rule as a derivative with
respect to ∆KS and γ. As we consider ∆(r, r
′) as the su-
perconducting energy gap we arrive at a self-consistent
gap equation which we can solve in order to determine
the transition temperature.
VII. THE SHAM-SCHLU¨TER CONNECTION
The last missing piece in the SC-RDMFT puzzle
is an expression for the universal exchange-correlation
functional. The Sham-Schlu¨ter connection [38–40] is a
many-body perturbation approach for the derivation of
exchange-correlation potentials. The idea was already
introduced to SC-DFT in the original paper by Oliveira,
Gross and Kohn [15]. We will use the existence of the
Kohn-Sham system to show that the Sham-Schlu¨ter con-
nection can be easily extended to SC-RDMFT.
The starting point is the Dyson equation in Nambu-
Gorkov space:
G¯ = G¯KS + G¯KSΣ¯KSG¯, (70)
where G¯KS is the non-interacting Green’s function which
corresponds to the SC-RDMFT Kohn-Sham Hamilto-
nian:
H¯KS(r, r
′) =
[
hKS(r, r
′) ∆KS(r, r
′)
∆∗KS(r, r
′) −hKS(r, r′)
]
. (71)
Σ¯KS(r, r′, ωi) is the self energy of the system:
Σ¯KS(r, r′, ωi) = Σ¯
xc(r, r′, ωi)− Σ¯DC(r, r′, ωi), (72)
with a double counting correction Σ¯DC(r, r′, ωi) that is
comprised of the SC-RDMFT exchange-correlation po-
tentials:
Σ¯DC,σ,σ
′
(r, r′, ωi) = δσ,σ′
[
vxc(r, r
′) ∆xc(r, r
′)
∆∗xc(r, r
′) −vxc(r, r′)
]
.
(73)
We now arrive at the reason for using the Kohn-Sham
system as the non-interacting system of the Dyson equa-
tion. Indeed, the densities (γ, χ) can be written as the
equal time limit of the Nambu-Gorkov Green’s function.
Here, γ corresponds to the normal Green’s function and
χ to the anomalous propagator:
γσ,σ′(r, r
′) = lim
η→0+
1
β
∑
ωi
eiηωiGσ,σ′(r, r
′, ωi) (74)
χ(r, r′) = − lim
η→0+
1
β
∑
ωi
eiηωiF↑,↓(r, r
′,−ωi). (75)
Obviously, this is true for the Nambu-Gorkov Kohn-
Sham Green’s function as well as for the Nambu-Gorkov
Green’s function of the interacting system. Since we de-
fined the Kohn-Sham system as the non-interacting sys-
tem reproducing χ and γ of the interacting system, the
equal time limit of G¯KS(rτ, r′τ+) = G¯(rτ, r′τ+). Insert-
ing the equality into the corresponding Dyson equation
yields the following two equations:
0 = lim
η→0+
1
β
∑
ωi,σ1,σ2
eiηωi
∫
d3r1
∫
d3r2
[
G¯KSσ,σ1(r, r1, ωi)Σ¯
KS
σ1σ2(r1, r2, ωi)G¯σ2,σ′(r2, r
′, ωi)
]
11
(76)
0 = lim
η→0+
1
β
∑
ωi,σ1,σ2
eiηωi
∫
d3r1
∫
d3r2
[
G¯KSσ,σ1(r, r1,−ωi)Σ¯KSσ1σ2(r1, r2,−ωi)G¯σ2,σ′(r2, r′,−ωi)
]
12
. (77)
The analogue of this relation for the density is known for DFT [38–40] as the Sham-Schlu¨ter connection. After
12
decomposing the self-energy we arrive at the following system of integral equations for the exchange-correlation
potentials. As a matter of notation we use G¯KS(r, r1, ωi) = G¯
KS
↓↓ (r, r1, ωi) = G¯
KS
↑↑ (r, r1, ωi) and analogously for
F (r, r′, ωi) and Σ
xc(r, r′, ωi).
lim
η→0+
1
β
∑
ωi,σ,σ1,σ2
eiηωi
∫
d3r1
∫
d3r2
[
G¯KSσ,σ1(r, r1, ωi)Σ¯
xc
σ1σ2(r1, r2, ωi)G¯σ2,σ(r2, r
′, ωi)
]
11
= lim
η→0+
2
β
∑
ωi
∫
d3r1
∫
d3r2
[
GKS(r, r1, ωi)vxc(r1, r2)G(r2, r
′, ωi)− FKS(r, r1, ωi)vxc(r1, r2)F †(r2, r′, ωi)
− FKS(r, r1, ωi)∆∗xc(r1, r2)G(r2, r′, ωi)−GKS(r, r1, ωi)∆xc(r1, r2)F †(r2, r′, ωi)
]
(78)
and
lim
η→0+
1
β
∑
ωi,σ,σ1,σ2
eiηωi
∫
d3r1
∫
d3r2
[
G¯KSσ,σ1(r, r1,−ωi)Σ¯xcσ1σ2(r1, r2,−ωi)G¯σ2,σ(r2, r′,−ωi)
]
12
= − lim
η→0+
2
β
∑
ωi
∫
d3r1
∫
d3r2
[
GKS(r, r1,−ωi)vxc(r1, r2)F (r2, r′,−ωi) + FKS(r, r1,−ωi)vxc(r1, r2)G(r′, r2, ωi)
− FKS(r, r1,−ωi)∆∗xc(r1, r2)F (r2, r′,−ωi) +GKS(r, r1,−ωi)∆xc(r1, r2)G(r′, r2, ωi)
]
. (79)
One can slightly simplify these equations by transforming to Fourier-space (the convergence factor limη→0+ is left
out for simplicity’s sake). Indeed, by defining:
vxc(nk, nk
′) =
∫
d3r1
∫
d3r2 φk(r2)φ
∗
k′ (r1)vxc(r1, r2) (80)
Σxc(nk, nk
′, ωi) =
∫
d3r1
∫
d3r2 φk(r2)φ
∗
k′Σxc(r1, r2, ωi), (81)
the decoupling approximation reduces the anomalous potential to only one index nk, namely:
1
β
∑
ωi
[
GKS(nk, ωi)Σ
11
xc(nk, nk
′, ωi)G(nk
′, ωi)− FKS(nk, ωi)Σ11xc(nk, nk′,−ωi)F †(nk′, ωi)
−FKS(nk, ωi)Σ12∗xc (nk, nk′, ωi)G(nk′, ωi)−GKS(nk, ωi)Σ11xc(nk, nk′, ωi)F †(nk′, ωi)
]
=
1
β
∑
ωi
[
GKS(nk, ωi)vxc(nk, nk
′)G(nk′, ωi)− FKS(nk, ωi)vxc(nk, nk′)F †(nk′, ωi)
−δnk,nk′
(
FKS(nk, ωi)∆
∗
xc(nk)G(nk
′, ωi) +G
KS(nk, ωi)∆xc(nk)F
†(nk′, ωi)
)]
(82)
1
β
∑
ωi
[
GKS(nk,−ωi)Σ11xc(nk, nk′,−ωi)F (nk′,−ωi)− FKS(nk,−ωi)Σ11xc(nk, nk′, ωi)G(nk′, ωi)
+FKS(nk,−ωi)Σ12∗xc (nk, nk′,−ωi)F (nk′,−ωi) +GKS(nk,−ωi)Σ11xc(nk, nk′, ωi)G(nk′, ωi)
]
=
1
β
∑
ωi
[
GKS(nk,−ωi)vxc(nk, nk′)F (nk′,−ωi) + FKS(nk,−ωi)vxc(nk, nk′)G(nk′, ωi)
−δnk,nk′
(
FKS(nk,−ωi)∆∗xc(nk)F (nk′,−ωi)−GKS(nk,−ωi)∆xc(nk)G(nk′, ωi)
)]
. (83)
At this point the first major advantage in comparison to
SC-DFT emerges. In SC-DFT the equation correspond-
ing to the density is of course local while the anoma-
lous equation is non-local. The two equations arising
from the Sham-Schlu¨ter connection in SC-RDMFT are
symmetric in the sense that they are both purely non-
local. Consequently, we do not sum over any index
nk in Eq. (83) and we are not plagued with the SC-
DFT-problem of reconciling a local and a non-local equa-
tion. This greatly simplifies the calculations: the off-
diagonal elements of vxc(nk, nk
′) do not depend on the
anomalous potential and can be calculated separately.
Moreover, if vxc satisfies the lattice periodicity (namely,
vxc(r, r
′) = vxc(r + R, r
′ + R) with R being any lat-
tice vector), the nondiagonal elements are non-zero only
when they belong to different bands vxc(nk,n
′k). Since
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the off-diagonal component (k,k′) becomes zero under
the lattice periodicity of the exchange-correlation poten-
tial, Eqs. (82) and (83) can be further simplified.
In order to continue analogously to SC-DFT we sim-
plify the equation by limiting ourselves to terms linear in
∆nk:
∆˜xc(nk) =
∑
nk′
δ∆xc(nk)
δ∆nk′
∣∣∣
∆=0
∆nk′ . (84)
Naturally, this approximation is only valid close to the
transition temperature where the energy gap is small. As
a last approximation, we replace the interacting Green’s
function with the Kohn-Sham Green’s function. From
the perspective of Migdal’s theorem [79], this approxima-
tion is not completely sound. For this reason, a promising
avenue for further research will be to dress the Green’s
function with the phononic self energy [18]. The final
form of the functional is derived in detail in Appendix B.
We finally arrive at the linearized gap equation
∆˜xc(nk) = ∆˜
A
xc(nk) + ∆˜
C
xc(nk) + ∆˜
D
xc(nk), (85)
that we divide into one Coulomb term,
∆˜Axc(nk) = −
1
2
∑
nk′
tanh
(
βξnk′
2
)
ξnk′
∆nk′v(nk, nk
′), (86)
and two phonon terms
∆˜Cxc(nk) = −
1
tanh
(
β
2 ξnk′
) ∑
nk′,λq
∆nk′
ξnk′
∣∣∣gnknk′λq ∣∣∣2 (87)
[
I(ξnk, ξnk′ ,Ωλq)− I(ξnk,−ξnk′ ,Ωλq)
]
,
and
∆˜Dxc(nk) = 2∆nk

2 cosh2
(
β
2 ξnk
)
ξnkβ
−
β
2
sinh
(
β
2 ξnk
)

 ∑
nk′,λq
∣∣∣gnknk′λq ∣∣∣2I ′(ξnk, ξnk′ ,Ωλq)
− ∆nk
tanh
(
β
2 ξnk′
) ∑
nk′,λq
∣∣∣gnknk′λq ∣∣∣2
{
1
ξnk
[
I(ξnk, ξnk′ ,Ωλq)− I(ξnk,−ξnk′ ,Ωλq)
]
− 2I ′(ξnk, ξnk′ ,Ωλq)
}
. (88)
The Coulomb term (86) and phonon terms (87) and (88)
are completely analogous to the corresponding terms in
SC-DFT. The only difference in the A term lies in the fact
that the terms ξnk, ∆nk and g
nknk′
λq correspond to the
results of RDMFT and not DFT calculations. In SCD-
DFT there is an additional repulsive B term, namely,
∆˜B,DFTxc (nk) =
∆nk
2

 1
ξnk
−
β
2
cosh
(
β
2 ξnk
)
sinh
(
β
2 ξnk
)


×
{∑
nk′
[
1− tanh
(
β
2
ξnk′
)]
v(nk, nk′)−
∑
nk1,nk2
β
2
cosh2(β2 ξnk1)
[
1− tanh
(
β
2 ξnk2
)]
v(nk1, nk2)
∑
nk1
β
2
cosh2(β2 ξnk1)
}
,
which turns out to be rather problematic as it suddenly
jumps to zero close to the Fermi surface and is conse-
quently neglected [17, 18]. Therefore, it speaks rather
favorably of SC-RDMFT that the term is zero without
any ad hoc approximations. Once again the reason why
the term is simpler in SC-RDMFT lies in the symmetry
of the equations. The sums over nk1 in the last term arise
due the use of the density in SC-DFT and consequently
do not appear in SC-RDMFT.
The C-term (87) is exactly analogous to supercon-
ducting DFT term. The D-term (88) is different from
SC-DFT. The difference lies in the first summand which
was neglected in SC-DFT as it diverges [17]. Although
the second summand also has a divergent contribution
in SC-RDMFT, the divergences of the first and second
summands asymptotically cancel [80]. Consequently, the
final form of the D-term is equal in both theories. Com-
paring this functional with its analogue from SC-DFT we
only expect differences due to the different Kohn-Sham
energies and electron-phonon coupling in SC-RDMFT.
All in all, the process of developing the first anomalous
exchange-correlation functional for SC-RDMFT turned
out to be simpler and relied on fewer approximations to
reach an equivalent result to SC-DFT.
VIII. CONCLUSIONS
In this paper we presented the theoretical foundations
of a new ab initio theory of superconductivity. SC-
RDMFT is based on a unique relationship between the
statistical density operator at equilibrium ̺eq and the
corresponding one-body reduced density matrix γ and
the anomalous density χ. This reduced density matrix
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formalism for superconductivity yields the existence of
a universal functional Fβ [γ, χ] of these two quantities,
whose universal properties we derived. The derived the-
orems prove the possibility of a completely ab initio re-
duced density matrix formalism for superconductors and
demonstrate the elegance and advantages of using the
Nambu-Gorkov one-particle reduced density matrix or
its substitutes to describe superconducting systems.
We used a Bogoliubov transform to prove the exis-
tence of the Kohn-Sham system at finite temperature
and obtain a system of coupled Bogoliubov-de Gennes-
like Kohn-Sham equations. As even such coupled Kohn-
Sham equations in their original form are extremely chal-
lenging to solve we introduced the decoupling approx-
imation to SC-RDMFT. By decoupling the changes of
the superconducting phase transition from the electronic
and phononic calculations we were able to arrive at a lin-
ear system of equations. Solving the system leads to a set
of self-consistent equations for the gap and our primary
variables γ and χ.
We then used the existence of the Kohn-Sham system
to derive an exchange-correlation functional based on the
Sham-Schlu¨ter connection in Nambu-Gorkov space. For-
mally the derivation was extremely similar to SC-DFT
but a few essential differences existed. Because SC-
RDMFT is concerned with two non-local variables, the
resulting equations exhibited a symmetry in their form
that is missing in SC-DFT. Due to this missing symmetry
an extra strong approximation is necessary in SC-DFT,
namely that the system is nearly homogeneous. In the
end we simplified our functional to the linear regime in
order to arrive at a BCS-like gap equation. The result-
ing approximate functional has three terms that have the
same analytical form as the analogous functional in SC-
DFT. However, in SC-DFT there is a fourth term that
has a rather pathological behavior, that is set to zero by
hand. This problematic term turns out to be absent in
SC-RDMFT.
Our functional was developed in close analogy to SC-
DFT. It would be certainly interesting to follow a dif-
ferent path, and to derive it by generalizing existing
(non-superconducting) RDMFT functionals (such as the
Mu¨ller functional). In view of the success of RDMFT for
correlated systems, this would maybe allow us to tackle,
for the first time, the problem of superconductivity in
correlated systems in a completely ab initio fashion.
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Appendix A: Nambu-Gorkov Green’s function
Just like the Nambu-Gorkov one-body reduced density matrix, the Green’s function in Nambu-Gorkov space is a
2× 2 matrix:
G¯σ,σ′ (rτ, r
′τ ′) = −
〈
Tˆ ˆ¯Ψ(r, τ)⊗ ˆ¯Ψ†(r′, τ ′)
〉
=
[
Gσ,σ′(rτ, r
′τ ′) sign(σ′)Fσ,−σ′(rτ, r
′τ ′)
sign(σ)F †−σ,σ′ (rτ, r
′τ ′) −sign(σ′)sign(σ)G−σ,−σ′ (rτ, r′τ ′)
]
. (A1)
Here Gσ,σ′(rτ, r
′τ ′) corresponds to the normal Green’s function and F †−σ,σ′(rτ, r
′τ ′) is known as the anomalous
propagator.
We can denote the constituents of the Kohn-Sham Green’s function as:
GKSσ,σ′(r, r
′, ωi) = δσ,σ′
∑
nk
[unk(r)u∗nk(r′)
iωi − Enk +
vnk(r
′)v∗nk(r)
iωi + Enk
]
(A2)
FKSσ,σ′(r, r
′, ωi) = δσ,−σ′
∑
nk
[vnk(r′)u∗nk(r)
iωi + Enk
− vnk(r)u
∗
nk(r
′)
iωi − Enk
]
(A3)
in position space. A Fourier transformation assuming the decoupling approximation yields:
GKSσ,σ′(nk, ωi) =
∫
d3r
∫
d3r′ φ∗nk(r
′)GKSσ,σ′(r, r
′, ωi)φnk(r) = δσ,σ′
(
|unk|2
iωi − Enk +
|vnk|2
iωi + Enk
)
, (A4)
FKSσ,σ′(nk, ωi) =
∫
d3r
∫
d3r′ φ∗nk(r
′)FKSσ,σ′(r, r
′, ωi)φnk(r) = δσ,−σ′sign(σ
′)unkv
∗
nk
(
1
iωi + Enk
− 1
iωi − Enk
)
. (A5)
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Appendix B: Linear Regime and Frequency Sums
In the linear regime we arrive at:
∆˜xc(nk)
1
β
∑
ωi
G˜KS(nk,−ωi)G˜(nk, ωi) 1
β
∑
ωi
G˜KS(nk, ωi)G˜(nk, ωi)
=
1
β
∑
ωi
G˜KS(nk, ωi)G˜(nk, ωi)
1
β
∑
ωi
{
G˜KS(nk,−ωi)Σ˜11xc(nk, nk,−ωi)F˜ (nk,−ωi)
+ F˜KS(nk,−ωi)Σ˜11xc(nk, nk, ωi)G˜(nk, ωi) + G˜KS(nk,−ωi)Σ˜12xc(nk, nk,−ωi)G˜(nk, ωi)
}
− 1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
11
xc(nk, nk, ωi)G˜
KS(nk, ωi)×
∑
ωi
[
G˜KS(nk,−ωi)F˜ (nk,−ωi) + F˜KS(nk,−ωi)G˜(nk, ωi)
]
. (B1)
Fortunately, Marques [81] already calculated all the required frequency sums analytically [82]:
1
β
∑
ωi
[
G˜KS(nk, ωi)G˜
KS(nk,−ωi)
]
=
1
β
∑
ωi
1
iωi − ξk
1
−iωi − ξk =
1
2ξnk
tanh
(
β
2
ξnk
)
(B2)
1
β
∑
ωi
[
G˜KS(nk, ωi)G˜
KS(nk, ωi)
]
=
1
β
∑
ωi
1
iωi − ξk
1
−iωi − ξk = −
1
2
β
2
cosh2
(
β
2 ξnk
) (B3)
1
β
∑
ωi
F˜KS(nk, ωi)
[
G˜KS(nk, ωi) + G˜
KS(nk,−ωi)
]
=
1
β
∑
ωi
1
iωi − ξk
∆k
ω2i + ξ
2
k
=
d
dξk
1
β
∑
ωi
∆k
ω2i + ξ
2
k
=
d
dξk
(
1
2ξk
− 1
ξk
1
1 + eβξk
)
=
∆nk
2ξnk

 β2
cosh2
(
β
2 ξnk
) − tanh
(
β
2 ξnk
)
ξnk

 (B4)
For the electronic self-energy expressions we arrive at:
1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
11
xc(nk, nk, ωi)G˜
KS(nk, ωi) =
1
4
∑
nk′
β
2
cosh2
(
β
2 ξnk
) [1− tanh(β
2
ξnk′
)]
v(nk, nk′) (B5)
1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
12
xc(nk, nk, ωi)G˜
KS(nk,−ωi) = −1
4
∑
nk′
∆nk′
ξnkξnk′
tanh
(
β
2
ξnk
)
tanh
(
β
2
ξnk′
)
v(nk, nk′) (B6)
1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
11
xc(nk, nk, ωi)F˜
KS(nk, ωi)
=
1
8
∆nk
ξnk

 1
ξnk
tanh
(
β
2
ξnk
)
−
β
2
cosh2
(
β
2 ξnk
)

×∑
nk′
[
1− tanh
(
β
2
ξnk′
)]
v(nk, nk′). (B7)
And the phononic terms yield:
1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
11
xc(nk, nk, ωi)G˜
KS(nk, ωi) = −
∑
nk′,λq
∣∣∣gnknk′λq ∣∣∣2I ′(ξnk, ξnk′ ,Ωλq) (B8)
1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
12
xc(nk, nk, ωi)G˜
KS(nk,−ωi) = −1
2
∑
nk′,λq
∆nk′
ξnkξnk′
∣∣∣gnknk′λq ∣∣∣2[I(ξnk, ξnk′ ,Ωλq)− I(ξnk,−ξnk′ ,Ωλq)]
(B9)
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1
β
∑
ωi
G˜KS(nk, ωi)Σ˜
11
xc(nk, nk, ωi)F˜
KS(nk, ωi) =
1
β
∑
ωi
G˜KS(nk,−ωi)Σ˜11xc(nk, nk,−ωi)F˜KS(nk, ωi)
=
∆nk
2ξnk
∑
nk′,λq
∣∣∣gnknk′λq ∣∣∣2
{
I ′(ξnk, ξnk′ ,Ωλq)− 1
2ξnk
[
I(ξnk, ξnk′ ,Ωλq)− I(ξnk,−ξnk′ ,Ωλq)
]}
(B10)
with
I(E,E′,Ωλq) =
1
β
∑
ω1,ω2
GKS(E,ωi)Dλq(ω1 − ω2)GKS(E′, ω2) (B11)
and Dλq(ω1 − ω2) being the phonon propagator.
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