Abstract-We propose a new Bayesian network (BN) model for both automatic and interactive image segmentation. A multilayer BN is constructed from an oversegmentation to model the statistical dependencies among superpixel regions, edge segments, vertices, and their measurements. The BN also incorporates various local constraints to further restrain the relationships among these image entities. Given the BN model and various image measurements, belief propagation is performed to update the probability of each node. Image segmentation is generated by the most probable explanation inference of the true states of both region and edge nodes from the updated BN. Besides the automatic image segmentation, the proposed model can also be used for interactive image segmentation. While existing interactive segmentation (IS) approaches often passively depend on the user to provide exact intervention, we propose a new active input selection approach to provide suggestions for the user's intervention. Such intervention can be conveniently incorporated into the BN model to perform actively IS. We evaluate the proposed model on both the Weizmann dataset and VOC2006 cow images. The results demonstrate that the BN model can be used for automatic segmentation, and more importantly, for actively IS. The experiments also show that the IS with active input selection can improve both the overall segmentation accuracy and efficiency over the IS with passive intervention.
I. INTRODUCTION

I
MAGE segmentation is a difficult problem in computer vision. It aims at partitioning an image into constituent regions of interest. Many approaches have been proposed before, including the clustering method [1] , region growing [2] , active contours [3] , normalized cuts [4] , graph-cut-based approaches [5] , Markov random fields (MRFs) [6] , etc. These methods are basically data-driven approaches. The data-driven method sometimes fails to produce satisfactory segmentation when there are shadow, occlusion, cluttering, low contrast area, or noise in the image. Incorporation of contextual and prior information is very important to improve segmentation under such situations. Researchers have therefore incorporated global shape information, local image constraints such as smoothness, and other domain knowledge for image segmentation.
Some previous works have already tried to incorporate certain prior knowledge into image segmentation. Nguyen and Ji [7] incorporated smoothness and domain knowledge into the growing of region boundaries in the watershed algorithm. Chan and Zhu [8] incorporated a global shape prior into the active contours segmentation. Freedman and Zhang [9] incorporated the global shape prior in a level-set template into the graph-cut algorithm for interactive segmentation (IS). By incorporating the prior knowledge, these approaches successfully improve segmentation in cases, where the purely data-driven methods may fail. In addition, the MRF-based approach is often used to capture certain prior knowledge. It can encode the local spatial relationship among random variables. However, MRF is not effective in capturing the global spatial relationship or long-range interaction. An additional hidden layer is normally added to model such relationships [10] , which makes the MRF model more complex and computationally inefficient.
The aforementioned methods usually incorporate the prior knowledge in a deterministic manner, ignoring the various uncertainties associated with image segmentation. Moreover, the incorporation of new information is often done in a batch mode, making it difficult to gradually incorporate new evidence and the user's intervention into the segmentation process. These methods, therefore, cannot effectively reuse the previous results when new information is available.
The fully automatic segmentation methods might also fail, even though they already integrate both data information and prior knowledge. The reason for this may be due to the complexity of image segmentation for real applications. Such difficulties as noise, occlusion, low contrast, and clutter make image segmentation very challenging. We believe that semiautomatic segmentation with the user's intervention (i.e., interactive image segmentation) is a possible solution to complex problems. The users can provide further clues for image segmentation because it is easy for them to know where the segmentation is wrong. If the segmentation algorithms can effectively integrate these valuable feedbacks, improved image segmentation can be achieved.
There are many works on interactive image segmentation [5] , [9] , [11] - [13] . They demonstrate the usefulness of the user's intervention for improving segmentation. However, these approaches mainly exploit a limited type of user interventions. The user typically gives hard constraints by fixing the labels of certain pixels or group of pixels, without considering the uncertainties in the user's intervention. Other types of users' interventions are rarely used in these works.
More importantly, these existing IS approaches often solely depend on the user to passively select the next intervention.
However, the user may not easily know which intervention is most effective and should be performed first. In interactive labeling domain, researchers have studied the active learning approach for helping the user select the label to be first corrected [14] - [17] . The active learning proceeds sequentially, with the learning algorithm actively asking for the labels of some instances from a user. The objective is to ask the user to label the most informative instance in order to reduce the total labeling cost and to accelerate the learning process. Similar strategies can be incorporated into the interactive labeling domain to form a new active labeling approach. For active labeling, the key is the sample selection strategy, which selects the next sample for the user to label based on a predefined criterion. A better sample selection criterion should simultaneously maximize the performance while minimizing the amount of human intervention.
For classification problems, the most commonly used active learning criterion is the close-to-boundary criterion [18] . Other criteria have also been proposed. For example, the expected information gain is a natural measure to select the next sample to label. Freund et al. [14] enhanced the query-by-committee method to obtain high expected information gain. Shen et al. [15] incorporated multicriteria (i.e., informativeness, representativeness, and diversity) for active learning. Kapoor et al. [16] also proposed the variance and uncertainty of a Gaussian process as the active learning criteria. In addition, Raghavan et al. [17] improved active learning by combining the instance-level feedback with the feature-level feedback.
In this paper, we aim at finding the object boundary from the edge map of an oversegmented image. We propose a Bayesian network (BN) [19] , [20] to model this segmentation problem in a probabilistic way. Specifically, a multilayer BN is constructed to model regions, edge segments, vertices, their measurements, and their causal relationships. The BN also captures some local constraints to restrain the relationships among image entities. Given the BN, image segmentation is performed through a probabilistic inference. Thanks to the modeling power of BN, it is very easy to incorporate new constraints and measurements into the model. The human intervention can be easily added into the model as new evidence in an incremental, interactive, and sparing manner. This characteristic makes the proposed BN model very suitable for interactive image segmentation. In addition, we propose a new active input selection process to automatically generate a ranked list of candidates for the user to choose as the user's next intervention. This process can effectively reduce the total user's involvement for performance improvement. The impacts of newly input evidence are systematically propagated through the entire BN via belief propagation. In this way, constrained segmentation can be done in an incremental and interactive manner, fully utilizing the previous segmentation results.
II. RELATED WORK
BN is a powerful probabilistic graphical model that has been applied in computer vision. Early in 1990s, Sarkar and Boyer [21] applied BN to group low-level edge segments for highlevel image understanding. Westling and Davis [22] applied BN for the interpretation of complex scenes. Feng et al. [23] combined BN with neural network for scene segmentation. A trained neural network provides the local predictions for the class labels. These predications are then fused with the BN prior model for scene segmentation. Liu et al. [24] combine BN and MRF to form an image segmentation approach. The BN generates a probability map for all pixels. An MRF prior is further incorporated to produce the segmentation. Mortensen and Jia [25] used a two-layer BN model for image segmentation, which captures the relationships between edge segments and their junctions. Given a user-input seed path, they use the minimum-path spanning tree graph search to find the most likely object boundaries. Other than imposing a simple contour closure constraint, their method is basically a data-driven approach. They use the intensity gradient and local curvature as the edge's measurement. In addition, they encode a statistical similarity measure between the adjacent regions of an edge into its a priori probability, therefore, implicitly integrating region information. In their early study [26] , they used a similar BN model for both automatic and IS. Their approach can find multiple nonoverlapping closed contours before any user's intervention is given. The user's input will serve as evidence to help select a single closed contour that encompasses the object of interest.
Although these researchers have successfully applied BN in their specific problems, most of them only use a simple BN structure (typically a naïve BN). For complex problems, this model may not be expressive enough to model many different kinds of image entities and their relationships. How to effectively capture these relationships using a BN is crucial to solve these difficult problems.
In our latest study on automatic image segmentation [27] , we introduce a unified graphical model combining the directed graphical model with the undirected graphical model. It allows capturing more complex and heterogeneous relationships among image entities. Compared with the BN model proposed in this paper, the unified graphical model is more expressive and more powerful. But the unified model was only used for automatic segmentation. In contrast, this paper focuses on interactive image segmentation with the human in the loop. This paper also integrates an active learning approach into the interactive image segmentation, which is new in this domain.
Other than automatic image segmentation, several semi-automatic segmentation approaches have been proposed before. Intelligent scissors [13] allow the user to give seeds to guide the segmentation algorithm to find the low-cost path from the cursor position to the last seed position. For textured images, the low-cost path may be sensitive to the cursor position, and more seeds are needed to achieve a satisfactory result. Boykov and Jolly [5] modeled segmentation as an energy minimization problem and used the graph-cut technique to solve the optimization problem. The user provides some hard constraints that indicate certain pixels to be parts of the object or the background. "GrabCut" [11] extends the graph-cut segmentation [5] by reducing the human intervention to dragging a rectangle around the desired object. Freedman and Zhang [9] integrate a level-setbased shape prior into graph-cut-based segmentation. Similar to [5] , the user marks some pixels as parts of the object or the background. An energy term related to the difference between the segmentation shape and the prior shape is added into the energy function. Incorporating such shape priors brings the benefit of handling blurred edges or multiple similar objects close to one another. "Lazzy snapping" [12] provides a user-friendly tool for IS, which separates coarse and fine-scale processing to improve the performance. Duchenne et al. [28] used the user-supplied seeds provided as a set of broad brush strokes as known pixelwise labels and inferred the remaining pixel labels by a statistical transductive inference.
Although these interactive approaches are somewhat successful, most of them passively depend on the user to decide the next intervention and perform segmentation in a batch mode. However, sometimes it might be difficult for the user to select the most important intervention. An automatic process that can suggest a useful user intervention and reduce the user's involvement would be more desirable. In addition, these existing approaches typically only integrate one type of the user's intervention, and the intervention is often done in an ad hoc way, often ignoring the current segmentation results. Moreover, the user's intervention is often provided as hard constraints without considering their uncertainties, and is usually provided before the segmentation starts. Mimicking the human's decision process, it may be more beneficial to be able to provide different types of interventions, to account for their uncertainties, to provide interventions at any time of the segmentation process, and to integrate the user's intervention with current segmentation results incrementally.
III. OVERVIEW OF THE APPROACH
To realize the goal of both automatic and interactive image segmentation, we need a model that can conveniently integrate image measurements, take the user's input, and systematically propagate its impact on the segmentation results. For this purpose, we propose a multilayer BN model to find object boundaries according to measurements of regions (superpixels), edges, vertices (junctions), and local constraints. The local constraints capture our assumption that the object boundary should be locally smooth and have simple connectivity. Image segmentation is modeled as inferring the optimal states (e.g., on the object boundary or not) of these hidden variables from various measurements subject to constraints.
The flowchart of our approach is illustrated in Fig. 1 . Given the edge map of an oversegmented image, we construct a multilayer BN to capture the local image regions, edge segments, vertices, and their relationships. Various image measurements are then acquired, based on which an initial automatic segmentation is obtained through a probabilistic inference. For interactive image segmentation, the user examines the initial segmentation and provides appropriate interventions with/without the active input selection process. The influence of these user interventions on the states of other image entities is estimated through belief propagation. Finally, given the updated belief for each node, a probabilistic inference is performed to find the most probable explanation (MPE) of the region and edge nodes. Based on the MPE result, the most likely configuration of the superpixel regions and the edge segments form the final segmentation.
IV. IMAGE SEGMENTATION FRAMEWORK
We use BN as the basic framework for image segmentation. We construct the BN model from an oversegmentation of the image. Fig. 2 shows a concrete example. The edge map in the oversegmentation consists of superpixel regions (i.e., the regional blobs), edge segments, and vertices. The multilayer BN models the causal relationships among the superpixel regions , edge segments , vertices , and angles . Angle nodes are introduced to mainly enforce the smooth connection between adjacent edges.
A. Regions, Edges, Vertex Nodes, and Their Measurements
We build the BN model based on an edge map in the oversegmentation of an image, which can be generated by any standard image segmentation approach such as watershed segmentation, normalized cuts, anisotropic diffusion, etc. Fig. 2 (b) shows a small part of the edge map in the oversegmentation. The edge map consists of superpixel regions, edge segments, and vertices. Fig. 2 (c) illustrates a multilayer BN that models the statistical relationships among these image entities. Specifically, the region layer contains all superpixel regions. The edge layer contains all edge segments, while the vertex layer contains all vertices. A vertex is the place, where three or more edges intersect with each other. The angle layer will be explained in Section IV-B.
The parents of an edge node are the two adjacent regions along this edge. If the parents of an edge have different labels, it is more likely that there is a true object boundary between them, i.e.,
. Similarly, the edge nodes and the vertex nodes are causally linked. The parents of a vertex node are those edge segments that intersect at this vertex. The region nodes assume binary labels, i.e., foreground or background. Each edge node is a binary node, and its true state means that this edge segment belongs to the object boundary. The vertex node also assumes binary values (true or false).
The region nodes, edge nodes, and vertex nodes have their image measurements. The measurements of regions can be any feature vector extracted from the statistics of the superpixel region. In this paper, we use the average CIELAB color as the region features. The conditional probability is modeled as a mixture of Gaussians (MOGs), which is learned from the training data. The conditional probability models the statistical relationships between the region labeling and the edge state, where denotes the parent nodes of . In general, the edge is more likely to be a true object boundary when its parents are assigned different labels. However, this relationship itself has uncertainty. We encode this relationship and its uncertainty by defining the conditional probability as follows:
(1)
In this paper, we use the average intensity gradient magnitude as the measurement of each edge segment. More advanced statistical edge measurements can also be used. The measurement of the edge node is denoted as . Another layer is constructed to relate the edge nodes to their measurements (i.e., the shaded circles), as shown in Fig. 2(c) . The measurement nodes are continuous nodes. The conditional probability is parameterized using Gaussian distributions, which are learned from training data.
Similarly, each vertex node is also associated with a measurement node. The node in Fig. 2(c) is the measurement of a vertex . We use the Harris corner detector [29] to calculate this measurement. Let denote the grayscale image. The Harris matrix is given by (2) Given the matrix , the strength of a corner is determined by a corner response function Res, i.e., (3) where is set to 0.04, as suggested in [29] . The vertex measurement is currently discretized according to the corner response Res calculated by (3) . If the corner response is above a threshold (empirically fixed as 1000) and it is a local maximum, a corner is detected and the measurement becomes true. If no corner is detected, the measurement becomes false. The conditional probability that quantifies the statistical relationship between the vertex label and its measurement can be empirically modeled as follows: (4) This definition basically means that the measurement uncertainty is low. These numbers may vary, depending on the quality of the used corner detector.
B. Local Smoothness Constraint
The boundary of a natural object is usually smooth. It is, therefore, less likely that sharp corners exist at the boundary of a natural object. We incorporate the local smoothness constraint by penalizing sharp corners between the edges. A sharp corner is defined as an angle that is less than a threshold. To impose this constraint, a new angle node is introduced to model the relationship between two intersecting edges and . It is a binary node with the true state meaning that the local smoothness constraint is violated by these two edges. The relationships among edge nodes, angle nodes, and their measurements are illustrated in Fig. 3 . The conditional probability table (CPT) between an angle node and its measurement is similarly defined as (4) .
The angle measurement is currently discretized according to the threshold . If the angle is smaller than , the measurement becomes 1 (true). Its parent angle node therefore has a high probability to be true (i.e., a sharp corner), and the local smoothness constraint will be enforced. Under such condition, it is less likely that both edges and belong to the object boundary. We add a penalty for such edges by the links between angle nodes and edge nodes. To enforce the smoothness constraint, a CPT is defined to specify their relationships as follows: (5) This CPT definition effectively reduces the probability of a pair of edge segments to be both on the object boundary if they form a sharp corner (i.e., ).
C. Simple Connectivity Constraint
In general, the boundary of an object should be simply connected, i.e., an edge segment should intersect with at the most one edge segment at its end point. This constraint is imposed by defining a CPT between the edge nodes and the related vertex node as follows: (6) where denotes the parent edge nodes of a vertex. We set the second entry as 0.3 because it is possible that none of the parent edge segments is the true object boundary. For example, there can be vertices detected in the background edge map. However, the conditional probability for this case shall be smaller than the case that exactly two parent edge nodes are true. With the above CPT definition, if becomes 1 (true), it is most likely that exactly two parent edges are true boundary. The simple connectivity constraint is therefore enforced.
D. Complete BN Model
Given the BN components that model different parts of the segmentation problem, we combine them to form the complete BN model for image segmentation. In the model shown in Fig. 2(c) , the nodes represent all regions. The nodes represent all edges. The nodes impose the local smoothness constraint on edges. The nodes impose the connectivity constraint. The , and nodes are the measurements of regions, edges, angles, and vertices, respectively. All nodes are binary nodes except the measurement nodes and . Besides the natural causal relationships among image entities, local constraints are also imposed on the relationships among edges to encourage smooth and simple connections. We can calculate the joint probability distribution of all nodes as follows: (7) where denotes the parents of a node. is the prior probability of . Since we have no further prior information about the region labeling, is set as a uniform distribution, which means that there is no bias for the region label. denotes the set of edges that intersect with the edge . denotes the parent edge nodes of the vertex . is the total number of regions.
is the total number of edge nodes and is the total number of vertex nodes. The factorization of this joint probability is achieved by using the conditionally independent relationships among the nodes, which are implied by the BN structure and can be ascertained by the -separation rules [19] .
Given the measurements of regions, edges, vertices, and angles, the most probable states of hidden variables can be inferred by MPE inference, i.e., (8) We employ the junction tree method [20] to perform the exact MPE inference. In the MPE result, the superpixel regions and the edge segments with their most likely states form the estimated object region and boundary.
V. INTERACTIVE IMAGE SEGMENTATION
Fully automatic segmentation may not produce correct segmentation when the image data information cannot discriminate the boundary edges from nonboundary edges. Under such situations, the user's intervention can provide additional information to aid the automatic approach to produce correct segmentation. Existing IS approaches usually passively require the user to provide exact information such as labels for some edges, pixels, or regions. In contrast, we propose a new active input selection process that can improve both efficiency and accuracy of the IS.
A. Interactive Image Segmentation
For the interactive image segmentation, the user's interactions are incorporated as new evidence by instantiation of some nodes. Let denote the set of variables that are instantiated by the user's input and denote the hidden variables excluding . Their hidden states can be inferred as follows: (9) Compared to the existing IS approaches, the intervention in our model can be given anytime, of different types, and can be applied incrementally. Moreover, the effect of the intervention on the states of other hidden nodes are systematically estimated via a principled probabilistic inference.
B. Active Input Selection
The active input selection process helps the user to identify the next best intervention to take in order to minimize the overall user's annotations and to simultaneously improve the segmentation. Given the current segmentation result, the user first identifies the most problematic area using a mouse click. The image region within a certain radius around the clicked point will be considered for analysis. The computer program then searches for the image entities (regions, edges, vertices, and angles) within this area and calculates a ranked list of these image entities according to certain criterion. We propose to use the mutual information (MI) to help identify the next best action to take. MI measures the potential of a single user intervention to reduce the overall uncertainty of the BN segmentation model. Using MI, the system will rank a list of possible user's interventions on the identified entities based on their contributions to improve subsequent image segmentation. The user can then select the one from the ranked list that can maximally reduce the overall uncertainty of the model, and therefore, maximally improve the subsequent overall segmentation. In our current implementation, the entities are listed in a descending order according to their MI with the BN model.
The MI between a single user intervention and the BN model can be calculated as follows: (10) where denotes the intervention that will be given next time and are all the hidden nodes excluding . Using (10), a ranked list of actions to take next can be generated. With the ranked list of candidate interventions, the user can select the identified image entity that has the highest rank (i.e., the maximum MI) and is not correctly labeled to act upon next. Our current implementation automatically selects the topranked entity and flips its current state if the user decides its current state is incorrect. Once this intervention is input into the BN model, a new MPE inference is performed to propagate its impact and to produce a new segmentation. The aforementioned process can be iterated to incrementally improve the segmentation result.
In terms of actively determining the next best intervention, our method resembles some active learning techniques. There are two main categories of active learning methods. The first category selects the most informative sample (typically a sample with the largest uncertainty) for labeling, independent of other unlabeled samples. The second one selects a sample that minimizes the uncertainties on the remaining unlabeled samples. Our method is similar to the second kind in that we are also looking for an image entity (region, edge, and vertex) for the user to annotate so that the annotation of this image entity would minimize the uncertainties on other image entities. The key difference between our approach and the conventional active learning method is that we estimate the expected uncertainties on the remaining image entities jointly via belief propagation in the BN. The active learning approach, on the other hand, needs to retrain a classifier using the newly labeled data and then assess each sample's uncertainty using the newly trained classifier individually. In addition, our active learning can handle heterogeneous data because region, edge, and vertex entities in our cases are of different types, while the conventional ones usually only handle homogeneous samples.
VI. EXPERIMENTS
A. Automatic Image Segmentation
We first tested our model for automatic segmentation on two sets of testing images: 1) 110 images from the Weizmann horse dataset [30] and 2) 45 cow images from the VOC2006 database [31] . The Weizmann dataset includes the side views of many horses that have different appearances and poses, which makes it challenging to segment them. In order to learn the MOGs distributions for the region measurements, we use 60 other horse images for training. We use the Edgeflow-based anisotropic diffusion software [32] to generate the oversegmented edge map of each image. The superpixel regions, edge segments, and vertices are automatically extracted from this edge map to construct the BN model. For the training process, we collect the average CIELAB color of each region as the region measurements. The likelihood model of these measurements are learnt by MOG analysis. We also collect the average gradient magnitude of the edge segments from the training data and learn the likelihood model of the edge measurements.
Other conditional probabilities are preset and fixed in all our experiments (see Section IV). We empirically set these parameters due to several reasons. First, we can directly define these CPTs according to their conceptual meaning. Second, some previous work [33] shows that the performance of a BN is not very sensitive to accurate parameter setting. Third, we have changed some CPTs within a range of %-%. The segmentation results did not change very much, which echoes with the observations in [33] . Fourth, this parameterization allows us to apply the model to segment other images without much reparameterization.
It should be noted that our BN model requires limited training to learn the likelihood models. The model can be extended to multiclass segmentation as well, where only the region measurements are object class dependent and should be learned for each class. This property allows the model to be easily generalized with little retraining process.
During testing, given all the measurements and the parameterized BN model, image segmentation can be performed using the process described in Section IV-D. Fig. 4 shows some example segmentation results of the Weizmann horse images. By Fig. 4 . Examples of image segmentation results arranged in two groups of two rows. In each group, the first row includes the test images and the second row includes the segmentation masks produced by the proposed approach. visual inspection, we achieved reasonable results on these images. The errors mainly come from the appearance changes and the cluttering of background objects (e.g., the shadow) that have similar appearances as the horses. To quantitatively evaluate the segmentation performance, we calculated the percentage of correctly labeled pixels (i.e., segmentation accuracy). Table I shows our results compared to three related works that also performed experiments on the Weizmann dataset [34] - [36] . Our automatic segmentation performance is ranked the second and just lower than [34] , without using any shape prior, while both [34] and [35] used shape constraints. Table I also lists the performance of our IS with at most one active intervention per image. Our IS performance surpasses other approaches, which shows that even very limited user's intervention can significantly improve the segmentation performance.
Previously, we mention that the BN segmentation is not very sensitive to the accurate setting of BN parameters. To empirically study this issue, we performed two sets of experiments on the Weizmann dataset. First, we changed the CPTs of all edge nodes. Specifically, we changed the CPT from 0.7 to 0.9 and all related CPT entries for all edge nodes. We redid image segmentation on the same set of Weizmann images. The results are summarized in Fig. 5 . We observed that although the CPT values changed within % with respect to the preset value (0.8), the segmentation accuracy only slightly changed (less than 0.5%). These results demonstrated the insensitivity of BN segmentation to the accurate setting of BN parameters. To further study this issue, we also changed the CPT of the angle nodes from 0.1 to 0.3 and all related CPT entries. We did similar experiments as above and summarized the segmentation accuracy in Fig. 6 . We observed a quite similar phenomenon. The segmentation accuracy changed marginally (less than 0.2%) in this set of experiments.
From the aforementioned experiments, we empirically demonstrate that the BN segmentation model is not very sensitive to the accurate parameter setting. Our results also agree with the findings in other researchers' prior work [33] . Although it might be difficult to theoretically prove this phenomenon, we speculate that since our BN segmentation is based on the MPE inference, it searches for the optimal configuration based on the junction tree algorithm. Although the change of certain BN parameters might change the exact value of the joint probability under certain configuration, it may not change the order of the joint probability under different configurations. Hence, the MPE configuration will not change in many cases and the segmentation result remains the same.
Besides the Weizmann dataset, we also tested the automatic segmentation on the cow images from the VOC2006 database. We randomly select 50 cow images from this database to train the BN model (to mainly learn the region likelihood models) and then test it on a different set of 45 cow images. Example results are shown in Fig. 7 . We achieved an overall accuracy of 94.5% for the automatic segmentation.
B. Passively IS
We notice that automatic segmentation may have difficulty in segmenting low contrast image areas, where the edge measurements cannot differentiate true edges from those edges that are not object boundary. The regions along these edges also have similar features so that they tend to be assigned the same label. Hence, both the edge information and the region information cannot overcome this difficulty. Under such cases, human intervention is needed for further improvement. Fig. 8 shows two examples, where the automatic segmentation has difficulty in correctly segmenting some body parts. The user can use strokes to indicate some foreground or background seeds. The superpixels or edges crossed by the strokes are then labeled accordingly. The new evidence is taken into the BN by instantiating the related nodes. The impact of the new evidence on other nodes can be automatically estimated through belief propagation, which updates the states of the whole BN to produce the improved segmentation.
Due to its convenience to incorporate new evidence, the BN model allows the user to very easily interact with the segmentation process. The intervention can be performed at any stage of the segmentation process. It can be made before the image segmentation starts or added during the segmentation process. Moreover, various types of interventions can be selectively performed by the user. The user's interventions can include but are not limited to the following types:
1) changing the state of an edge/region node; 2) giving inputs as foreground or background seeds; 3) selectively enforcing the local constraints in some places; 4) overriding the image measurements; 5) changing the uncertainties of some image measurements. In other words, the user can change the state of any node in the BN, based on his knowledge about the object boundary. Given any input from the user, belief propagation using the junction tree method [20] is performed to propagate the impact of the user's input and to update the beliefs of all hidden variables. The beauty of belief propagation includes: 1) it is done incrementally based on the current state of the model, without having to restart from the scratch again, and 2) it can extend the impact of the user's input to any node in the BN in a principled way, not only limited to the nearby nodes.
We give an example in Fig. 9 to illustrate these characteristics. This figure shows the segmentation results at two stages. The user incrementally gives two kinds of interventions by indicating some foreground/background seeds using strokes and relaxing the connectivity constraint on a vertex by manipulating its CPTs. With two-step interventions, the framework gradually improves the segmentation results. It can be also observed that one human input may change the states of the whole network and produce the new segmentation.
It should be noted that the different types of interventions mentioned previously require different levels of the user's understanding and manipulation of the BN model. For example, it is very easy to change the state of binary nodes by switching their states. However, relaxing the local constraints by changing the CPT values requires a deep understanding of the meaning of those CPTs. Changing the image measurements might be even harder since it is not easy for the user to mentally estimate those measurements. In our current implementation, we allow the user to interactively change the states of region nodes, edge nodes, vertex nodes, and their CPTs.
Finally, the IS demonstrated so far solely depends on the user to select next interventions. We therefore call it as passively IS. C. Actively IS Besides the fully automatic segmentation and the passively IS, we have performed IS with active input selection on both sets of testing images. In each round of IS, we allow the user to give at the most one human intervention per image. Here, we focus on the first type of intervention, i.e., changing the state of a region/edge node. In each round, all testing images are checked once to identify whether it requires the user's input to improve segmentation or not. The average segmentation error is calculated when a round of IS is completed. This process is iterated by several rounds to gradually improve the segmentation.
In the IS with active input selection, the computer program calculates a ranked list of candidates for the user's next intervention. The user then gives intervention based on this candidate list. In contrast, in the passively IS, the user just arbitrarily selects the next intervention based on his own judgment.
We compare the performance of both strategies through the overall segmentation error rate. These results are summarized in Tables II and III . In both tables, we observe that the user's intervention can significantly reduce the error rate. For example, the error rate of horse images decreases from 6.3% to 4.4% with only one round of active intervention. We also observe that the actively IS can improve both the IS accuracy and efficiency. Fig. 10 shows the change of error rates with respect to the number of cumulative interventions given to all images. Compared to the passive intervention, the active intervention can reduce the segmentation error faster. It requires 287 active interventions for 110 horse images to reduce the average error rate to 2.56%, while the passive intervention requires 325 interventions to reduce the average error rate to 2.58%. With comparable error rates, the active intervention is about 12% more efficient than the passive intervention. Fig. 11 . GrabCut IS. The four columns are the raw images with the polygon input by the user, the initial segmentation, the additional user's inputs of foreground seeds (red polygons) or background seeds (blue polygons), and the segmentation results after all users' inputs, respectively.
For the cow dataset, the difference is even more significant. For example, the error rate reduces to 1.4% with 87 cumulative interventions for 45 cow images using the active intervention, while the error rate reduces to 1.36% with 133 passive interventions. The active intervention is about 35% more efficient than the passive intervention. These results demonstrate that the active input selection process can reduce the total user's involvement for IS and make the IS more efficient.
D. Comparison With GrabCut IS
In addition to the aforementioned experiments, we also compare our approach with the popular GrabCut IS [11] . We downloaded a publicly shared GrabCut software [37] . This software can initially do GrabCut segmentation with a user's input bounding polygon. It also allows further adding foreground/background seeds using polygons to refine the segmentation results, which in principle is very similar to the Lazzy-Snapping technique [12] . We use this GrabCut software to segment the Weizmann horse images used in this paper. For each image, we first give a polygon and perform GrabCut to segment the image. If there are still significant segmentation errors, we further give additional foreground/background seeds to gradually improve the segmentation. We maximally give four additional inputs for each image.
We summarize the quantitative experimental results in the third row of Table II . From this table, we found that our approach achieved generally better performance than the GrabCut approach. Our automatic segmentation achieved 6.3% error rate and the GrabCut approach with the polygon input achieved 8.8% error rate. In addition, our approach more effectively and efficiently improves the segmentation when additional users' inputs are given. For the actively IS, our total number of the user's inputs for each round of IS is smaller than that of the GrabCut segmentation. Please note that for the initial segmentation, the GrabCut approach actually already used one human input (i.e., the polygon) for each image but we did not count it in.
In Fig. 11 , we showed two typical GrabCut segmentation results. Compared with our results shown in Figs. 8 and 9 , our approach can more effectively correct those misclassified areas. We think that this may be due to two major reasons: first, our approach is a superpixel-based approach, while the GrabCut is a pixel-based approach. When new intervention is given, our approach can correct the error more effectively. Second and more importantly, our BN-based approach quickly propagates the impact of new intervention throughout the network and corrects more erroneous areas. This phenomenon has been demonstrated in Fig. 9(c) and (d) . In contrast, the GrabCut approach propagates the impact of new intervention slowly, as shown in Fig. 11(h) . With four polygons input by the user, it still did not roughly find the correct object boundary.
Although our approach achieves better segmentation accuracy, we did find some of its shortcomings compared to the GrabCut approach. First, our approach is a superpixel-based approach. Its performance may be limited by the granularity of those superpixels. If one wants to refine the segmentation to the single pixel level or subpixel level, we need to integrate some pixel-based approach with our approach for fine-grained refinement. Considering this aspect, we think our approach is mainly useful for those problems that may not require the single pixel level segmentation accuracy.
Second, the GrabCut approach is running faster than ours. In an old laptop (IBM T42, Pentinum M 1.7 GHz CPU, 1.5 GB RAM), the average running time for the initial GrabCut segmentation is about 36 s per image, which is about 1/3 of the average running time (112 s) of the initial automatic segmentation by our approach. But we did find that the speed of GrabCut segmentation significantly depends on the implementation. We have tried to use another GrabCut code [38] , which requires about twice the running time of the GrabCut software we finally chose. In addition, once the initial segmentation is produced, further IS by both approaches is fast. It usually takes our approach 1-4 s to finish one step of IS.
Our prototype is implemented in MATLAB 7.0. The most time-consuming part in our approach is building the BN model and converting it to a junction tree for exact MPE inference, whose computation depends on the complexity (e.g., the number of nodes, tree width) of the model. We can use C++ implementation and approximate inference approaches such as loopy belief propagation to further speed up our system.
E. Weak-and Self-Learning of Region Distributions
In our BN model, we learned the distributions of image measurements using supervised learning. Although the distributions of edge measurements, vertex measurements, and angle measurements are usually very general, the distributions of region measurements may depend on the used dataset. We performed two sets of additional experiments to study the influence of region measurement distributions on the segmentation performance.
First, we used the region likelihood models learned from the VOC2006 cow dataset to segment the Weizmann horse images. We call this as "weak-learning" of the region measurement distributions since we used a completely different dataset for training. We performed automatic segmentation on the same set of Weizmann images and found that the average labeling accuracy decreased from 93.7% to 90.7%. This is a moderate performance decrease but can be easily understood because we used a different dataset to train the model.
Second, in order to improve the generalization of our IS approach, we modified the code so that we could leverage the polygon used by the GrabCut approach to do "self-learning" of the region likelihood models. Specifically, the polygon used in the GrabCut actually tells us that the exterior area should be the background but the interior area could be the mixture of both foreground and background. We used the exterior pixels to learn the region likelihood model for the background area. Once we learned the region likelihood model for the background, we used it to label the interior area and found the area with low background probability. These areas have high likelihood to be the foreground since they are significantly different from the background. We used these areas to learn the region distributions for the foreground. In this way, we can adaptively learn the region distributions for both the foreground and background in each individual image.
In addition, the input polygon tells us the background area. We also use it to adjust the prior probability of region nodes. Specifically, if % pixels of a superpixel region is outside of the polygon, we adjust its prior probability of being the background to %. Similarly, we also adjust the evidence of the edge nodes.
We used the self-learning approach to learn the region distribution for each image, given the polygon used by the GrabCut approach. We redid the experiments on the Weizmann images and found this self-learning approach performed well compared to our original automatic segmentation. We achieved about 95.3% average labeling accuracy in these experiments, which is better than our original automatic segmentation performance (93.7%). This performance is also better than the GrabCut approach that uses the same polygon as the input to produce the initial segmentation. Finally, we want to mention that we did not use the iterative self-learning to gradually improve the estimation of foreground/background region distributions, although this strategy is usually used by the GrabCut approach and may further improve the accuracy.
VII. SUMMARY
In this paper, we first propose a model-based segmentation approach based on BN. The BN systematically encodes the relationships among regions, edge segments, vertices, angles, and their measurements. The BN also models the local smoothness constraint and the simple connectivity constraint. Given the BN model, image segmentation is performed through belief propagation and probabilistic inference. The final segmentation is achieved by finding the MPE result that is consistent with all the measurements and constraints.
The proposed model is demonstrated to be able to perform fully automatic image segmentation, comparable to or outperforming several related methods. In addition, we further extend it to be used for interactive image segmentation. Specifically, we propose a new active input selection process to perform actively IS using the proposed BN model. This active selection can effectively improve the overall segmentation accuracy and reduce the total user's involvement. We demonstrate the concept of actively IS and compare it with passively IS. Our experimental results demonstrate the promising capability of the proposed BN model for both automatic image segmentation and effective interactive image segmentation.
The advantages of using a BN to model segmentation problems can be attributed to several aspects. First, it provides a systematic way to model the image segmentation problem in a probabilistic manner. Second, it is very convenient to incorporate new knowledge into the model due to the expressive and inference power of BNs. Third, the user's intervention can be easily incorporated into the BN as new evidence in an incremental way. Unlike other IS methods, multiple types of the user's interventions can be added at any stage of the segmentation process. The impact of new evidence will be propagated throughout the whole network in a principled manner. These characteristics are very important, especially for the segmentation of complex images.
Finally, although our BN model is focused on the figure/ ground segmentation problem, it can be easily extended to deal with multiclass segmentation. This extension can be done in two ways. First, we can design a series of BN models for segmenting each class versus the background. Applying these models will generate a multiclass segmentation. Second, we can extend the binary nodes (especially the region nodes) in the BN to discrete nodes with multiple states, allowing distinguishing multiple object classes. The local constraint such as the connectivity constraint should be changed accordingly since there could be complex boundaries in a multiclass segmentation. We plan to study this extension in future.
