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Let GL(n, q) denote the group of invertible n x n matrices over the finite field 
with q elements and let v. denote the average order of an element in this group. We 
show that for n large log v,, = n log q - log n + o(log n). @ 1993 Academic Press, Inc. 
INTRODUCTION 
In a series of papers Erd6s and Tur~n [-E T]  analyzed the statistical 
properties of the symmetric groups. In particular they studied the average 
order of a permutation. This work was extended by Schmutz [S] and later 
Goh and Schmutz [GS].  Let #, = (i/n!) Z.~s,  ord(n) be the average order 
of a permutation. Then Goh and Schmutz [GS] show that 
0 log #n = C + O \ log n ' 
where C = 2.99047 .... 
An obvious next task is to extend it to the general linear groups over the 
finite fields, as other results have been extended in the past (for example, 
in [GR, K, and St]). Let q be a prime power (say a power of the prime 
0) and let GF(q) denote the finite field with q elements. Let GL(n, q) denote 
the group of invertible n x n matrices over GF(q). For A ~ GL(n, q) let 
ord(A) denote the order of A in the group GL(n, q). Define the average 
order to be 
1 
~' ord(A), 
v.-  [q]. AEGL(n,q) 
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where [q ]n= IGL(n, q)l = (qn-  1 ) (q" -q )  "'" (q~q. - l ) .  The purpose of 
this note is to show that 
log vn = n log q - log n + o(log n). 
The proof will be comparable to the techniques used for Sn. 
We will use the following notation for partitions: for a partition 
2=(21,  22 .... ,2,) let ci(2) be the number of parts of 2 of size/, let 
121 =21 +22+ ... +2 ,  and let m(2)=l.c.m.(21, 22.... ,2s). We will say that 
2 is a partition of 121. By a sub-partition of 2 we will mean any subset of 
(21,22, ..., 2s) viewed as a partition of some smaller number. 
We will first review briefly the rational canonical form decomposition for 
matrices (for more details see [H]  or [TA]). Let V be any d-dimensional 
vector space over GF(q). An endomorphism c~of V is said to be cyclic of 
there is a vector v e V such that the iterated images v, cw, ~2v, ..., 0~ d -  1U are 
a basis of V. For any A ~GL(n, q) we will describe a decomposition of 
GF(q) n into A-invariant subspaces on which A is cyclic. Suppose the 
characteristic polynomial of A decomposes as 
char(A; z) =pl(Z)klp2(z) k2'' "pr(z) kr, 
where each p; is a monic irreducible polynomial of degree mz. Then GF(q)" 
decomposes into A-invariant subspaces Ui=ker(p;(A)kl). On U;, A has 
characteristic polynomial pi(z) ~. For convenience of notation we will drop 
the subscript i in the notation. Since we will treat the U,-'s separately this 
should cause no confusion. Write p(z)=Co + ClZ + ... +% lz m l + zm. 
Then we may choose a basis for U in terms of which A is given by an 
mj x mj block diagonal matrix 
D(p, b)= diag(]) (1) ..... ])(1), ])(2) . . . . .  ]1(2) . . . .  , ])(r) . . . .  , ] ) ( r ) . . . ) ,  
bl b2 br 
where b is the partition o f j  into bl l's, b2 2's, etc., and ])(r) is the mr x mr 
matrix written as an r x r matrix of m x m matrices as 
¢7 0 0 .-. 0 O\  
7 0 . . . . .  
0 6 7 
0 6 0 0 ~,(r) = 
0 0 0 ... 6 7 
NOTE 
where 7 and 6 are the m x m matrices 
f 0 1 0 
0 0 1 
0 0 0 
- -C  0 - -C  1 - -C  2 





"" - -  Cm 1]  
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0 .-- 0 0 
0 - . .0  0 /  
The A-invariant subspaces determined by this block diagonal form are 
not uniquely determined by A but the partitions b (° of ji are determined. 
Thus for each A we obtain monic irreducible polynomials Pl .... , Pr (with 
degrees ml, ..., mr, respectively) with multiplicities Jl, '",Jr and partitions 
b (i) of ji. We now need an expression for the order of A in terms of this 
data. 
Let b,  denote the largest piece that occurs in any of the partitions b <i). 
Let F be the algebraic closure of GF(q). Over F the matrix A may be 
decomposed into Jordan canonical form. This decomposition gives the 
following data for A: elements /~1 . . . . .  f l s  of F with multiplicities q)l . . . . .  (Ps 
and partitions of the ~0i's. The 3's are the roots of the irreducibles polyno- 
mials pg(z) occurring above with the same multiplicity and the partitions 
are the corresponding b's. From this form the order of A is easy to 
calculate it is 
ord(A) = l.c.m.(ord(fil ) ..... ord(fi,)) -0', 
where ord(fl) denotes the order as an element of the multiplicative group 
F* and t is chosen to satisfy 0 t-  1 < b,  <~ 0 t. Any monic irreducible polyno- 
mial p(z) over GF(q) has a well-defined order ord(p) which can be defined 
either as the order of the matrix 7 defined above or as the order of any root 
fl of p in the multiplicative group F*. With this definition we can rewrite 
the formula above as 
ord(A ) = 1.c.m.(ord(pl) ..... ord(p~)) •0 t. 
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THE LOWER BOUND 
For the lower bound we consider only matrices whose characteristic 
polynomial is irreducible. The multiplicative group GF(q")* is cyclic there- 
fore there are ~b(q"-1) generators. Thus there are ~b(q"-1)/n irreducible 
nth degree polynomials over GF(q) whose order is q" -1 .  For any 
irreducible nth degree polynomial p(z) the number of matrices in GL(n, q) 
with characteristic polynomial p(z) is given by [K, Lemmal]  or 
[St, Lemma 1 ] as 
[q]. [q]. 
rp(1) G(1) q" - l "  
Therefore restricting to just these matrices gives 
vn~ ~b(q" 1) 
17 
Since log ~b(N) = log N + O(logloglog N), we have 
log v,/> n log q - log n + O(loglog n). 
THE UPPER BOUND 
For the upper bound first fix a matrix A and let the canonical form 
described above assign to A polynomials P~,P2, ...,Pr where Pi has multi- 
plicity j; and the corresponding partition is b "). Note that the expression 
given above for ord(A) increases if we may replace ord(pi) by qmi 1, 
therefore we may do so. Let rc be the partition formed by taking the 
degrees of the polynomials pi with multiplicity 1. These polynomials 
contribute at most 
1.c.m.{q k -  I I ck(rc)>0} 
to ord(A). For any positive integer d let ~d(X) denote the dth cyclotomic 
polynomial and define Wd(g) by 
Wd(n)=max (dl~ Cn(n)-- l, 0). 
Then the expression above can be rewritten as 
I-I (q'~ - 1) I ]  ~d(q)-wa~). 
k d 
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(Note that the terms in the second product are eventually 1 since we(re) is 
eventually zero therefore this expression makes sense.) The contribution 
from the remaining polynomials can be bounded more cavalierly. If the 
polynomial p; has multiplicity Ji > 1, then it contributes at most qm~ 1 to 
the least common multiple. Further the additional term 0' is trivially 
bounded by 1-L:j,>~2qJe where the product runs over all /with j~> 2, since 
it is bounded by the largest erm in the product. Thus we have shown that 
ord(A) ~< 1~ (q=k _ 1) [ I  (ha(q) w(-) I1 (qmi_ 1) qJi. 
k d i: Ji ) 2 
Note that this bound is independent of the partitions b(°. The fraction of 
matrices A ~ GL(n, q) whose canonical form description gives polynomials 
pg with multiplicities Ji is given in [St, Lemmas 1 and 6] as 
f i  qmgji(jl 1) 
mi 
i=1 [q ]J, 
Therefore we have 
qm,/,O',--1) (qm,__ 1) qJi 
Yn < Z U q) a( q )- wu(., 1-[ rn i ' 
d i:ji>~2 [q ]s, 
where the sum runs over all sets of polynomials and multiplicities with 
Z~=lmij~=n. There are fewer than qm/m monic irreducible nth degree 
polynomials over GF(q) (since each such polynomial has m roots in 
GF(q")). Therefore for any partition 7z with I~1 ~<n there are at most 
le1(=)2c2(=).., cl(~r)! C2(7~)!  - . .  
choices of the polynomials with multiplicity one. The contribution from 
terms with multiplicity at least two is only increased if we let it run over 
all sets of polynomials and multiplicities ji~>2 with Z~=I miji=n-I~1. 
After doing so the second contribution is therefore a product of contribu- 
tions from each polynomial, therefore we have 
"'< T.q "xn" I-i 1+ qmj(j--1)(qm--1)~-xmJ VnX 
?l~0 ~l~O m~l  j=2 [ -q J j  
where 
Ha (ha(q) wd(,~) 
T ,= ~, 1c,(~)2c2(~)...c,(Tr)!c2(rc)!... Irq =n 
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and e(m) is the number of monic irreducible polynomials of degree rn over 
GF(q) with nonzero roots and by this inequality between power series we 
mean that the inequality holds for every coefficient. The first term on the 
right hand side is analytic in Ixl < 1/q since 1/n ~< T n ~< 1. The second term 
is analytic in Ix[ < 1 since each factor is analytic in Ixl < q and the product 
converges uniformly in ]xt < 1 - e for any e > O. 
Therefore provided Tn does not vary too wildly, we should obtain an 
upper bound vn ~ CT, q". One can strengthen the lower bound given above 
to show vn >>-CT, q"/log n, therefore studying Tn in more detail one might 
be able to strengthen the results of this paper. Returning to the upper 
bound, we will now show that for any e > 0 there is a constant C(e) such 
that Tn<C(e)n -1+~. By further analyzing C(e) one can give a more 
explicit error term. 
The sum given above for T, will be increased if we restrict he index d 
to any subset of the positive integers ince each term in the product is at 
most 1. Restrict d to be either 1 or one of the first s primes Pl,P2 ..... Ps. 
The sum will also increase if we replace wa(g) by ~al n cn(rc) - 1. With these 
bounds we have 
s 1 
r n <~ (q -  1) I~ (qPr l) Z l C~(,~)2c2(,~).. .cl(rc)! c2(g)! "'" 
r= l  I~ l=n 
× (q - l )  1-I ~p,(q) 
k=l  i:p,[k 
Recall I-L, Sect. 3.7, p. 26 and p. 199] that the Polyfi cycle index for the 
symmetric groups is defined as follows. For ~r ~ S~ let ci(a) be the number 
of cycles of length i in ~r. Then we let 
t )="  ~ ~1 x~t(~)x~2(~). 
I~i~(Xl' 22  . . . .  ; 2 0 2 " '  in, 
• = " o'ES~ 
= ~ 1~'(~)2 C ('~)...cl(zc)! c2(x)! - - "  n=O [x l=n 
Applying this identity to the expression above gives 
Tox"~<(q-1)  f i  (qP ' - l )exp  k(q_l)iqt:pilkCi)pi(q) .
n=O r= l  =1 
The function on the right (call it f(x)) can be explicitly identified. Define 
1 
ak = (q_ 1) 1-Ii:pilk ~m(q)" 
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The ak are periodic of period N=plP2"Ps ,  
expand them. Let ~o = exp{2ui/N}, then 
N 1 jk  bj= ( l /N)  k=0 ak~o . With this notation 
therefore we can Fourier 
~'~N-1 b ( jk  ak = z_.j=o j , where 
exp bT-- ~ =exp ~o -b j log(1 -dx)  = [ I  (1 -edx)  -bj. 
=1 j=0 j j=0  
Therefore 
N-  1 N 1 - jk  
f (x )=(q -1)  [I (qP/-1) 1~ (1 -dx)  (1/N)Zk~°ak~° • 
i - -1 j=O 
The dominant contribution comes from the j = 0 term which has the largest 
magnitude xponent namely 
- -  ak  = 1 1 . 
Nk:  o q -1  / :1  --Pii ~bp.(q) 
Denote this exponent (which tends to zero as s tends to infinity) by 5. Near 
1 we have f (x)  ~ Cl(¢)(1 - x)-~; therefore T. < C(e) n l +~. 
REFERENCES 
[E-T] P. ERD6S AND P. TUR/~N, On some problems of a statistical group theory, IV, Acta 
Math. Acad. Sci. Hungar. 19 (1968), 413~435. 
I-GS] W.M.Y .  GOH AND E. SCHMUTZ, The expected order of a random permutation, Bull. 
London Math. Soc., to appear. 
I-GR] J. GOLDMAN AND G. C. ROTA, On the foundations of combinatorial theory. IV. Finite 
vector spaces and Eulerian generating functions, Stud. Appl. Math. 49, No. 3 (1970), 
239-258. 
[H] I .N.  HERSTEIN, "Topics in Algebra," Wiley, New York, 1964. 
[K] J .P .S.  KUNG, The cycle structure of a linear transformation ver a finite field, Linear 
Algebra Appl. 36 (1981), 141-155. 
[L] L. LovAsz, "Combinatorial Problems and Exercises," North-Holland, New York, 
1979. 
[Sc] E. SCHMUTZ, Proof of a conjecture of Erd6s and Turfin, J. Number Theory 31 (1989), 
260-271. 
[St] R. STONG, Some asymptotic results on finite vector spaces, Adv. Appl. Math. 9 (1988), 
167-199. 
[TA] H.W. TUgNBULL AND A. C. AITKEN, "An Introduction to the Theory of Canonical 
Forms," 3rd ed., Blackie, London, 1952. 
