Introduction
Integral equations arising from the time-harmonic Maxwell equations contain the Green function of the Helmholtz equation as the integration kernel. The structure of this Green function has allowed the development of so-called fast multipole methods (FMMs), i.e. methods for accelerating the matrix-vector products that are required for the iterative solution of integral equations. Arguably the most widely used FMM is the Multilevel Fast Multipole Algorithm (MLFMA). It allows the simulation of electrically large structures that are intractable with direct or iterative solvers without acceleration. The practical importance of the MLFMA is made all the more clear by its implementation in various commercial EM software packages such as FEKO and CST Microwave studio.
However, the MLFMA suffers from the so-called low-frequency (LF) breakdown. This is a numerical instability that prevents the MLFMA from being used at the lower levels of the FMM tree, where sources and observers are less than approximately one wavelength apart. Clearly, this presents a problem when the simulated geometry contains a lot of subwavelength detail. To resolve this problem, the MLFMA is usually paired with another FMM which is then used exclusively for the lower levels. However, such a hybrid scheme has disadvantages too [1] . It would be more elegant, easier to implement and potentially more efficient if one FMM could be made to work for all frequencies, i.e. a broadband FMM. Currently, one such FMM is known, based on the spectral representation of the Green function, though it has the disadvantage of requiring four radiation patterns. In this contribution, a second such FMM will be presented.
More precisely, Gegenbauer's addition theorem in two dimensions will be cast into a form that eliminates the LF breakdown entirely. This full stability means that the new addition theorem is able to achieve machine precision even for the worst possible source-observer configuration occurring in FMMs and for any frequency. This is a clear improvement over previous methods [2, 3] . In the last section, some numerical results will be shown to showcase the numerical stability of the new addition theorem. However, it also has a clear disadvantage: the number of required discretization points for the addition theorem is far too large to be competitive with other methods. Investigations to solve this problem, for example by means of a QR-decomposition, are in progress. 
The addition theorem (1) is numerically unstable at low frequencies because the Hankel function in the translation operator increases super-exponentially if n > kpT.
To resolve this problem, a different addition theorem will now be constructed, for which the translation operator is inherently stable. We will start by defining the following inner product (3) with the function F(<pi) having the property
(4)
It can be proved that such a function can always be found, although it is quite complicated to calculate. When the inner product (3) is applied to (21r-periodic) exponentials, this yields (5) Now define the new, stable, translation operator as follows (6) Clearly, this translation operator is very different from (2), mostly because of the division by the Hankel function. The new addition theorem is now constructed as
The validity of (7) can be easily checked. Indeed, since The division by the Hankel function in the translation operator (6) plays a key role in attaining numerical stability of (7). The inner product (3) integrates not only over the real part of </J, but also over the complex part. Therefore, the exponential e jm <!> in the translation operator can become extremely large. The function F(</Ji) in the inner product compensates a part of this exponential, but the remaining part is still very large. The Hankel function in the denominator makes sure that this remaining part is reduced to around unity. During the presentation, a proof of the numerical stability will be given.
Numerical results
The novel addition theorem (7) has been implemented in Matlab and subjected to a practical test. We considered the situation depicted in Fig. 1 , which is the typical worst case for FMMs. The points Pi and Pj are the source and observer point respectively. pz and PZ' are the centers of the two boxes. The target accuracy was then set to 10-2 , 10-5 , 10-8 , 10-11 and 10-14 . The obtained accuracy for each of these target accuracies is displayed as a function of the wavenumber k in Fig. 2 . As can be seen, the novel addition theorem is error-controllable even for the worst case geometry and for very high accuracies.
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Figure 1: The used geometry for the accuracy test. This is the closest configuration of boxes that occurs in an FMM. 
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Figure 2: A plot of the relative accuracy between the analytical Green function and the result obtained using the novel addition theorem (7). The used geometry is shown in Fig. 1 and the target accuracies were 10-2 , 10-5 , 10-8 , 10-11 and 10-14 . Clearly, very high accuracies are possible.
