This paper establishes two bounds for the rate of growth of memory in automata which recognize the set of primes.
Introduction
It was shown [1] by using the Prime Number Theorem that the set of binary representations of primes P cannot be recognized by a finite automaton, and the question was raised whether the set of primes could be recognized by a push-down automaton. Shortly afterwards it was shown ( [2] , [3] ) by elementary means that no infinite set of primes can be recognized by a finite automaton or a push-down automaton. It was shown furthermore [3] that the set of primes can be recognized by an automaton whose memory grows linearly with the length of the input sequence (i.e., a linearly bounded automaton), and it was conjectured that this is the least amount of memory with which the set of primes can be recognized.
In this paper we show that the memory of a two-way automaton which recognizes the set of primes has to grow at least logarithmically with the length of the input sequence. This rate of growth is, unfortunately, still far from that originally conjectured.
The second result of this paper is that for an automaton with a one-way input tape the memory for the recognition of primes has to grow linearly, and that this amount is also sufficient. In terms of the states of the automaton, after reading any two different input sequences (not representing even numbers), the automaton has to be in different states and therefore the number of states of any one-way prime recognizer has to grow exponentially with the length of the input sequence.
Preliminaries
We are considering Turing machines with a read-only input tape and readwrite working tape [3] . At the start of the computation a binary input string is *This research has been supported in part by National Science Foundation Grant written (between end markers) on the read-only input tape. We distinguish two models:
(a) The one-way automaton can move the reading head on its input tape in only one direction. (b) The two-way automaton can move the reading head on its input tape in either direction.
Thus the one-~vay automaton can scan the input sequence only once, whereas the two-way automaton can scan it many times. Clearly, for any recognition process, the two-way automaton cannot require more working tape than the one-way automaton, and the two models require the same amount of tape for all recognition processes which use at least as much tape on the two-way automaton as is required to write down the input sequence. We say that a set A of binary sequences A _~ (0 + 1)* is accepted or recognized by a one-way (two-way) automaton M if and only if M halts for every input w ~ (0+ 1)*, accepts w if it is in A, and rejects w if it is not in A by entering an accepting or rejecting state, respectively. We write ~-(M) = A.
We say that a one-way (two-way) automaton M accepts the set A with L(n)-tape if and only if ~--(M) = A and M processes every input of length n using no more than L(n) tape squares of its working tape.
It should be noted that the actual organization of the automaton's memory in the form of a tape is not essential for our results and proofs. The results and proofs can easily be transcribed for any automaton in which we can count the total number of different "states" or "configurations" S(n) entered while processing input sequences of length n. In all our results L(n) and S(n) are' logarithmically related.
Finally, some comments about notation. We use (0+ 1)* to denote the set of all finite-length binary sequences. If w ~ 1(0+ 1)*, then _w denotes the integer represented by w. The length of w, w ~ (0+1)*, is denoted by f(w), and w k denotes the sequence obtained by concatenating w k times. For integers p and q, k = (p, q) denotes the greatest common divisor ofp and q. Thus (p, q) = 1 if and only ifp and q are relatively prime. We use rr(n) to denote the number of primes not larger than n.
Memory Bounds for Two-Way Automata
In this section we recall two results from [3] and show how these results, in conjunction with a result about the distribution of primes, yields a lower memory bound for two-way automata which recognize the set of primes.
The following result was derived in [3] using Fermat's theorem. Thus when we repeat a subsequence in the representation of a prime p, we are guaranteed to obtain the representation of a number divisible by p. This result immediately shows that the set of primes cannot be recognized by a finite automaton, and a slight extension of this result shows that it cannot be recognized by a push-down automaton [3] . This result can also be used to show [3] that with slowly growing memory, an automaton cannot accept primes which contain sequences of zeros whose length is proportional to the length of their representations. Stated more precisely: LEMMA 2. Let M be a two-way automaton which works on L(n)-tape such that L(n) lim -0.
.~ ® log n
If there exists ~ > 0 such that 3-(M) contains an infinite subset of the set Rs = {103 wl w e (O + l )*, t > 3. :(w), t = 1,2,... }, then 3-(M) is not a subset of the set of primes.
Proof. Assume that J-(M) contains an infinite subset of the set R8 for some 3 > 0. Since
-. oo log n there exists t such that
10' w ~ J-(M), t > 3. :(w),
and every time M scans the sequence of t zeros it must repeat its total state (for details see the proof of Theorem 4 in [3] ). This guarantees that M will also accept certain sequences in which we have inserted additional zeros, namely 
L(n)
It is interesting to recall that L(n) = log n is the least amount of tape on which the set of primes can be recognized without making several numbertheoretic conjectures false [3] . Furthermore, it still seems unlikely that L(n) = log n is sufficient to recognize the set of primes on a two-way device, and it would be interesting to find the exact amount of tape required for this recognition. In the next section we find the exact amount of memory required for the recognition of the set of primes on a one-way device.
Memory Requirements for One-Way Automata
We now consider one-way automata whose inputs are binary sequences and M reads the least significant digits first.
We know [3] that with L(n) = n, a one-way automaton can recognize the set of primes. We shall show that this amount of tape is also necessary. If A is any set of binary sequences, A_ (0+1)*, define an equivalence relation on (0+ 1)* as follows: w 1 = w2 if and only if for all/3 ~ (0+ 1)*, /3wl ~ A ~/~w2 ~ A.
Let Ea(n ) denote the number of different equivalence classes defined by the above relation on {w I w ~ (0+ 1)*, f(w) _< n}.
Next, by a simple application of Dirichlet's theorem (if (s, t) = 1, then there are infinitely many primes of the form s+kt, k = 1, 2, • . -), we show that for the set of primes, Ev(n) > 2"-1. This yields another proof that P is not a regular set and, since for any A ___ (0+ 1)*, n _< Ea(n ) < 2", we see that P is a very complicated set in this measure. Proof. First, we show that for an arbitrary ~ in (0+ 1)* 1, the number ~, . __~ is infinitely often a prime, with ~, in 1(0+1)*. Clearly ~, ___~ = ~+y2 eta), and (~, 2 t~)) = 1. Therefore, by Dirichlet's theorem, we conclude that ~,__~ is infinitely often a prime. Let ~'0 be fixed such that 70 ~ is a prime. If ~,0/3 is not a prime, then the statement is true. Thus we assume that ~:o/3 = q is a prime. is always a multiple of q, and we conclude that there exists a ~,~ such that ~,i_._~ is a prime and yi____~ is not a prime. Thus El,(n) >_ 2 n-1, as was to be shown. From this result we obtain our last theorem.
THEOREM 2. If a one-way automaton M recognizes the set of primes with L(n)-tape, then L(n) > cn for some positive c, and for any c > 0 there is an M which recognizes the set of primes with tape bound L(n) = cn.
Proof. The above result implies that M must have at least 2 n-i different total states, and this implies that for large n, L(n) > C 1 " log2 n-1 = cl(n-1 ) > cn, c > O.
Since P can be recognized with L(n) = n by using more tape symbols per tape square, we can recognize P on L(n) = cn for any given c > 0.
