Abstract Much of Oklahoma and southern Kansas has seen widespread seismic activity in the last decade that is attributed to large-scale wastewater disposal into the Arbuckle group. Using a waveform-relocated earthquake catalog, we perform a systematic study of the activity on several hundreds of identified faults. We use 93 sequences with at least 30 events for a detailed analysis of their spatiotemporal evolution. For most awakened faults, seismicity tends to initiate at shallower depth and migrates deeper along the faults as the sequence proceeds. No major sequence starts with the largest earthquake, and many sequences initiate months before they rise to peak activity. We study temporal clustering as a means to quantify earthquake interactions. Some sequences show no temporal clustering similar to Poissonian background seismicity but at much higher rate than the natural background. Other sequences exhibit strong temporal clustering akin to main shock-aftershock sequences. We conclude that once initiated by anthropogenic forcing, portions of the activated faults in the Oklahoma/Kansas area are close enough to failure to continue failing through earthquake interactions. In many sequences, including those with the largest earthquakes, seismicity continues within the previously activated region rather than by growing the activated area. Therefore, monitoring seismicity with a low magnitude threshold and high location precision has the potential to detect minor activity as it initiates failure on specific faults and thus provide time to take actions to mitigate the occurrence of potentially damaging earthquakes.
Introduction
The rate of earthquakes in Oklahoma and southern Kansas induced by wastewater disposal is both startling and unprecedented (Ellsworth, 2013; Ellsworth et al., 2015; Walsh & Zoback, 2015) . Since about 2009, seismicity has spread over an area of about 200 by 200 km reaching roughly from Oklahoma City into southern Kansas (Figure 1 ). Seismicity clusters are evenly distributed over the area, due to the activation of hundreds of previously unknown faults . These faults are spaced several kilometers apart, and no specific large-scale fault structures stand out. This is unlike areas of active tectonics at this scale, such as Southern California, where we observe a clear hierarchical system of faults that is dominated by plate boundary faults. Studying the uptick of seismicity in the area provides the rare opportunity to study a regional fault system and its state of stress away from active tectonics and crustal deformation (Ellsworth et al., 2015) .
Multiple lines of evidence indicate that the majority of observed earthquake sequences are triggered by small perturbations to the Coulomb stress, on the order of tens of kilopascals (Barbour et al., 2017; Keranen et al., 2014; van der Elst et al., 2013; Yeck et al., 2016) . The reactivated faults are almost exclusively found in the crystalline basement several kilometers below the injection formation . Therefore, we can regard the occurrence of earthquakes as sensitive indicators of the state of stress along the basement faults. While detailed studies of individual earthquake sequences have been made (e.g., Barbour et al., 2017; Chen et al., 2017; Choy et al., 2016; Keranen et al., 2013; McNamara et al., 2015; Pollitz et al., 2017; Sumy et al., 2014; Yeck et al., 2016) , a systematic appraisal of their sequence behavior is missing. Although most reactivated faults do not host damaging earthquakes, it is currently not understood if and how, at some time in the future, they might produce larger earthquakes. Furthermore, it 
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is largely unknown how sequences develop in space and time and why some faults reactivate along sections long enough to host M6 earthquakes but only produce M3 and M4 earthquakes. Figure 2 summarizes the conditions of fluid injection in Oklahoma and southern Kansas. Wastewater is transported to over 700 injection wells by pipelines or trucks. Fluids are typically injected by gravity feed or at pressures just sufficient to overcome wellbore friction into the naturally underpressured Arbuckle group. This group of limestone, dolomites, shale, and sandstone formations is highly permeable and up to 600 m thick. The pressure changes in the Arbuckle through injection are modeled to be on the order of 2 MPa or less (Weingarten & Zoback, 2016) . It is important to note that injection rates can vary rapidly in time. For example, one truckload of wastewater may be injected within 1 h with the well shut in for the remainder of the day. Large wells that are fed by pipelines commonly only inject during working hours. The effect of variable injection rate was analyzed using a rate-and-state model by Hakimhashemi et al. (2014) and Barbour et al. (2017) over constant injection. Both studies find an enhanced seismicity rate for variable injection scenarios. Earthquake hypocenters are typically 4 km below the top of basement . The hydromechanical conditions between the Arbuckle and the zone of earthquake nucleation at depth are largely unknown.
Although the seismicity rate now is in decline (Langenbruch & Zoback, 2016) , there remain many open questions about what happened in the last decade in the region. As a region with a low tectonic earthquake rate, the existing seismic network was unprepared to monitor the uptick of seismicity as it began in around 2009. Only over time were additional public seismic stations deployed in the field in response to events to establish a capable seismic monitoring network. This lack of data has hampered efforts to systematically study the initiation and evolution of induced earthquake sequences in the region. Retrospective access to data from industry-operated seismic networks and relocation efforts based on these data now place the seismicity in the region in sharp focus and allow to close this gap.
In this study, we aim to characterize the overall behavior of individual faults as they awaken in the Oklahoma/Kansas area. Questions we intend to answer are the following: Do earthquake sequences follow any empirical relations that can be used to anticipate and mitigate damaging events? What are the driving mechanisms of earthquake sequences in Oklahoma and Kansas? What is the relation of induced seismicity to the natural activity in the area? What makes sequences produce major earthquakes, and why do some large sequences not produce major earthquakes? The setting of fluid injection leading to induced seismicity. Fluid is transported using pipelines or trucks and injected at highly variable rates into the high-permeability Arbuckle group. Just below is the low-permeability basement that hosts faults with mostly unknown hydraulic properties. Fluid pressure rapidly migrates laterally within the Arbuckle group. Pressure changes in the Arbuckle are modeled to be generally below 1 MPa and less than 0.1 MPa at hypocentral depth (Weingarten & Zoback, 2016) . (b) The depth distribution of earthquakes relative to the top of the basement (modified from .
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Based on the relocated earthquake catalog of Schoenball and Ellsworth (2017) , we performed a systematic assessment of over 300 reactivated basement faults in north central Oklahoma and southern Kansas. We first identify sequences based on spatial proximity. Subsequently, we analyze their temporal evolution from initiation to maximum activity and the occurrence of the largest earthquakes and study stacked event rates to describe the preshock and aftershock behavior. We study the temporal clustering as a means to quantify earthquake interactions. Combined with an analysis of the spatiotemporal evolution, we discuss the mechanisms that drive the development and migration of sequences. We find that earthquake sequences, once initiated, continue through earthquake interactions and often take months to rise to peak activity. The maximum moment release is often driven by stronger perturbations through continued fluid injection and typically occur on or near asperities that showed prior activity.
Data
Schoenball and Ellsworth (2017) relocated earthquakes in the Oklahoma and southern Kansas region using data from a combination of public and industry-operated seismic networks. Absolute relocations were refined through the double-difference relative location method using hypoDD (Waldhauser & Ellsworth, 2000) and waveform cross correlation to measure differential times. The catalog covers the seismicity in the study area from May 2013 to November 2016. The start of the catalog captures the spread of seismicity across north central Oklahoma and southern Kansas. The end of the catalog records the decline of seismic activity following substantial cutbacks of wastewater disposal beginning in 2015 (Langenbruch & Zoback, 2016) . Using all available seismic stations and waveform cross-correlation methods, Schoenball and Ellsworth (2017) improve the region-wide precision of earthquake locations and derive relative location precision on the order of 50 m in the horizontal and about 200 m in the vertical direction. We consider the catalog to be complete down to about M2.8 .
For the main part of this paper, we are interested in studying the evolution of the individual fault structures. To define a sequence, we cluster earthquakes solely by their spatial proximity and disregard temporal clustering, contrary to common approaches used in studies of natural swarms (Vidale & Shearer, 2006; Zaliapin & Ben-Zion, 2013) . The idea here is that we want to learn about the initiation and subsequent evolution of seismicity as the fault reactivates from dormancy. Preshocks that indicate the initiation of seismic activity far in advance of the main activity along a specific fault might be missed if we also applied a temporal criterion to identify clusters in the catalog.
We use the DBSCAN algorithm (Ester et al., 1996) to identify clusters in the catalog based on spatial proximity of earthquakes. The algorithm visits each earthquake epicenter and determines the number of earthquakes within a search radius. We do not use the depth coordinate for clustering since it generally has less information than the horizontal coordinates . If at least 10 earthquakes are within the prescribed 700 m search radius, a new cluster is created. Subsequently, each of the previously added earthquakes is visited and additional earthquakes within the search radius around each of these earthquakes are added to the cluster if at least 10 earthquakes are within the search radius of these and so forth. This clustering algorithm can identify arbitrarily shaped clusters as long as enough earthquakes are within a search radius of each other. The algorithm requires two parameters: the minimal number of earthquakes and the search radius and automatically determines the number of clusters in the data set. The 700 m search radius is somewhat arbitrary but works well to separate the carpet of earthquakes into individual faults and sequences that can be readily picked up by eye. A total of 306 clusters were found that satisfy these search criteria. All clusters are manually reviewed in a 3-D viewer for interpretation of faults. When earthquake hypocenters align along a plane, we interpret this as a fault. While most clusters define single fault planes, others are composed of several faults that we interpret individually. Some clusters appear more complex without obvious planes defined by hypocenters, and we do not interpret faults in these cases. Figure 3 shows an example of a cluster near Harper, KS, with our fault interpretation. This cluster is composed of two major faults and contains some off-fault earthquakes that were not assigned to a fault.
Overall, we interpret 313 faults with lengths ranging from 0.2 km to about 15 km (Figure 1 ). We find that most faults identified this way can be attributed to a conjugate set of subvertical strike-slip faults striking approximately N60°E and N110°E. This is consistent with the orientation of the maximum horizontal stress at about N85°E and a strike-slip faulting regime (Alt & Zoback, 2017 obtained from the earthquake hypocenters in all parts of the study area, since the depth resolution of the catalog depends on the distance to the closest stations. For some sequences, we have an adequate station coverage to resolve the fault dip which is in good agreement with focal mechanisms solutions derived from waveform modeling (e.g., the Harper sequence in Figure 3 ) . For other cases, the closest stations are more than two focal depths away, and sequences are vertically compressed and resolved dip angles are unrealistically low. As most moment tensor solutions are near-vertical and strike slip, and earthquakes tend to align in tight linear features, it seems reasonable to assume that most lineations are indeed near-vertical strike-slip faults.
We note that there are many more linear features in the data set that were rejected by our selection criteria. If we set the minimum number of earthquakes for the DBSCAN algorithm to define a cluster to 3 and apply the algorithm to the remaining unclustered events, we find another 688 clusters. The aspect ratio of these smaller clusters can give us a rough estimate of whether these are by chance alignments or if they represent (near-vertical) fault structures. We use easting and northing coordinates of these clusters to compute the covariance matrix of epicenters. The cluster aspect ratio between the major and minor axis is given by ffiffiffiffiffiffiffiffiffiffiffiffi ffi v 1 =v 2 p , where v 1 and v 2 are the major and minor eigenvalues of the covariance matrix of epicentral coordinates. For 217 of the 688 smaller clusters, the aspect ratio exceeds 10, indicating a tight lineation and additional fault candidates.
Results
In the following we discuss the spatiotemporal characteristics of the largest earthquake sequences. Hereby, we use the terms sequence and cluster for the same set of earthquakes identified by the clustering algorithm but with emphasis on the temporal and spatial characteristics, respectively. The term fault is used for a group of hypocenters aligned in a subplanar structure as part of a cluster that we interpret as activity on a single geological feature based on their spatial distribution. Since we do not obtain focal plane solutions here, there is however the possibility that earthquakes are part of en echelon structures or splays to the main fault trend that cannot be resolved using hypocenter locations at this scale.
Vertical Migration
We first study the depth migration of seismicity. Common approaches to quantify the migration behavior are, among others, comparing averaged coordinates of the first half to that of the second half of a sequence (Zhang & Shearer, 2016) . We found, however, that results are often not stable when applying different averaging metrics. For example, the Woodward sequence ( Figure 4 ) exhibits a clear along-strike migration of activity beginning in the SW of the activated fault and progressing toward the east. Once an along-strike section of the fault becomes activated, subsequent seismicity at that along-strike position migrates to greater depth. In the second half of the sequence a shallower part of the fault becomes active. It shows the same pattern of downward migration once that along-strike portion of the fault becomes activated. Simple algorithmic metrics would find an upward migration for this fault because of the later, shallower activity during the second half of the sequence. However, from manual interpretation we find that the fault shows a clear downward migration in addition to the eastward horizontal migration. Therefore, we interpret the vertical migration of seismicity on each fault by eye. We prefer the manual interpretation over an algorithmic one due to the complexity of many migration patterns observed on faults. Vertical migration is classified into downward and upward. A third category, level, is assigned if either depth resolution of the catalog is not sufficient at a particular cluster or no clear migration direction is evident. Several clusters span more than one fault that typically activate one after another rather than simultaneously. For these clusters, we interpret the vertical migration along faults in the order of their activation. We apply this method to 63 clusters with at least 50 earthquakes ( Figure 5 ). Seismicity migrates downward in 35 sequences, migrates upward in 11 sequences, and shows no clear trend in 15. This suggests that most faults are reactivated by a source of 
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stress perturbation that is positioned above these sequences. This is consistent with the current paradigm that the observed sequences are induced by pore pressure perturbations from wastewater disposal in the Arbuckle group, just overlying the crystalline basement Walsh & Zoback, 2015) . Interestingly, faults that become active later in a sequence do not show this strong preference for downward migration. These faults may be triggered by secondary mechanisms such as fault interaction through static stress transfer. Unlike migrating fluid pressure perturbations, static stress transfer occurs as stressing steps with a complex 3-D shape (Schoenball et al., 2012) , and we do not expect a clear directionality of seismicity (e.g., upward or downward) triggered by this mechanism. Instead, the way secondary faults become activated through stress transfer is dependent on the relative position and orientation of faults. Because static stress transfer has a limited reach, sequences would still show a gradual growth from one asperity to the next, with a signature similar to diffusive processes.
Temporal Evolution
Taking adequate action in response to observed induced seismicity requires an understanding of how sequences evolve over time. Below, we analyze how sequences evolve from the time of the first detected event to the period of highest activity. Then, we focus on the evolution toward the largest event observed in each sequence. Figure 6b shows the occurrence times for earthquakes in the Harper sequence shown in Figure 3 . After initiation, this sequence has some scattered activity of up to about magnitude 3 earthquakes in the first 3 months. Then the second fault plane is reactivated and the seismicity rate increases dramatically and includes the largest event reaching magnitude 4.3. To study the temporal evolution of the identified sequences from their initiation to the timing of their maximum earthquake rate, we compute smoothed kernels of the seismicity rate ( Figure 6c ) with a bandwidth of 10 days. We measure the time delay from the first detected event to the time of the maximum activity of the smoothed seismicity rate kernel. Figure 6a shows the 
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Evolution of Seismic Moment Release
There is debate whether the magnitude of the largest event is capped by the injected fluid volume (McGarr, 2014) or is bounded only by the preexisting geological conditions including fault structures, and the observed magnitudes can be explained by independent random sampling of the magnitude-frequency relation (van der Elst et al., 2016) . Following van der Elst et al. (2016) we plot the normalized position of the largest events, expressed as the ratio of prior events to total events minus 1 for each sequence in Figure 7 . This Figure 7a . The step at 0 for n ≥ 10 that results from counting the first event at 0 and the second event at 1/(n À 1), and analogous for the end of sequences.
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normalization maps the first and last events to normalized positions 0 and 1, respectively. As an effect of finite sizes of each sequence for n ≥ 10, we observe steps at the beginning and end of the cumulative density function. This effect is almost gone for n ≥ 30. We find that the occurrence of the largest event follows a uniform distribution quite well. A Kolmogorov-Smirnoff test against a uniform distribution does not reject the null hypothesis that the normalized position of the largest event is uniformly distributed, with p = 0.18 for the n ≥ 10 case and p = 0.26 if we remove the counting bias at the lower and upper ends of the distribution. For n ≥ 30, we do observe a slight S shape of the distribution indicating a deficit of largest events in the beginning and an excess during the middle of sequences. This indicates that larger sequences do show some buildup of larger events. Together with the delay from initiation to maximum activity, this supports the notion that pure main shock-aftershock sequences are rare among induced seismicity sequences (Skoumal et al., 2015) and that the seismic activity increases over time rather than decays as observed for clusters in Southern California (Vidale & Shearer, 2006) . We explore the rise and decay of activity in section 3.4.
We do not observe the typical main shock-aftershock sequence pattern as in naturally seismically active areas (Vidale & Shearer, 2006) . Rather, the seismicity seems to evolve to larger event rates with many preshocks. Subsequently, we investigate what drives the evolution of sequences to produce their largest earthquakes. Conceptually, we can think of two end-member cases for seismicity triggered by a pore pressure perturbation (Figure 8) . We use the concept of "effective stress drop" (Fischer & Hainzl, 2017) to distinguish the end-member cases. The effective stress drop of a sequence is given by Δσ ¼ 7 16 ΣM0 r 3 , with the cumulative released seismic moment ΣM 0 and the radius of the sequence r. The effective stress drop is not to be confused with the concept of effective stress. In Case 1, we pressurize a fault by localized fluid injection and begin reactivating sections of it. As we continue fluid injection, the pressure perturbation reaches new sections that become activated. In this case, reactivated asperities should be statistically similar and the effective stress drop along the fault would remain about constant throughout the evolving sequence. We note here that static stress transfer may also drive such a cascade of events once it is initiated. In Case 2, we gradually increase pore pressure over the entire fault surface and reactivate parts of it in small chunks depending on the stress conditions of that asperity. As we increase pressure and release stress from critically stressed asperities, the sections that become pressurized to critical levels grow, leading to larger and larger events. In this case the effective stress drop increases with continued pressurization. 
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To identify which case applies to our clusters, we track the cumulative seismic moment as a function of the cluster size that grows over time for each cluster. We illustrate this approach using the examples of the Woodward and Fairview sequences (Figure 9 ). While both sequences presumably are caused by small stress changes through far-field pressurization and/or poroelastic stressing (Goebel et al., 2017) , they show a very different behavior in their evolution. The Woodward sequence (Figure 9a) shows a very systematic migration behavior (Figure 4 ), and as a result new events tend to locate near the perimeter of the currently activated part of the fault (Case 1). As the sequence evolves the spreading pressure front encounters an invariant set of fault strength statistics. Hence, the cumulative seismic moment scales with the length of the reactivated section of the fault, with an approximately constant effective stress drop (Fischer & Hainzl, 2017) (Figure 10a ). In contrast, the Fairview sequence (Figure 9b ) activated most of its final spatial extent early on in the sequence (Case 2). As the sequence evolves fluid pressures uniformly expose the fault to evolving fault strength statistics. Additional events, and particularly the largest events, populate already activated parts of the fault. Consequently, the effective stress drop rises during the sequence. We conclude that for Fairview the continued activity including the new largest events results from increased anthropogenic forcing.
We analyze 27 clusters that produced M4 events and larger and plot the cumulative released seismic moment as a function of the cluster length measured in map view (Figure 10 ). We find that events greater than about M3.5 are preceded by some activity, even with the relatively high magnitude of completeness of M2.8 for this catalog. Based on the evolution of cumulative moment versus cluster size, we can classify sequences into two categories. For Case 1 (Woodward), clusters tend to evolve parallel to a line of constant effective stress drop. On the contrary, Case 2 sequences (Fairview) rapidly grow the activated fault to close to its final dimensions. Hence, the initial effective stress drop is very low, typically less than 0.01 MPa. Then, seismicity remains confined in space as it populates the reactivated fault area with further earthquakes, leading to an overall increase of the effective stress drop. Because the final extent of the reactivated fault is reactivated early on in Case 2 sequences, there is a chance to anticipate the potential for large earthquakes to occur.
In this analysis, we assumed that fault strength erodes due to pore pressure increase during the evolution of sequences. This is supported by the injection data that generally shows continuous injection and hydraulic models that predict increases of pore fluid pressure at depth despite substantial cutbacks in injection rate for most parts in the study area (Weingarten & Zoback, 2016) .
We performed this analysis in retrospect with sequences and faults identified from developed sequences. The operational challenge is to identify the activated fault based on hypocenters, in some cases several kilometers apart that belong to a single structure. For example, what we now call the Fairview sequence ) started out as two magnitude 2.9 and 3.1 earthquakes 10 km apart (Figure 9b ) that are now connected by hundreds of earthquakes, including the M5.1 main shock. However, the fact that these two early earthquakes occurred so far apart suggests that minor activity might have been occurring along many parts of the fault but was not cataloged by routine earthquake detections using the public seismic network. Improved earthquake monitoring would enable us to potentially identify relevant structures early on and take adequate measures to reduce the potential for further activity.
Even if a fault is recognized early enough, it is still unknown whether this fault will produce an earthquake of significant magnitude. Several faults can be identified that were reactivated over a large portion but did not host a significant earthquake. However, there seems to be a limited range of effective stress drops that sequences in Oklahoma and Kansas evolve to. In Figure 11 we summarize observed effective stress drops for all sequences that grew to at least 1 km in length. All effective stress drops reach the range from 10 4 to 10 7 Pa with a narrow peak around 5 · 10 5 Pa. So once a certain fault trend is identified, this range of effective stress drops could be used to probabilistically estimate the potential hazard of a reactivated fault.
Stacked Event Rates
We are interested in characterizing the preshock and aftershock activity of our sequences. In this case, we regard the largest event in each sequence as the main shock. Events before that event are considered preshocks, and later events are considered aftershocks. To stack sequences, we subtract the timing of the main shock from each event in a sequence. Preshocks will occur at negative time, aftershocks at positive time.
In Figure 12 we plot the preshock and aftershock rate. The plot of aftershock activity can be well approximated by a line, suggesting that aftershocks follow an Omori-type decay of t
Àp
, with p ≈ 0.6, that is, a slower decay than usually found for tectonic main shock-aftershock sequences that have values of p of around 1 (Utsu et al., 1995) . Utsu et al. (1995) also note that p values derived from stacked sequences tend to show smaller values of p than well-developed single main shock-aftershock sequences. Overall, the aftershock behavior for sequences in the study area is very similar to what is observed for tectonic main shockaftershock sequences.
The preshock activity appears to be more complex. The first thing to note is the relative number of preshocks to aftershocks. In fact, dividing the catalog into preshocks and aftershocks almost perfectly cuts the catalog in two equal parts. For events with M ≥ 2.8, we yield 1,243 preshocks and 1,381 aftershocks. This is in stark Figure 11 . Histogram of effective stress drop for all sequences with at least 1 km reactivated fault length at the end of the period covered by the earthquake catalog. 
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contrast to natural main shock-aftershock sequences where aftershocks are about a factor of 3-8 more abundant than preshocks (de Arcangelis et al., 2016; Shearer, 2012) . This complements our previous observation that the maximum earthquake rate is often reached much later than the initiation of a sequence and following substantial early activity ahead of the peak activity. Overall, we do observe a growing rate of preshocks as we get closer to the main shock, similar to a reverse Omori law (de Arcangelis et al., 2016) . At closer inspection, we notice that about 1 month before the main shock, the number of preshocks increases substantially and stays about constant at a high level for the 10 days prior to the main shock. Again, for hazard mitigation, it is imperative to monitor this buildup of activity closely and act accordingly. Contrary to tectonic main shock-aftershock sequences, fluid-induced swarms bear an evolving hazard that potentially can be acted upon. As we have shown above, no sequence begins with an event larger than M3.5. With more sensitive monitoring, the number of recorded preshock events will be much greater and developments of increasing activity are easier to discern early on.
To further analyze the triggering mechanisms of the observed seismicity, we apply the target event technique of Shearer (2012) to the catalog. For a candidate event to be selected as a target event, it has to be the largest event among all other events within ±3 days and 50 km from the candidate event. We find 702 target events that satisfy these criteria. We then compute the linear event density in log-spaced distance intervals between 0.1 and 100 km for events occurring ±1 h from the target events. To compare this density with the background rate, we compute the event density also for the period of ±200-300 days from the target. Figure 13 plots the event densities computed this way. We observe higher than background pretarget and posttarget event rates out to more than 5 km from the target event. Within this distance interval, we generally observe 2 to 4 times more posttarget than pretarget events which is in general agreement with what Shearer (2012) found for Southern and Northern California earthquake catalogs. This suggests that the triggering mechanisms leading to cascades of seismicity for Oklahoma earthquakes are very similar to tectonic seismicity. The decay of the linear event density from the target events generally goes with r À1.5 to r À2.0 , again very similar to what was found for the California catalogs. This distance dependence suggests that the surplus of posttarget events is triggered by static stress transfer that decays as r
À2
.
Comparing Figures 12 and 13 reveals a discrepancy between the observed ratio of posttarget to pretarget earthquakes. For Figure 12 we only used the global largest earthquake of each sequence as target events and obtain a ratio close to 1. For Figure 13 target events were only required to be the largest within a ± 3 day window and the posttarget to pretarget ratio is between 2 and 4. This indicates that activity builds up in each sequence until the largest magnitude event occurs. Events before the largest event do not constitute classical foreshock activity that leads to a main shock. Instead, we interpret the increasing preshock seismicity to be the seismic response to an increasing external forcing, for example, through continued reduction of the effective normal stress acting on the fault. As the time of the largest earthquake in a sequence approaches, the preshocks may have their own foreshock and aftershock sequence in a classical sense, a characteristic we are able to capture using shorter time windows in Figure 13 . Another indicator that the sequences as a whole do not behave as regular main shock-aftershock sequences stems from the violation of Båth's law, stating that on average the largest aftershock is 1.2 magnitude units smaller than its main shock (Båth, 1965) . In our data set we find an average magnitude difference of 0.33 for complete sequences.
Temporal Clustering
Temporal clustering is a fundamental property of earthquakes that is generally ascribed to earthquake interactions, for example, through static or dynamic stress transfer (Freed, 2005) . When clustering effects are removed, the time intervals between independent events nominally follows a Poissonian process (Gardner & Knopoff, 1974) . Studying temporal clustering therefore helps us to understand the degree to which Figure 13 . Linear event density versus distance for windowed seismicity following Shearer (2012) . Pretarget and posttarget density are plotted for the periods ±1 h and ±200-300 days (background) from the target event times, respectively. One standard error bars are estimated by bootstrap resampling the target events.
Reference slopes of distance with r À1.5 to r À2.5 are also plotted.
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earthquake interactions drive the propagation of seismic sequences over external forcing, such as from tectonic loading or anthropogenic perturbations.
To quantify the temporal clustering of earthquakes, we compute interevent times τ for each cluster and its coefficient of variation c v τ ð Þ ¼ σ τ =τ, with the standard deviation σ and the mean τ. This quantity takes a value of 0 for periodic events, a value of 1 for exponentially distributed interevent times (Poisson process), and values higher than 1 for temporally clustered occurrence times (Kagan & Jackson, 1991) .
The results for c v are shown as a histogram in Figure 14a . We find a continuous spectrum from earthquake sequences without temporal clustering, similar to background seismicity, to sequences with strong temporal clustering. Poissonian sequences without temporal clustering are presumably dominated by the external forcing from rising fluid pressures. In cases where the anthropogenic stressing is clearly the dominating factor such as geothermal stimulation or production, seismicity predominantly behaves as a Poissonian background, albeit at much higher rate . Sequences that show stronger temporal clustering, however, propagate through earthquake interactions, and the anthropogenic forcing only serves to initiate the cascade of events (Sumy et al., 2014) .
The c v is closely related to the fraction of background events (Hainzl et al., 2006) , which is β ¼ σ 2 τ =τ . For a synthetic study, Hainzl et al. (2006) show that estimates of β for individual sequences have a large error for small catalog sizes, so we should be cautious to not overinterpret the data here. We continue the discussion of temporal clustering after we discussed the spatiotemporal evolution below.
Spatiotemporal Evolution
The spatiotemporal evolution of seismicity commonly displays diffusive behavior with a characteristic r∼ ffiffi t p growth of the envelope of seismicity (Shapiro et al., 1997; Talwani & Acree, 1984) . In classic applications, (Talwani et al., 2007) , (green) for stimulations of the enhanced geothermal system at Soultz-sous-Forêts, France (Audigane et al., 2002) , (red) swarms observed in Southern California (Chen et al., 2012) , and (blue) the 2014 Long Valley swarm (Shelly et al., 2016) .
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such as stimulation experiments of boreholes through fluid injection, the approximate location of the fluid entry and the beginning of fluid injection is known. In our application, we do not know the origin of the pressure perturbation in space and time. There are more than 700 injection wells in the region, with many having injection histories going back to at least 1995. Hence, it is basically impossible to associate single injectors with a particular sequence unless close spatial proximity to a well combined with a tight temporal correlation is observed. Therefore, we treat the origin of the pore pressure perturbation as an unknown.
To obtain diffusivity estimates for our set of sequences, we first remove temporal outliers, that is, events that occurred before substantial activity initiated. To do so, we compute the median time and its standard deviation of earthquake occurrence in each sequence. Events that occurred more than 2.6 standard deviations before the sequence median occurrence time are considered outliers and ignored for the diffusivity fitting. The second step is finding the origin (location and time of occurrence) of the perturbation and the corresponding diffusivity. In this step, we require 90% of the remaining events to be at distances r < ffiffiffiffiffiffiffiffiffiffi 4πDt p (Talwani & Acree, 1984) . Hence, we test the first 10% of events as possible origins in space and time. For each event tested as the origin, we determine the smallest value of D that fulfills our requirement. We finally accept the minimal value of D for all origins as the D for the sequence.
To model the diffusion, we assume that the origin of the diffusive process is spatially localized at the location of one of the first events. We implicitly assume that faults act as direct fluid conduit from the Arbuckle group, where injection occurs in a broad region, to the location of the first events of seismic sequences. We note that our method may be biased by early bursts in the sequence that may rupture ahead of a true hydraulic diffusivity front. Hence, we call the estimated D the seismic diffusivity as it incorporates propagation of sequences by multiple (and unknown) processes such as pore pressure diffusion and static stress transfer triggering (King et al., 1994; Talwani et al., 2007) .
A wide range of seismic diffusivities is obtained (Figure 14c ), spanning 3 orders of magnitude from 2 · 10 À3 to 4 m 2 /s. These values are generally in agreement with results of other studies of the seismic diffusivity of basement rocks such as observed (in order of decreasing diffusivity) after reservoir impoundment (Talwani et al., 2007) , volcanic swarms (Shelly et al., 2016) , stimulation of enhanced geothermal systems (Audigane et al., 2002) , and particularly natural earthquake bursts and swarms in Southern California (Chen et al., 2012) . For some sequences, we find even lower diffusivities than those found in natural swarms in Southern California.
In Figure 14b we show a crossplot of temporal clustering estimated using the coefficient of variation of interevent times and the seismic diffusivity. Neglecting outliers at high c v , there appears to be a positive correlation of both quantities. Sequences that show little or no temporal clustering (c v ≈ 1) tend to have smaller seismic diffusivities. We interpret these sequences as driven by diffusive propagation of pore pressure perturbations that are comparatively slow. Earthquake interactions are negligible, potentially due to relatively large distances between critically stressed asperities. Sequences that have high c v tend to have larger seismic diffusivities; that is, they propagate faster. The stronger temporal clustering indicates that earthquakes are not independent but substantial earthquake interactions occur. These can occur almost instantaneously through stress steps or be time delayed through rate-and-state constitutive behavior (Gomberg et al., 2000) . This in turn leads to much faster propagation that we capture by fitting the outer envelope of the seismicity for estimates of D. In this case, we speculate that the hosting faults have closely spaced critically stressed asperities, such that secondary triggering mechanisms can bridge the gaps and cause a cascade of events.
Characteristics of Earthquake Clustering
In addition to temporal clustering, earthquakes also cluster in space due to the finite range of static and dynamic stress changes. Zaliapin et al. (2008) use a space-time-magnitude metric to differentiate independent background seismicity and clustered seismicity. Their interevent distance is defined as η ij = T ij R ij , where the rescaled interevent time T ij ¼ Δt ij 10 ÀbMi =2 and rescaled interevent distance R ij ¼ r j À r i À Á d 10 ÀbMi=2 , with interevent time the b value of the magnitude-frequency relation, M i the magnitude of event i, r the hypocentral vectors, and d the fractal dimension of earthquake hypocenters (Zaliapin et al., 2008) . The nearest neighbor to event j is that event i, with the smallest η ij . Then, of all events prior to j, event i has the highest probability to have triggered event j (Baiesi & Paczuski, 2004) .
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Distributions of nearest neighbors in rescaled interevent distance and rescaled interevent times are found to form two distinct modes for tectonic earthquakes-the background mode representative of independent (Poissonian) background seismicity and the cluster mode representative of related events (Zaliapin et al., 2008) . Schoenball et al. (2015) and Zaliapin and Ben-Zion (2016) applied this method to seismicity at the Coso Geothermal Field in California. Both found differences in the pattern for induced seismicity compared to that for nearby natural seismicity. Seismicity below the producing geothermal field shows a change in the clustering behavior with the background mode much stronger than the cluster mode, while it is opposite for natural seismicity. This indicates that the induced seismicity in the geothermal field behaves as independent events, driven by a high stressing rate (Dieterich, 1994) . Furthermore, they found a population of Poissonian events at very small rescaled distance and large rescaled time, indicating that seismicity recurs to the same fault patch within about 2 years. Furthermore, the cluster mode for induced seismicity is shifted to smaller rescaled times, indicating short-lived aftershock sequences. These observations demonstrate the utility of studying the space-time-magnitude distance of seismicity to understand the triggering relationship of seismicity, and it sheds some light on the physical mechanisms that drive observed seismicity sequences.
In the following, we analyze distributions of the space-time-magnitude distance as a tool to characterize the strength of clustering. Contrary to studies cited above, we do not use it to identify clusters but apply it to the sequences identified by the DBSCAN algorithm (section 2). Figure 15a shows the distribution of nearest neighbors in the R-T domain for our study region with b = 1 and d = 1.6 inferred using the spatial correlation integral (Grassberger & Procaccia, 1983) . We use units of days and meters for coordinates in time and space, respectively. Both the background mode, forming a diagonal above log η = 2.5, and the cluster mode below log R < 3.5 are readily apparent. However, we also notice a strong overlap of the cluster mode with the background mode at small interevent distances and large interevent times. Usually, both modes can be separated by a diagonal η 0 = const. It appears as if the temporal clustering in the study region occurs on relatively longer timescales than for tectonic earthquake sequences. This is consistent with the small value of p of the Omori law that we found earlier from studying the decay of aftershocks. As a result, the cluster mode extends toward larger rescaled time, leading to an overlap of the two modes. While main shock-aftershock sequences are thought to be largely driven by fast stress transfer and therefore form a cluster at small rescaled times, it appears that at least some of the sequences in the study area are driven by slower processes such as diffusion of pore fluid pressure, which extends the cluster mode to larger rescaled times. The ratio of events contained in the background mode versus those contained in the cluster mode is much more comparable to natural seismicity as observed in Southern California than to induced seismicity in geothermal fields . There, the stress perturbations resulting from cold water injection, drawdown, and resulting subsidence are much stronger (several megapascals) than what is modeled for Oklahoma (< 1 MPa). The strong cluster mode for the Oklahoma/Kansas seismicity again suggests that earthquake interactions are significant and on the same level as in regions with tectonic seismicity. From this we conclude that anthropogenic stressing only serves to initiate these sequences. Since the stress perturbation needed to initiate earthquakes are so small, earthquake interactions are sufficient to drive and propagate the sequences once they are initiated.
In Figure 15b we plot the spatial extent of sequences versus their equivalent magnitude derived from the total moment release. Diagonal lines represent constant effective stress drop, averaged for the entire sequence as in Figure 10 . Again, these stress drops are largely independent of stress drops of individual earthquakes. Comparing these results with that from an analogous study in Southern California (Vidale & Shearer, 2006) shows remarkable similarities. The effective stress drops for sequences of induced seismicity show a very similar distribution to what Vidale and Shearer (2006) found for Southern California. This indicates that the characteristics of moment release for sequences in Southern California and the Oklahoma/Kansas region are comparable. We infer that anthropogenic stressing reactivates the faults. But it is the stored tectonic energy that sustains rupture in many of these sequences. In Figure 15b we color clusters by their median interevent distance e η as a measure of clustering strength. Sequences with small e η are tightly clustered, and earthquake interactions are important for the sequence evolution. Sequences with large e η are loosely clustered with less influence of earthquake interactions but dominant background forcing. We notice that clusters with smaller equivalent magnitude have larger e η. We obtain a correlation coefficient of À0.38 with a p value of 2 · 10 À4 between the two quantities, suggesting a significant correlation. For these sequences, earthquake interactions are less dominant, resulting in weaker clustering. This suggests that smaller sequences are less effective at propagating through earthquake interactions and instead tend to behave like Poissonian background seismicity driven by anthropogenic forcing. The background stressing rate is presumably dominated by anthropogenic changes of pore fluid pressure. This suggests that weakly clustered sequences occur on faults that are less critically stressed in a way that only small asperities reached the rupture threshold with large distances to the next critically stressed asperities. The limited range of static stress transfer may prevent the next asperity to reach a critical level of stress. Instead, only after further increasing the background stress through continued fluid injection does it reach failure. Conversely, sequences with higher equivalent magnitude and sequences with higher stress drop have small interevent distances and hence are strongly clustered. Presumably, these sequences occur on faults that have many critically stressed asperities nearby. As a result, we observe a dense release of stored tectonic stress which also creates stronger secondary perturbations on neighboring asperities. These are ideal conditions for earthquake interactions, and for these sequences anthropogenic forcing only serves to initiate seismicity. Local stress conditions are then sufficient to sustain the rupture along these faults through interevent triggering.
Discussion
Because the stress perturbations from fluid injection are thought to be low (Barbour et al., 2017; Keranen et al., 2014) , only faults with critically stressed asperities are likely to be reactivated. This means that only a very selective set of basement faults are lit up with earthquakes, as we have seen from the narrow distribution of resolved fault strikes (Figure 1e ). It is expected that a much larger set of basement faults with different fault orientation contributes to the hydraulic communication between the Arbuckle group and the basement, although this might be moderated by the preference of critically stressed faults to be hydraulically active and vice versa (Barton et al., 1995) .
The low level of the anthropogenic stress perturbations also can be deduced from the clustering behavior of the individual sequences. For many sequences, we observe strong temporal clustering which is indicative of a dominant role of interevent triggering. Overall, the clustering behavior is very similar to that of tectonic seismicity. Sequences produced from strong stress perturbations such as geothermal stimulation and production or from mining show Poissonian seismicity and have a much stronger background mode (Langenbruch et al., 2011; Schoenball et al., 2015; Zaliapin & Ben-Zion, 2016) as classified from an analysis of space-timemagnitude distances.
We demonstrated that the majority of the largest events observed in each sequence appears to result from stronger strength reduction as fluid pressure rises (Figure 10 ). This does not necessarily mean that previously
Journal of Geophysical Research: Solid Earth 10.1002/2017JB014850 ruptured asperities fail again. Instead, we interpret this observation to imply that after some early activity, asperities between previous ruptures start to fail and rupture in larger events. For example, the M5.0 Cushing earthquake originated close to several M4 earthquakes and then ruptured around their rupture planes, as can be deduced from the pattern of aftershocks.
Operational responses to anthropogenic seismicity have been based primarily on magnitude using so-called traffic light systems (Bommer et al., 2006) . Perhaps as a result of their simplicity, there are a number of examples where traffic light systems failed to achieve their goal, when significant events occurred after taking action in accordance with the plan (Bommer et al., 2015; Gaucher et al., 2015) . The hundreds of sequences analyzed here always initiate with minor activity ahead of a main shock of concern. We see a clear potential for better monitoring to improve traffic light systems. Many sequences do not grow in dimension but continue to increase their released seismic moment as shown in Figure 10 . This suggests that when earthquakes spread out along a fault structure early on, there is increased potential for future large events. A warning level could be established based on the observation of activity that is coherent in space and outlining fault planes. In order to establish such a criterion, seismic monitoring with low detection thresholds in combination with precise location methods would be needed. The distribution of final effective stress drop ( Figure 11 ) could be used to inform the probabilities of large events.
Conclusions
The induced seismicity crisis in Oklahoma and southern Kansas provides a unique opportunity to study how dormant faults awake under anthropogenic forcing. The widespread occurrence of seismicity despite very modest pressure changes in the basement provides strong support for the hypothesis of a critically stressed crust (Townend & Zoback, 2000; Zoback & Harjes, 1997) . None of these faults were previously known. The existing fault map was compiled from geologic mapping and seismic reflection interpretations in the sedimentary section (Marsh & Holland, 2016) . When ancient basement faults may have no imprint in the sedimentary section, fault maps compiled from seismic data need to be critically evaluated when assessing the potential for inducing earthquakes (Walsh & Zoback, 2016 ).
Even at a fairly high magnitude of completeness in our catalog of M2.8, no sequence begins with an earthquake > M3.6. We have shown that sequences typically develop with increasing preshock activity. In two thirds of sequences, the maximum activity rate is observed at least 1 month after the first detected events. For many sequences this delay is many months. Reducing the detection threshold through improved monitoring can only lengthen the warning period and hence potentially allow steps taken to mitigate the hazard to take hold. The largest events occur at random positions in the sequences; that is, their probability of occurrence is primarily governed by the rate of seismicity. In order to reduce the likelihood of large earthquakes, the total earthquake rate needs to be reduced (van der Elst et al., 2016) . Furthermore, we have shown that in many sequences the largest earthquakes occur within the previously activated area of the fault and appear to result from stronger perturbations through continued fluid injection. The development path of these sequences potentially allows critically stressed fault patches to be identified early on, before further increments of anthropogenic forcing leads to larger earthquakes. Improving seismic monitoring with appropriate station spacing, low detection thresholds, and relative location techniques should permit detection of induced seismicity and unrecognized fault structures before activity reaches hazardous levels. Therefore, state of the art seismic monitoring is a key component of hazard mitigation.
We have shown with multiple lines of evidence that once initiated by modest anthropogenic forcing, faults in the Oklahoma/Kansas area are close enough to failure to sustain rupturing through earthquake interaction. This is evidenced by (1) bursts of seismicity, leading to seismicity observed ahead of a diffusive front and large values of the seismic diffusivity; (2) the strong temporal clustering of many sequences, indicating a non-Poissonian process driving the sequences; (3) a strong cluster mode (triggered events) and a weak background mode (independent events) in the rescaled distance/rescaled time domain; and (4) a random pattern of vertical migration of secondary faults interpreted as resulting from fault interactions while initial activity shows a downward propagation. Furthermore, we have observed that the released seismic moment per fault area of sequences in Oklahoma are comparable to those of natural sequences in Southern California. This indicates that the rupture process of sequences in Oklahoma is very much like that in a tectonically active area, once sequences are initiated by anthropogenic forcing.
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