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A Numerical Method for the Solution of Multi-Point Problems 
for Ordinary Differential Equations with Integral Constraints 
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Department of Electrical Engineering, University of Southern California, 
Los Angeles, California 90007 
Submitted by R. Bellman 
We propose a method for the solution of a system of nonlinear ordinary 
differential equations with integral constraints, by transforming to multi-point 
boundary value problems. Examples are given. 
INTRODUCTION 
Numerical methods for the solution of two-point boundary value problems 
involving nonlinear differential equations and linear boundary conditions have 
been proposed by many authors (see [l, 21 for excellent surveys). Few methods 
have been proposed for two-point problems when the boundary conditions are 
nonlinear in nature and even less work has been done on multi-point problems 
(i.e. more than two points). For such problems, the methods of quasilinearization 
[3], invariant imbedding [4], collocation [5], and more recently, the initial value 
adjusting method [6, 71, have been devised. As early as 1922 Polya, [S], gave a 
sufficient condition for problems of the form 
,x(n) + lplX(n-l) + a** + cpn-1X = 0, O<t<T, 
x(ti) = ci , 0 < t, < ... < t, < T, 
(1.1) 
to have a unique solution, where vi(t) were continuous functions. Bellman, [9], 
generalized these results to problems having boundary conditions of the form 
.i 
T 
x(t) ya(t) dt = bi , i = l,..., 71, (1.2) 
0 
where the yi were given functions. Observations of this type arise naturally, for 
example in drug concentration problems involving many compartments, [lo]. 
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In this paper we first consider general linear systems with integral constraints 
and then consider nonlinear systems of the form 
2 =“f@, t), a<t<b, 
s 
b 
/2(x, t) = c, 
a 
(l-3) 
where x and c are n-dimensional vectors. Such problems are transformed into 
equivalent two-point boundary value problems of higher dimension and the 
initial value adjusting method is adapted to solve them numerically. This method 
can also be applied to problems involving a mixture of point boundary conditions 
and integral constraints, uch as 
s 
tj /2(x, t) =cij ) &(t1>,..., X(&J) = 0ti (1.4) 
where Q < t, < ..* < t, < b. The transformed problems then correspond to 
multi-point problems. The last example in section 5 is of this type, while the 
other examples correspond to two point linear and nonlinear systems. The 
computational algorithm is given in section 4, and the numerical results are 
provided in the last section. 
2. LINEAR SYSTEMS 
Consider the system 
“(t) = 4) x(t) + b(t), a<t<b, (2-l) 
with a constraint of the form 
s b R(t) x(t) dt = c, a (2.2) 
where A(t) and R(t) are continuous n x n matrices, b(t) is a continuous vector 
and c is a constant vector. We proceed to find an initial condition, 
x(a) = x0 , (2.3) 
so that the solution of (2.1) satisfying (2.3) also satisfies the constraint (2.2). 
Let @(t, a) be the fundamental matrix of the corresponding homogeneous 
system 
d(t, a) = A(t) @(t, a), @(a, a) = I, . (2.4) 
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Then, any solution of (2.1) can be written in the form 
x(t) = @(t, u) x0 + jt @(t, s) b(s) ds, 
a 
(2.5) 
where x0 is an n-dimensional vector. Substituting (2.5) into (2.2), we have 
j” R(t) [@(t, u) x0 + j” @(t, s) b(s) ds] dt = c. 
n a 
(2.6) 
Rearranging, we have 
[ j” R(t) @(t, a) d”] x0 = c - jb jt R(t) @(t, s) b(s) ds dt. 
a a a 
(2.7) 
From the above discussion, we have the following. 
THEOREM 2.1. If the matrix ui R(t) @(t, u) dt] is nonsingular, then the 
problem given by (2.1) und (2.2) hus a uniqw solution and the exact initial condition 
for the problem is given by 
a”(u) = x0 = [lb R(t) @(t, a) dt]-’ [c - jab ja’ R(t) @(t, s) b(s) ds dt] . (2.8) 
If (2.1) corresponds to an n-th order linear equation as in (1.1) and if (2.2) 
comes from conditions of the form (1.2), then the condition given in Theorem 2.1 
is equivalent to the condition in [9], that 
det [j” 4) y,(t)] f 0, i,j= 1 >a.*, n
a 
where {ui}, i = l,..., n are linearly independent solutions of the homogeneous 
equation. To see this, let U denote the Wronskian of (ur ,..., u > and let {vi}, 
i = l,..., n be the principal solutions of the homogeneous equation, so that 
@(t, a) is the Wronskian of {vi ,..., ~3. Then there is a nonsingular matrix, C, 
for which U = DC and 
I 
b 
s 
b 
s 
b 
det R(t) @(t, a) dt = det RUC-1 dt = det C-r det uiqj dt. 
a a a 
Thus, the conditions that the determinants do not vanish are equivalent. 
3. NONLINEAR SYSTEMS 
Let us now consider an equation 
k = f(X, t), u<t<b, (3.1) 
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with integral constraint 
s b h(x, t) dt = c, (3.2) n 
where h and f are nonlinear n-dimensional vector functions that are twice 
continuously differentiable in x and continuous in t, and c is a given n-dimen- 
sional vector. In order to solve such a problem, we first replace it by an equivalent 
two-point boundary value problem. Set 
3i”(t) =f(X, t), 
a<t<b, 
s(t) = h(x, t), 
(3.3) 
with boundary conditions 
x(a) = 0, z(b) = c. (3.4) 
Then we have the following theorem. 
THEOREM 3.1. Suppose that (x(t), z(t)) is a solution of (3.3) and (3.4). Then 
x(t) satisfies (3.2). Conversely, suppose (3.1) ha s a solution, x(t), satisfying (3.2). 
Then (x(t), z(t)) solves (3.3) and (3.4) where x(t) = Ji h(x, t) dt. 
Proof. If (x(t), z(t)) solves (3.3) and (3.4), then 
s 
’ h(x, t) dt = z(b) = c. 
a 
The converse statement is clear. 
According to the above theorem, if we find a solution (x, z) of the problem 
(3.3) (3.4) and if x(a) = x,, , then x0 is an exact initial condition for the original 
problem (3.1), (3.2). Thus we can apply the initial value adjusting method to 
the transformed problem in order to find numerical solutions. We outline the 
method below. 
Let (%v~, 0) be a set of initial conditions for (3.3) at the k-th iteration of the 
procedure. Consider the initial value problem 
2(t) = f (x, t), x(a) = kx0 , 
2(t) = h(x, t), z(u) = 0, 
(3.5) 
and denote the solution by (K~, %). In order to find k+l~O , we perturb the initial 
data for x in each direction and then consider the following n initial value problems 
(3.6) 
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j = l,..., n with solutions denoted (Gj , “xj) respectively, where the perturba- 
tion parameter, E, satisfies 0 < E < 1, and ej denotes the j-th unit vector, 
(0 ,..., l)..., 0). 
We now define an R x n matrix “Y(t, a; E), whose j-th column has value at 
t = b given by 
“Yj(b, a; c) = 1 [%j(b) - “z(b)], 
E 
j = l,..., n. (3.7) 
This matrix replaces the usual fundamental matrix that arises in the quasi- 
linearization technique as can be seen from the following theorem. 
THEOREM 3.2. Let “Y, , “ul, be the n x n fundamental matrices satisfying 
with 
(3-g) 
(3.9) 
Then lim,,, “Y(b, a; l ) = kY,(b, a). If kY(b, a; E) is nonsingular, then the adjusted 
initial value for (3.5) is given by 
Jc+lxo = k~o + “Y-l(b, a; <) [c - “z(b)], 
and the adjusting method (3.10) has the quadratic convergence property. 
The proof of Theorem 3.2 is analogous to that given in [q. 
(3.10) 
4. COMPUTATIONAL ALGORITHM 
We now summarize the preceding discussion in the form of an algorithm. 
Step 0. Transform the original problem given by (3.1) and (3.2) into (3.3) 
and (3.4). 
Step 1. Set k = 0, and prescribe the values of the perturbation parameter l , 
the convergence criterion C( > 0) and the initial condition Ox0 . 
Step 2. Set G(a) = Go, and compute the initial value problem (3.5) and 
obtain the resulting terminal value ‘zz(b). 
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Step 3. Compute the error G defined by 
“G = 1; [c - %(b)J’ [c - k~(6)]/1’z. (4.1) 
If “G < 0, then terminate the procedure. If LG > (T, then proceed to the next 
step. 
Step 4. Set j = 1. 
Step 5. Compute the perturbed initial value problem (3.6) and obtain the 
resulting terminal value %#). and calculate the Yj(b, a; e) given by (3.7). 
Step 6. If j < z, then set j = j + 1 and return to Step 5. If j > n, then 
proceed to the next step. 
Step 7. Determine a new initial condition from (3.10), replace K by k + 1, 
and return to Step 2. 
5. EXAMPLES 
The above work is illustrated by three examples. The first corresponds to a 
linear system having integral constraints with a linear kernel. The second and 
third examples correspond to a nonlinear system and have the same solution, 
but the constraints are different. The second example has a nonlinear kernel 
integrated over the entire interval while the third example has a mixture of 
point conditions and integral conditions over different intervals. This example 
corresponds to a five-point problem. 
The tables contain a few of the calculated and actual values of the solutions, as 
well as the initial approximations, Ox(t), the number of grid points, p, the number 
of iterations, K and the error, G. The computations were done in double precision 
on an IBM 370/158 at the University Computing Center of the University of 
Southern California. 
EXAMPLE I. Consider the differential equation 
f(t) + x(t) = 0, 
with the constraints 
I 7rl2 s n/2 x(t)& = 1, xsintdt = 1. 0 0 
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The exact solution is 
x(t) = (42 - I)-l(sin t+ (97/Z - 2) cos 2). 
The transformed system and boundary conditions are 
A comparison of the computed values, “x(t), and actual values, x(t), at the end 
points is given in Table 1. 
EXAMPLE 2. Consider the nonlinear system 
112 
x1=-x1x4 ) 
2, = 3x, ) 
Le3 = xi’, + 2x3 , 
ti4 = xy2, 
with constraints 
I 
1 
xle(t+2)a/4 dt = 1, 
0 
s 
o’ (x3 + x4) t dt = $ + ;< , 
s 
o1 (x2 + x4)2 dt = ; + ;;, 
~01(x3-x2x4)dt=-~e3+~+&. i 
An exact solution is given by 
q(t) = e--(f+2)2/4, 
x2(t) = e3', 
x3(t) = tezt, 
x4(t) = (t + 2)2/4. 
(5.1) 
(5.2) 
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The transformed system consists of (5.1) together with 
3i”, = X1e(t+2)z/4, x5(0) = 0, 4) = 1, 
3i’, = (x3 + x4) t, 
.e’ = x2 + x42, 
X,(l) = ; + ;, 
e3 553 
X’(l) = J- + 240 T 
f, = x3 - x2x4 , x3(0) = 0, 
65 e2 53 
fg(l)=-~e3+~+~- 
The numerical results for the exact and approximate solutions are given at the 
end points in Table II and the values of the error criterion, G are listed separately 
for each iterate in Table IV. The convergence rate appears to be quadratic, 
as predicted by the theory, [l 11, when the initial approximations are close to the 
exact values. 
EXAMPLE 3. Consider again system (5.1) but with constraints 
x1 (f) + x2 (4) - x3 (2) = e-(2.25)2’4 + &e1.5, 
x4(O) - (xi(l)) (x2(l)) = 1 - e”.75, 
(5.3) 
s 
l/4 
0 
(3x, + x42) dt = e’J.75 + (2’25)i[ 11* , 
,:,(x2 + ~3) dt = 
8e3 + 6e2 - 8e2.25 - 3e1.5 
s 24 
(5.4) 
TABLE IV 
Convergence Rates for Example 2 and Example 3 
Iterate G, Example 2 G, Example 3 
.2133041836317O.D 01 
.481371663240580 00 
.882735742578180-01 
.180684070710000-01 
.1819351543129OD-02 
.293363167279670-04 
.815365548691130-08 
.144179629615240-14 
.445866538837910 01 
.61350339493972D 00 
.747846627941600-01 
.240842355687050-03 
.837445307504540-07 
.719611993662720-14 
4o9/72/2-9 
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Again (5.2) provides an exact solution. The transformed system consists of (5.1) 
and (5.3) together with the conditions 
2, = 3x, + x42, x5($) = e”.75 +
(2.295 - 112 
80 ’ 
5 = x2 + x3 3 x,(Q) = 0, x&l) = 
&3 + (j$ - &$*a5 _ ‘je1.5 
24 
From the boundary conditions, it is evident that this is a five-point problem. 
For this type of problem the algorithm adjusts the values at all of the points 
and the error criteria, G includes contributions from the given point conditions 
as well as from the continuity conditions that are imposed at the interior points. 
The exact and computed values for all five points are given in Table III. The 
initial data shown in that table was given for t = 0, and the initial data for 
t = l/4, l/2, 314 was then obtained from the values of the first integration. 
The convergence rate can be seen from Table IV, where G values are listed, and 
again the convergence appears to be quadratic. 
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