All weak traveling wave solutions of the Camassa-Holm equation are classified. We show that, in addition to smooth solutions, there are a multitude of traveling waves with singularities: peakons, cuspons, stumpons, and composite waves.
Introduction
The Camassa-Holm equation u t − u txx + 3uu x + 2ku x = 2u x u xx + uu xxx , x ∈ R, t > 0, (1.1) arises as a model for the unidirectional propagation of shallow water waves over a flat bottom, u(x, t) representing the water's free surface in non-dimensional variables, and k ∈ R being a parameter related to the critical shallow water speed. Eq. (1.1) was first obtained [31] as an abstract bi-Hamiltonian equation with infinitely many conservation laws (see also [28] [29] [30] ), and was subsequently derived from physical principles [5] . For a discussion of the physical relevance of (1.1) in the context of water waves we refer to [36] [37] [38] . Eq. (1.1) arises also as a model for nonlinear waves in cylindrical axially symmetric hyperelastic rods, with u(x, t) representing the radial stretch relative to a prestressed state [25] . Moreover, (1.1) is a re-expression of the geodesic flow in the group of compressible diffeomorphisms of the circle [47] , just like the Euler equation is an expression of the geodesic flow in the group of incompressible diffeomorphisms of the torus [2] . This geometric interpretation leads to a proof that Eq. (1.1) satisfies the least action principle [17] : a state of the system is transformed to another nearby state through a uniquely determined flow that minimizes the energy (see also [18] ). Let us also point out that for a large class of initial data, Eq. (1.1) is an infinitedimensional completely integrable Hamiltonian system: by means of an isospectral problem one can convert the equation into a finite or infinite sequence of linear ordinary differential equations which can be trivially integrated (for the periodic case see [8, 20] , and for aspects of the direct/inverse scattering see [3, 11, 19, 24, 37, 41] ). Furthermore, the smooth solitary waves of (1.1) are solitons [24, 39] . The Camassa-Holm equation models wave breaking [5] [6] [7] 9, 10, 12, 14, 15, 26, 46, 49, 54] and admits wave solutions that exist indefinitely in time [7, 9, 13, 14] . Let us also point out that associated to (1.1) there is a whole hierarchy of integrable equations [33, 48] . In this paper we study traveling wave solutions of the Camassa-Holm equation, i.e. solutions of the form u(x, t) = (x − ct), c ∈ R for some function : R → R. In [5] it was noted that (1.1) admits peaked traveling waves-see (c) and (d) of Fig. 1 . It was subsequently observed through phase-plane analysis [44] that also cusped waves exist-see (e) and (f) of Fig. 1 . This type of waves are also discussed in [32, 40] (see also [1] ).
Using a natural weak formulation of the Camassa-Holm equation, we will establish exactly in what sense these peaked and cusped waves are solutions. A suitable framework for weak solutions of the Camassa-Holm equation is available [16, 21, 53] but the only explicit example considered was the case of the peakons. In this paper, we will classify all traveling wave solutions of this weak formulation of (1.1). It turns out that there exists a plethora of new peculiar solutions obtained by combining cusps, peaks, and constant plateaus into traveling waves-(g) of Fig. 1 . In particular, an interesting class of waves-which we call stumpons because of their shape-is obtained by inserting intervals where equals a constant at the crests of suitable cusped waves-see (h) of Fig. 1 .
It is to be expected that some of these wave forms are unstable and therefore hard to detect physically. However, the smooth solitary waves are orbitally stable [24] . Moreover, the peakons, whether solitary waves or periodic waves, are also orbitally stable [22, 23, 42, 43] . The peakons are solitons, recovering their shape and speed after interaction [4, 5] .
In Sections 2 and 3, we introduce some notation and derive a weak formulation of the Camassa-Holm equation. In Section 4, we state our first theorem: a classification of the traveling wave solutions of Eq. (1.1). The proof is contained in Section 5. In Section 6 we show our second theorem: the traveling waves depend continuously on all involved parameters. Finally, in Sections 7 and 8, we determine the wavelength of the traveling waves and derive explicit formulas for the peaked solutions.
Notation
Let X ⊂ R be an open set. We denote, for integers n, p 1, by W n,p (X) the space of all functions f ∈ L p (X) with distributional derivatives
If p = 2, we write H n (X) instead of W n,2 (X). The Hilbert spaces H n (X) are endowed with the inner products
We let C ∞ c (X) be the space of smooth functions with compact support in X. H n loc (X) denotes the Hilbert space of all f such that f ∈ H n (X) for all test functions ∈ C ∞ c (X). Furthermore, we let D (X) be the space of distributions on X, i.e. linear continuous functionals on C ∞ c (X). C n (X) denotes the space of n times continuously differentiable functions on X. If ∈ D (X), we write x for its distributional derivative defined by
where ·, · is the pairing between D (X) and C ∞ c (X) (cf. [35] ). A function f, defined on X, is said to be absolutely continuous on X if to each compact set K ⊂ X and > 0 there corresponds a > 0 so that
for any n and any disjoint collection of segments
A function f is absolutely continuous on X if and only if f ∈ W 1,1 loc (X). In this case the classical derivative of f exists at almost every point x ∈ X and equals the distributional derivative of f.
We let be Lebesgue measure on R.
We say that a continuous function has a peak at x if is smooth locally on either side of x and 0 = lim We will call waves with cusps cusped waves or cuspons.
If is obtained by inserting an interval in which is constant at a cusp, then we say that has a stump. In other words, there is an interval [a, b] on which is constant and is smooth locally to the left of a and to the right of b but
Waves with stumps will be referred to as stumpons. If is the shape of a wave, we will call any point where has a local maximum a crest. A point where has a local minimum will be called a trough. We say that is a wave with decay if there is a constant ∈ R such that − ∈ H 1 (R).
Weak formulation
For a traveling wave u(x, t) = (x − ct) Eq. (1.1) takes the form
After integration we get
for some constant a ∈ R. We may rewrite this as
For (3.3) to make sense it suffices that ∈ H 1 loc (R). We make the following definition. [19] ) written in weak form as
The reason we take (3.3) as definition of weak traveling waves instead of (3.4) is that the operator (1 − * 2 x ) −1 is easy to define when u(x, t) is periodic or has decay at infinity, but (3.3) is convenient for a wider class of traveling waves. For periodic traveling waves and traveling waves with decay at infinity, the two definitions coincide.
Indeed, suppose u(x, t) = (x − ct) is periodic or has decay at infinity and satisfies (3.4) . Then
A distribution has zero derivative if and only if it is a constant. Therefore there exists an a ∈ R such that
Applying (1 − * 2 x ) to both sides gives (3.3). Conversely, if solves (3.3), then tracing these steps backwards yields (3.4).
Classification of traveling waves
Our first theorem classifies all bounded traveling waves (x − ct), ∈ H 1 loc (R), of (1.1). It turns out that, for a fixed k ∈ R, the traveling waves are parametrized by their maximum, minimum, and speed. For different values of these parameters, different types of waves arise-see Fig. 1 . , the equation To get a geometrical understanding of Theorem 1 we divide the space of parameters into subsets-each subset corresponding to a different wave type. Let (m, M, c) ∈ R 3 be coordinates in R 3 and let z = c − 2k − M − m. The three planes {z = m}, {m = M}, and {M = c} divide R 3 into eight octants with corner at (−k, −k, −k). We let + and − be two of these open subsets:
where we write {z < m < M < c} instead of {(m, M, c) ∈ R 3 : z < m < M < c}. Note that = + ∪ − is symmetric around its corner (−k, −k, −k). Moreover, for each c, the cross-section of all points in with third coordinate c is a triangle-see Denote the three two-dimensional sides of by 
Remark 2.
Notice that if (x) is a traveling wave of (1.1), then also x → − (−x) is a traveling wave of (1.1) with k, respectively c, replaced by −k, respectively −c. In particular, the replacements
transforms the statements (a)-(f) of Theorem 1 corresponding to −k, into the statements (a )-(f ) corresponding to k. In the geometrical interpretation the replacements (4.2) amount to mapping − and − corresponding to k, into + and + corresponding to −k. Therefore we may, for simplicity, assume c − k.
To geometrically describe where the cuspons occur, we look at the octants enclosed by the three planes {z = m}, {m = c}, and {c = M}. Let two of these be
Note that = + ∪ − and are disjoint with common boundary * 2 . Let * 1 = * ∩ {z = m}. The periodic cuspons occur when (m, M, c) ∈ and we have cuspons with decay if and only if (m, M, c) ∈ * 1 \* 12 .
To describe the composite waves and the stumpons, we define for
The composite waves in (g) of Theorem 1 correspond to the surfaces (a) for a > 2ck − k 2 . Stumpons exist on the surface (c 2 + 4kc).
We have
Hence, for fixed c, k, and a > − (c−2k) 2 3 the set of (m, M) satisfying
is an ellipse in the (m, M)-plane with center c−2k
and major axis in the direc-
To see what kinds of wave segments that can be joined into a composite wave, we make the following observations. In view of replacements (4.2), we consider only the case c > −k.
1. Every ellipse associated to an a such that
intersects + and contains exactly one point in each of the sets * 2 + and * 1 3. Every ellipse with a > c 2 + 4kc intersects both + and − . The parts of the ellipse in + and − are strictly decreasing function curves. Each such ellipse also contains one point in each of the sets * 1 + and * 1 − . Hence the composite waves corresponding to a > c 2 + 4kc can contain wave segments from (e), (f ), (e ), and (f ) of Theorem 1.
Remark 3.
Note that all peakons, cuspons, and stumpons have speed equal to their height. Also observe that the value of the parameter k in Eq. (1.1) plays no significant role, except affecting the constant to which solutions decay at infinity. Indeed, if u(x, t) solves (1.1) and v(x, t) = u(x − t, t) + for some constant ∈ R, then v satisfies
Hence k is scaled out by letting = k.
Example 1 (Cantor waves).
We will see in Section 7 that the ellipses referred to in (g) of Theorem 1 have the following property: For each ellipse there is a constant such that if p > then there is a cuspon with period p corresponding to a point on the ellipse. Moreover, for the ellipses with a c 2 + 4ck, we have = 0. Therefore, composite waves corresponding to ellipses with a c 2 +4ck can contain wave segments of arbitrarily small length. Let C ⊂ R be any closed set. Then, if a c 2 + 4ck, we can always construct a composite wave such that C = −1 (c). Indeed, the complement of C consists of a countable number of open intervals {E i } ∞ i=1 . On each interval E i we define to be the cuspon of period p = |E i |, where |E i | denotes the length of E i . Gluing these wave segments together yields a composite wave with C = −1 (c).
Since any countable number of wave segments can be joined together, we get traveling waves with very strange profiles. For example we show in Fig. 3 how to construct a composite wave such that {x : (x) = c} is a Cantor set. Note, however, that if a > c 2 + 4ck, then the constructed wave is a traveling wave of equation (1.1) if and only if (C) = 0. The standard Cantor set has Lebesgue measure 0, but there are Cantor like sets of both zero and strictly positive measure (see [50] ). In particular, we could have (C) > 0 even in the case when C has empty interior. For a = c 2 + 4ck all our constructed composite waves are traveling waves of (1.1).
Remark 4 (Unbounded waves)
. Theorem 1 deals only with bounded traveling waves of (1.1). We restrict ourselves to bounded solutions because they are physically more acceptable and because the classification is easier to describe. However, following the procedure below it is easy to classify also the unbounded traveling waves. We give some examples of unbounded traveling waves in Fig. 4 .
Proof of Theorem 1 Lemma 1. Let p(v) be a polynomial with real coefficients. Assume that
x is absolutely continuous and
Using (5.1) we conclude that
Next we notice that (5.3) implies
We conclude from (5.3) that
Extending these arguments to higher values of k proves (5.2).
Proof. Since f is continuous, C = f −1 (c) is a closed set. The Cantor-Bendixson theorem from topology (see for example [34] ) says that there is a perfect set P and a countable set M such that C = P ∪ M. Let x ∈ P . Then, as P is a perfect set, there are points
Since f is absolutely continuous, f is differentiable at almost every point in P. This shows that f x (x) = 0 a.e. on P.
The set M is countable and hence of measure zero. We conclude that f x (x) = 0 a.e. on C.
Proof. As in the proof of Lemma 2 we can write C = f −1 (c) as a union of a perfect set P and a countable set M. Let x ∈ P . Since P is a perfect set, there are points Lemma 2 shows that f xx = 0 a.e. on P. But this implies f xx = 0 a.e. on C and completes the proof.
Recall Definition 1 of a traveling wave solution: A function ∈ H 1 loc (R) is a traveling wave of (1.1) with speed c if
holds for some a ∈ R. Moreover, we recall that denotes standard Lebesgue measure. 
where
is a traveling wave of (1.1) with speed c. Applying
We conclude that is smooth except possibly at points in the boundary of the set −1 (c). Since is continuous, −1 (c) is a closed set. We let C = −1 (c To prove (TW2) we let E i be one of these open intervals. Since is smooth in E i , we deduce that (5.6) holds pointwise in E i . Therefore, we may multiply by x to get
for some constant of integration b i . Dividing by c − we obtain (5.7). That → c at the finite endpoints of E i follows from the continuity of and (TW1). This proves (i) of (TW2). The left-hand side of (
To show (ii) of (TW2), let us assume (C) > 0. Since ∈ H 1 loc (R) and ( − c) 2 ∈ W 2,1 loc (R), we deduce from Lemma 2, respectively, Lemma 3 that
In view of the fact that ( − c) 2 ∈ W 2,1 loc (R), we see that (5.6) holds a.e. on R, i.e.
+ a a.e. on R.
In particular, this equation holds a.e. on C, so that, by (5.9), we have
Since (C) > 0 and ≡ c on C, we conclude that a = c 2 + 4ck. This shows that all traveling waves of the Camassa-Holm equation satisfy (TW1)-(TW3).
To prove the converse suppose satisfies (TW1)-(TW3). We will show that is a traveling wave of (1.1).
Let C and E i , i 1, be as in (TW1). Let a be as in (TW2). We notice that differentiation of (5.7) yields
by (TW3), (5.12) implies (5.6) so that is a traveling wave solution of (1.1).
It remains to show that (5.12) holds also in the case when (C) > 0. Suppose
loc (R), we deduce from Lemma 2, respectively, Lemma 3 that (5.9) holds. From (ii) of (TW2) we have a = c 2 + 4ck. Therefore, since ≡ c on C, we get
Together with (5.11) this gives (5.12). Hence is a traveling wave solution of (1.1) and the proof is complete.
We will show that the set of bounded functions satisfying (TW1)-(TW3) consists exactly of the waves stated in the Theorem 1. In view of Lemma 4, this will prove the theorem.
Suppose satisfies (TW1)-(TW3). Then, by (TW1), consists of a countable number of smooth wave segments separated by a closed set C. By (TW2) each such wave segment solves 2 x = F ( ) for x ∈ E, (5.14)
Suppose we could find all solutions of (5.14) for different intervals E, and different values of a and b. Then, we can join solutions defined on intervals whose union is R\C for some closed set C of measure zero. It is easy to see that the function, defined on R, that we get, will satisfy (TW1) and (TW2) if and only if all wave segments satisfy (5.14) with the same a. Moreover, if we, for a = c 2 + 4kc, allow (C) > 0, this procedure will give us all functions satisfying (TW1) and (TW2). We will show that these functions belong to H 1 loc (R), that they satisfy (TW3), and that they are exactly the waves stated in Theorem 1. This will prove Theorem 1.
In order to study (5.14) we first consider general equations of the form
where F : R → R is a rational function. We will explore the qualitative behavior of solutions to (5.15) near points where F has a zero or a pole. Applying this to the F in (5.8), will give us the solutions of (5.14).
Smooth solutions
We first explore the qualitative behavior of smooth solutions to (5.15). Let
If : R → R is a bounded smooth solution of (5. x < 0 at some point, will be strictly decreasing until it gets close to the next zero of F. Denoting this zero m, we have ↓ m. What will happen to the solution when it approaches m? Depending on whether the zero is double or simple, has a different behavior. We explore the two cases in turn.
Assume F ( ) has a simple zero at m so that F (m) >
We get
we get
Integration gives
where satisfies ( ) = m. Therefore
Using that 1
This equation shows that O((
where ( ) = m. We want to continue the solution beyond , i.e. we want to define (x) for x > . Note that putting (x) = m for all x > m would yield a solution of (5.15). However, this solution is not smooth so we ignore it for the moment. Notice instead that the only way to get a smooth solution is that turns immediately back up again at x = . In this case (5.16) will be valid for all x close to . From (5.15) we also observe that will be symmetric with respect to , i.e.
By a similar computation as the one that lead to (5.16), we get
for some constant . Thus ↓ m exponentially as x → ∞.
In view of this discussion we can draw the following conclusions. 1. Whenever F has two simple zeros z 1 , z 2 and F ( ) > 0 for z 1 < < z 2 , there exists a periodic solution of (5.15) with m = z 1 and M = z 2 . 2. In case F has a double zero z 1 , a simple zero z 2 , and F ( ) > 0 for z 1 < < z 2 , then there exists a solution with m = z 1 , M = z 2 and ↓ z 1 as x → ±∞. All these solutions are unique up to translation. 3. If F has a simple zero at z 1 and F ( ) > 0 for z 1 < , then no bounded solution exists for > z 1 .
Solutions with singularities
If we enlarge the class of solutions of (5.15) we are looking at to include all ∈ H 1 loc (R), more possibilities arise. It is not anymore necessarily true that m and M are zeros of F ( ). Moreover, the behavior of can be more complex. Suppose is increasing according to (5.15). There are now three possibilities: 1.
continues to increase according to (5.15), 2.
suddenly stops and remains constant, 3.
suddenly changes direction and starts going back down according to (5.15 ). In case 1 we get smooth solutions as before. From (5.15) we see that case 2 can only occur at points where F ( ) = 0. We also observe that a sudden stop of produces a jump in xx . Regarding case 3, we note that if the change of direction occurs at a point where F = 0, x will have a jump since x = 0 suddenly jumps to − x . This is how peakons arise.
The last case we consider is that of approaching a simple pole of F, i.e. 1/F ( ) has a simple zero. Assume that is decreasing toward a point = c where F has a pole. Then there is a smooth function h( ) defined in a neighborhood of = c,
, h(c) > 0, h( ) = h(c) + O( − c).
This implies, in view of (5.15), that
where x 0 is such that (x 0 ) = c. Hence
where = ( 3 2h(c) ) 2/3 . As for x , we get
Observing that
we obtain
Using that
, we find that
In particular, whenever F has a pole, the solution has a cusp.
Solutions of (5.14)
If we apply the above discussion to the particular case 25) we can classify all bounded solutions of (5.14). The proof is basically an inspection of all possible distributions of the zeros and poles of F (see Fig. 5 for the distributions for which there are bounded solutions). Since 2 (c − 2k − ) + a + b is a third-order polynomial with real coefficients, it has either one or three real zeros counted with multiplicity. One finds that there are no bounded solutions of (5.14) whenever there is only one real zero. Indeed, considering the different cases, one sees that if only one zero is real, there is no way to get a bounded solution which is smooth for = c. We assume therefore that there are three real zeros. Denote these by m, M, and z, so that
Comparing the coefficients of 2 , we obtain Inspection of the different cases shows that these are all smooth bounded solutions of (5.14). Note that these solutions never touch the line = c. Hence the interval E in (5.14) must be the whole real line. In particular, these smooth solutions can never be glued together with another wave. Now we turn to the case of bounded solutions to (5.14) for which → c at a finite end-point of E. Gluing two of these together will give rise to a non-smooth wave. Let us take two examples to see how the solutions of (5.14) can be found. 14) . Note that the waves in (2), (3), (5), and (6) are defined on half infinite intervals. The waves in (1) and (4) are defined on intervals with lengths equal to their periods, and the constant solution (7) on an arbitrary interval.
because that would give rise to a singularity of at a point where = c. However, when increases and reaches the point = c it can make a sudden turn at this point and so give rise to a peak. 2. To see how the cuspons with decay arise, let z = m < c < M. Now F ( ) has a double zero at z = m, a simple pole at c, and F ( ) > 0 for m < < c. If is a solution in this interval it will have exponential decay to m at infinity by the above discussion. At the point where reaches the pole, there will be a cusp. This cusp is allowed since the singularity in that it produces belongs to the set = c.
Inspection shows that the different possibilities are those presented in (c)-(f ) and (c )-(f )
of Theorem 1, plus the solutions ≡ c (see Fig. 6 ). These are all bounded solutions of (5.14).
Remark 5. In Theorem 1 the solutions are defined on the whole real line. Here we restrict the solution to the interval between two crests in the case of periodic waves, and to the part left or right of the crest in the case of decaying waves. The interval E is accordingly defined to be a finite or half-infinite interval.
Gluing the waves together
In this section we determine which solutions of (5.14) that have the same a, so that they can be glued together into a function satisfying (TW3).
The a in (5.14) corresponding to a solution , is found by identifying the coefficients of in (5.26) . Recalling that z = c − 2k − M − m, we obtain
As we know from Section 4, (5.28) describes an ellipse in the (m, M)-plane. Therefore, we obtain all bounded functions satisfying (TW1) and (TW2) by gluing, in all possible ways, solutions corresponding to the same ellipse. Since the waves arising in this way are exactly the ones stated in Theorem 1, the proof will be finished once we prove that these waves belong to H 1 loc (R) and satisfy (TW3). The subtle point here is that a wave can consist of a countable number of wave segments with arbitrarily small lengths. Therefore, even though → c at all endpoints of the intervals, it is not even clear that is continuous. This makes the proof of the next lemma rather intricate.
Lemma 5. Any bounded function
satisfying (TW1) and (TW2) belongs to H 1 loc (R) and satisfies (TW3).
Before we prove Lemma 5 we have to establish some notation. A function f :
where the supremum is taken over all N and over all choices of {t i } such that
We let BV (I ) denote the set of functions f : I → R of bounded variation on I. BV loc (R) denotes the space of functions f : R → R such that f ∈ BV (I ) for all compact intervals I ⊂ R. A function f : X → R defined on some set X ⊂ R is an N-function if f maps sets of measure 0 to sets of measure 0, i.e. (f (N )) = 0 whenever N is a subset of X with (N ) = 0.
We will need the following two results on absolutely continuous functions.
Lemma 6. Let f : I → R, I = [a, b] ⊂ R, be a continuous function of bounded variation. Then f is absolutely continuous if and only if f is an N-function.
Proof. See for example [51] or [34] .
, is continuous and |f | is absolutely continuous, then f is absolutely continuous.
Proof. Straightforward using the definition of absolute continuity.
Proof of Lemma 5. Assume is a bounded function which satisfies (TW1) and (TW2).
Let E i and C be as in (TW1).
Let us first show that is an N-function. Let N be a set of measure 0. Then
On each intervalĒ i , is smooth and of bounded variation. From the asymptotic formulas (5.22) and (5.24) we infer that ∈ H 1 (Ē i ) for all i. Therefore, Lemma 6 shows that i is an N-function on eachĒ i for i 1. Hence, using that (N ∩ C) = {c},
This proves that is an N-function.
Let {i k } ∞ k=1 be a subsequence such that
where |E i k | denotes the length of the interval E i k . We will show that is of bounded variation on each compact subinterval
for any such sequence E i k . This will show that ∈ BV loc (R). For simplicity we denote the sequence {i k } ∞ k=1 by {j } ∞ j =1 , and we assume < c in E j for all j. In view of (5.7) we observe that
From Section 5.3 we know that the polynomial P j ( ) = 2 (c − 2k − ) + a + b j has three zeros z j , m j , and M j . Moreover, z j m j < c M j and P j (c) 0 for all j. The derivative of P j is independent of j and the fact that P j always has three zeros shows that the b j 's form a bounded set. Hence, we have the uniform estimate
Here and in the sequel D (independent of j) denotes a generic constant that may change within a computation. Combining (5.30) and (5.31) we get
The total variation of on I is bounded above by
Using (5.32) we find
Therefore is of bounded variation on I. Thus ∈ BV loc (R). From (5.32) we also see that is continuous on I. Indeed, the continuity is known at all points except those where . This shows that is left continuous at x 0 . Similarly we prove right continuity. We get that is continuous on I for every I satisfying (5.29). Therefore is continuous on R.
Since we showed that is an N-function of bounded variation, this implies by Lemma 6 that is absolutely continuous. Therefore the distributional derivative of is in L 1 loc (R), is differentiable in the classical sense at almost all points, and the two derivatives coincide. To show that ∈ H 1 loc (R) we have to show that x ∈ L 2 loc (R). We obtain from (5.7) that
Using (5.31) we get
Hence, in view of (5.32) we obtain
We conclude that
In combination with (5.33) this gives ∈ H 1 loc (R). The last step is to prove that ( − c) 2 ∈ W 2,1 loc (R). Let, as above, {E j } be a subsequence such that
In view of (5.7) we have
We know that x ∈ L 2 loc (R) and x = 0 a.e. on C. Hence ( − c) x = 0 a.e. on C. From (5.34) we infer that |( −c) x | is smooth on any interval E i and |( −c) x | → 0 at any finite endpoint of E i . Actually, on each E j , |( − c) x | consists of two humps and is symmetric with respect to the midpoint of E j .
We will show that |( −c) x | is of bounded variation, continuous and an N-function. Using (5.31) and (5.32) we obtain
Hence the total variation of
This shows that |( − c) x | ∈ BV loc (R). From (5.35) we also see that |( − c) x | is continuous.
Let N be a set of measure 0. Then 
This shows that |( − c) x | is an N-function.
We now apply Lemma 6 to get that |( − c) x | is absolutely continuous. If we can show that ( − c) x is continuous, Lemma 7 will show that ( − c) x is absolutely continuous.
Since ( − c) x is smooth whenever x = c, it is enough to show continuity at points in C. But if x ∈ C, we have ( (x) − c) x (x) = |( − c) x |(x) = 0. Therefore, continuity of ( − c) x at x follows from the continuity of |( − c) x |. We conclude that ( − c) x is absolutely continuous.
The function ( − c) 2 is absolutely continuous. Hence its distributional and classical derivatives coincide and we have
Since ( − c) x is absolutely continuous, this implies that ( − c) 2
loc (R) and we have finished the proof of Lemma 5.
Dependence on parameters
We show now that the traveling waves depend continuously on the parameters m, M, c, and k. Let i and be the corresponding traveling waves with crests at zero. Let p i , respectively, p be the periods of i , respectively, . We will first prove that
for any compact subset K ⊂ R. From (5.7)-(5.8) we see that i , i > 0, and are given implicitly by
where (x 0 ) = 0 . In particular we may choose x 0 = 0 and hence 0 = max x∈R (x) = min{M, c}. We get
where p, the period of , is given by
and z = c − 2k − m − M as before. Note that we allow p = ∞. In fact this happens for all waves with decay. From (6.4) and Lebesgue's dominated convergence theorem we infer that the period is a continuous function of (m, M, c, k) so that p i → p as i → ∞. Consequently, if i has a crest at the point s i , then s i will converge to a point s where has a crest. Moreover, at the crests, we have
for some constants C, D, r independent of i. Indeed, for peaks and smooth waves, (6.5) is obvious. For cusps the asymptotic formula (5.24) gives
We see that the coefficients i converge to corresponding to as i → ∞. In particular, the sequence { i } is bounded, so that we obtain the uniform estimate (6.5) on the derivatives.
Since K is compact, has only a finite number of peaks or cusps in K. Let H r ⊂ K be the set obtained from K by removing small open balls of radius r > 0 around any point where has a crest or trough. We deduce in view of (6.5) that, given > 0, there are N > 0 and r > 0, such that
and all crests and troughs of i , i > N, lie in K\H r/2 . We may also assume that
Suppose we could show that ix → x uniformly on H r . Then, since H r has finite measure, there would exist an N such that
Combining (6.6), (6.7), and (6.9), we get
Moreover, there is a constant C such that
Together with (6.14) and (6.15) this yields
This proves the uniform convergence of i .
To show that { ix } ∞ i=1 also converges uniformly, we recall that
The map
is uniformly continuous on any compact set bounded away from points where = c. Therefore (6.15) together with the uniform convergence of i → on [r, x * ], shows that there is an N such that
This establishes the uniform convergence of ix to x , and completes the proof of Theorem 2.
Wavelength
In this section we study how the wavelength of the traveling waves depends on the parameters m, M, and c. We describe the level sets of waves with the same wavelength (see Fig. 7 ) and show that there are peakons and cuspons with arbitrarily small wavelength. This gives us waves with profiles such as the Cantor wave in Fig. 3 . Let be a wave corresponding to (a)-(f ) of Theorem 1. From (6.2) we get the implicit formula
The change of variables
we let E c denote the cross-section of points in E with third coordinate c. The map
is a bijection between the sets We solve this to obtain an explicit expression for the periodic peakons. We obtain
where p = 4 ln
is the period of obtained from (7.9) . is extended periodically to the real line. 
