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Abstract
This paper explores the concept of reparametrization invariant norm (RPI-norm) for C1c functions, that
is any norm invariant under composition with diffeomorphisms. The L∞-norm and the total variation
norm are well known instances of RPI-norms. We prove the existence of an infinite family of RPI-norms,
called standard RPI-norms, for which we exhibit both an integral and a discrete characterization. Our
main result states that for every piecewise monotone function ϕ in C1c (R) the standard RPI-norms of ϕ
allow us to compute the value of any other RPI-norm of ϕ. This is proved by using the standard RPI-norms
in order to reconstruct the function ϕ up to reparametrization and an arbitrarily small error with respect
to the total variation norm.
Keywords: Reparametrization invariant norm, standard reparametrization invariant norm
MSC (2000): 46E10, 46B20
1 Introduction
In recent papers the natural pseudo-distance σ between manifolds endowed with regular real functions has
been studied as a tool for comparing the shape of manifolds (cf. [3, 4, 5]). Each shape is represented by
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pairs (M, ϕ), where M is a connected manifold and ϕ is a real function defined on it (both M and ϕ
are supposed to be sufficiently regular). In this approach, the main idea is to compare two diffeomorphic
manifolds by measuring the global change of the real functions they are endowed with, when the manifolds
are deformed into each other: σ((M, ϕ), (N , ψ)) = infh supp∈M |ϕ(p) − ψ ◦ h(p)|, where h varies among
all the diffeomorphisms between M and N . We observe that σ is a Fre´chet-like distance (cf., e. g.,
[6]). Moreover, this line of research is strongly related to the extensive study currently carried out about
parametrization-independent shape comparison in Pattern Recognition (cf, e. g., [8]).
The definition of natural pseudo-distance between the pairs (M, ϕ1), (M, ϕ2) can be reformulated as
the value infh∈D F (ϕ1 − ϕ2 ◦ h), where D denotes the set of all diffeomorphisms from M to M and F is
the norm that takes each (sufficiently regular) function ϕ¯ : M → R to the number maxP∈M |ϕ¯(P )|. In
order that infh∈D F (ϕ1 − ϕ2 ◦ h) is a pseudo-distance, the key property of the functional F is that F is a
norm and F (ϕ¯ ◦ h) = F (ϕ¯) for every ϕ¯ :M→ R and every h ∈ D. In other words, the point is that F is a
reparametrization invariant norm. Choosing a different reparametrization invariant norm would allow us
to obtain a different pseudo-distance.
From this simple observation some natural questions arise. Are there other reparametrization invariant
norms on the vector space V of all (sufficiently regular) real functions defined on M? What are their
properties? Are they induced by inner products? What kind of information do they contain? Is it
possible to reconstruct a function ϕ by using the values taken at ϕ by the norms in the set RPIV of all
reparametrization invariant norms on V , or by the norms in a suitable subset of RPIV ?
It is clear that the progress in this line of research requires answers to these questions. This paper is a
first step in this direction, studying what happens in the simplest case, i.e. M = R, when the considered
reparametrizations are orientation-preserving.
We conclude this introduction by recalling that the invariance under reparametrization appears to be
relevant in several fields of research. Just two examples are Statistics (cf., e. g., the Kolmogorov-Smirnov
Test) and the Theory of Interpolation Spaces (with reference, e. g., to the K-Method).
1.1 The point and the main ideas in this paper
This paper studies the reparametrization invariant norms that can be defined on a suitable set of regular
functions ϕ from R to R. The norms max |ϕ|, maxϕ−minϕ, the total variation Vϕ of ϕ, and the functionp
max |ϕ|2 + V 2ϕ are simple examples of reparametrization invariant norms, assuming that the derivative
of ϕ has compact support and that ϕ vanishes at −∞. Actually, there exist infinitely many examples of
such norms, since each linear combination with positive coefficients of reparametrization invariant norms is
obviously a reparametrization invariant norm. However, in the set of all these norms, we have succeeded in
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detecting a particular subset of norms, which we call standard reparametrization invariant (RPI-) norms,
such that
1. if the C1-function ϕ has compact support and is piecewise monotone, then the knowledge of all the
standard RPI-norms of ϕ allows us to reconstruct ϕ up to reparametrization, with an arbitrarily small
error ε with respect to the total variation norm;
2. as a consequence of previous property, any other RPI-norm of such a function ϕ is completely deter-
mined by the values taken on ϕ by the standard RPI-norms.
Therefore, we have focused our research on these norms.
The main idea of this paper originates from the following classical definition of the total variation Vϕ
for a regular function ϕ : R→ R (see, e.g., [1]):
Vϕ = sup
ψ∈Ψ
˛˛˛˛Z +∞
−∞
ϕ(t) ·
dψ
dt
(t) dt
˛˛˛˛
= sup
ψ∈Ψ
˛˛˛˛Z +∞
−∞
ϕ(−t) ·
dψ
dt
(t) dt
˛˛˛˛
where Ψ is the set of all (sufficiently regular) functions ψ from R to R with |ψ| ≤ 1. We observe that
if we substitute Ψ with any subset Ψˆ of Ψ that is closed with respect to reparametrization, then other
reparametrization invariant norms can be obtained (though, in this case, the two suprema in the previous
formula may be different). The closure with respect to reparametrizations means that if ψˆ ∈ Ψˆ then
ψˆ ◦ h ∈ Ψˆ for every orientation-preserving diffeomorphism h : R→ R.
In order to apply our idea, in first place we choose a functional space. Many different choices are
possible. As a trade-off between generality and simplicity we have chosen the space AS1(R) of all almost
sigmoidal C1 functions. Roughly speaking, this space could be defined as the space of all C1 functions
ψ : R → R that “behave as a sigmoid outside a sufficiently large compact” (see Section 2, definition 2.1).
This choice is not very restrictive, since AS1(R) contains all the C1 functions with compact support.
By defining [ψ] as the set containing ψ ∈ AS1(R) and all its reparametrizations ψ ◦ h, and by setting
‖ϕ‖[ψ] = sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ(−t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛
we obtain a reparametrizazion invariant norm on AS1(R). The norms obtained in this way are precisely
the standard reparametrizazion invariant norms, verifying the properties described in previous statements
1 and 2 (Theorem 5.8). The reason for using ϕ(−t) instead of ϕ(t) inside the integral is that this choice
allows us to obtain the equality ‖ϕ‖[ψ] = ‖ψ‖[ϕ], thanks to the fact that our functions belong to AS
1(R).
Incidentally, this motivated also the choice of AS1(R) as the functional space to use.
We could proceed analogously for a general set Ψˆ closed with respect to reparametrization in place of
[ψ] and obtain a reparametrization invariant norm ‖ϕ‖Ψˆ, but the case Ψˆ = [ψ] is the most interesting one,
since ‖ϕ‖Ψˆ can be easily expressed as a supremum of standard reparametrization invariant norms.
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In order to get the main results of this paper some technicalities will be necessary. In particular, a
key role will be played by the Bounding Lemma 2.9, asserting that, after normalization, every reparame-
trization invariant norm ‖ϕ‖ is upper bounded by the total variation Vϕ and lower bounded by the value
limt→+∞ |ϕ(t)|. A stronger Bounding Lemma will be proved for C
1
c (R). It asserts that, after normalization,
every reparametrization invariant norm ‖ϕ‖ of a function ϕ having compact support is upper bounded by
half the total variation Vϕ and lower bounded by the value max |ϕ(t)|. The proof of these key results
will require some computations and a preliminary study of the general properties of reparametrization
invariant norms, that will be carried out in Section 2. In particular, we shall examine the role played by
two particular functions, called S and Λ. Moreover, in the same section we shall prove the stability of
RPI-norms with respect to small perturbations in C1 and the interesting fact that no inner product can
induce a RPI-norm.
The definition of standard reparametrization invariant norm will be introduced in Section 3, together
with some examples and some basic properties. However, in order to proceed further, we shall have to
represent standard reparametrizazion norms in a simpler way. We know that an alternative definition exists
for the total variation, saying that Vϕ equals the value supn supτ0≤...≤τi≤...≤τn
Pn−1
i=0 |ϕ(τi+1)− ϕ(τi)|. In
Section 4 some computations will be necessary to make available a similar representation also for standard
reparametrization invariant norms (Theorem 4.16). This new kind of representation will be used to prove
the fundamental results in this paper, i.e. the possibility of reconstructing piecewise monotone functions
with compact support up to reparametrizations by means of the standard reparametrization invariant
norms and the dependence of reparametrization invariant norms on standard reparametrization invariant
norms (Section 5). Section 6 will conclude this paper by illustrating some open problems.
2 Re-parameterization invariant norms: definition and ge-
neral properties
2.1 Some notations and basic definitions
In this paper the symbols C1(R) and C1c (R) will represent the set of all one time continuously differentiable
functions from R to R and the set of all functions in C1(R) that have compact support, respectively. The
symbol D1+(R) will represent the set of all orientation-preserving C
1-diffeomorphisms from R to R.
We shall say that a function f is increasing (strictly increasing) if t < t′ implies f(t) ≤ f(t′) (f(t) <
f(t′)), and decreasing (strictly decreasing) if t < t′ implies f(t) ≥ f(t′) (f(t) > f(t′)). A function will
be called monotone if it is either decreasing or increasing, and strictly monotone if it is either strictly
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Figure 1: Three examples of almost sigmoidal functions.
increasing or strictly decreasing.
A number will be said to be positive when it is strictly greater than zero. The set of positive natural
numbers will be denoted by N+.
First of all let us introduce the functional space we shall work in.
Definition 2.1. Let us consider the set of all C1-functions ϕ : R→ R for which two real values a, b exist
such that:
• ϕ(t) = 0 for every t ∈ (−∞, a];
• ϕ(t) is constant in [b,+∞).
We shall denote this set by the symbol AS1(R) and call each function in AS1(R) an almost sigmoidal
function of class C1.
Examples of almost sigmoidal functions are shown in Figure 1.
Obviously, C1c (R) ⊂ AS
1(R) and every function in AS1(R) has bounded variation. We shall use the
symbol 0 to denote the almost sigmoidal function that vanishes everywhere.
The ideas described in this paper can be extended to more general spaces, but we choose this setting
in order to simplify our proofs from the technical viewpoint.
For every ψ ∈ AS1(R) we shall denote by V +〈ψ〉(t) (resp. V −〈ψ〉(t)) the positive (resp. negative)
variation of ψ, and by V 〈ψ〉(t) the variation of ψ:
V +〈ψ〉(t) =
Z t
−∞
max

dψ
ds
(s), 0
ff
ds, V −〈ψ〉(t) =
Z t
−∞
max

−
dψ
ds
(s), 0
ff
ds,
V 〈ψ〉(t) = V +〈ψ〉(t) + V −〈ψ〉(t) =
Z t
−∞
˛˛˛˛
dψ
ds
(s)
˛˛˛˛
ds.
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ϕ1 ϕ2
∼
Figure 2: We are interested in studying the norms that take both the functions ϕ1 and ϕ2 to the same value,
since ϕ2 is obtained by composing ϕ1 with an orientation-preserving C
1-diffeomorphism of R.
Since ψ ∈ C1(R), the functions V +〈ψ〉, V −〈ψ〉, and V 〈ψ〉 are C1. Moreover we shall denote by V +ψ , V
−
ψ , Vψ
the total positive variation, the total negative variation and the total variation of ψ, respectively:
V +ψ =
Z +∞
−∞
max

dψ
ds
(s), 0
ff
ds, V −ψ =
Z +∞
−∞
max

−
dψ
ds
(s), 0
ff
ds,
Vψ = V
+
ψ + V
−
ψ =
Z +∞
−∞
˛˛˛˛
dψ
ds
(s)
˛˛˛˛
ds.
We recall that V +〈ψ〉(t) and V −〈ψ〉(t) are non-negative increasing functions whose difference is exactly ψ.
Observe that V +ψ − V
−
ψ = limt→+∞ ψ(t). Obviously, if ψ ∈ C
1
c (R) then V
+
ψ = V
−
ψ =
1
2
Vψ.
Definition 2.2. For any two functions ϕ1, ϕ2 : R→ R, we say that ϕ2 is obtained from ϕ1 by a reparame-
trization (of class C1) if an orientation-preserving diffeomorphism h ∈ D1+(R) exists such that ϕ2 = ϕ1 ◦h.
The diffeomorphism h will be called a reparametrization. We denote by ∼ the equivalence relation defined
by setting ϕ2 ∼ ϕ1 if and only if ϕ2 is obtained from ϕ1 by a reparametrization. The equivalence class of
ϕ1 in AS
1(R) will be denoted by [ϕ1].
In this paper we study the norms that take equivalent functions to the same value (see Figure 2).
2.2 Reparametrization invariant norms
Now we give the main definition in this paper.
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Definition 2.3. Let us consider the real vector space AS1(R). We say that a norm ‖ · ‖ : AS1(R) → R
is invariant under reparametrization (or a reparametrization invariant norm) if it is constant over each
equivalence class of AS1(R)/ ∼.
In the following the reparametrization invariant norms will be often called RPI-norms.
The norms max |ϕ|, maxϕ−minϕ and the total variation Vϕ of ϕ are simple examples of RPI-norms.
It is quite easy to see that infinitely many RPI-norms exist. Indeed, it is trivial to prove that each
linear combination with positive coefficients of a finite number of RPI-norms is still a RPI-norm.
Another simple method to obtain a RPI-norm is to consider the sup of a set of RPI-norms, under the
assumption that such a sup is finite at each point.
A third procedure consists in taking a norm ‖ · ‖∗ on R
k verifying the property that if 0 ≤ xi ≤ yi
for 1 ≤ i ≤ k then ‖(x1, . . . , xk)‖∗ ≤ ‖(y1, . . . , yk)‖∗. In this case it is easy to verify that, if we have
k RPI-norms ‖ · ‖1, . . . , ‖ · ‖k, then the function ‖ϕ‖ = ‖(‖ϕ‖1, . . . , ‖ϕ‖k)‖∗ is a RPI-norm, too. E.g.,
the function
p
max |ϕ|2 + V 2ϕ is a RPI-norm. The hypothesis about ‖ · ‖∗ is necessary, as can be seen by
taking the norm ‖(x1, x2)‖∗ =
p
x21 + (x1 − x2)
2 on R2, and setting ‖ϕ‖1 = max |ϕ|, ‖ϕ‖2 = Vϕ. Indeed in
this case ‖ · ‖∗ does not verify our hypothesis and F (ϕ) =
p
max |ϕ|2 + (max |ϕ| − Vϕ)2 is not a norm on
AS1(R), since the triangular inequality does not hold (e.g., F (ϕ1 + ϕ2) > F (ϕ1) + F (ϕ2) if ϕ1(t) = Λ(t)
and ϕ2 = Λ(t− 4), where Λ is the function defined in the next Definition 2.5).
Finally, another way to obtain a RPI-norm comes from the K-method in the Theory of Interpo-
lation Spaces (cf. [2, 7]). Let us consider two RPI-norms ‖ · ‖1, ‖ · ‖2 and the function Kp(t, ϕ) =
inf (‖ϕ1‖
p
1 + t
p · ‖ϕ2‖
p
2)
1
p , where t, p > 0 and the infimum is computed for all possible decompositions
ϕ = ϕ1 + ϕ2 in AS
1(R). Then Kp(t, ·) is a RPI-norm.
Remark 2.4. Let ‖ · ‖ be a RPI-norm on AS1(R). If ϕ has compact support, also the composition ϕ ◦ h
of ϕ with an orientation-reversing C1-diffeomorphism h belongs to AS1(R). Hence it makes sense to ask
if ‖ϕ‖ equals ‖ϕ ◦ h‖ or not. In other words, the question is whether RPI-norms, that are invariant un-
der orientation-preserving reparametrizations by definition, are invariant also under orientation-reversing
reparametrizations. In general the answer is negative. As a counterexample, consider the RPI-norm
‖ϕ‖ = maxt1≤t2 |2ϕ(t1)− ϕ(t2)|.
In order to proceed, we need to introduce two useful almost sigmoidal functions, represented in Figure
3.
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Figure 3: The graphs of the functions S and Λ.
Definition 2.5. We shall denote by S the almost sigmoidal C1-function from R to R defined by setting
S(t) =
8>>>><>>>>:
0 if t < −1
(t+1)2
2
if −1 ≤ t ≤ 0
1− (t−1)
2
2
if 0 < t ≤ 1
1 if t > 1
.
We define Λ : R→ R by setting Λ(t) = S(t+ 1)− S(t− 1).
In the following subsection we shall show that, in some sense, each RPI-norm is controlled by the norm
of the function S.
2.2.1 The Bounding Lemma
The Bounding Lemma states that, after normalization, every RPI-norm of ϕ is bounded from above by
the total variation of ϕ and from below by limt→+∞ |ϕ(t)|.
This result will be proved as a consequence of the fact that the increasing functions of AS1(R) can be
approximated arbitrarily well by functions equivalent to multiples of the function S (Prop. 2.6). From this,
it follows that the RPI-norms of monotone functions are multiples of the norm of S (Prop. 2.7).
Proposition 2.6. Assume that a RPI-norm ‖ · ‖ is given. For any increasing function ϕ ∈ AS1(R) and
any ε > 0, an increasing function ϕε ∈ AS
1(R) exists such that ‖ϕε − ϕ‖ = ε, maxϕε = maxϕ+ ε‖S‖ and
ϕε ∼ maxϕε · S.
Proof. Let a and b be two real numbers such that a < b, ϕ equals 0 in the interval (−∞, a] and it is
constant in the interval [b,+∞). Let us define eS(t) = S “2 t−a+ε
b−a+2ε
− 1
”
and ϕε = ϕ +
ε
‖S‖
· eS. We point
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out that ‖eS‖ = ‖S‖, since eS is obtained by reparametrizing S. Hence ‖ϕε −ϕ‖ = ε‖S‖ · ‖eS‖ = ε. Moreover
ϕε is clearly an increasing function belonging to AS
1(R) and maxϕε = maxϕ+
ε
‖S‖
.
Therefore, we have only to prove that a reparametrization h ∈ D1+(R) exists, such that ϕε(t) = maxϕε ·
S(h(t)) for every t ∈ R. In order to show this, we set
c =
2
b− a+ 2ε
·
r
ε
maxϕε · ‖S‖
and define
h(t) =
8>><>>:
c · (t− a+ ε)− 1 if t ≤ a− ε
fε (ϕε(t)) if a− ε < t < b+ ε
c · (t− b− ε) + 1 if b+ ε ≤ t
,
where fε : [0,maxϕε]→ [−1, 1] denotes the inverse function of the restriction of maxϕε · S to the interval
[−1, 1]. Note that maxϕε = maxϕ +
ε
‖S‖
is always positive. The definition of fε implies that each
t ∈ (a− ε, b+ ε) is taken by h to the unique point h(t) for which
ϕε(t) = maxϕε · S(h(t)). (1)
On the one hand, we observe that if t ≤ a then the equality ϕε(t) = ε‖S‖ ·
eS(t) holds, and hence for
a− ε < t ≤ a the equality (1) becomes
ε
‖S‖
· eS(t) = maxϕε · S(h(t)). (2)
If t is also close enough to a−ε we have from (2) that −1 ≤ h(t) ≤ 0 and in this case eS(t) = 2“ t−a+ε
b−a+2ε
”2
and S(h(t)) = (h(t)+1)
2
2
, because of the definitions of eS and S. Then, by a direct computation we obtain
from (2) that if a− ε < t ≤ a and t is close enough to a− ε the equality h(t) = c · (t− a+ ε)− 1 holds.
On the other hand, if t ≥ b the equality ϕε(t) = maxϕ+
ε
‖S‖
· eS(t) holds, and hence for b ≤ t < b + ε
the equality (1) becomes
maxϕ+
ε
‖S‖
· eS(t) = maxϕε · S(h(t)). (3)
If t is also close enough to b+ε we have from (3) that 0 ≤ h(t) ≤ 1 and in this case eS(t) = 1−2“ t−b−ε
b−a+2ε
”2
and S(h(t)) = 1− (h(t)−1)
2
2
, once more because of the definitions of eS and S. Then, by a direct computation
(recalling that maxϕε = maxϕ +
ε
‖S‖
) we obtain from (3) that if b ≤ t < b + ε and t is close enough to
b+ ε the equality h(t) = c · (t− b− ε) + 1 holds.
It follows that h is differentiable at both the points a − ε and b + ε, and that at both of them the
derivative of h takes the positive value c.
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Furthermore, we observe that the restriction of h to the open interval (a−ε, b+ε) has positive derivative,
since both the derivative of ϕε is positive in this interval (due to the addend
ε
‖S‖
· eS) and the derivative
of fε is positive in the open interval (0,maxϕε). Also, h has obviously derivative equal to the positive
value c outside the interval [a− ε, b+ ε], because of its definition, and at points a and b, since it is C1. In
conclusion, we have shown that h is an orientation-preserving C1-diffeomorphism.
As a final step, it is easy to verify that ϕε(t) = maxϕε ·S(h(t)) for every t ∈ R. Indeed we already know
that ϕε(t) = maxϕε ·S(h(t)) for a− ε < t < b+ ε. For t ≤ a− ε we have h(t) ≤ −1 and hence ϕε(t) = 0 =
maxϕε · S(h(t)), while for t ≥ b+ ε we have h(t) ≥ 1 and hence ϕε(t) = maxϕε = maxϕε · S(h(t)).
Therefore ϕε is equivalent to the function maxϕε · S and our statement is proved.
Now we can prove the following simple but crucial result, underlining the importance of the function
S.
Proposition 2.7. Assume that a RPI-norm ‖ · ‖ is given. For any monotone function ψ ∈ AS1(R) we
have that ‖ψ‖ = max |ψ| · ‖S‖.
Proof. Set ϕ = |ψ|. By applying the previous Proposition 2.6 and the triangular inequality, we obtain that˛˛˛
maxϕε · ‖S‖ − ‖ϕ‖
˛˛˛
=
˛˛˛
‖ϕε‖ − ‖ϕ‖
˛˛˛
≤ ‖ϕε − ϕ‖ = ε. By passing to the limit for ε tending to 0, we get
the equality maxϕ · ‖S‖ − ‖ϕ‖ = 0 and our statement is proved.
Remark 2.8. We have to justify our line of proof of Proposition 2.7, since the passage through Proposi-
tion 2.6 could appear a little cumbersome. The point is that the function ϕ
maxϕ·S
may not tend towards a
positive finite constant for t → a+ or for t → b−. Furthermore, it may happen that the derivative of ϕ
vanishes in the open interval (a, b). In these cases we cannot change directly ϕ into maxϕ · S by a repa-
rametrization, i.e. by composing ϕ with an (orientation-preserving) C1-diffeomorphism. Hence we have to
change ϕ into an approximation ϕε that does not present the previous problems.
Now we are ready to prove the Bounding Lemma. It gives a lower bound and an upper bound for each
RPI-norm, involving the norm of S.
Lemma 2.9 (Bounding Lemma). Let ‖ · ‖ : AS1(R)→ R be a reparametrization invariant norm. Then,
for every ϕ ∈ AS1(R) the following inequalities hold:
lim
t→+∞
|ϕ(t)| · ‖S‖ ≤ ‖ϕ‖ ≤ Vϕ · ‖S‖.
Proof. We can write ϕ = V +〈ϕ〉 − V −〈ϕ〉, with V +〈ϕ〉, V −〈ϕ〉 ∈ AS1(R). Hence
˛˛
‖V +〈ϕ〉‖ − ‖V −〈ϕ〉‖
˛˛
≤ ‖ϕ‖ ≤ ‖V +〈ϕ〉‖+ ‖V −〈ϕ〉‖.
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Since V +〈ϕ〉, V −〈ϕ〉 are increasing, Proposition 2.7 implies that ‖V +〈ϕ〉‖ = V +ϕ · ‖S‖ and ‖V
−〈ϕ〉‖ =
V −ϕ · ‖S‖, and hence our statement is proved by recalling that V
+
ϕ − V
−
ϕ = limt→+∞ ϕ(t).
Remark 2.10. The inequalities in the Bounding Lemma are sharp, as we can easily see by setting ϕ = S.
Corollary 2.11. Let ‖ · ‖ : AS1(R)→ R be a reparametrization invariant norm. Then ‖Λ‖ ≤ 2 · ‖S‖.
Proof. Set ϕ = Λ in the previous Lemma 2.9.
Remark 2.12. We observe that the inequality proved in Corollary 2.11 is sharp, since ‖Λ‖ can equal
2 · ‖S‖. This happens, e.g., when we consider as RPI-norm the total variation. Moreover, it is interesting
to note that no positive constant c exists such that the inequality c · ‖S‖ ≤ ‖Λ‖ holds for every RPI-norm
‖ · ‖. To see this, it is sufficient to consider the RPI-norm ‖ϕ‖k = max |ϕ|+ k · limt→+∞ |ϕ(t)|, for k ≥ 0.
Since c · ‖S‖k = c · (1 + k) and ‖Λ‖k = 1, if k is large enough the inequality c · ‖S‖k ≤ ‖Λ‖k does not hold.
Also in this sense, the lower bound in the Bounding Lemma cannot be improved. Incidentally, we observe
that the function limt→+∞ |ϕ(t)| defines a seminorm on AS
1(R) that is reparametrization invariant.
2.2.2 Derivatives and RPI-norms
The main consequence of the Bounding Lemma is that the closeness of two almost sigmoidal functions with
respect to the total variation norm implies their closeness with respect to any other RPI-norm. From this we
obtain the next proposition, showing that if the derivatives of two functions ϕ, ψ ∈ AS1(R) are everywhere
close to each other, then ϕ and ψ are close to each other with respect to any other reparametrization
invariant norm.
Proposition 2.13. Let ‖ · ‖ be a reparametrization invariant norm on AS1(R). Assume that ϕ,ψ ∈
AS1(R) and that the compact support of their derivative is contained in the interval [a, b] with a 6= b. If
max
˛˛
dϕ
dt
− dψ
dt
˛˛
≤ ε
(b−a)·‖S‖
, then ‖ϕ− ψ‖ ≤ ε.
Proof. If max
˛˛
dϕ
dt
− dψ
dt
˛˛
≤ ε
(b−a)·‖S‖
, we have that
Vϕ−ψ =
Z +∞
−∞
˛˛˛˛
d(ϕ− ψ)
dt
(t)
˛˛˛˛
dt ≤
ε
(b− a) · ‖S‖
· (b− a) =
ε
‖S‖
.
By applying the right inequality in the Bounding Lemma 2.9 we obtain
‖ϕ− ψ‖ ≤ Vϕ−ψ · ‖S‖ ≤
ε
‖S‖
· ‖S‖ = ε.
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2.2.3 A stronger Bounding Lemma for functions in C1c (R)
The inequalities in the Bounding Lemma can be improved if ϕ belongs to C1c (R) ⊆ AS
1(R). In this case
‖ϕ‖ stays somewhere between the norms max |ϕ| and 1
2
Vϕ, up to the multiplicative constant ‖Λ‖. This
section is devoted to prove these stronger bounds.
In order to prove these results we need the following technical lemma,where Vχ and Vχ¯−χ denotes the
total variation of χ and χ¯− χ, respectively, on [α, β].
Lemma 2.14. Let χ : [α, β] → R be a monotone function of class C1 with χ(α) 6= χ(β) and vanishing
derivatives at α and β. Then, for any ε > 0, a C1-function χ¯ : [α, β] → R and an orientation-preserving
C1-diffeomorphism h¯ : [α, β]→ [α, β] exist such that
1. if χ is increasing then dχ¯
dt
> 0 in the open interval (α, β); if χ is decreasing then dχ¯
dt
< 0 in (α, β);
2. Vχ¯−χ ≤ ε.
3. χ¯
`
h¯(t)
´
= χ(α)+ (χ(β)− χ(α)) ·S
“
2 · t−α
β−α
− 1
”
for every t ∈ [α, β] and there exists η > 0 such that
h¯ is the identity on the intervals [α, α+ η] and [β − η, β].
Proof. Let us define bS(t) = S “2 · t−α
β−α
− 1
”
. Let us choose two small values η2 > η1 > 0 and an εˆ > 0,
and set
χ¯(t) =
8>><>>:
χ(α) + 2 · (t− α)2 · χ(β)−χ(α)
(β−α)2
if t ∈ [α, α+ η1]“
χ+ sign(χ(β)− χ(α)) · εˆ · bS” · Vχ
Vχ+εˆ
if t ∈ [α+ η2, β − η2]
χ(β)− 2 · (β − t)2 · χ(β)−χ(α)
(β−α)2
if t ∈ [β − η1, β]
Let us notice that if χ is increasing, then χ¯ is also increasing in the intervals where it is defined, and
viceversa if χ is decreasing, then χ¯ is also decreasing. Moreover, in the intervals where it is defined, the
derivative of χ¯ does not vanish, except at α and β (where χ and χ¯ coincide).
Now, if η1 is small enough in comparison to η2, we have that χ¯(α+η2)− χ¯(α+η1) is positive or negative
according to whether χ, and hence χ¯, is increasing or decreasing. Analogously, χ¯(β − η1) − χ¯(β − η2) is
positive or negative according to whether χ, and hence χ¯, is increasing or decreasing. Therefore, we can
extend the definition of χ¯ to the open intervals (α+ η1, α+ η2), (β − η2, β − η1) in such a way that χ¯ is a
C1- function with non-vanishing derivative in the open interval (α, β). Moreover, either χ¯ and χ are both
increasing or both decreasing. So, χ¯ satisfies property 1.
Furthermore, if η1 and η2 have been chosen small enough, χ¯ satisfies also property 2. Indeed,
Vχ¯−χ =
Z α+η2
α
˛˛˛˛
d (χ¯− χ)
dt
˛˛˛˛
dt+
Z β−η2
α+η2
˛˛˛˛
d (χ¯− χ)
dt
˛˛˛˛
dt+
Z β
β−η2
˛˛˛˛
d (χ¯− χ)
dt
˛˛˛˛
dt =
12
α α+ η1
χ¯
α+ η2 β − η2 β − η1β
Figure 4: The function χ¯ used in Lemma 2.14 (case χ(α) < χ(β)): it is quadratic near α and β, and without
critical points in (α, β).
=
Z α+η2
α
˛˛˛˛
d (χ¯− χ)
dt
˛˛˛˛
dt+
εˆ
Vχ + εˆ
·
Z β−η2
α+η2
˛˛˛˛
˛sign(χ(β)− χ(α)) · Vχ · dbSdt − dχdt
˛˛˛˛
˛ dt+
Z β
β−η2
˛˛˛˛
d (χ¯− χ)
dt
˛˛˛˛
dt ≤
≤
Z α+η2
α
˛˛˛˛
dχ¯
dt
˛˛˛˛
dt+
Z α+η2
α
˛˛˛˛
dχ
dt
˛˛˛˛
dt+
εˆ
Vχ + εˆ
·
 Z β−η2
α+η2
˛˛˛˛
˛Vχ · dbSdt
˛˛˛˛
˛ dt+
Z β−η2
α+η2
˛˛˛˛
dχ
dt
˛˛˛˛
dt
!
+
+
Z β
β−η2
˛˛˛˛
dχ¯
dt
˛˛˛˛
dt+
Z β
β−η2
˛˛˛˛
dχ
dt
˛˛˛˛
dt ≤
≤ |χ¯(α+ η2)− χ¯(α)|+ |χ(α+ η2)− χ(α)|+
εˆ
Vχ + εˆ
· 2 · Vχ + |χ¯(β)− χ¯(β − η2)|+ |χ(β)− χ(β − η2)| .
Therefore, taking η2 (and hence η1) small enough, by continuity we obtain that
Vχ¯−χ ≤ 2 ·
εˆ
Vχ + εˆ
· Vχ + 4εˆ.
It follows that if we choose εˆ, η1 and η2 small enough, then the inequality Vχ¯−χ ≤ ε holds.
As for statement 3., because of 1., in the open interval (α, β), χ¯ admits the C1 inverse function χ¯−1.
We define hˆ : (α, β)→ (α, β) by setting
hˆ = χ¯−1 ◦
“
χ(α) +
“
χ(β)− χ(α)
”
· Sˆ
”
.
Now, hˆ is an orientation-preserving C1-diffeomorphism because χ¯ and
“
χ(α) +
“
χ(β)− χ(α)
”
· Sˆ
”
are
both increasing or both decreasing C1-functions with non-vanishing derivatives.
Now, by taking η < η1, we obtain that hˆ is the identity on (α, α + η] ∪ [β − η, β). This fact can be
verified by direct computations. Here the key point is that in the intervals [α, α + η1] and [β − η1, β]
the function χ¯ has been defined to be quadratic as Sˆ. Therefore, if we extend hˆ to the closed interval
[α, β] by taking h¯ : [α, β] → [α, β] with h¯(α) = α, h¯(β) = β, and h¯(t) = hˆ(t) for t ∈ (α, β), then h¯ is an
orientation-preserving C1-diffeomorphism defined in [α, β] satisfying condition 3.
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Now we can prove the following result for Λ, analogous to Proposition 2.7 proved for S.
Proposition 2.15. Assume that a RPI-norm ‖ · ‖ is given. Assume also that ϕ ∈ C1c (R), and that a value
t¯ ∈ R exists such that ϕ is monotone both in (−∞, t¯ ] and in [t¯,+∞). Then ‖ϕ‖ = max |ϕ| · ‖Λ‖.
Proof. Let us assume that ϕ 6= 0, otherwise the claim is trivial. Consider the smallest interval [a, b]
containing the compact support of dϕ
dt
. Possibly by taking −ϕ instead of ϕ, we can also assume that ϕ is
increasing in [a, t¯] and decreasing in [t¯, b] so that ϕ ≥ 0. Furthermore, up to a reparametrization, we can
assume that a = −2, t¯ = 0 and b = 2.
Let χ1 denote the restriction of ϕ to the interval [−2, 0] and χ2 denote the restriction of ϕ to the
interval [0, 2]. Let us apply Lemma 2.14 for some ε > 0 in order to obtain two functions χ¯1 and χ¯2 and
the diffeomorphisms h¯1 and h¯2 such that Vχ¯1−χ1 ≤
ε
2
, Vχ¯2−χ2 ≤
ε
2
, χ¯1
`
h¯1(t)
´
= ϕ(0) · S
`
2 · t+2
2
− 1
´
=
max |ϕ| ·S(t+1) and χ¯2
`
h¯2(t)
´
= ϕ(0)−ϕ(0) ·S
`
2 · t
2
− 1
´
= max |ϕ|−max |ϕ| ·S(t− 1). Recall also that
h¯1 is the identity in a neighbourhood of −2 and 0, and h¯2 is the identity in a neighbourhood of 0 and 2.
Consider the function ϕε : R→ R in AS
1(R) defined by
ϕε(t) =
8>>>><>>>>:
0 if t ≤ −2
χ¯1(t) if −2 < t ≤ 0
χ¯2(t) if 0 < t ≤ 2
0 if t > 2
We have that ϕε is a function in C
1
c (R), with Vϕε−ϕ ≤ ε. So, by applying the Bounding Lemma 2.9, we
deduce that ‖ϕε − ϕ‖ ≤ ε · ‖S‖.
Let us consider the orientation-preserving C1-diffeomorphism h : R→ R defined by setting h(t) = h¯1(t)
for t ∈ [−2, 0], h(t) = h¯2(t) for t ∈ [0, 2], h(t) = t otherwise. It holds that ϕε(h(t)) = max |ϕ| · S(t+ 1) −
max |ϕ| · S(t− 1) = max |ϕ| · Λ. Therefore,
˛˛˛
maxϕ · ‖Λ‖ − ‖ϕ‖
˛˛˛
=
˛˛˛
‖ϕε‖ − ‖ϕ‖
˛˛˛
≤ ‖ϕε − ϕ‖ ≤ ε · ‖S‖. By
passing to the limit for ε tending to 0, we get the equality maxϕ · ‖Λ‖ − ‖ϕ‖ = 0 and our statement is
proved.
The following result will be useful in the proof of the Reconstruction Theorem 5.8. We omit its proof
being quite similar to the ones used for Lemma 2.14 and Proposition 2.15.
Proposition 2.16. Let ϕ ∈ AS1(R) admit n points t0 < t1 < . . . < tn−1 such that ϕ is monotone in
each of the intervals (−∞, t0], [t0, t1], . . . , [tn−2, tn−1], [tn−1,+∞). Then, for any ε > 0, an AS
1-function
ϕε : R→ R exists such that
1. Vϕε−ϕ ≤ ε;
2. ϕε ∼ ϕ(t0) · S(t) +
Pn−1
i=1 (ϕ(ti)− ϕ(ti−1)) · S(t− 2i).
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In particular, ‖ϕ‖ =
‚‚ϕ(t0) · S(t) +Pn−1i=1 (ϕ(ti)− ϕ(ti−1)) · S(t− 2i)‚‚ for any RPI-norm ‖ · ‖.
Now we are ready to prove the stronger version of the Bounding Lemma for functions with compact
support. It gives a lower bound and an upper bound for each RPI-norm, involving the norm of Λ.
Lemma 2.17 (Bounding Lemma for C1c (R)). Let ‖ · ‖ : AS
1(R)→ R be a reparametrization invariant
norm. Then, for every ϕ ∈ C1c (R) the following inequalities hold:
max |ϕ| · ‖Λ‖ ≤ ‖ϕ‖ ≤
1
2
Vϕ · ‖Λ‖.
Proof. First of all we prove the left inequality. We take a point tmax where |ϕ| takes its maximum value
and consider the function
ψ(τ ) =
8<:
R τ
−∞
˛˛
dϕ
dt
(t)
˛˛
+
˛˛
dϕ
dt
(2tmax − t)
˛˛
dt if τ ≤ tmaxR +∞
τ
˛˛
dϕ
dt
(t)
˛˛
+
˛˛
dϕ
dt
(2tmax − t)
˛˛
dt if τ > tmax
and set ϕˆ = ϕ+ ψ.
We can easily verify that ψ is continuous also at tmax, because of the two addends appearing in its
definition. Then we observe that both ϕˆ and ψ belong to C1c (R). In particular, the regularity of ψ follows
from the fact that tmax is a critical point for ϕ. Moreover, by computing their derivative we see that
ϕˆ and ψ are increasing in (−∞, tmax] and decreasing in [tmax,+∞). Furthermore max ϕˆ = ϕˆ(tmax) =
sign(ϕ(tmax)) ·max |ϕ|+maxψ.
Since ϕ = ϕˆ− ψ, by applying Proposition 2.15 with t¯ = tmax we get
‖ϕ‖ = ‖ϕˆ− ψ‖ ≥
˛˛˛
‖ϕˆ‖ − ‖ψ‖
˛˛˛
=
˛˛˛
max ϕˆ · ‖Λ‖ −maxψ · ‖Λ‖
˛˛˛
= max |ϕ| · ‖Λ‖. (4)
As for the proof of the other inequality, we begin by considering an interval [a, b] with a 6= b, such that
the compact support of dϕ
dt
is contained in [a, b]. Let us define the function
F (τ ) =
Z τ
−∞
max

dϕ
dt
(t), 0
ff
dt−
Z +∞
τ
max

−
dϕ
dt
(t), 0
ff
dt.
Since F (a) = −V −ϕ ≤ 0, F (b) = V
+
ϕ ≥ 0 and F is continuous, a value t¯ ∈ [a, b] exists such that F (t¯) = 0,
i.e. Z t¯
−∞
max

dϕ
dt
(t), 0
ff
dt =
Z +∞
t¯
max

−
dϕ
dt
(t), 0
ff
dt.
Let us now assume that dϕ
dt
(t¯) = 0. In this case we set
ϕ1(τ ) =
8<:
R τ
−∞
max
˘
dϕ
dt
(t), 0
¯
dt if τ ≤ t¯R +∞
τ
max
˘
− dϕ
dt
(t), 0
¯
dt if τ > t¯
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and
ϕ2(τ ) =
8<:
R τ
−∞
max
˘
− dϕ
dt
(t), 0
¯
dt if τ ≤ t¯R +∞
τ
max
˘
dϕ
dt
(t), 0
¯
dt if τ > t¯
.
Since
R +∞
−∞
dϕ
dt
(t) dt = 0, it is immediate to verify that ϕ1(τ )− ϕ2(τ ) =
R τ
−∞
dϕ
dt
(t) dt = ϕ(τ ) for every
τ ∈ R. Because of the choice of t¯, ϕ1 and ϕ2 are continuous also at t¯. Moreover, we observe that both ϕ1
and ϕ2 are C
1
c (R) functions (here we are using the hypothesis
dϕ
dt
(t¯) = 0). Furthermore they are increasing
in (−∞, t¯ ] and decreasing in [t¯,+∞).
By applying Proposition 2.15 we get
‖ϕ‖ = ‖ϕ1 − ϕ2‖ ≤ ‖ϕ1‖+ ‖ϕ2‖ =
= maxϕ1 · ‖Λ‖+maxϕ2 · ‖Λ‖ =
= (maxϕ1 +maxϕ2) · ‖Λ‖ =
=
 Z t¯
−∞
max

dϕ
dt
(t), 0
ff
dt+
Z +∞
t¯
max

dϕ
dt
(t), 0
ff
dt
!
· ‖Λ‖ =
=
„Z +∞
−∞
max

dϕ
dt
(t), 0
ff
dt
«
· ‖Λ‖ =
= V +ϕ · ‖Λ‖ =
1
2
Vϕ · ‖Λ‖.
Therefore the inequality ‖ϕ‖ ≤ 1
2
Vϕ · ‖Λ‖ is proved, in the case when
dϕ
dt
(t¯) = 0.
Otherwise, if dϕ
dt
(t¯) 6= 0, we observe that for every ε > 0, ϕ can be locally modified near t¯ into a function
ϕε ∈ C
1
c (R) such that
• Vϕ−ϕε ≤ ε,
• dϕε
dt
(t¯) = 0,
•
R t¯
−∞
max
˘
dϕε
dt
(t), 0
¯
dt =
R +∞
t¯
max
˘
− dϕε
dt
(t), 0
¯
dt.
The change we are using is represented in Figure 5.
Because of what we have just proved in the case dϕ
dt
(t¯) = 0, it follows that ‖ϕε‖ ≤
1
2
Vϕε · ‖Λ‖ and hence
‖ϕε‖ ≤
1
2
(Vϕ + ε) · ‖Λ‖ (since |Vϕ − Vϕε | ≤ Vϕ−ϕε ≤ ε). Now, the Bounding Lemma 2.9 assures that˛˛˛
‖ϕ‖ − ‖ϕε‖
˛˛˛
≤ ‖ϕ− ϕε‖ ≤ Vϕ−ϕε · ‖S‖ ≤ ε · ‖S‖,
and hence
‖ϕ‖ − ε · ‖S‖ ≤
1
2
(Vϕ + ε) · ‖Λ‖.
Then, the right inequality is proved for any ϕ by passing to the limit for ε tending to 0.
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t¯Figure 5: The change from ϕ (thin) to ϕε (thick) in order to get
dϕε
dt
(t¯) = 0 in the proof of the Bounding
Lemma for C1c (R).
Remark 2.18. The double inequality that we have just proved shows that, if we confine ourselves to consider
functions in C1c (R), half the total variation and max |ϕ| are the two extremal cases of RPI-norms. All other
RPI-norms are somewhere between them, after normalization with respect to Λ. We also observe that the
two new inequalities are sharp, as we can immediately verify by setting ‖ϕ‖ = max |ϕ| and ‖ϕ‖ = Vϕ.
Remark 2.19. While the lower bound in the Bounding Lemma 2.9 vanishes for all functions in C1c (R),
the lower bound in Lemma 2.17 never vanishes for non-zero functions in C1c (R). This difference makes the
study of functions with compact support easier than the study of general almost sigmoidal functions.
2.3 Can a reparametrization invariant norm be induced by an inner
product?
We consider the question whether a reparametrization invariant norm can be associated with some inner
product. The next result shows that the answer to this question is negative.
Proposition 2.20. No inner product on AS1(R) can induce a reparametrization invariant norm.
Proof. Assume that an inner product 〈·, ·〉 exists on AS1(R), inducing a reparametrization invariant norm.
The associated norm ‖ · ‖ satisfies the parallelogram identity:
‖ϕ1 + ϕ2‖
2 + ‖ϕ1 − ϕ2‖
2 = 2(‖ϕ1‖
2 + ‖ϕ2‖
2). (5)
Let us take an almost sigmoidal function ϕ with compact support, and set ϕ1 = V
+〈ϕ〉 and ϕ2 = V
−〈ϕ〉.
Then, ϕ1 + ϕ2 = V 〈ϕ〉, ϕ1 − ϕ2 = ϕ. By applying (5) and Proposition 2.7 about the norm of monotone
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almost sigmoidal functions we get
‖ϕ‖2 = 2(‖V +〈ϕ〉‖2 + ‖V −〈ϕ〉‖2)− ‖V 〈ϕ〉‖2 =
= 2(V +ϕ )
2 · ‖S‖2 + 2(V −ϕ )
2 · ‖S‖2 − (V +ϕ + V
−
ϕ )
2 · ‖S‖2 =
=
`
(V +ϕ )
2 + (V −ϕ )
2 − 2(V +ϕ )(V
−
ϕ )
´
· ‖S‖2 =
=
`
V +ϕ − V
−
ϕ
´2
· ‖S‖2.
Since for every ϕ with compact support we have that V +ϕ − V
−
ϕ = 0, every such a function should have a
vanishing norm. This contradicts the definition of norm.
However, we remark that there exist degenerate symmetric bilinear maps Φ inducing reparametrization
invariant semi-norms on AS1(R). An example is given by
Φ(ϕ, ψ) = lim
t→+∞
ϕ(t) · lim
t→+∞
ψ(t).
3 Standard reparametrization invariant norms
In this section we introduce a class of reparametrization invariant norms on AS1(R). One well-known norm
belonging to this class is the L∞-norm. For the sake of conciseness and clearness in exposition, for every
ϕ ∈ AS1(R) we shall often use the symbol ϕ∗ to denote the function ϕ∗(t) = ϕ(−t). Obviously, in general
ϕ∗ is not an almost sigmoidal function, since it is obtained by composing ϕ with an orientation-reversing
diffeomorphism of R.
3.1 The integral definition
Lemma 3.1. Let ϕ,ψ ∈ AS1(R). The following statements hold:
i) Z +∞
−∞
ϕ∗(t) ·
dψ
dt
(t) dt = −
Z +∞
−∞
dϕ∗
dt
(t) · ψ(t) dt;
ii) ˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
dψ
dt
(t) dt
˛˛˛˛
≤ max |ϕ| · Vψ.
Proof. i) Integrate by parts and observe that ϕ∗(t) · ψ(t)|+∞−∞ = 0.
ii) ˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
dψ
dt
(t) dt
˛˛˛˛
≤ max |ϕ| ·
Z +∞
−∞
˛˛˛˛
dψ
dt
(t)
˛˛˛˛
dt = max |ϕ| · Vψ.
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Theorem 3.2. For every function ψ ∈ AS1(R)− {0} the setting
‖ϕ‖[ψ] = sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ(−t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛
defines a norm on the vector space AS1(R), that is invariant under reparametrization. Moreover, if also
ϕ 6= 0, it holds that
1. ‖ϕ‖[ψ] = ‖ϕ‖[−ψ];
2. ‖ϕ‖[ψ] = ‖ψ‖[ϕ];
3. ‖ϕ‖[ψ] ≤ min {max |ϕ| · Vψ,max |ψ| · Vϕ}.
Note. In the rest of the paper the equality ‖ϕ‖[ψ] = ‖ψ‖[ϕ] will be called exchange property.
Proof. First of all, let us prove that ‖ · ‖[ψ] is a norm. Clearly ‖ϕ‖[ψ] is a non-negative real number.
Indeed, the finiteness of the sup follows from Lemma 3.1ii) and the invariance of the total variation under
reparametrizations. Moreover it holds ‖λϕ‖[ψ] = |λ| · ‖ϕ‖[ψ] for any λ ∈ R, and the triangle inequality is
easily verified. Also, if ϕ ≡ 0, then obviously ‖ϕ‖[ψ] = 0. Therefore, the only thing we have to prove is
that ‖ϕ‖[ψ] = 0 implies ϕ ≡ 0. We prove this statement by contradiction, by assuming that ‖ϕ‖[ψ] = 0
and ϕ∗(t0) 6= 0 for some t0. Let [a, b] be a bounded closed interval (a 6= b) containing the compact support
of dϕ
∗
dt
so that ϕ∗(t) = 0 for t ≥ b. Analogously, define [α, β] to be a bounded closed interval (α 6= β)
containing the compact support of dψ
dt
, so that ψ(t) = 0 for t ≤ α. Since ψ is not constant, a point t1
exists with ψ(t1) 6= 0. It is easy to see that for every ε > 0 an orientation-preserving C
1-diffeomorphism
hε : R→ R exists such that
i) hε([t0 − ε, t0 + ε]) = [α, t1];
ii) dhε
dt
(t) = ε for t ≥ t0 + ε.
We define ψˆ = ψ◦hε. Obviously, ψˆ ∈ AS
1(R) and ψˆ ∼ ψ. Note that
˛˛˛
dψˆ
dt
(t)
˛˛˛
≤ ε·max
˛˛
dψ
dt
˛˛
for t ≥ t0+ε,
and that dψˆ
dt
(t) = 0 for t ≤ t0 − ε (since
dψ
dt
(t) = 0 for t ≤ α). Taking ε small enough and remembering
that ϕ∗(t) = 0 for t ≥ b, we easily get
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛ =
˛˛˛˛
˛
Z b
t0−ε
ϕ∗(t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛ ≥˛˛˛˛
˛
Z t0+ε
t0−ε
ϕ∗(t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛−max |ϕ| · ε ·max
˛˛˛˛
dψ
dt
˛˛˛˛
· (b− (t0 + ε)).
Now we observe that
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Figure 6: The functions ϕ, ϕ∗ and ψ (proof of Theorem 3.2).
˛˛˛˛
˛
Z t0+ε
t0−ε
ϕ∗(t) ·
dψˆ
dt
(t) dt−
Z t0+ε
t0−ε
ϕ∗(t0) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛ ≤ max[t0−ε,t0+ε] |ϕ∗(t)− ϕ∗(t0)| · Vψ.
Since we know that
R t0+ε
t0−ε
ϕ∗(t0) ·
dψˆ
dt
(t) dt = ϕ∗(t0) · ψˆ(t0 + ε) = ϕ
∗(t0) · ψ(t1) 6= 0, it follows that
limε→0+
R t0+ε
t0−ε
ϕ∗(t) · dψˆ
dt
(t) dt = ϕ∗(t0) ·ψ(t1) 6= 0. Therefore the value
˛˛˛R +∞
−∞
ϕ∗(t) · dψˆ
dt
(t) dt
˛˛˛
is positive, if
we have chosen a small enough ε in the costruction of hε. Hence ‖ϕ‖[ψ] > 0, against our assumption. So,
we have proved that ‖ · ‖[ψ] is a norm.
Now, let us consider a diffeomorphism h ∈ D1+(R) and prove that ‖ϕ ◦ h‖[ψ] = ‖ϕ‖[ψ], i.e. ‖ · ‖[ψ] is
invariant under reparametrization. Setting τ = −h(−t), and hˆ(τ ) = −h−1(−τ ) = t, since hˆ ∈ D1+(R) we
obtain that
‖ϕ ◦ h‖[ψ] = sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
(ϕ ◦ h)(−t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛ =
= sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(τ ) ·
dψˆ
dτ
(hˆ(τ )) ·
dhˆ
dτ
(τ ) dτ
˛˛˛˛
˛ =
= sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(τ ) ·
d(ψˆ ◦ hˆ)
dτ
(τ ) dτ
˛˛˛˛
˛ =
= sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(τ ) ·
dψˆ
dτ
(τ ) dτ
˛˛˛˛
˛ = ‖ϕ‖[ψ].
The equality ‖ϕ‖[ψ] = ‖ϕ‖[−ψ] is trivial.
The equality ‖ϕ‖[ψ] = ‖ψ‖[ϕ] follows from Lemma 3.1i), by observing that
‖ϕ‖[ψ] = sup
h∈D1+(R)
˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
=
20
= sup
h∈D1+(R)
˛˛˛˛Z +∞
−∞
dϕ∗
dt
(t) · ψ(h(t)) dt
˛˛˛˛
= sup
h∈D1+(R)
˛˛˛˛Z +∞
−∞
dϕ
dt
(t) · ψ(h(−t)) dt
˛˛˛˛
=
= sup
hˆ∈D1
+
(R)
˛˛˛˛
˛
Z +∞
−∞
dϕ
dτ
(hˆ(τ )) · ψ∗(τ ) ·
dhˆ
dτ
(τ ) dτ
˛˛˛˛
˛ =
= sup
hˆ∈D1+(R)
˛˛˛˛
˛
Z +∞
−∞
d(ϕ ◦ hˆ)
dt
(τ ) · ψ∗(τ ) dτ
˛˛˛˛
˛ = ‖ψ‖[ϕ],
where, once again, τ = −h(−t) and t = hˆ(τ ) = −h−1(−τ ).
The inequality ‖ϕ‖[ψ] ≤ min {max |ϕ| · Vψ,max |ψ| · Vϕ} follows from Lemma 3.1ii) and the equality
‖ϕ‖[ψ] = ‖ψ‖[ϕ].
In what follows, the norms ‖·‖[ψ] will be called standard reparametrization invariant norms (or standard
RPI-norms).
3.2 Two examples of standard RPI-norms
A simple instance of standard RPI-norm is given by the L∞-norm, as the following proposition states.
Proposition 3.3. ‖ϕ‖[S] = max |ϕ|.
Proof. When ϕ = 0 the claim is trivial, so let us assume max |ϕ| 6= 0. By Theorem 3.2, ‖ϕ‖[S] ≤ max |ϕ|.
Let now tmax be a value for which |ϕ
∗(tmax)| = max |ϕ| and consider, for ε > 0, the function Sε(t) =
S
`
t−tmax
ε
´
. Obviously, Sε ∼ S. We observe that
dSε
dt
vanishes outside the interval [tmax − ε, tmax + ε]
and
R tmax+ε
tmax−ε
dSε
dt
(t) dt = Sε(tmax + ε)− Sε(tmax − ε) = 1. For ε sufficiently small, we have that ϕ
∗(t) has
constant non-zero sign in [tmax − ε, tmax + ε]. So, it follows that
max |ϕ| −
˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
dSε
dt
(t) dt
˛˛˛˛
=
= max |ϕ| −
˛˛˛˛Z tmax+ε
tmax−ε
ϕ∗(t) ·
dSε
dt
(t) dt
˛˛˛˛
=
=
Z tmax+ε
tmax−ε
max |ϕ| ·
dSε
dt
(t) dt−
Z tmax+ε
tmax−ε
|ϕ∗(t)| ·
dSε
dt
(t) dt =
=
Z tmax+ε
tmax−ε
(max |ϕ| − |ϕ∗(t)|) ·
dSε
dt
(t) dt ≤
≤
Z tmax+ε
tmax−ε
(max |ϕ| − min
|t−tmax|≤ε
|ϕ∗(t)|) ·
dSε
dt
(t) dt =
= (max |ϕ| − min
|t−tmax|≤ε
|ϕ∗(t)|) ·
Z tmax+ε
tmax−ε
dSε
dt
(t) dt =
= max |ϕ| − min
|t−tmax|≤ε
|ϕ∗(t)|.
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Figure 7: The function Λε used in the proof of Proposition 3.4 and its derivative (case tmin < tmax).
The continuity of ϕ implies that limε→0+ min|t−tmax|≤ε |ϕ
∗(t)| = ϕ∗(tmax) = max |ϕ|. Hence the equality
limε→0+
˛˛˛R +∞
−∞
ϕ∗(t) · dSε
dt
(t) dt
˛˛˛
= max |ϕ| holds. Since we have already seen that ‖ϕ‖[S] ≤ max |ϕ|, this
proves that ‖ϕ‖[S] = max |ϕ|.
Another simple standard RPI-norm on AS1(R) is given by maxϕ−minϕ, as the following proposition
states.
Proposition 3.4. ‖ϕ‖[Λ] = maxϕ−minϕ.
Proof. Let us take a C1-diffeomorphism h ∈ D1+(R). Possibly by substituting ϕ with −ϕ we can assume
that
R +∞
−∞
ϕ∗(t) · d(Λ◦h)
dt
(t) dt ≥ 0. Hence, by recalling that Λ is increasing in (−∞, 0] and decreasing in
[0,−∞), we obtain that
˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d (Λ ◦ h)
dt
(t) dt
˛˛˛˛
=
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=Z +∞
−∞
ϕ∗(t) ·
d (Λ ◦ h)
dt
(t) dt =
=
Z h−1(0)
−∞
ϕ∗(t) ·
d (Λ ◦ h)
dt
(t) dt+
Z +∞
h−1(0)
ϕ∗(t) ·
d (Λ ◦ h)
dt
(t) dt ≤
≤
Z h−1(0)
−∞
maxϕ ·
d (Λ ◦ h)
dt
(t) dt+
Z +∞
h−1(0)
minϕ ·
d (Λ ◦ h)
dt
(t) dt =
= maxϕ ·
„
Λ(0)− lim
t→−∞
Λ(t)
«
+minϕ ·
„
lim
t→+∞
Λ(t)− Λ(0)
«
=
= maxϕ−minϕ.
Since ‖ϕ‖[Λ] = ‖ − ϕ‖[Λ], it follows that ‖ϕ‖[Λ] ≤ maxϕ−minϕ.
Let tmin and tmax be a minimum point and a maximum point for ϕ, respectively. If tmin = tmax then
ϕ ≡ 0 and our statement is trivial. So, let us assume that tmin 6= tmax . Let us define t0 = min {tmin, tmax}
and t1 = max {tmin, tmax}. We consider the function Λε = S
`
t−t0
ε
´
− S
`
t−t1
ε
´
(see Figure 7). Even if
Λε is not equivalent to Λ we have that ‖ϕ‖[Λ] = ‖ϕ‖[Λε] for ε small enough. Indeed, from Theorem 3.2
(exchange property) and Proposition 2.15 it follows that ‖ϕ‖[Λ] = ‖Λ‖[ϕ] = ‖Λε‖[ϕ] = ‖ϕ‖[Λε]. Since it
is easy to verify that the equality limε→0+
˛˛˛R +∞
−∞
ϕ∗(t) dΛε
dt
(t) dt
˛˛˛
= maxϕ−minϕ holds, this implies that
‖ϕ‖[Λ] ≥ maxϕ−minϕ. Therefore our statement follows.
3.2.1 The key idea in using standard RPI-norms
The two examples seen in the previous section show that, in some sense, computing standard RPI-norms is
equivalent to computing the absolute value of a linear combination of Dirac deltas, applied to the function
ϕ∗(t). Indeed, it is easy to verify that in order to get ‖ϕ‖[S] and ‖ϕ‖[Λ] we have to compute the values
supt |δt(ϕ
∗)| and supt0≤t1 |δt0(ϕ
∗)− δt1(ϕ
∗)|, where δt is the usual Dirac delta at point t. The “weights”
of the Dirac deltas are determined by the integral
R 1
−1
dS
dt
(t) dt = 1 in the first case, and by the integralsR 0
−2
dΛ
dt
(t) dt = 1,
R 2
0
dΛ
dt
(t) dt = −1 in the latter, i.e. the integrals of dψ
dt
on the maximal intervals where
the derivative of the function ψ defining the norm ‖ · ‖[ψ] does not vanish. In order to compute ‖ϕ‖[S] we
place δt at a point where |ϕ| takes its maximum value, while when we compute ‖ϕ‖[Λ] we place δt0 and δt1
at the points where ϕ takes its maximum value and its minimum value (not necessarily in this order). We
shall carefully analyze and generalize this approach in Section 4.
3.3 Not every RPI-norm is a standard RPI-norm
It is important to observe that some RPI-norms are not standard RPI-norms.
In order to show this, now we give a useful property of standard RPI-norms.
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Proposition 3.5. Let ‖ · ‖ be a RPI-norm. If it can be obtained as a finite linear combination of standard
RPI-norms with positive coefficients, then ‖S‖ ≤ ‖Λ‖.
Proof. Let us assume that some functions ψ1, . . . , ψk ∈ AS
1(R) and a k-tuple (a1, . . . , ak) of positive
numbers exist such that for every ϕ ∈ AS1(R) it holds that ‖ϕ‖ =
Pk
i=1 ai · ‖ϕ‖[ψi]. Let us consider the
functions ψ˜1, . . . , ψ˜k, such that, for i = 1, . . . , k, if max |ψi| = maxψi then ψ˜i = ψi, otherwise ψ˜i = −ψi. By
Theorem 3.2, it holds that ‖ϕ‖ =
Pk
i=1 ai·‖ϕ‖[ψ˜i]. Therefore, by the exchange property and Proposition 3.3,
we have that
‖S‖ =
kX
i=1
ai · ‖S‖[ψ˜i] =
kX
i=1
ai · ‖ψ˜i‖[S] =
kX
i=1
ai ·max |ψ˜i| =
kX
i=1
ai ·max ψ˜i.
Analogously, by the exchange property and Proposition 3.4, we obtain that ‖Λ‖ =
Pk
i=1 ai · (max ψ˜i −
min ψ˜i). The claim immediately follows since
Pk
i=1 ai · min ψ˜i ≤ 0 (recall that minψ ≤ 0 for every
ψ ∈ AS1(R)).
As a consequence of this property, we can furnish an example of RPI-norm that cannot be represented
as a linear combination with positive coefficients of standard RPI-norms.
Corollary 3.6. The RPI-norm ‖ϕ‖ = max |ϕ| + limt→+∞ |ϕ(t)| cannot be represented as a finite linear
combination with positive coefficients of standard RPI-norms. In particular, it is not a standard RPI-norm.
Proof. It is sufficient to observe that ‖S‖ = max |S|+limt→+∞ |S(t)| = 2, ‖Λ‖ = max |Λ|+limt→+∞ |Λ(t)| =
1, and apply Proposition 3.5.
Remark 3.7. It could be interesting to know if the norm max |ϕ|+limt→+∞ |ϕ(t)| can be represented either
as a sup or as an inf of a suitable set of standard RPI-norms.
Another example of RPI-norm that cannot be expressed as a finite linear combination with positive
coefficients of standard RPI-norms is the total variation.
Proposition 3.8. The total variation cannot be represented as a finite linear combination with positive
coefficients of standard RPI-norms. In particular, it is not a standard RPI-norm.
Proof. If the total variation could be represented as a linear combination with positive coefficients of
standard RPI-norms, the equality Vϕ =
Pk
i=1 ai‖ϕ‖[ψi] would hold for every ϕ ∈ AS
1(R), when a suitable
set {a1, . . . , ak} of positive coefficients is chosen.
By Theorem 3.2 we would have that Vϕ ≤
Pk
i=1 aiVψi · max |ϕ|. This inequality contradicts the fact
that we can easily find a function ϕ¯ ∈ AS1(R) such that max ϕ¯ 6= 0 and the ratio
Vϕ¯
max ϕ¯
is arbitrarily
large.
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Figure 8: The function Ln and its derivative (case n = 3), used in Proposition 3.9.
Nevertheless, the total variation can be seen as the sup of a suitable set of standard RPI-norms, as
shown in the following Section 3.3.1.
3.3.1 The total variation is a sup of standard RPI-norms
We have seen in Proposition 3.8 that the total variation is not a standard RPI-norm. We now show that
it is the sup of a family of standard RPI-norms.
Proposition 3.9. For every n ≥ 1, let us set Ln(t) =
Pn−1
i=0 (−1)
iΛ(t− 4i). Then, for every ϕ ∈ AS1(R),
we have that Vϕ = supn∈N+ ‖ϕ‖[Ln] = limn→∞ ‖ϕ‖[Ln].
Proof. Let us prove the first equality. By applying Theorem 3.2 we obtain that ‖ϕ‖[Ln] ≤ max |Ln| · Vϕ =
Vϕ. We just have to show that for every ε > 0 an n exists such that Vϕ − ‖ϕ‖[Ln ] ≤ ε. This is trivially
true if ϕ = 0 so let us assume ϕ 6= 0. Let [a, b] be a closed interval containing the support of dϕ
∗
dt
. Let us
recall that Vϕ = Vϕ∗ = supk supa=t0<t1<...<tk=b
Pk−1
i=0 |ϕ
∗(ti+1)− ϕ
∗(ti)|. Hence, there exist n ≥ 1, and a
partition a = τ¯0 < τ¯1 < . . . < τ¯n = b of [a, b], such that
0 ≤ Vϕ −
n−1X
i=0
|ϕ∗(τ¯i+1)− ϕ
∗(−τ¯i)| ≤
ε
2
.
Possibly by substituting our partition with a simpler one, we can assume that ϕ∗(τ¯i+1) − ϕ
∗(τ¯i) 6= 0 for
i = 0, . . . , n− 1 and, for n ≥ 2, sign(ϕ∗(τ¯i+1)− ϕ
∗(τ¯i)) 6= sign(ϕ
∗(τ¯i+2)− ϕ
∗(τ¯i+1)) for i = 0, . . . , n− 2.
For every sufficiently small η > 0, let us consider an orientation-preserving C1-diffeomorphism hη that
takes the interval [τ¯i − η, τ¯i + η] onto the interval [4(i − 1) + η, 4i− η], for every integer i with 0 ≤ i ≤ n.
Let us observe that the function Ln is monotone on every interval [4(i− 1) + η, 4i− η] (cf. Figure 8).
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For η small enough, by recalling that ϕ∗(τ¯n) = ϕ
∗(b) = 0, it is easy to prove that˛˛˛˛
˛
˛˛˛˛
˛ϕ∗(τ¯0) +
n−1X
i=1
(−1)i · 2 · ϕ∗(τ¯i)
˛˛˛˛
˛−
˛˛˛˛Z +∞
−∞
ϕ∗(τ ) ·
d (Ln ◦ hη)
dτ
(τ ) dτ
˛˛˛˛ ˛˛˛˛
˛ ≤ ε2 .
The assumptions about the differences ϕ∗(τ¯i+1)−ϕ
∗(τ¯i) and, once again the condition ϕ
∗(τ¯n) = ϕ
∗(b) =
0, imply that
n−1X
i=0
|ϕ∗(τ¯i+1)− ϕ
∗(τ¯i)| =
˛˛˛˛
˛ϕ∗(τ¯0) +
n−1X
i=1
(−1)i · 2 · ϕ∗(τ¯i)
˛˛˛˛
˛ .
It follows that ˛˛˛˛
Vϕ −
˛˛˛˛Z +∞
−∞
ϕ∗(τ ) ·
d (Ln ◦ hη)
dτ
(τ ) dτ
˛˛˛˛ ˛˛˛˛
≤ ε.
Hence Vϕ − ‖ϕ‖[Ln ] ≤ ε, and the first equality in our statement is proved.
The second equality follows from the first one, by observing that the sequence (‖ϕ‖[Ln]) is increasing.
Remark 3.10. In plain words, our proof of Proposition 3.9 is based on recognizing that
Pn−1
i=0 |ϕ
∗(τ¯i+1)−
ϕ∗(τ¯i)| can be seen as the value taken by the absolute value of the linear functional δτ¯0 +
Pn−1
i=1 (−1)
i2 · δτ¯i
computed at ϕ∗, where δt is the usual Dirac delta at point t. The reparametrization hη allows us to
approximate
˛˛
δτ¯0(ϕ
∗) +
Pn−1
i=1 (−1)
i2 · δτ¯i(ϕ
∗)
˛˛
by
˛˛˛˛R +∞
−∞
ϕ∗(τ ) ·
d(Ln◦hη)
dτ
(τ ) dτ
˛˛˛˛
, by “concentrating” at τ¯0
and at the other τ¯i’s a signed variation of Ln ◦ hη approximately equal to 1 and ±2, respectively. This last
idea will be developed in next Section 4 by using general weights (not just 1 and ±2) for the Dirac deltas,
and its generalization will lead to the Representation Theorem 4.16. This result assures that every standard
RPI-norm can be seen as the absolute value of a suitable linear combination of Dirac deltas, maximized
with respect to the movements that preserve the deltas’ position order. We could obtain Proposition 3.9 as
a consequence of the Representation Theorem, but we have preferred to anticipate this result for the sake
of clarity of exposition. Moreover, this choice allows us to illustrate the ideas that we are going to develop.
4 Discrete representation of standard RPI-norms
In this section we show how to compute the standard RPI-norms in a simpler, discrete way.
As we have seen in Section 3.2, the standard RPI-norms max |ϕ| and maxϕ−minϕ can be expressed
as supt |δt(ϕ
∗)| and supt1≤t2 |δt1(ϕ
∗)− δt2(ϕ
∗)| respectively, where δt is the usual Dirac delta at point t.
This is a general property of standard RPI-norms, that they can be seen as sup of the absolute
value of linear combinations of Dirac deltas. The basic idea underlying this fact is that the sup of˛˛˛R +∞
−∞
ϕ∗(t) · d(ψ◦h)
dt
(t) dt
˛˛˛
for h ∈ D1+(R) is obtained by considering a sequence of reparametrizations more
and more concentrating the variation of ψ at suitable points. Passing from the integral definition of
standard RPI-norm to linear combinations of Dirac deltas, the sup with respect to orientation-preserving
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Figure 9: The functions used in the example described in Section 4.
reparametrizations is substituted by a sup with respect to movements that shift the Dirac deltas’ centers
without changing their ordering (Theorem 4.9). We shall see that the best choice is to place these Dirac
deltas’ centers at critical points of ϕ (Representation Theorem 4.16).
By way of exemplification, let us consider the norm ‖ϕ‖[ψ] where ψ(t) and ϕ
∗(t) are the functions
illustrated in Figure 9. Let us denote by Ji = (ai, bi) the maximal open intervals where the derivative of
ψ has constant non-zero sign. It holds that ψ(b0) − ψ(a0) = 1, ψ(b1) − ψ(a1) = −3, ψ(b2) − ψ(a2) = 5,
ψ(b3) − ψ(a3) = −4, ψ(b4) − ψ(a4) = 1/2. In order to increase the value
˛˛˛R∞
−∞
ϕ∗(t) · d(ψ◦h)
dt
(t) dt
˛˛˛
, it is
convenient to take reparametrizations hη that transform smaller and smaller neighbourhoods of suitable
points t0 ≤ t1 ≤ t2 ≤ t3 ≤ t4 ordinately to the intervals (a0+ η, b0− η), (a1+ η, b1− η), . . . , (a4+ η, b4− η),
with a smaller and smaller η > 0 (or to (a0 + η, b1 − η) if, say, t0 = t1, and so on). By passing to the limit
one obtains that
sup
h
˛˛˛˛Z ∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
= sup
t0≤t1≤t2≤t3≤t4
˛˛˛˛
1 · ϕ∗(t0)− 3 · ϕ
∗(t1) + 5 · ϕ
∗(t2)− 4 · ϕ
∗(t3) +
1
2
· ϕ∗(t4)
˛˛˛˛
.
In other words,
sup
h
˛˛˛˛Z ∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
= sup
t0≤t1≤t2≤t3≤t4
˛˛˛˛„
1 · δt0 − 3 · δt1 + 5 · δt2 − 4 · δt3 +
1
2
· δt4
«
(ϕ∗)
˛˛˛˛
.
Now, one easily sees that, in order to get the greatest value, the ti’s must be critical points of ϕ
∗. In
particular, in this case the sup is attained when t0 = t1 = τ0, t2 = τ1, t3 = τ2, t4 = τ3, so that
‖ϕ‖[ψ] = 30.5.
We point out that the considered linear combinations can involve infinitely many terms. This is the
main difficulty to manage in this section, and will require some computations.
The key result obtained in this section (Representation Theorem 4.16) will be fundamental in the next
section, where we shall use it to prove that all the standard RPI-norms of a piecewise monotone C1-function
ϕ with compact support are sufficient to reconstruct ϕ, up to reparametrization and an arbitrarily small
error with respect to the total variation norm.
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The first step to get these results is defining a bilinear function F that will be useful in the sequel.
4.1 The functional F
All along the remainder of Section 4 we shall assume that two functions ϕ,ψ ∈ AS1(R) are given, with
ψ 6= 0. Let us consider the countable set J (ψ) of all maximal open intervals of R where dψ
dt
does not
vanish. We shall set J (ψ) = {Ji}i∈I , where I is either the finite set {0, . . . , n− 1} or the set N. For each
Ji = (ai, bi) ∈ J (ψ) we shall assume that a point ti ∈ [ai, bi] is chosen, such that
1. ti is a point where the restriction of ϕ
∗ to the closed interval [ai, bi] takes its maximum value, if
ψ|biai > 0;
2. ti is a point where the restriction of ϕ
∗ to the closed interval [ai, bi] takes its minimum value, if
ψ|biai < 0.
Here we set ψ|biai = ψ(bi)− ψ(ai) (see example in Figure 10).
Definition 4.1. The set {ti}i∈I is said to be a set of basepoints for the pair (ϕ,ψ).
On the set J (ψ) we shall consider the order  induced by the ai’s. In other words we shall set Ji  Jj
if and only if ai ≤ aj . This order will not need to coincide with the order induced by the index i. The
symbol σi will denote the sign of
dψ
dt
in the interval Ji, i.e. σi = sign ψ|
bi
ai .
Definition 4.2. We define the bilinear functional F : AS1(R)×
`
AS1(R)− 0
´
→ R by setting
F (ϕ,ψ) =
X
i∈I
ψ|biai · ϕ
∗(ti)
where {ti}i∈I is a set of basepoints for (ϕ,ψ).
In other words, F (ϕ,ψ) =
P
i∈I ψ|
bi
ai · δti(ϕ
∗), where δti is the usual Dirac delta at point ti. Note
that the definition of F (ϕ,ψ) does not depend on the particular choice of the set of basepoints for the
pair (ϕ,ψ). The idea underlying the definition of basepoint is to maximize each addend ψ|biai · ϕ
∗(t) in the
definition of F , when t varies in [ai, bi].
We observe that |F (ϕ,ψ)| ≤ max |ϕ| · Vψ < +∞, since ψ has bounded variation.
Remark 4.3. It is easy to verify that {ti}i∈I is a set of basepoints for (ϕ, ψ) if and only if for every i ∈ I
ϕ∗(ti) = σi · max
[ai,bi]
{σi · ϕ
∗} .
Therefore, we get this equivalent definition for F :
F (ϕ,ψ) =
X
i∈I
σi · ψ|
bi
ai · max
[ai,bi]
{σi · ϕ
∗} .
Moreover, we observe that each set of basepoints for (ϕ,ψ) is contained in the compact support of dψ
dt
.
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Figure 10: The set J (ψ) = {Ji}i∈I for the displayed function ψ. A possible choice of the points ti is shown,
with respect to ϕ (the corresponding points on the graph of ϕ∗ are marked). Observe that the order  in
J (ψ) does not need to be given by the index i, and that some ti’s belong to the boundary of the corresponding
interval Ji.
4.2 Some useful properties of the functional F
Let us consider the set Hψ of all orientation-preserving C
1-diffeomorphism of the real line that take each
interval Ji ∈ J (ψ) to itself. The following lemma shows the key property of the functional F .
Lemma 4.4. suph∈Hψ
˛˛˛R +∞
−∞
ϕ∗(t) · d(ψ◦h)
dt
(t) dt
˛˛˛
= max {F (ϕ,ψ), F (ϕ,−ψ)}.
Proof. PART 1: suph∈Hψ
˛˛˛R +∞
−∞
ϕ∗(t) · d(ψ◦h)
dt
(t) dt
˛˛˛
≤ max {F (ϕ,ψ), F (ϕ,−ψ)}.
Let ψ¯ = ψ ◦ h with h ∈ Hψ. Consider the countable set J (ψ¯) of all maximal open intervals of R where
dψ¯
dt
does not vanish. Obviously, J (ψ¯) = J (ψ) and sign dψ¯
dt
= sign dψ
dt
. Furthermore, ψ¯|biai = ψ|
bi
ai
for every
index i ∈ I , and {ti}i∈I is a set of basepoints for (ϕ, ψ¯), i.e.
ϕ∗(ti) = σi · max
[ai,bi]
{σi · ϕ
∗} ,
where σi denotes the sign taken by both
dψ
dt
and dψ¯
dt
on the open interval Ji = (ai, bi). ThereforeZ bi
ai
ϕ∗(t) ·
dψ¯
dt
(t) dt =
Z bi
ai
ϕ∗(t) · σi ·
˛˛˛˛
dψ¯
dt
(t)
˛˛˛˛
dt ≤
≤
Z bi
ai
max
[ai,bi]
{ϕ∗ · σi} ·
dψ¯
dt
(t) · σi dt =
=
Z bi
ai
ϕ∗(ti) ·
dψ¯
dt
(t) dt = ϕ∗(ti) · ψ¯|
bi
ai = ϕ
∗(ti) · ψ|
bi
ai .
Hence, Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt ≤
X
i∈I
ψ|biai · ϕ
∗(ti) = F (ϕ,ψ). (6)
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By substituting ψ with −ψ in the previous inequality (observe that J (−ψ) = J (ψ) and H−ψ = Hψ), we
get
−
Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt ≤
X
i∈I
−ψ|biai · ϕ
∗(t˜i) = F (ϕ,−ψ) (7)
where {t˜i}i∈I is a set of basepoints for (ϕ,−ψ¯).
It follows that ˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
≤ max {F (ϕ,ψ), F (ϕ,−ψ)} (8)
for every h ∈ Hψ. Therefore, the inequality
sup
h∈Hψ
˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
≤ max {F (ϕ,ψ), F (ϕ,−ψ)}
holds.
PART 2: suph∈Hψ
˛˛˛R +∞
−∞
ϕ∗(t) · d(ψ◦h)
dt
(t) dt
˛˛˛
≥ max {F (ϕ,ψ), F (ϕ,−ψ)}.
Assume ψ¯ = ψ ◦ h with h ∈ Hψ. Once more, J (ψ¯) = J (ψ), sign
dψ¯
ds
= sign dψ
ds
and {ti}i∈I is a set of
basepoints for (ϕ, ψ¯), i.e.
ϕ∗(ti) = σi · max
[ai,bi]
{σi · ϕ
∗} ,
where σi denotes the sign taken by
dψ
ds
and dψ¯
ds
on the interval Ji.
Let us choose an ε > 0. In order to avoid the problem of some ti’s possibly belonging to the boundary
of Ji, we define a new set {t
′
i}i∈I : for each interval Ji = (ai, bi) ∈ J (ψ¯) we choose a t
′
i ∈ (ai, bi) such that
|ϕ∗(ti)− ϕ
∗(t′i)| <
ε
2i
.
For each positive integer k ≤ |I | let us choose a positive real number η such that η < min
n
t′i−ai
2
,
bi−t
′
i
2
, ε
o
,
for every i ≤ k − 1. Then we can consider an orientation-preserving diffeomorphism h(η,k) ∈ Hψ such that
i) for every i ≤ k − 1, h(η,k) maps (t
′
i −
η
2i
, t′i +
η
2i
) onto (ai +
η
2i
, bi −
η
2i
);
ii) the restriction of h(η,k) to the set R−
Sk−1
i=0 Ji is the identity.
Recall also that, because h(η,k) ∈ Hψ, for every index i the map h(η,k) takes the interval Ji onto itself.
Since ϕ is continuous, we can also assume to choose η so small that the inequality |ϕ∗(t′i)−ϕ
∗(h−1(η,k)(t))| <
ε
2i
holds for any t ∈ (ai +
η
2i
, bi −
η
2i
) and any index i ≤ k − 1.
Therefore, for any index i ≤ k− 1, by setting t = h(η,k)(s) and recalling that the sign of
dψ
dt
is constant
in (ai, bi) (we shall use this fact in several following passages),˛˛˛˛
ψ|biai · ϕ
∗(t′i)−
Z bi
ai
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
=
=
˛˛˛˛
ψ|biai · ϕ
∗(t′i)−
Z bi
ai
ϕ∗(s) ·
dψ
ds
(h(η,k)(s)) ·
dh(η,k)
ds
(s) ds
˛˛˛˛
=
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=˛˛˛˛
ψ|biai · ϕ
∗(t′i)−
Z bi
ai
ϕ∗(h−1(η,k)(t)) ·
dψ
dt
(t) dt
˛˛˛˛
≤
≤
˛˛˛˛
˛ψ|biai · ϕ∗(t′i)−
Z bi− η2i
ai+
η
2i
ϕ∗(h−1(η,k)(t)) ·
dψ
dt
(t) dt
˛˛˛˛
˛+
+
˛˛˛˛
˛
Z ai+ η2i
ai
ϕ∗(h−1(η,k)(t)) ·
dψ
dt
(t) dt
˛˛˛˛
˛+
˛˛˛˛
˛
Z bi
bi−
η
2i
ϕ∗(h−1(η,k)(t)) ·
dψ
dt
(t) dt
˛˛˛˛
˛ ≤
≤
˛˛˛˛
˛ψ|biai · ϕ∗(t′i)− ϕ∗(t′i) ·
Z bi− η2i
ai+
η
2i
dψ
dt
(t) dt
˛˛˛˛
˛+
˛˛˛˛
˛
Z bi− η2i
ai+
η
2i
“
ϕ∗(t′i)− ϕ
∗(h−1(η,k)(t))
”
·
dψ
dt
(t) dt
˛˛˛˛
˛+
+ max |ϕ| ·
Z ai+ η2i
ai
˛˛˛˛
dψ
dt
(t)
˛˛˛˛
dt+max |ϕ| ·
Z bi
bi−
η
2i
˛˛˛˛
dψ
dt
(t)
˛˛˛˛
dt ≤
≤
˛˛˛“
ψ|biai − ψ|
bi−η/2
i
ai+η/2
i
”
· ϕ∗(t′i)
˛˛˛
+
Z bi− η2i
ai+
η
2i
˛˛˛
ϕ∗(t′i)− ϕ
∗(h−1(η,k)(t))
˛˛˛
·
˛˛˛˛
dψ
dt
(t)
˛˛˛˛
dt+
+
˛˛˛
ψ|ai+η/2
i
ai
+ ψ|bi
bi−η/2
i
˛˛˛
·max |ϕ| ≤
≤
˛˛˛
ψ|ai+η/2
i
ai
+ ψ|bi
bi−η/2
i
˛˛˛
·max |ϕ|+
ε
2i
·
Z bi− η2i
ai+
η
2i
˛˛˛˛
dψ
dt
(t)
˛˛˛˛
dt+
˛˛˛
ψ|ai+η/2
i
ai
+ ψ|bi
bi−η/2
i
˛˛˛
·max |ϕ| =
=
˛˛˛
ψ|ai+η/2
i
ai + ψ|
bi
bi−η/2
i
˛˛˛
·max |ϕ|+
ε
2i
·
˛˛˛
ψ|bi−η/2
i
ai+η/2
i
˛˛˛
+
˛˛˛
ψ|ai+η/2
i
ai + ψ|
bi
bi−η/2
i
˛˛˛
·max |ϕ| =
= 2
“˛˛˛
ψ|ai+η/2
i
ai
˛˛˛
+
˛˛˛
ψ|bi
bi−η/2
i
˛˛˛”
·max |ϕ|+
ε
2i
·
˛˛˛
ψ|
bi−η/2
i
ai+η/2
i
˛˛˛
≤
≤ 4 ·
η
2i
·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|+
ε
2i
· (maxψ −minψ) .
It follows that, for every positive integer k ≤ |I | and every ε > 0, a small enough positive η = η(k, ε) ≤ ε
exists such that, denoting by Ak the set
Sk−1
i=0 (ai, bi), we have˛˛˛˛
˛
k−1X
i=0
„
ψ|biai · ϕ
∗(ti)−
Z
Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
«˛˛˛˛
˛ ≤
≤
˛˛˛˛
˛
k−1X
i=0
ψ|biai ·
`
ϕ∗(ti)− ϕ
∗(t′i)
´˛˛˛˛˛+
˛˛˛˛
˛
k−1X
i=0
„
ψ|biai · ϕ
∗(t′i)−
Z
Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
«˛˛˛˛
˛ ≤
≤ Vψ ·
k−1X
i=0
ε
2i
+
k−1X
i=0
˛˛˛˛
ψ|biai · ϕ
∗(t′i)−
Z
Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
≤
≤ 2ε · Vψ + 8η ·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|+ 2ε · (maxψ −minψ).
Hence ˛˛˛˛
˛
k−1X
i=0
ψ|biai · ϕ
∗(ti)−
Z +∞
−∞
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
˛ ≤
≤ 2ε · (Vψ +maxψ −minψ) + 8η ·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|+
˛˛˛˛Z
R−Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
.
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By definition of h(η,k), the function ψ ◦ h(η,k) equals ψ on R− Ak and hence, when I = N,
lim
k→|I|
Z
R−Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds = lim
k→|I|
Z
R−Ak
ϕ∗(s) ·
dψ
ds
(s) ds = 0,
and analogously when k = |I |,Z
R−Ak
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds =
Z
R−Ak
ϕ∗(s) ·
dψ
ds
(s) ds = 0.
Therefore, recalling that η ≤ ε, the following inequality holds for every large enough k (if |I | = ∞), and
for k = |I | (if |I | <∞): ˛˛˛˛
˛
k−1X
i=0
ψ|biai · ϕ
∗(ti)−
Z +∞
−∞
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
˛ ≤
≤ 2ε ·
„
Vψ +maxψ −minψ + 4 ·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|
«
+ 2ε.
Hence ˛˛˛˛
˛˛|I|−1X
i=0
ψ|biai · ϕ
∗(ti)−
Z +∞
−∞
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
˛˛ ≤
≤ 2ε ·
„
Vψ +maxψ −minψ + 4 ·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|+ 1
«
+
˛˛˛˛
˛˛|I|−1X
i=k
ψ|biai · ϕ
∗(ti)
˛˛˛˛
˛˛
(here and in the sequel, when I = N, we set |I | − 1 =∞).
Since F (ϕ,ψ) =
P|I|−1
i=0 ψ|
bi
ai ·ϕ
∗(ti) and it is finite, if k is large enough (in case |I | =∞), or k = |I | (in
case |I | <∞) we get
˛˛˛P|I|−1
i=k ψ|
bi
ai · ϕ
∗(ti)
˛˛˛
≤ 2ε. Hence˛˛˛˛
F (ϕ,ψ)−
Z +∞
−∞
ϕ∗(s) ·
d(ψ ◦ h(η,k))
ds
(s) ds
˛˛˛˛
≤
≤ 2ε ·
„
Vψ +maxψ −minψ + 4 ·max
˛˛˛˛
dψ
dt
˛˛˛˛
·max |ϕ|+ 2
«
. (9)
Inequality (9) proves that for every ε¯ > 0 an orientation-preserving diffeomorphism h+ ∈ Hψ exists such
that ˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h+)
dt
(t) dt
˛˛˛˛
≥
Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h+)
dt
(t) dt ≥ F (ϕ,ψ)− ε¯.
By substituting ψ with −ψ and observing that H−ψ = Hψ we get for every ε¯ > 0 an orientation-
preserving diffeomorphism h− ∈ Hψ exists such that˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h−)
dt
(t) dt
˛˛˛˛
≥ −
Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h−)
dt
(t) dt ≥ F (ϕ,−ψ)− ε¯.
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Therefore the inequality
sup
h∈Hψ
˛˛˛˛Z +∞
−∞
ϕ∗(t) ·
d(ψ ◦ h)
dt
(t) dt
˛˛˛˛
≥ max {F (ϕ,ψ), F (ϕ,−ψ)}
holds. This implies our claim.
The next result, proved by applying the previous lemma, motivates the introduction of the functional
F .
Proposition 4.5. ‖ϕ‖[ψ] = supψˆ∈[ψ]max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
.
Proof. Lemma 4.4 implies that
‖ϕ‖[ψ] = sup
ψˆ∈[ψ]
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(t) ·
dψˆ
dt
(t) dt
˛˛˛˛
˛ =
= sup
ψˆ∈[ψ]
sup
h∈H
ψˆ
˛˛˛˛
˛
Z +∞
−∞
ϕ∗(t) ·
d(ψˆ ◦ h)
dt
(t) dt
˛˛˛˛
˛ = sup
ψˆ∈[ψ]
max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
.
4.3 Standard RPI-norms as absolute values of linear combinations of
Dirac deltas
The next theorem simplifies the computation of the standard RPI-norms, bypassing the concept of base-
points for the pair (ϕ,ψ). First we define a new set T (ϕ,ψ) based on the natural ordering , previously
introduced on the set J (ψ). We recall that Ji  Jj if and only if ai ≤ aj . This order does not need to
coincide with the order induced by the index i. We also recall that the set I indexing J (ψ) is assumed to
be either the finite set {0, 1 . . . , n− 1} or the set N.
Definition 4.6. Let ϕ, ψ ∈ AS1(R) − {0}, and let [a, b] be the smallest closed interval containing the
support of dϕ
∗
dt
. We shall denote by T (ϕ,ψ) the set of all the sequences (τi) of points of [a, b] such that
Ji1  Ji2 implies τi1 ≤ τi2 , for every i1, i2 ∈ I, and τi = b if i 6∈ I. The sequences in T (ϕ, ψ) will be said
to be compatible with (ϕ,ψ). The terms τi = b with i 6∈ I will be called dummy terms of the sequence
(τi) ∈ T (ϕ,ψ).
Remark 4.7. When I = N, an ordered set of basepoints is a compatible sequence itself. When I is
finite, starting from a set of basepoints, we can obtain a compatible sequence by adding infinitely many
dummy terms τi = b to our finite sequence. As a matter of fact, the dummy terms will not be used in our
computations.
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Remark 4.8. For every (τi) ∈ T (ϕ,ψ), the series
P
i∈I ψ|
bi
ai ·ϕ
∗(τi) converges, since
˛˛P
i∈I ψ|
bi
ai · ϕ
∗(τi)
˛˛
≤
max |ϕ| · Vψ.
Theorem 4.9. If ϕ,ψ 6= 0 then ‖ϕ‖[ψ] = sup(τi)∈T (ϕ,ψ)
˛˛P
i∈I ψ|
bi
ai
· ϕ∗(τi)
˛˛
.
Proof. If ψˆ ∈ [ψ], an orientation-preserving diffeomorphism h ∈ D1+(R) exists such that ψ = ψˆ ◦ h, and
J (ψˆ) = {h(Ji)}i∈I . For each index i, we define the open interval (αi, βi) by setting (αi, βi) = h(Ji). Let
us choose a set {tˆ+i } of basepoints for the pair (ϕ, ψˆ) by taking each tˆ
+
i in the closure of the interval h(Ji).
Analogously, let us choose a set {tˆ−i } of basepoints for the pair (ϕ,−ψˆ) by taking each tˆ
−
i in the closure of
the interval h(Ji).
Because of the definition of F , we obtain that
F (ϕ, ψˆ) =
X
i∈I
ψˆ|βiαi · ϕ
∗(tˆ+i ) =
X
i∈I
ψ|biai · ϕ
∗(tˆ+i )
F (ϕ,−ψˆ) = −
X
i∈I
ψˆ|βiαi · ϕ
∗(tˆ−i ) = −
X
i∈I
ψ|biai · ϕ
∗(tˆ−i ).
Therefore,
max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
≤ max
(˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(tˆ+i )
˛˛˛˛
˛ ,
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(tˆ−i )
˛˛˛˛
˛
)
.
Let
`
tˆ+i
´
be a compatible sequence for (ϕ, ψˆ) obtained from the set of basepoints {tˆ+i }, and analogously, let`
tˆ−i
´
be a compatible sequence for (ϕ,−ψˆ) obtained from the set of basepoints {tˆ−i } (recall Remark 4.7).
It is easy to see that
`
tˆ+i
´
and
`
tˆ−i
´
are compatible sequences also for (ϕ,ψ). Therefore, for any ψˆ ∈ [ψ]
the inequality
max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
≤ sup
(τi)∈T (ϕ,ψ)
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(τi)
˛˛˛˛
˛
holds. From Prop. 4.5 the inequality
‖ϕ‖[ψ] ≤ sup
(τi)∈T (ϕ,ψ)
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(τi)
˛˛˛˛
˛
follows.
On the other hand, because of the continuity of ϕ, for every (τi) ∈ T (ϕ,ψ), every positive integer k ≤ |I |
and every ε > 0, an orientation-preserving diffeomorphism hk,ε ∈ D
1
+(R) exists, such that the distance
between the number ϕ∗(τi) and each value in the set ϕ
∗(hk,ε(Ji)) is not greater than ε, for i ≤ k − 1 (it is
sufficient to choose a diffeomorphism taking each Ji into an interval contained in a small neighborhood of
τi). We point out that here we are using the hypothesis that (τi) is a sequence compatible with (ϕ,ψ).
Let us consider ψˆk,ε = ψ ◦ h
−1
k,ε, and choose a set {tˆ
+
i } of basepoints for the pair (ϕ, ψˆk,ε) and a set
{tˆ−i } of basepoints for the pair (ϕ,−ψˆk,ε). For each index i ≤ k− 1, we define the open interval (α
′
i, β
′
i) by
setting (α′i, β
′
i) = hk,ε(Ji). As before, we observe that J (ψˆk,ε) = {hk,ε(Ji)}i∈I and that tˆ
+
i , tˆ
−
i belong to
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the closure of hk,ε(Ji) for every index i ≤ k − 1. Since
˛˛
ϕ∗
`
tˆ+i
´
− ϕ∗ (τi)
˛˛
≤ ε and
˛˛
ϕ∗
`
tˆ−i
´
− ϕ∗ (τi)
˛˛
≤ ε,
from ψˆk,ε|
β′i
α′
i
= ψ|biai we get ˛˛˛˛
˛
k−1X
i=0
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ+i
´
−
k−1X
i=0
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛ ≤ ε · Vψ
and
˛˛˛˛
˛
k−1X
i=0
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ−i
´
−
k−1X
i=0
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛ ≤ ε · Vψ.
Furthermore, ˛˛˛˛
˛˛|I|−1X
i=k
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ+i
´˛˛˛˛˛˛ ≤ max |ϕ| · |I|−1X
i=k
˛˛˛
ψˆk,ε|
β′i
α′
i
˛˛˛
= max |ϕ| ·
|I|−1X
i=k
˛˛˛
ψ|biai
˛˛˛
.
Since ψ is a function of bounded variation, if k is large enough we get
˛˛˛˛
˛˛|I|−1X
i=k
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ+i
´˛˛˛˛˛˛ ≤ ε.
(Here and in the following, k large enough means k = |I | if |I | is finite, and in this case every empty
summation is assumed to take the value 0.)
Analogously, if k is large enough we get
˛˛˛˛
˛˛|I|−1X
i=k
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ−i
´˛˛˛˛˛˛ ≤ ε,
˛˛˛˛
˛˛|I|−1X
i=k
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛˛ ≤ ε.
Therefore for every ε > 0 we can find a large enough index k such that
˛˛˛˛
˛X
i∈I
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ+i
´
−
X
i∈I
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛ ≤ ε · Vψ + 2ε
and
˛˛˛˛
˛X
i∈I
ψˆk,ε|
β′i
α′
i
· ϕ∗
`
tˆ−i
´
−
X
i∈I
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛ ≤ ε · Vψ + 2ε.
By recalling the definition of F we obtain
F (ϕ, ψˆk,ε) + ε · Vψ + 2ε ≥
X
i∈I
ψ|biai · ϕ
∗ (τi) ,
F (ϕ,−ψˆk,ε) + ε · Vψ + 2ε ≥ −
X
i∈I
ψ|biai · ϕ
∗ (τi) .
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These two last inequalities and the arbitrariness of ε imply that
sup
ψˆ∈[ψ]
max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
≥
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛
for any (τi) ∈ T (ϕ, ψ). It follows that
sup
ψˆ∈[ψ]
max
n
F (ϕ, ψˆ), F (ϕ,−ψˆ)
o
≥ sup
(τi)∈T (ϕ,ψ)
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛ .
From Prop. 4.5 the inequality
‖ϕ‖[ψ] ≥ sup
(τi)∈T (ϕ,ψ)
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗ (τi)
˛˛˛˛
˛
follows. Hence our statement is proved.
4.4 Optimal sequences in T (ϕ, ψ)
The previous Theorem 4.9 raises an interesting issue: is the sup equaling ‖ϕ‖[ψ] actually a max? In Prop.
4.12 we shall give an affirmative answer to this question.
We consider the following definition:
Definition 4.10. Every sequence (τ¯i) ∈ T (ϕ,ψ) such that ‖ϕ‖[ψ] =
˛˛P
i∈I ψ|
bi
ai · ϕ
∗(τ¯i)
˛˛
is said to be
optimal for (ϕ,ψ). The set of all optimal sequences for (ϕ,ψ) will be denoted by O(ϕ,ψ).
In the sequel, optimal sequences will be obtained as convergent subsequences of sequences in T (ϕ,ψ).
Therefore we shall need the following lemma.
Lemma 4.11. From each sequence (Tn) of sequences belonging to T (ϕ,ψ) it is possible to extract a
subsequence that pointwise converges to a sequence T¯ ∈ T (ϕ, ψ).
Proof. Consider the smallest interval [a, b] containing the compact support of dϕ
∗
dt
. Let (Tn) be a sequence
of sequences belonging to T (ϕ, ψ). For every fixed n, Tn = (tni ) with t
n
i ∈ [a, b]. Hence, the sequence
(Tn) admits a subsequence
“
Tn
0
r
”
(varying r) such that
“
t
n0r
0
”
converges to some τ¯0 ∈ [a, b]. The sequence“
Tn
0
r
”
admits a subsequence
“
Tn
1
r
”
such that
“
t
n1r
1
”
converges to some τ¯1 ∈ [a, b]. Since
“
Tn
1
r
”
is a
subsequence of
“
Tn
0
r
”
, it still holds that
“
t
n1r
0
”
converges to τ¯0. By iterating this argument, for every
s ∈ N, we can extract a subsequence
“
Tn
s+1
r
”
from
“
Tn
s
r
”
such that the sequence
“
t
ns+1r
i
”
converges to
τ¯i ∈ [a, b] (varying r) for every fixed i with 0 ≤ i ≤ s + 1. By construction, the diagonal sequence
“
Tn
r
r
”
is a subsequence of (Tn). Furthermore, for every s ∈ N
“
Tn
r
r
”
is a subsequence of
“
Tn
s
r
”
, if we ignore the
first s terms of both these sequences. Hence limr→+∞ t
nrr
i = τ¯i for every fixed i ∈ N. Finally, (τ¯i) ∈ T (ϕ, ψ)
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since each τ¯i ∈ [a, b], and for every i1, i2 ∈ I , if Ji1  Ji2 then t
nrr
i1
≤ t
nrr
i2
for every r, implying that
limr→+∞ t
nrr
i1
≤ limr→+∞ t
nrr
i2
. Hence the sequence
“
Tn
r
r
”
proves our statement.
In the next pages, each sequence obtained by the method described in the proof of the previous lemma
will be said to be “obtained by a diagonalization process”.
Proposition 4.12. If ϕ,ψ 6= 0 then O(ϕ, ψ) is not empty.
Proof. On the basis of Theorem 4.9, for each n ∈ N we can take a sequence Tn = (tni ) ∈ T (ϕ,ψ) in such a
way that ‖ϕ‖[ψ] = limn→∞
˛˛P
i∈I ψ|
bi
ai
· ϕ∗(tni )
˛˛
. By Lemma 4.11, the sequence of sequences (Tn) admits a
subsequence (Tnr ) that pointwise converges to a sequence T¯ = (τ¯i) compatible with (ϕ, ψ). If we denote
each sequence Tnr by (tnri ) (varying i), the following equalities hold:˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(τ¯i)
˛˛˛˛
˛ =
˛˛˛˛
˛X
i∈I
ψ|biai · limr→∞
ϕ∗ (tnri )
˛˛˛˛
˛ = limr→∞
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗ (tnri )
˛˛˛˛
˛ = ‖ϕ‖[ψ] (10)
where the second equality follows from the fact that ψ has bounded variation.
However, a stronger result holds, stating that there exist optimal sequences for (ϕ,ψ) containing only
critical points for ϕ∗.
Lemma 4.13. From each sequence (Tn) of sequences in O(ϕ,ψ) it is possible to extract a subsequence that
pointwise converges to a sequence T¯ ∈ O(ϕ,ψ).
Proof. By Lemma 4.11, (Tn) admits a subsequence (Tnr ) that pointwise converges to a sequence T¯ ∈
T (ϕ,ψ). By recalling that ψ has bounded variation, it is easy to verify that T¯ ∈ O(ϕ,ψ) (cf. the equalities
(10) in the previous proof of Proposition 4.12).
Now we can prove the following result, improving Proposition 4.12.
Proposition 4.14. If ϕ, ψ 6= 0 then a sequence (τˆi) ∈ O(ϕ,ψ) exists, where each τˆi is a critical point of
ϕ∗.
Proof. Proposition 4.12 shows that the set O(ϕ, ψ) of all optimal sequences in T (ϕ,ψ) is not empty. Let
Kϕ∗ be the set of all critical points of ϕ
∗. If T = (τi) ∈ O(ϕ,ψ) we define the weight w(T ) =
P
i∈I γi ·
˛˛
ψ|biai
˛˛
,
where γi = min{τi − x|x ∈ Kϕ∗ , x ≤ τi} (in other words γi is the distance between τi and the first critical
point of ϕ∗ on its left). This positive terms series converges since it is smaller than (b− a) ·
P
i∈I
˛˛
ψ|biai
˛˛
≤
(b− a) · Vψ.
For any n ∈ N we can take a sequence Tn = (τni ) ∈ O(ϕ, ψ) in such a way that limn→∞ w(T
n) =
infT∈O(ϕ,ψ) w(T ). By Lemma 4.13, we can extract from (T
n) a subsequence pointwise converging to an
optimal sequence bT = (τˆi).
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Let us set γni = min{τ
n
i − x|x ∈ Kϕ∗ , x ≤ τ
n
i } for every n, i ∈ N, and bγi = min{τˆi − x|x ∈ Kϕ∗ , x ≤ τˆi}
for every i ∈ N. Since the set Kϕ∗ is closed, we can easily prove that, for every i ∈ N, either bγi = limn→∞ γni
or bγi = 0 although limn→∞ γni 6= 0. By recalling once again that ψ has bounded variation, it follows that
limn→∞ w(T
n) ≥ w(bT ). Since limn→∞ w(Tn) = infT∈O(ϕ,ψ) w(T ), we get w( bT ) = infT∈O(ϕ,ψ) w(T ).
Now we prove by contradiction that w( bT ) = 0. Assume w( bT ) > 0. Then an index j ∈ I exists
such that τˆj 6∈ Kϕ∗ and, since Kϕ∗ is closed, we can find an η > 0 for which the closure of the open
interval U = (τˆj − η, τˆj + η) does not meet Kϕ∗ . We want to show that we can move all points of bT in
U leftwards, and get an optimal sequence with a weight that is strictly less than w( bT ). This will generate
our contradiction.
In order to do that, let us consider a C1 function ρ : R→ R such that
• ρ = 0 outside U ;
• ρ > 0 in U ;
• maxU
˛˛
dρ
dt
˛˛
< minU
˛˛˛
dϕ∗
dt
˛˛˛
.
The last hypothesis guarantees that the function ϕ+ = ϕ∗ + ρ is a (possibly orientation-reversing)
diffeomorphism from U onto its image ϕ+(U). Since ϕ+(U) = ϕ∗(U), we can consider the function from
U to U that takes each point t to the unique point t′ such that ϕ∗(t′) = ϕ+(t) (observe that either both
ϕ+ and ϕ∗ are strictly increasing in U or both ϕ+ and ϕ∗ are strictly decreasing in U). We can extend
this function to a function h+ : R → R by defining it to equal the identity outside U . It is immediate
to verify that h+ is an orientation-preserving diffeomorphism, since dϕ
∗
dt
and dϕ
+
dt
take the same sign in
U . Analogously, the function ϕ− = ϕ∗ − ρ is a diffeomorphism from U onto its image ϕ−(U) = ϕ∗(U).
Hence we can consider the function from U to U that takes each point t to the unique point t′ such that
ϕ∗(t′) = ϕ−(t). We can extend this function to a function h− : R→ R by defining it to equal the identity
outside U , and h− is an orientation-preserving diffeomorphism.
Now, let us define two new sequences (τ+i ) and (τ
−
i ). For every i ∈ N we set τ
+
i = h
+(τˆi), τ
−
i = h
−(τˆi),
so that ϕ∗(τ+i ) = ϕ
+(τˆi) and ϕ
∗(τ−i ) = ϕ
−(τˆi).
Since h+ is an orientation-preserving diffeomorphism, τˆi ≤ τˆj if and only if τ
+
i ≤ τ
+
j . That means that
also (τ+i ) is a sequence compatible with (ϕ,ψ). Analogously, also (τ
−
i ) results to be a sequence compatible
with (ϕ,ψ). Since the sequence (τˆi) is optimal, if
P
i∈I ψ|
bi
ai · ϕ
∗(τˆi) ≥ 0 the following statements hold:X
i∈I
ψ|biai · ϕ
∗(τˆi)−
X
i∈I
ψ|biai · ϕ
∗(τ+i ) = −
X
i∈I
ψ|biai · ρ(τˆi) ≥ 0,
X
i∈I
ψ|biai · ϕ
∗(τˆi)−
X
i∈I
ψ|biai · ϕ
∗(τ−i ) =
X
i∈I
ψ|biai · ρ(τˆi) ≥ 0,
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and hence
P
i∈I ψ|
bi
ai · ρ(τˆi) = 0.
On the other hand, if
P
i∈I ψ|
bi
ai · ϕ
∗(τˆi) < 0 the optimality of (τˆi) implies the following statements:
−
X
i∈I
ψ|biai · ϕ
∗(τˆi) +
X
i∈I
ψ|biai · ϕ
∗(τ+i ) =
X
i∈I
ψ|biai · ρ(τˆi) ≥ 0,
−
X
i∈I
ψ|biai · ϕ
∗(τˆi) +
X
i∈I
ψ|biai · ϕ
∗(τ−i ) = −
X
i∈I
ψ|biai · ρ(τˆi) ≥ 0,
and hence
P
i∈I ψ|
bi
ai · ρ(τˆi) = 0.
Therefore, in any case
P
i∈I ψ|
bi
ai · ρ(τˆi) = 0, implying thatX
i∈I
ψ|biai · ϕ
∗(τˆi) =
X
i∈I
ψ|biai · ϕ
∗(τ+i ) =
X
i∈I
ψ|biai · ϕ
∗(τ−i ).
It follows that also the sequences T+ = (τ+i ) and T
− = (τ−i ) belong to O(ϕ,ψ). Moreover, since ρ(t) > 0
if t ∈ U , it holds that either h+ or h− moves every point in U leftwards (according to whether dϕ
∗
dt
is
negative or positive in U , respectively), while both of them do not move the points outside U . Therefore
either w(T+) < w( bT ) or w(T−) < w(bT ) must hold, against our hypotheses. Hence the equality w( bT ) = 0
is proved. It follows that bγi = 0 for every index i ∈ N, i.e. every τˆi is a critical point for ϕ∗.
Proposition 4.14 allows us to obtain immediately the next useful result, strengthening Theorem 4.9.
We state first a new definition.
Definition 4.15. Let ϕ,ψ ∈ AS1(R)− {0}. We denote by C(ϕ,ψ) the set of all sequences (τˆi) ∈ O(ϕ, ψ)
such that τˆi is a critical point of ϕ
∗ for every index i ∈ I. We shall say that these sequences are the optimal
critical sequences for (ϕ,ψ).
Theorem 4.16 (Representation Theorem). Let ϕ,ψ ∈ AS1(R)− {0}. Then
‖ϕ‖[ψ] = max
(τˆi)∈C(ϕ,ψ)
˛˛˛˛
˛X
i∈I
ψ|biai · ϕ
∗(τˆi)
˛˛˛˛
˛ .
Remark 4.17. Another way to express Theorem 4.16 is stating that the standard RPI-norm ‖ϕ‖[ψ] equals
the value max(τˆi)∈C(ϕ,ψ)
˛˛P
i∈I ψ|
bi
ai · δτˆi(ϕ
∗)
˛˛
. In other words, previous Theorem 4.16 makes available an
equivalent discrete definition for standard RPI-norms. This definition allows for easier computations.
We conclude this section with a remark.
Remark 4.18. If a k-tuple (m0, . . . ,mk−1) ∈ R
k with mi 6= 0 for at least one index i is given, then a func-
tion ψ ∈ AS1(R)−{0} exists such that, for every ϕ ∈ AS1(R), the value maxτ0≤τ1≤...≤τk−1
˛˛˛Pk−1
i=0 mi · δτi(ϕ
∗)
˛˛˛
equals the standard RPI-norm ‖ϕ‖[ψ]. In fact, the Representation Theorem shows that it is sufficient to
choose some points a0 < b0 < a1 < b1 < . . . < ak−1 < bk−1 and an almost sigmoidal C
1-function ψ
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such that ψ is monotone in (ai, bi) and ψ|
bi
ai = mi for every 0 ≤ i ≤ k − 1, while
dψ
dt
= 0 outside the setSk−1
i=0 [ai, bi].
In other words, this means that any finite linear combination of Dirac deltas corresponds to a standard
RPI-norm. This is a partial converse of Remark 4.17, stating that any standard RPI-norm corresponds to
a (not necessarily finite) linear combination of Dirac deltas. It might be interesting to know under which
hypotheses the statement seen in Remark 4.18 is true for series of Dirac deltas.
5 Relationship between RPI-norms and standard RPI-norms
A piecewise monotone almost sigmoidal function is an almost sigmoidal function that is monotone in each
connected component of the complement of a finite set. In this section we shall prove a key result in this
paper, showing that all the RPI-norms of piecewise monotone C1c -functions are determined by standard
RPI-norms (Theorem 5.8).
Before dealing with the technical details of our proofs, it may be useful to sketch the underlying ideas.
The basic question to be answered could be formulated in this way: “How can we use the information
contained in the standard RPI-norms in order to reconstruct the function ϕ?” In order to make this point
clear, let us consider for instance a function ψ that is associated with the linear combination of Dirac
deltas Σ3 = δt0 − δt1 + δt2 , where the values t0, t1, t2 are set equal to three suitable critical points of ϕ
∗,
according to the Representation Theorem 4.16. In order to get some more information about ϕ, we have
to change ψ (and consequently Σ3). The simplest way to change ψ and Σ3 is to slightly perturb one of
the three weights 1,−1, 1 in our linear combination of deltas. E.g., we can consider the linear combination
Σε3 = (1+ε)δt0−δt1+δt2 , associated with a suitable function ψε. For ε small enough, the choice of t0, t1, t2
for which |Σε3(ϕ
∗)| is maximum allows also |Σ3(ϕ
∗)| to attain its maximum value. This “invariance of the
basepoints t0, t1, t2 with respect to small changes of the weights” and the fact that Σ
ε
3(ϕ
∗) and Σ3(ϕ
∗) take
the same sign will allow us to write the following equalities:
‖ϕ‖[ψε] − ‖ϕ‖[ψ] = |Σ
ε
3(ϕ
∗)| − |Σ3(ϕ
∗)| = ε · δt0(ϕ
∗) · sign (Σ3(ϕ
∗)) = ε · ϕ∗(t0) · sign (Σ3(ϕ
∗)) .
It follows that the function ‖ϕ‖[ψε] is differentiable with respect to ε and that
d‖ϕ‖[ψε]
dε
(0) equals
ϕ∗(t0) · sign (Σ3(ϕ
∗)). So, we get that the value v0 taken by ϕ
∗ at the critical point t0 equals
d‖ϕ‖[ψε]
dε
(0) ·
sign (Σ3(ϕ
∗)).
We can repeat the above procedure to obtain the values taken by ϕ∗ at the other two critical points
t1 and t2. Hence, so far, we know that ϕ
∗ is a function that takes the values v0, v1 and v2 in this order,
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when t varies from −∞ to +∞. By taking functions ψ with an increasing number of oscillations (i.e. ψ
corresponding to
Pn−1
i=0 (−1)
iδti), we obtain more and more information about the values of ϕ
∗ at critical
points. Since ϕ is piecewise monotone, if the number of oscillations of ψ is large enough then ϕ∗ is monotone
between two suitable critical points ti and ti+1 of ϕ
∗. Obviously, we have not enough information to locate
the points ti’s, but we are able to reconstruct the oscillations of ϕ
∗ · sign (Σ3(ϕ
∗)), up to reparametrization
and an arbitrarily small error with respect to the variation norm. Roughly speaking, these are the ideas
we are going to use.
First of all we recall the formal definition of piecewise monotone function.
Definition 5.1. We say that f : R → R is piecewise monotone if a finite set W ⊂ R exists such that
f is monotone in each connected component of the complement of W . Each such a set W will be said to
be a separating set for f . If W is also minimal with respect to inclusion, it will be said to be a minimal
separating set for f . We define l(f) as the minimum of the cardinalities of the separating sets for f .
Obviously, l(S) = 0 and l(Λ) = 1. Note that if f ∈ C1c (R) and f 6= 0 then l(f) ≥ 1. It is easy to show
that all minimal separating sets for f take the same cardinality l(f). This follows from the next simple
proposition (we omit the immediate proof):
Proposition 5.2. Let f : R → R be a piecewise monotone function. Let W = {t0, . . . , tm} and W
′ =
{t′0, . . . , t
′
n} be two separating sets for f , with t0 < t1 < . . . < tm and W
′ minimal. If for some i and j it
holds that tj < t
′
i < tj+1, then f is constant either in [tj , t
′
i] or in [t
′
i, tj+1].
We also observe that the concept of piecewise monotone almost sigmoidal C1-function is invariant
under reparametrization, and that l(ϕ) = l(ϕ∗). Moreover, the points of a minimal separating set for ϕ∗
are necessarily critical points for ϕ∗.
In the rest of this section, when ϕ is a piecewise monotone almost sigmoidal C1-function with non-
empty compact support (i.e. ϕ 6= 0), we let [a, b] denote the minimal interval containing the support of
ϕ∗. Moreover, if
˘
t0, . . . , tl(ϕ)−1
¯
is a minimal separating set for ϕ∗, we assume it is increasingly ordered
and we define c = min0≤i≤l(ϕ) |ϕ(ti)− ϕ(ti−1)|, where we set t−1 = a and tl(ϕ) = b. This meaning of the
symbols t−1 and tl(ϕ) will be maintained in the following pages.
Before proceeding, we need to introduce a new family of functions.
Definition 5.3. Let n ≥ 1. For every vector e = (ε0, . . . , εn−1) ∈ R
n we define the functions Sn, S
e
n : R→
R by setting Sn(t) =
Pn−1
i=0 (−1)
iS(t− 2i) and Sen(t) =
Pn−1
i=0
`
(−1)i + εi
´
S(t− 2i).
In plain words, the function Sen is a perturbation of the function Sn. In particular, for e = (0, . . . , 0),
the function Sen equals the function Sn. We observe that the functions S
e
n are piecewise polynomial and
belong to AS1(R). We also note that ‖ϕ‖[Sn] ≤ ‖ϕ‖[Sn+1] for every n ≥ 1 and every ϕ ∈ AS
1(R).
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The following lemma is a key passage towards the proof of the Reconstruction Theorem 5.8 for piecewise
monotone functions in C1c (R).
Lemma 5.4. Let ϕ 6= 0 be a piecewise monotone C1-function with compact support. Let [a, b] denote the
minimal interval containing the support of ϕ∗. If
˘
t0, . . . , tl(ϕ)−1
¯
is an (increasingly ordered) minimal
separating set for ϕ∗ and c = min0≤i≤l(ϕ) |ϕ(ti)− ϕ(ti−1)| (where we set t−1 = a and tl(ϕ) = b), then
1. ‖ϕ‖[Sn] =
˛˛˛Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti)
˛˛˛
= 1
2
· Vϕ for any n ≥ l(ϕ);
2. ‖ϕ‖[Sn] ≤ ‖ϕ‖[Sl(ϕ) ] − c, for 1 ≤ n < l(ϕ).
Proof. We start proving 1. Let us consider the finite set J (Sn) of all maximal open intervals of R where
dSn
dt
does not vanish. We note that J (Sn) = {Ji}i∈I , where Ji = (−1+ 2i, 1 + 2i), I = {0, . . . , n− 1}, and
Sn
˛˛
1+2i
−1+2i = (−1)
i.
From the Bounding Lemma 2.17 for functions in C1c (R), we obtain that ‖ϕ‖[Sn] ≤ Vϕ/2 (we point out
that Remark 4.17 implies ‖Λ‖[Sn] = 1). Observing that
˛˛˛Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti)
˛˛˛
= Vϕ/2, we easily conclude
that (t0, . . . , tl(ϕ)−1, b, b, b, . . .) is an optimal sequence for (ϕ, Sn) and that ‖ϕ‖[Sn] = Vϕ/2 for any n ≥ l(ϕ).
We now prove 2. Let 1 ≤ n < l(ϕ). Since ‖ϕ‖[Sn] ≤ ‖ϕ‖[Sn+1], it is sufficient to prove that ‖ϕ‖[Sl(ϕ)−1 ] ≤
‖ϕ‖[Sl(ϕ)] − c.
If l(ϕ) = 2 then maxϕ ≥ c, −minϕ ≥ c so that
‖ϕ‖[Sl(ϕ)] − ‖ϕ‖[Sl(ϕ)−1] = ‖ϕ‖[Λ] − ‖ϕ‖[S] = maxϕ−minϕ−max |ϕ| ≥ c.
Let us now assume that l(ϕ) ≥ 3. Let T = (τi) be an optimal sequence for (ϕ, Sl(ϕ)−1), increasingly
ordered so that ‖ϕ‖[Sl(ϕ)−1 ] =
˛˛˛Pl(ϕ)−2
i=0 (−1)
i · ϕ∗(τi)
˛˛˛
. The key point of the proof relies in understanding
where to place τ0, τ1, . . . , τl(ϕ)−2, in order to achieve optimality.
First of all, we can assume that
i) the only repeated point in the sequence T is b
since consecutive points appear with opposite weights, and that
ii) each τi belongs to {t0, t1, . . . , tl(ϕ)−1} ∪ {a, b}.
Indeed, if statement ii) were false we could easily find a better sequence than T by using the monotonicity
of ϕ∗ outside the set {t0, t1, . . . , tl(ϕ)−1}, and hence T would not be optimal.
Now, let us note that τl(ϕ)−1 = b, since τl(ϕ)−1 is the first dummy point of T ∈ T
`
ϕ, Sl(ϕ)−1
´
(recall
Definition 4.6). Therefore, if τ0 = a we obtain
l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi) = −
l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi+1)
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because ϕ∗(a) = ϕ∗(b) = 0. Hence, possibly by replacing the optimal sequence (τi) with the new optimal
sequence (τi+1), we can substitute ii) with
iii) each τi belongs to {t0, t1, . . . , tl(ϕ)−1} ∪ {b}.
Possibly changing ϕ with −ϕ, we can assume that
iv)
Pl(ϕ)−2
i=0 (−1)
i · ϕ∗(τi) ≥ 0.
Now, two mutually exclusive cases are possible:
A) ϕ∗ is increasing in [a, t0];
B) ϕ∗ is decreasing in [a, t0].
We can prove the following property (in the following we shall set tl(ϕ) = b):
v-A) In case A) for each i with 0 ≤ i ≤ l(ϕ) − 2, exactly one index j exists such that 0 ≤ j ≤ l(ϕ) and
τi = tj. Furthermore, i− j is even.
The new statement is that i−j is even. In order to prove v-A) by contradiction, let us assume that i is even
and j is odd. Since A) holds and j is odd, ϕ∗ is decreasing in [tj−1, tj ] (this follows from the definition
of minimal separating set). Although ϕ∗ may be not strictly decreasing in [tj−1, tj ], the definition of
minimal separating set for ϕ∗ implies that ϕ∗(tj) < ϕ
∗(tj−1). Hence (−1)
i · ϕ∗(τi) = ϕ
∗(tj) < ϕ
∗(tj−1) =
(−1)i · ϕ∗(tj−1). Now, let us assume that i is odd and j is even. Since A) holds and j is even, ϕ
∗ is
increasing in [tj−1, tj ]. Hence (−1)
i · ϕ∗(τi) = −ϕ
∗(tj) < −ϕ
∗(tj−1) = (−1)
i · ϕ∗(tj−1). Therefore, if i and
j did not have the same parity the sequence T would not be optimal, since (−1)i ·ϕ∗(τi) < (−1)
i ·ϕ∗(tj−1)
and we could obtain a better sequence by redefining τi = tj−1. This proves that i− j is even, in case A).
Moreover, we can prove the following property (once again, we shall set tl(ϕ) = b):
v-B) In case B) for each i with 0 ≤ i ≤ l(ϕ) − 2, exactly one index j exists such that 0 ≤ j ≤ l(ϕ) and
τi = tj. Furthermore, i− j is odd.
The new statement is that i− j is odd. In order to prove v-B) by contradiction, let us assume that both i
and j are even. Since B) holds and j is even, ϕ∗ is decreasing in [tj−1, tj ] (this follows from the definition
of minimal separating set). Although ϕ∗ may be not strictly decreasing in [tj−1, tj ], the definition of
minimal separating set for ϕ∗ implies that ϕ∗(tj) < ϕ
∗(tj−1). Hence (−1)
i · ϕ∗(τi) = ϕ
∗(tj) < ϕ
∗(tj−1) =
(−1)i ·ϕ∗(tj−1). Now, let us assume that both i and j are odd. Since B) holds and j is odd, ϕ
∗ is increasing
in [tj−1, tj ]. Hence (−1)
i · ϕ∗(τi) = −ϕ
∗(tj) < −ϕ
∗(tj−1) = (−1)
i · ϕ∗(tj−1). Therefore, if i and j had
the same parity the sequence T would not be optimal, since (−1)i ·ϕ∗(τi) < (−1)
i ·ϕ∗(tj−1) and we could
obtain a better sequence by redefining τi = tj−1. This proves that i− j is odd, in case B).
Properties v-A) and v-B) imply that both in case A) and in case B)
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v) for each i with 0 ≤ i ≤ l(ϕ) − 2, exactly one index j exists such that 0 ≤ j ≤ l(ϕ) and τi = tj .
Furthermore, if i is even then ϕ∗(tj) > ϕ
∗(tj−1), while if i is odd then ϕ
∗(tj) < ϕ
∗(tj−1) (here we set
t−1 = a).
Indeed, if i is even and A) holds property v-A) implies that j is even, so that ϕ∗ is increasing in
[tj−1, tj ]. If i is even and B) holds property v-B) implies that j is odd, so that ϕ
∗ is increasing in [tj−1, tj ].
If i is odd and A) holds property v-A) implies that j is odd, so that ϕ∗ is decreasing in [tj−1, tj ]. If i is
odd and B) holds property v-B) implies that j is even, so that ϕ∗ is decreasing in [tj−1, tj ]. In summary,
if i is even then ϕ∗ is increasing in [tj−1, tj ], while if i is odd then ϕ
∗ is decreasing in [tj−1, tj ]. This proves
property v).
Now we can prove that
vi) τl(ϕ)−3 6= b (and hence τi 6= b for every i ≤ l(ϕ)− 3).
In order to check vi), let us proceed by contradiction and assume that τl(ϕ)−3 = b. Note that necessarily
τl(ϕ)−2 = τl(ϕ)−1 = b. Since the number of points τi that are different from b is at most l(ϕ) − 3, at least
three points of the separating set {t0, t1, . . . , tl(ϕ)−1} do not coincide with any τi. Let us consider the largest
index k ≤ l(ϕ) − 1 such that tk does not belong to the set {τi}. Since, by definition, tk+1 ∈ {τi}, v-A)
and v-B) imply that tk−1 does not belong to the set {τi}. Indeed, properties v-A) and v-B) guarantee
that for every index i the points τi and τi+1 are separated by an even number of points tj (possibly 0).
Let us define ι¯ = min {i : τi = tk+1} (we set tl(ϕ) = b) and consider the sequence T
′ = (τ ′i) obtained by
setting τ ′i = τi if i < ι¯, τ
′
ι¯ = tk−1, τ
′
ι¯+1 = tk and τ
′
i = τi−2 if i ≥ ι¯+ 2. In other words T
′ differs from T for
the insertion of the pair of points tk−1 and tk. Since τι¯ = tk+1 with ι¯ ≤ l(ϕ) − 3, by applying v) we have
ϕ∗(tk+1) > ϕ
∗(tk) if ι¯ is even, and ϕ
∗(tk+1) < ϕ
∗(tk) if ι¯ is odd. As a consequence, ϕ
∗(tk−1) > ϕ
∗(tk) if ι¯
is even, and ϕ∗(tk−1) < ϕ
∗(tk) if ι¯ is odd. Therefore, both for ι¯ even and for ι¯ odd we get
(−1)ι¯ϕ∗(τ ′ι¯) + (−1)
ι¯+1ϕ∗(τ ′ι¯+1) = (−1)
ι¯
“
ϕ∗(tk−1)− ϕ
∗(tk)
”
> 0.
Therefore, we have that
l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi) =
ι¯−1X
i=0
(−1)i · ϕ∗(τi) +
l(ϕ)−2X
i=ι¯
(−1)i · ϕ∗(τi) =
=
ι¯−1X
i=0
(−1)i · ϕ∗(τ ′i) +
l(ϕ)X
i=ι¯+2
(−1)i · ϕ∗(τ ′i) <
<
l(ϕ)X
i=0
(−1)i · ϕ∗(τ ′i),
contradicting the optimality of T . Hence property vi) is proved.
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The previous property vi) shows that
˘
τ0, τ1, . . . , τl(ϕ)−3
¯
⊆
˘
t0, t1, . . . , tl(ϕ)−1
¯
, and hence exactly
l(ϕ) − 2 points in the separating set must belong to the set
˘
τ0, τ1, . . . , τl(ϕ)−3
¯
. From all this we deduce
that the only dispositions allowed for τ0, τ1, . . . , τl(ϕ)−2 are the following ones:
1. τ0 = t1, τ1 = t2, . . . , τl(ϕ)−2 = tl(ϕ)−1;
2. τ0 = t0, τ1 = t1, . . . , τl(ϕ)−2 = tl(ϕ)−2;
3. an index k with 1 ≤ k ≤ l(ϕ)− 1 exists such that
˘
t0, . . . , tl(ϕ)−1
¯
=
˘
τ0, . . . , τl(ϕ)−3
¯
∪ {tk−1, tk}.
The first two cases happen when τl(ϕ)−2 6= b, the last case when τl(ϕ)−2 = b. Note that if τl(ϕ)−2 6= b,
exactly l(ϕ) − 1 points in the separating set must belong to the set
˘
τ0, τ1, . . . , τl(ϕ)−2
¯
, and recall once
again that for every index i the points τi and τi+1 are separated by an even number of points tj (possibly
0). Hence the only tj ’s that can miss in the set
˘
τ0, τ1, . . . , τl(ϕ)−2
¯
are t0 and tl(ϕ)−1. This observation
produces the cases 1 and 2. If τl(ϕ)−2 = b a gap of two consecutive tj ’s is possible, implying the case 3.
In the first case, since sign(ϕ∗(t0)) = sign
“Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti)
”
(we can easily verify this equality
both in the cases A) and B)) and c ≤ |ϕ∗(t0)| ≤ ‖ϕ‖[S1] ≤ ‖ϕ‖[Sl(ϕ) ], we have that
‖ϕ‖[Sl(ϕ)−1 ] =
˛˛˛˛
˛˛l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi)
˛˛˛˛
˛˛ =
˛˛˛˛
˛˛l(ϕ)−1X
i=1
(−1)i · ϕ∗(ti)
˛˛˛˛
˛˛ =
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)− ϕ
∗(t0)
˛˛˛˛
˛˛ =
=
˛˛˛˛
˛˛
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)
˛˛˛˛
˛˛− |ϕ∗(t0)|
˛˛˛˛
˛˛ = ˛˛˛ ‖ϕ‖[Sl(ϕ)] − |ϕ∗(t0)|˛˛˛ = ‖ϕ‖[Sl(ϕ)] − |ϕ∗(t0)| ≤ ‖ϕ‖[Sl(ϕ)] − c.
In the second case, the claim is proved analogously, since c ≤
˛˛
ϕ∗(tl(ϕ)−1)
˛˛
≤ ‖ϕ‖[S1] ≤ ‖ϕ‖[Sl(ϕ)] and
sign
“
(−1)l(ϕ)−1ϕ∗(tl(ϕ)−1)
”
= sign
0@l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)
1A .
This last equality immediately follows from the equality sign(ϕ∗(t0)) = sign
“Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti)
”
, by
substituting the function ϕ∗(t) with the function (−1)l(ϕ)−1ϕ∗(−t) and inverting the order of the points
in the separating set.
Therefore, in case 2 we have that
‖ϕ‖[Sl(ϕ)−1 ] =
˛˛˛˛
˛˛l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi)
˛˛˛˛
˛˛ =
˛˛˛˛
˛˛l(ϕ)−2X
i=0
(−1)i · ϕ∗(ti)
˛˛˛˛
˛˛ =
=
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)− (−1)
l(ϕ)−1ϕ∗(tl(ϕ)−1)
˛˛˛˛
˛˛ =
=
˛˛˛˛
˛˛
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)
˛˛˛˛
˛˛− ˛˛ϕ∗(tl(ϕ)−1)˛˛
˛˛˛˛
˛˛ ≤ ‖ϕ‖[Sl(ϕ)] − c.
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Finally, in case 3,
‖ϕ‖[Sl(ϕ)−1 ] =
˛˛˛˛
˛˛l(ϕ)−2X
i=0
(−1)i · ϕ∗(τi)
˛˛˛˛
˛˛ =
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)−
“
(−1)k−1ϕ∗(tk−1) + (−1)
kϕ∗(tk)
”˛˛˛˛˛˛ =
=
˛˛˛˛
˛˛
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)
˛˛˛˛
˛˛− ˛˛˛(−1)k−1ϕ∗(tk−1) + (−1)kϕ∗(tk)˛˛˛
˛˛˛˛
˛˛ ≤ ‖ϕ‖[Sl(ϕ) ] − c,
because
sign
“
(−1)k−1ϕ∗(tk−1) + (−1)
kϕ∗(tk)
”
= sign
0@l(ϕ)−1X
i=0
(−1)i · ϕ∗(ti)
1A
(as can be easily verified both in case A) and in case B)) and
c ≤
˛˛˛
(−1)k−1ϕ∗(tk−1) + (−1)
kϕ∗(tk)
˛˛˛
≤ ‖ϕ‖[S2] ≤ ‖ϕ‖[Sl(ϕ) ].
An immediate consequence of the previous lemma is the following result, allowing us to deduce the
value of l(ϕ) from the knowledge of the standard RPI-norms ‖ϕ‖[Sn], n ≥ 1, when ϕ is piecewise monotone
and belongs to C1c (R).
Corollary 5.5. Let ϕ 6= 0 be a piecewise monotone C1-function with compact support. The value l(ϕ) is
equal to the smallest integer N such that ‖ϕ‖[SN ] = ‖ϕ‖[Sn] for every n ≥ N .
In the following lemma, we consider the pairs (ϕ, Sel(ϕ)) varying e, and we show that for e small enough
they all admit the same optimal sequence.
Lemma 5.6. Let ϕ 6= 0 be a piecewise monotone C1-function with compact support. LetW =
˘
t0, . . . , tl(ϕ)−1
¯
be an (increasingly ordered) minimal separating set for ϕ∗. For every e = (ε0, . . . , εl(ϕ)−1) ∈ R
l(ϕ)
with maxi |εi| < min
n
c
2·l(ϕ)·max |ϕ|
, 1
o
, it holds that (t0, . . . , tl(ϕ)−1, b, b, b, . . .) is an optimal sequence for`
ϕ, Sel(ϕ)
´
, i.e. ˛˛˛˛
˛˛l(ϕ)−1X
i=0
“
(−1)i + εi
”
· ϕ∗(ti)
˛˛˛˛
˛˛ = ‖ϕ‖hSe
l(ϕ)
i .
Proof. First of all we note that c > 0 by definition. Let us consider the finite set J (Sel(ϕ)) of all maximal
open intervals of R where
dSe
l(ϕ)
dt
does not vanish. Since max |εi| < 1, we have that J (S
e
l(ϕ)) = {Ji}i∈I ,
where Ji = (−1 + 2i, 1 + 2i), I = {0, . . . , l(ϕ)− 1}, and S
e
l(ϕ)
˛˛
1+2i
−1+2i = (−1)
i + εi.
Consider an optimal sequence for
`
ϕ, Sel(ϕ)
´
, T = (τ0, . . . , τl(ϕ)−1, b, b, b, . . .) (increasingly ordered). As
we have already done in the proof of Lemma 5.4, we can assume that {τi} ⊆ W ∪ {a, b}, and that the only
repeated point in T is b. We claim that necessarily (τ0, . . . , τl(ϕ)−1) = (t0, . . . , tl(ϕ)−1). Otherwise, either
at least one point at the beginning of
`
τ0, . . . , τl(ϕ)−1
´
is equal to a, or at least one point at the end of the
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same l(ϕ)-tuple is equal to b. In this case
˘
τ0, . . . , τl(ϕ)−1
¯
−{a, b} is properly included in
˘
t0, . . . , tl(ϕ)−1
¯
,
so that
˛˛˛Pl(ϕ)−1
i=0 (−1)
iϕ∗(τi)
˛˛˛
≤ ‖ϕ‖[Sl(ϕ)−1], since ϕ
∗(a) = ϕ∗(b) = 0. Hence Lemma 5.4 implies that˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)iϕ∗(ti)
˛˛˛˛
˛˛−
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)iϕ∗(τi)
˛˛˛˛
˛˛ = ‖ϕ‖[Sl(ϕ)] −
˛˛˛˛
˛˛l(ϕ)−1X
i=0
(−1)iϕ∗(τi)
˛˛˛˛
˛˛ ≥ ‖ϕ‖[Sl(ϕ)] − ‖ϕ‖[Sl(ϕ−1)] ≥ c
and thus˛˛˛˛
˛˛l(ϕ)−1X
i=0
“
(−1)i + εi
”
· ϕ∗(ti)
˛˛˛˛
˛˛−
˛˛˛˛
˛˛l(ϕ)−1X
i=0
“
(−1)i + εi
”
· ϕ∗(τi)
˛˛˛˛
˛˛ ≥ c− 2 · l(ϕ) ·max |ϕ| ·maxi |εi| > 0,
contradicting the optimality of the sequence T .
We now show that the standard RPI-norms of ϕ with respect to Sel(ϕ) allow us to obtain the values of
ϕ at the points of each minimal separating set.
Lemma 5.7. Let ϕ 6= 0 be a piecewise monotone C1-function with compact support. Let us consider an (in-
creasingly ordered) minimal separating set W =
˘
t0, . . . , tl(ϕ)−1
¯
for ϕ∗. For every e = (ε0, . . . , εl(ϕ)−1) ∈
R
l(ϕ) with maxi |εi| < min
n
c
2·l(ϕ)·max |ϕ|
, 1
o
it holds that
1. the function ‖ϕ‖h
Se
l(ϕ)
i is differentiable in the variables ε0, . . . , εl(ϕ)−1;
2. ϕ∗(ti) = s ·
∂
∂εi
‖ϕ‖h
Se
l(ϕ)
i(0) for 0 ≤ i ≤ l(ϕ)− 1, where s is the sign of Pl(ϕ)−1i=0 (−1)i · ϕ∗(ti).
Proof. From Lemma 5.6 it follows that for every e = (ε0, . . . , εl(ϕ)−1) ∈ R
l(ϕ) with |ε0|, . . . , |εl(ϕ)−1| <
min
n
c
2·l(ϕ)·max |ϕ|
, 1
o
it holds that ‖ϕ‖h
Se
l(ϕ)
i =
˛˛˛Pl(ϕ)−1
i=0
`
(−1)i + εi
´
· ϕ∗(ti)
˛˛˛
. As a consequence, the
function ‖ϕ‖h
Se
l(ϕ)
i is differentiable in each variable εi and
∂
∂εi
‖ϕ‖h
Se
l(ϕ)
i(0) = s · ϕ∗(ti)
for 0 ≤ i ≤ l(ϕ)− 1, where s is the sign of
Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti) (note that s does not depend on e).
We are now ready to prove that given a piecewise monotone C1-function ϕ with compact support, it is
possible to construct a piecewise polynomial almost sigmoidal C1-function ϕˆ such that ϕˆ approximates ±ϕ
in the total variation norm up to reparametrization, and ‖ϕ‖ = ‖ϕˆ‖ for any RPI-norm on AS1(R). The
key point here is that this construction is based just on the knowledge of the values taken by the standard
RPI-norms at ϕ. In other words, the RPI-norms of piecewise monotone functions in C1c (R) are determined
by the standard RPI-norms.
Theorem 5.8 (Reconstruction Theorem for piecewise monotone functions in C1c (R)). Assume
that ϕ is a piecewise monotone C1-function with compact support. Let e = (ε0, . . . , εl(ϕ)−1) ∈ R
l(ϕ), where
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|ε0|, . . . , |εl(ϕ)−1| ≤ ε. If 0 < ε < min
n
c
2·l(ϕ)·max |ϕ|
, 1
o
we can define the piecewise polynomial C1-functionbϕ ∈ AS1(R) by setting
bϕ(t) = ∂‖ϕ‖hSel(ϕ)i
∂εl(ϕ)−1
(0) · S(t) +
l(ϕ)−1X
j=1
0@∂‖ϕ‖hSel(ϕ)i
∂εl(ϕ)−j−1
(0)−
∂‖ϕ‖h
Se
l(ϕ)
i
∂εl(ϕ)−j
(0)
1A · S(t− 2j),
so that the following statements hold:
1. there exists an orientation-preserving C1-diffeomorphism h : R → R such that either Vϕ◦h−bϕ ≤ ε or
V−ϕ◦h− bϕ ≤ ε;
2. ‖ϕ‖ = ‖bϕ‖ for any RPI-norm on AS1(R).
Proof. Let us assume ϕ 6= 0, otherwise the claims are trivial. Let
˘
t0, t1, . . . , tl(ϕ)−1
¯
be a minimal
separating set for ϕ∗, with t0 < t1 < . . . < tl(ϕ)−1. By applying Lemma 5.7, for i = 0, . . . , l(ϕ) − 1,
ϕ∗(ti) = s ·
∂‖ϕ‖[Se
l(ϕ)
]
∂εi
(0), with s = sign
“Pl(ϕ)−1
i=0 (−1)
i · ϕ∗(ti)
”
. Thus, the norms ‖ϕ‖[Se
l(ϕ)
] (varying e)
allow us to determine, up to the sign, the value of ϕ∗ at the points t0, t1, . . . , tl(ϕ)−1. Furthermore, we have
that
s · bϕ(t) = ϕ(−tl(ϕ)−1) · S(t) + l(ϕ)−1X
j=1
`
ϕ(−tl(ϕ)−j−1)− ϕ(−tl(ϕ)−j)
´
· S(t− 2j).
We observe that ϕ is monotone in each of the intervals (−∞,−tl(ϕ)−1], [−tl(ϕ)−1,−tl(ϕ)−2], . . . , [−t1,−t0],
[−t0,+∞). From Proposition 2.16 it follows that for any ε > 0 there exist an AS
1(R) function ϕε and an
orientation-preserving C1-diffeomorphism h : R→ R such that Vϕε−ϕ ≤ ε and ϕε ◦ h = s · bϕ. Therefore,
Vs·(ϕ◦h)−bϕ = Vϕ◦h−s·bϕ = Vϕ◦h−ϕε◦h = Vϕ−ϕε ≤ ε,
proving the first claim. Furthermore, by the Bounding Lemma,˛˛˛
‖ϕ‖ − ‖bϕ‖˛˛˛ = ˛˛˛‖s · (ϕ ◦ h)‖ − ‖bϕ‖˛˛˛ ≤ ‖s · (ϕ ◦ h) − bϕ‖ ≤ Vs·(ϕ◦h)−bϕ · ‖S‖ ≤ ε · ‖S‖.
Thus, passing to the limit for ε tending to 0, also the second claim is proved.
6 Open problems and conclusions
In this paper we have studied the main properties of the reparametrization invariant norms on AS1(R),
focusing the key role of standard RPI-norms. We have proved that these norms allow for the reconstruction
of any piecewise monotone C1-function with compact support up to reparametrization, so determining the
value of any other RPI-norm on the same function.
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However, many problems remain open. First of all the theory has been developed just for the space
AS1(R) and our last results require also to assume that the considered functions are piecewise monotone
and have compact support. The extensions to less regular spaces could be desirable.
Another interesting extension could be the passage from spaces of functions defined on R to spaces
of functions defined on Rn or a closed manifold. We notice that in the case of a closed manifold M the
extension could be intertwined with the study of the topology of M, requiring to substitute the role of the
Dirac delta with other distributions.
Moreover, we have left open the question about the existence of reparametrization invariant norms not
obtainable as sup of standard RPI-norms.
We postpone the research on these issues to other papers.
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