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I. INTRODUCTI~K 
I.et the coefficients a, b, c, d, e, f of the polynomial 
p(zo, w’) E aw’2 + bww’ + cw’ + dw’ $- ew -k f iI> 
be given as elements of an ordinary differential Geld E in which 1 + 1 9~ 0 and 
a f 0. We shall show that: under certain conditions, the problem of solving 
the nonlinear first-order differential equation P(zo, w’) = 0 can be reduced to 
the problem of solving a linear first-order differential. equation. Indeed, we shall 
show that a whole class of equations listed by E. Kamke [4] fits into our scheme. 
Our work is based on the theorems and transformations of [2]. Our results 
might be contrasted with those for the Riccati equation 
cw’ + dzo” + ezu + f = 0, with c f 0 and d # 0, 
in which a substitution is used to obtain a linear second-order differential 
equation. 
2. SUMMARY 
For several applications, we shall use the identity 
4aP(W, w’) -Fz (S(w, zu’))” + F(w), c-J.> 
where S(W, zo’) E 2aw’ + bw + C, F(w) E A& t A@ i -G, and 
A, = 4ad - b’, A, = 4ae - 2bc, A, = 40-f - c’. 
In particular, when 01, p, y, 8, 5 are elements in E such that 
F(w) = P(yzu - ol)(Szr, - p) and [(c&3 - /3y) f 0, 
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a formula of [2, p. 4631 yields 
4a(yt2 + S)4 P ( ;;; ; ; , ($$)‘) = R(t, t’) R(-t, -t’), 
where 
R(t, t’) = 4a(cx6 - j3y)tt’ + c4t* + c3t3 + c&2 + c,t + co , 
c, = 2a(a!‘y - ay’) f bay + cy*, 
co = 2a(p’S - j3S’) + b@ + c@, 
c2 = 2a(a’S - as’ + ,Yy - /3y’) + b(arS + /3~) + 2~8, 
c, = - ~<(a8 - py), and c, = - S[(aS - &), 
Then, as a consequence of [2, Theorem 21, each solution w,, in E of P(w, w’) = 0 
and F(w) # 0 is given by 
as t, ranges over the nonzero solutions in E of R(t, t’) = 0 and rt2 + 6 # 0. 
We have discovered that: if each root of F(w) is a solution of P(w, w’) = 0, then 
R(t, t’) = 0 can be replaced by a linear first-order differential equation and the 
polynomial F(w) divides the polynomial 
G@o) E (2bA2 - 2~~4;) W* + (24 + bA, - 2akJw + (CL& - 2a-4;). 
In Theorem 3 of the next section, we reformulate this result and show that the 
solutions of P(w, 70') = 0 can be obtained explicitly whenever F(w) divides 
(G(w))“. 
3. SOLUTIONS OF P(w,w') = 0 
PROPOSITION 1. Suppose o and 7 are elements in E such that 
2ao’+ba=O,a~O,and2ar’+br+c=O. (3) 
Then, the substitution w = o-y + 7 relates the solutions in E of P(w, w’) = 0 
to the solutions in E of 
Y’” + (&) y* + ( ‘“e; 4 ) y + p* +--& + 4l ) = 0. 
@) 
PYOO~. Set Q(y, y’) E 4aP(oy + 7, (oy + 7)‘). Then, for w,, and y0 in E 
related by w, = uy,, + 7, we have P(w,, , wh) = 0 if and only if Q(y, , yh) = 0. 
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Formulas (2) and (3) yield 
Q(y, y’) = (2a(cry + 7)’ + b(uy + T) + c)? + F(uy -j- T) 
SE (2a9’)’ + &+J’ + (2&&T + z*l,)Uy t-~ F(T). 
We rewrite Q(y, y’) = 0 in the form (4) to complete the proof. 
TI-EOREM 1. Suppose A, # 0; suppose r, and r.) are distinct roots in E ojF(w) 
which al-e solutions of P(w, zu’) = 0; suppose 17 and 0 aFe ekments in E such that 
q? = - A,/4a”-, 0’ - qf3 = 0, and 6 f 0. Thez, except for rl and y2 , the sdutiom 
of P(w, w’) = 0 iv B are 
where C is any nonzero constant in E. 
Proof. Because of (2), we note that (3) is satisfied for cr = Y? - rl and T = ?1 . 
Then, in Proposition 1, the solutions r1 and r2 of P(w, w’) = 0 yield solutions 
0 and 1 of (4). Hence, (4) can be rewritten as 
Yf2 - q’y(y - 1) = 0. (6) 
To (6), we apply the substitutiony = (& +- p)/(rt* $ 8) of Section 2 for B, = 0, 
/3 = 1, y = -- 1, 8 = 1, and 5 = 2~; the transformed equation R(t, t’) = 0 is 
2t(2t’ + @ - q) = 0. The solutionsy, f 0, 1 of (6) correspond to the solutions 
to + - I., 1 of 2t’ i- 7p2 - 77 = 0. We set t = 1 -\ (l/u) for u0 -+ - 312 and 
u = (v - I.)/2 for o,, f 0 to obtain v’ - 77~ = 0. Thus, an element wg # r, , r3 
is a solution in E of P(w, w’) = 0 if and only if z+, = CB, for some nonzero 
constant C in E, and 
wg - T1 1 uo2 1 r 
( )1\ ) 
1 
___ == -yo = to” _ l 
y1 - p2 
-=-z ,4 
2u, i 1 
ao+2- _- 
Go, 2’ 
This yields (5) and completes the proof. 
THEOREM 2. Suppose A, = 0, A, f 0, and rl , 0, [ are elements in E such 
that F(P~) = 0, P(Y, , I-;) = 0, 2m’ + ho = 0, ci + 0, ad (‘2 = - A,~ifj&. 
Then, except for ~~ , the solutions of P(zu, zu’) = 0 in E are 
wo = u(.$ + c>e + 71 ) (7) 
where C is any constant in E. 
hoof. For this 0 and for 7 = r1 , (3) is satisfied and (4) can be rewritten 
as y’” -- 4py = 0. The method of Section 2 withy = t2 leads to 4t(t’ - 6’) = 0. 
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For w0 f pi , both y,, and t, are nonzero and t, = t + C. This yields (7) and 
completes the proof. 
Singular solutions are defined in [4, p. 1551. Since S(w, w’) is the formal 
partial derivative with respect to 93’ of P(zo, ZU’), a solution of P(zu, w’) = 0 is 
singular if and only if it is also a solution of S(w, w’) = 0. Moreover, because 
of (2), we see that: an element in E is a singular solution of P(w, w’) = 0 if and 
only if it is both a solution of S(zo, w’) = 0 and a root of Ii(w). 
PROPOSITION 2. Suppose 4A&l, - Ai # 0 and F(zu) has a root in E. Then, 
each root of F(w) in E is a singular solution of P(zu, zu’) = 0 z;f and only if F(w) 
divides G( w ) . 
Proof. We note that G(w) = (bw + c)P)(w) - 2aP(w), where 
F’(‘)(w) s 2A,w + A, and F”(w) = A;w”- + A;w + A; . (8) 
Suppose r0 is a root in E of.P(w). Then, P)(r,,) f 0 and 
0 = (F(r,))’ = (F’l’(r,,)) r; + FD(rO). 
Thus, 2ari + bra f c = 0 and (br, + c)F(l)(rJ - 2aFD(r,) = 0 are equivalent 
conditions on r0 . In other words, we have S(Y,, , r6) = 0 if and only if G(ra) = 0. 
Since F(w) has no multiple roots, this yields the conclusion of the proposition 
and completes the proof. 
Let l?i be the set of those elements in an algebraic closure E of E which are 
separable over E. Then, E, is a subfield of i? and, by [I, pp. 139-1401, there is 
a unique derivation for El to make El a differential field extension of E. Since 
each quadratic equation over El has a root in EL , we can replace E throughout 
by El to simplify various statements. 
THEOREM 3. To solve P(w, w’) = 0 when F(w) divides (G(w))g, it is suficie?zt 
to solve linear first-order differential equatims. 
Proof. We replace E by & and consider three cases. When 4A,A, - AZ2 + 0 
and A, F 0, Theorem 1 yields the conclusion. When A, = 0 and A, # 0, 
Theorem 2 yields the conclusion. When 4A,A, - A,” = 0, there is a polynomial 
H(w) of degree < 1 in zu such that 
F(w) := - (H(w))“. 
Then, S(w, ZU’) + H(w) = 0 and S(w, w’) - H(w) = 0 are linear first-order 
differential equations and, as (2) shows us, their combined solutions are the 
solutions of P(zu, w’) = 0. This completes the proof. 
Examples to illustrate Theorems 1, 2, and 3 are given in Section 5. 
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4. A CONDITION FOR P’ + XP TO BE REDUCIBLE 
We proceed to give another condition on P(w, zu’) which is equivalent to the 
condition that F(w) divide G(w). This will lead to a different method to solve 
P(w, M’) = 0 which we describe later in this section and. illustrate with examples 
in Section 5. 
Let us write P’ + hP for (P(w, w’))’ + XP(w, zu’), where 
(P(Wl w’))’ z (S(w, w!)) wN -j- (a’ + h) w’“0 + (0’ + 2d) zuw’ 
+ (c’ + e) w’ + cl’w’ + e’w + f’ (9) 
and h is an element in E. Formula (9) shows that P’ + hP is expressible as the 
product of two differential polynomials each of positive order if and only if 
S(zu, w’) divides P’ + AP. 
THEOREM 4. There exists an element X such that P’ f hP is reducible if and 
o&y if F(w) divides G(w). Rloreover, when F(w) $0 and F(w) dzkides G(w): 
P’ + XP is reducible if and only ;f X is the unique element in E which satisJies 
G(w) se (2ah - 2a’)F(zu). !W 
Proof. We have (F(w))’ = (F(l)(w))w + FD(w), where Fm(wj and FD(w) are 
defined in (8). For any element X in E, we use (2) to obtain 
4u(P’ + XP) = (4aP)’ $- (4aA - 4a’)P 
= 25’S’ + zu’F(l) + FD + (A - (a’/a)>(9 -k F) 
3 S(2S’ + (h - (a’#h))S) f w%(l) + FD +- (A - (a’,/a))F- 
Hence, S divides P’ + hP if and only if 2aw’ + bw + c divides the differentia! 
polynomial (F(l)(w))w’ + FD(w) + (X - (a’/u))F(w). We eliminate w’ to verify 
the latter occurs if and onIy if 
2a(FD(w) + (A - (a’/u))F(w)) s (bzu + c)F(l)(w). (11) 
Because we have G(zu) = (bw + c)F(l)(wj - 2aFD(w), (11) is equivalent to (10). 
Thus, P’ + XP is reducible if and only if (10) is satisfied. Since the degree of 
G(w) can not exceed the degree of F(m), (10) is satisfied for some X in E if and 
only if F(w) divides G(w). This completes the proof. 
When X in E satisfies (lo), the proof of Theorem (4) yields 
(P(w, .zu’))’ + hp(w, w’) = S(w, z~‘)T(w, w’, w”), u21 
where 
T(w, w’, ~0”) = (1/8a2)(4a(S(w, ~0’))’ + (2aX - 2a’)S(z0, w’) + F(l)(zo)). 
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In the remainder of this section, we present a solution procedure for 
P(w, w’) = 0 which is based on (12). It is illustrated in Examples 1, 2, and 3 
of the next section. 
Suppose X in E satisfies (10) and suppose #r , #a , #a are elements in E such 
that && - &#, # 0 and each solution in E of T(w? zd, w”) = 0 is given by 
wo = &A + K&z + $2 (13) 
as Kl and Kz range over the constants in E. Then, (12) shows that each non- 
singular solution in E of P(zu, w’) = 0 is expressible in the form (13). Relative 
to the 3 x 3 matrices 
@=bIFF] and Y=[i!y], 
we define a quadratic form g(X, , X, , X,) in X, , X, , Xa over E by 
k(x, 7 x2 7 -%)I = K I x, > -m~=w[x, 2 x2 , -&I’ 
so that the substitution of ws from (13) into P(w, w’) yields 
PYWO Y 41 = [w;, 1 wo , 11@[4 ,200 , 11 T = [g(K, , K, , I)]. 
Thus, an element given by (13) is a solution of P(w, w’) = 0 if and only if 
gW,,K,,l)=O. 
There exists a nonzero element ,u in E such that pg(Xr , Xa ~ X,) has constant 
coefficients. Namely, due to a + 0 and det Y f 0, YrdiY is not the zero matrix 
and two constants kl , k, exist in E such that g(k, , k, , 1) # 0. We set 
and use (12) to obtain ,u’ = &L and 
(&‘G 3 k; 3 1))’ = p((g(K, K, , 1))’ + )Ig(K, 1%2 , 1)) = o, 
for all constants Kl and K2 in E. Hence, the coefficients of pg(X, , X2 , X,) are 
constants. 
We note that det CD = (4AsA4 - L4aa)/(64a) and det (Yr@Y) = (det @)(det Yu)e. 
Therefore, the quadratic form g(X, , X, , X,) is not reducible over any field 
extension of E if and only if 4A,A, - A a2 + 0. Of course, we are primarily 
interested in the case where 4A,A, - A,” f 0. 
Suppose 4A,A, - A: f 0 in addition to (12). When A, # 0, (5) and 
Theorem I yield +I , zJ2 , & such that g(K, , K2, I) = 0 is equivalent to 
K,K, - I = 0. When A, = 0, (7) and Theorem 2 specify #r , #a , z+& so that 
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g(K1 , K, , 1) = 0 is equivalent to Kr 2 - K2 = 0. Moreover, if r,, is a root in 
E of F(zo), then S(r, , Y;) = 0 and 
T(r, 7 r 6 , T;) == (1 /8a2) F(‘)(r,) f 0. 
Thus, in agreement with Theorems 1 and 2, no singular soiution of P(zu, w’j = 0 
is given by (13). 
5. SEVERAL EXAMPLES 
Let E, be the ordinary differential field of meromorphic functions defined 
on a given region of the complex plane and let E,, be an algebraic closure of E0 . 
As in [l, pp. 139-1401, there is a unique derivation for &, to make J!$, a differential 
field extension of E, . Then, i?,, and E,, have the same constants. Take E = i$. 
EXAMPLE 1. Analogous to [3, p. 371, Number 4541, set 
P(w, w’) = x2w’2 - 2xww’ + (1 - $)w2 + n%?z”-, 
where z in E, satisfies a’ = 1, ~z is an integer 2_ 2, and P - l&z” - 1). We 
have F(w) = - 4n2xa(2ua - &+‘) and G(w) = (- 8z)F@). In Theorem I, we 
select rl = KY, rs = - va, 7 = n/x, and 8 = x”. The solutions of P = 0 in i$, 
are YX, - vz, and 
w. = (v/2)(C+l + (l/C)x-n’~r), for C f 0. 
Alternatively, we note that P’ + AP = ST, where A = - 2/s and 
T(zu, w’, w”) zs WI - (1 /z)W f (( 1 - ?z”)/z+u. 
The solutions of T = 0 in i& are ZU,, = K@+l -I- &B++~ and the condition 
%I ? WA) = 0 requires K,K, = G/4. 
EXAMPLE 2. For [3, p. 369, Number 4411, set 
P(w, w’) f .swQ - 4,zwzu’ - 8zw’ + 423 -j- 8w, 
where z’ = 1. We have F(w) E - 32f(z~ + 2) and G(zz) = (- 8xjF(r~j. In 
Theorem 2, we select rr = - 2, c = 2,z*, and 6 = l/z. The solutions of P = 0 
in &, are - 2 and 
w. = 2,$((1/2) + cy - 2 = 4Cz + 2cw. 
Alternatively, we find P’ + AP = ST, where X = - 2/x and 
T(w, wr, d) s.s w” - (2/.z)w’ + (2/xz)w. 
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The solutions of T = 0 in E,, are zua = K,z + l&,zx; and, p(w,, , WJ = 0 
requires Klz - SK, = 0. 
EXAMPLE 3. For [3, p. 359, Number 3941, let 4 and $ be nonconstant 
analytic functions in E,, and set 
P(w, 20’) ss W’Z - 2($‘/4)wzu’ + ((cj’/c#)” + f2)w2 - qRp. 
We have F(zu) = 4#‘a(w2 - $a) and G(w) = (- 4(+‘/+) - ~(@‘/$‘))F(zo). In 
Theorem 1, we select p1 = 4, ~a -= - 4, 7 = $‘, and 6’ = exp o $, where 
i2 = - 1. The solutions of P = 0 in ,??a re $? - 4, and 
woo = (4/2)(C@ + (l/Co)) = (+)(K, cos 0 # + Ka sin 0 #), 
for C # 0, k; = (Cs + 1)/2C, Ka = i(C2 - I)/ZC, and 2;-;” + Kaa = 1. 
Theorem 4 yields P’ + XP = ST, where X = - 2($‘/+) - 2($“@‘) and 
T(w, zu’, .w”) c w” + ( 
The solutions of T = 0 are w, = K1($) (cos 0 4) + &($) (sin 0 4); and, the 
condition P(zu, , WA) = 0 is equivalent to 1;;;’ + K22 = 1. 
Additional Examples. In [3, pp. 355-3721, there are thirty-five equations 
of the form P(w, w’) = 0 where 4-4,A, - A,” + 0 and F(w) divides G(w). They 
include the thirty irreducible equations P = 0 provided with explicit solutions 
and Numbers 400, 407? 433, 435, 454. Theorem 1 is effective for twenty of 
them and Theorem 2 is effective for the other fifteen. 
6. OTHER EQUATIONS FOR WHICH F(w) DIVIDES G(zu) 
In earlier sections, we used the condition that F(w) divides G(w) to deduce 
information about the solutions of P(zu, zu’) = 0. Here and in the next section, 
we reverse this procedure and show that: if P(w, zu‘) = 0 has five known solutions 
in E of a type to be described, then F(w) divides G(w) and all the nonsingular 
solutions in E of P(w, w’) = 0 can be obtained explicitly without further 
computation. 
Let H = [hr8] be a symmetric 3 x 3 matrix whose components are constants 
in E; and, let #i , $a , #a be elements in E such that #r& - &#a f 0. As Kl 
and Kz range over constants in E which satisfy 
h,,K,’ + 2h,,KlK2 -+ h2,Kz2 + 2h,,k; + 2h,,K, + I?,;, = 0, 
a set W of elements w, in E is specified by 
wo = k;h + f&b, -t & . 
(14) 
(15) 
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THEOREM 5. Suppose det H f 0 alld I/Tr contains at least five soluticms of 
P(w, w”) = 0. Then, each element of Wis a solution of P(w, w’) = 0; F(w) divides 
G(w); 4A,Ll, - -42 # 0; and, A, f 0 if alla? only if h,,h,, - I& + 0. 
The proof of Theorem 5 has three parts which we present as separate 
propositions. To begin, we set 
PROPOSITIOS 3. Suppose at least one of h,, , h,, , h,, is nonzero. Then, $I 
the polynomial Pl(w, w’) dejined by 
[P&D, w’)] = [w’, w, l](BTHB)[w’, W, l]rY (16) 
there exist elements a,, b, , cl , dl , e, , fi in E such that a, # 0, b, = - u; , 
P,(w, w’) E alwf2 i- b,ww’ + cIwr + dlw’ + elti’ + JI , (17) 
4(4a,d, - b,“)(4af, - crs) - (4a,e, -- 2b,c,)P = (64a,x?)(det N), (18) 
and 4a,d, - b12 = (4~;“)(h&~ - hf2). M oreover, each element of W is a solution 
of P,(w, 2~‘) = 0 and P; + h,P, is reducible -fcrr A, = - 2&/x3 . 
PTOO~. We note that a, = hllz,bz~ - 2h,,1+@, + h&;” and b, = - a; , 
Because x3 + 0, &/$J~ and z,iQ,!~~ are not constants and a, # 0. The matrix: 
BTHB is symmetric and both members of (18) equal 64a,det(BrHB). The 
determinant of the first principal 2 x 2 submatrix of BTHB equals a& - (b,“/4) 
and yields the formula for 4a,d, - b,‘. 
From ~a == K&r + K& + $~a nd wh = I;;,& + K&i + 4; , we find 
ik;xt , I;;‘,x3 , x31 T = qw; , qj , 1’1 T. (1% 
Formula (14) gives [K&a, I&x3 , xJH[li;LYs , I&a, x3]’ = [O]; thus, with (13) 
and (16), we obtain Pr(z~ , zui) -= 0, for each w0 in W. We define L,(zu, zu’) and 
Lr,fzu, w’) by 
[L, , L, ) xalT = S[w’, zu, I]= 
and use (16) to deduce [PI] G [Lr , L, , xa]E?[Lr , L, , xJT, 
if’;] fz 2[J4 , Li , xi] H[L, , L2 , ;y:JT 
and 
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Since we can verify that 
Pi + X,P, is reducible for h, = - 2xi[xa . This concludes the proof. 
Let El be a differential field extension of E such that each element in El has 
a square root in El . Set B = h,,h,, - hfz . 
PROPOSITION 4. Suppose det H f 0. Then, a nonxero constant s,, in El and 
a nonsingular 3 x 3 matrix M = [m+.,], whose components are constants ilt El 
which satisfy mS1 = 0, nzge = 0, and mz3 = 1, exist such that: the 1 x 1 matrix 
[XI 3 & 9 X,IWTHWIX,, X, , X,1’ 
is [s,(X,9 - X,X,)], when d f 0; and it is [XII1 - X,X,], when L1 = 0. 
Proof. Suppose d + 0. Then, we have 
(20) 
hIIF + 2h,,XY + h,,Y” = (,X - mY)(SX - j3Y) 
and (a8 - By)” = (016 + by)” - 4c@yS = (- 2h1JP - 4h,,hzz # 0, for suitable 
constants 01, /3, y, 6 in E, . We introduce 
and obtain, Al,‘HAll = 
for constants p, q, T, s in El with p + 0. We set hT = AJITHMl and 
1 0 i 0 1 -r:p --4P 1 OP AJaTNA!I~ = [ p 0 0 A& = to have . 
00 1 0 0 
0 1 
so 
Set Ma = diag (- s,/2p, 1, 1) and M = AIJVi&$ . Then, AI and (20) have 
the form indicated for d # 0. 
Suppose d = 0. Select 01, 6, y, 6 as constants in E such that: p and 6 are not 
both zero, ?a,,/3 + h,,6 = 0, h& + la,,6 = 0, and 016 - /3y f 0. For 
a I y P 0 P A4$ = s , we obtain MITHA!ll = 
0 0 
0 I
1 
[ 0 
0 4 
0 
4 y 
r I , 
s 
where p # 0 and r f 0. We set N = A!llTHNI , k = (42 - ps)]pl; and 
P 
to have A&TNA& = [ 0 0 0 0 
0 Y 
r 1 . 
0 
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For pz = l/p, set M, = diag (p, , -1/2r, 1) and M = M~M&s. Then, iV and 
(20) have the form indicated for A = 0. This completes the proof, 
PROPOSITION 5. Suppose det H # 0 and W contaivs at least five solutions of 
P(w, w’) = 0. Then, F(w) divides G(w); and, relative to (17), 
P(w, w’) f (n/a,)P,(zu, w’). (211 
Proof. Set Ps(w, w’) z P(w, zu’) - (u/u$‘~(zu, w’). Then, at least five 
elements of IV are solutions of Pz(m, w’) = 0 and we have 
Pz(zu, w’) = b,ww’ + cBzu’ + d2w2 + e,w + f2. 
We use Proposition 4 and write [K, , K, , l]T = &I[C, , C, , l]T to express t&e 
elements (15) in the form zoo = C,#, + C,$, + +a , where $A; - $& + 0 and 
[C, , C, , l](WHM)[C, , C, , 1-j’ = [O]. 
Suppose A # 0. Then, (22) is equivalent to C,C, - 1 = 0. We introduce 
P2 = A#2 3 we set 0 =&/p, and we substitute w = py f &, to replace 
P2(w, w’) = 0 by 
bgy’ + cay’ + d,y’ -+ e&v -j-f, = 0 (23) 
so that: for at least five nonzero constants C in E1 , (23) has solutions of the form 
y. = ce + (l/cc). w e substitute y0 in (23) and equate to zero the coefficients 
of c”, l/F, c, l/C, andltoobtaind,=O,b,=O,e,=O,c,=O,f,=O,and 
Pz(w, zu’) = 0. 
Suppose d = 0. Then, (22) yields C,Z - C, = 0. We set o = da, 4 = &/2&, 
564 = da - (9w4+ > s , and w = oy + sb4 to replace P2(zu, w’) = 0 by an equation 
of the form (23) which has solutions y0 = (5 + C)2, for at least five constants 
C in E1 . We substitute y0 in (23) and equate the coefficients of Cz, C3, C”, C, 
and 1 to zero to obtain da = 0, b8 = 0, e, = 0, c, = 0, f3 = 0, and Pz(w, w’) = 0. 
Thus, (21) is established. 
By Proposition 3, we have Pi + h,P, = SITI , for some A, in E. We set 
112 = a/a1 and X = A, - (M’/YU) to deduce 
P’ + hP E mP; f m’Pl f h,mP, - mJPl E mS,T, E ST, . 
Since P’ + hP is reducible, F(w) divides G(w). This completes the proof. 
Propositions 5 and 3 yield Theorem 5. 
&&UXPLE 4. To illustrate Theorem 5 when E = E0 and x’ = 1, we set 
P(w, w’) = (z’ + z + 1)w’” - (2x + 1)zuw’ + wo- 7 1 
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and observe that the five elements 
~~=l,~%=-1,W3=Z,W*=-~,Wg=UC-t 1 
are solutions of P = 0. Let IV be the set of elements given by 
(24) 
as Kl and K, range over the constants in E,, which satisfy 
K,” - K& + K22 - 1 == 0. (25) 
The five solutions in (24) are elements of Wand the matrix H for (25) satisfies 
det H + 0. Therefore, by Theorem 5, F(w) divides G(w) and each element 
of If7 is a solution of P = 0. Indeed, we have 
F(w) G 3w” - 4(z2 + z $ 1) and G(w) = (- 4% - 2)F(ru). 
Proposition 2 shows that the two roots in i$, of F(w) are the singular solutions 
in i?,, of P = 0. Actually, Wis the set of all nonsingular solutions in &, of P = 0; 
this is a consequence of Theorem 6 in the next section. 
7. THE SET W OF THEOREM 5 
THEOREM 6. Suppose the hypothesis of Theorenz 5 is satisjied. Then, W is the 
set of all nonsingular solutions in E of P(w, w’) = 0. 
Proof. We have (12) and 4A,A, - As2 f 0. Therefore, the nonsingular 
solutions in E of P = 0 are the common solutions in E of P = 0 and T = 0. 
We must show that these are the elements of IV. 
Since W contains at least five elements while F(w) has at most two roots in E, 
W contains at least three nonsingular solutions of P = 0. Relative to (14) 
and (15), let h(X, , X2 , X,) be the quadratic form whose coefficient matrix is H 
and let 
subject to h(Ki, , K,, , 1) = 0, be three distinct nonsingular solutions in IV of 
P = 0. Due to det H f 0, Hilbert’s Nullstellensatz [5, p. 2561 shows that 
h(X1 , Xa , 1) can not vanish at all the zeros of a linear polynomial in X1 and Xs . 
Therefore, we obtain 
IKn , JG2, 11 f C[-G , K22, 11 + (1 - C)[%, , &z, 11 
and wi - w, # C(w, - w,), for each constant C in E. ‘We use w = J’+ eu, to 
transform T(w, zu’, w”) = 0 into a homogeneous second-order linear differential 
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equation L(y, y’, y”) =I 0 for which y1 = w1 - ~a and ya = ~a - z~‘a are 
linearly independent solutions. Then, (26) shows that Q!Q and #~a re solutions 
ofL = 0. For any solution zu,, in E of T = 0, the Wronskian of w9 - ~a, #r, #us 
is zero. Thus, the solutions in E of T = 0 are given by 
as KI and Ka range over the constants of E. Let g(XI , X, , X3) be the quadratic 
form defined in terms of & , 4a , $~a by the formulas of Section 4 SO that 
for all constants KI , Kz in E. Then, the nonsingular solutions in E of P = 0 
are given by (27) subject to g(K, , & , 1) = 0. Since R’ contains at least five 
such solutions, there is a nonzero element nz in E which satisfies 
This yields the conclusion of Theorem 6 and completes the proof. 
8. UNIQUENESS FOR REPRESENTATIONS OF NONSINGULAR SOLUTIONS 
Formulas similar to (5) and (7) occurred in the proof of Proposition 5. Here, 
we give properties of uniqueness for such representations of nonsingular 
solutions. 
PROPOSITION 6. Suppose the coej’kients a, ,B, y, S, 0, p of 
fi(X) = E (0X -+ &-) + y and fa(X) = j3 (pX + &) + 6 
are elements in E for which 8’ f 0 and 01, fi, p f 0. &ppose Kl ,..., K5 are jive 
distilact nonzero constants and C, ,..., C, are nonzeTo constants in E swh that 
fi(Ci) = f.JKJ for i = l,..., 5. Then, S = y, /2 = &or, and there is a nonxero 
constant h in E which satis$es either 
p = ihi3 and fi(X) = fl(hX) cm 
m 
p = (&4/@ and f2(X) G f,((hjs')X). V?! 
Proof. Set err = (fip)/m, 0% = p&pa), a, = (6 - y)/m. Then, for i = I,..., 5, 
(Ci , KJ is a solution of 
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and the two equations obtained by differentiation of the last two formulas. 
Thus, there are constants pi , qi in E such that 
and 
,.=1 p.e+Q' z ( i 2” e’ for i= 1,2,3. 
We substitute these expressions for o, , o, , ua into (30) and use P’ # 0 to 
deduce that, for e’ = 1,. , . , 5, (Ci . Ki) is also a solution of 
and 
(PldK4 + (P143 + P&1)K3 + (P142 + P,q1+ P3P3 - 4K’ 
+ (P2q3 + PLr2F + (p2q2) = 0. 
Therefore, in the last equation, the coefficients of the powers of K are zero. 
Due to a, + 0, we have either p, f 0 or q1 f 0. 
If p, # 0, then ql = 0, q3 = 0, qz = 4/p, f 0, p, = 0, pz = 0, o3 = 0, 6 = y, 
P/W = f32 =I= NAO (Pf)/~ = ffl = (pLB)/2, /?“/a” = 1, /3 = +a, p = &hB for 
h = p,/2, and we obtain (28). 
If ql f 0, thenp, = 0, p, = 0, p, = 4/q, =i 0, q3 1 0, q2 = 0, o, = 0, 6 = y, 
p/(p) = 02 = (2Q/q1, (/+)/a: = 01 = q&%J), Pia" = 1, p = A% P = (ih)p 
for h = q,/2, and we obtain (29). This completes the proof. 
Formulas (28) and (29) correspond to the freedom of choice for 71 in Theorem 1. 
Namely, we have q2 = (- T$ and we note that a nonzero element 19 in E is a 
solution of y’ - ?ly = 0 if and only if l/B is a solution of y’ + my = 0. 
Suppose C, and K,, are nonzero constants. When (28) is satisfied, we use 
0’ # 0 to find that fr(C,) = fi(K,,) if and only if C, = hK, . When (29) is 
satisfied, we havef,(C,) =f,(K,) if and only if C, = 1 /(AK,). 
PROPOSITION 7. Suppose the coejkients a, /3, y, 6, .$, < of 
g&x) = a(( + -q' -t Y Q?Ed g&X) 5% p(5 + -Qz + 6 
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are elements in E for which f’ # 0 and 01, p # 0. Suppose Kl ,..., K5 are $ve 
distinct cmzstants and C, ,...? C5 are constants in E such that gl(Ci) = g2(K2) for 
i = I,..., 5. Then, 6 = y and th.ere me constants h # 0 and k zohidz satisfy 
P = h%, 5 = (5 + k)/h, and &X) = gs(hX -I- k). (311 
py~of- set 7. = (6 - Y + PC2 - w?)/s, -rs = (2pC)j~, -i-9 = pia. Then, for 
i = i,..., 5, (Ci , KJ is a solution of 
2[C $- C” = r2KO- + rlK + ro, (32) 
as weil as 
and the two equations obtained by differentiation of the last two formuias. 
Thus, there are constants pi , pi in E such that 
7;/5 = pi ) Ti - Pi5 = qi > 
and 7i = pi-$ + qi , for i = 0, 1,2. We substitute these expressions for -~a ) or , “z 
into (32) and use 5’ # 0 to deduce that, for i = I,..., 5, (Ci , Kij is also a 
solution of 
and 
C = t&K’ + p,K -+ p,), C” = qlK” -+ qlK -+ q0 , 
(~2~) KS 4 (2~2~1) K” + (2~0 + P,” - %j K” 
+ c&PO - %dk -I- (PO” - @of = 0. 
Therefore, in the iast equation, the coefficients of the powers of K are zero. 
We obtain pa = 0, q2 # 0 because TV # 0, q2 = px2/d, p, -f 0, p, = ‘Y!qJp, I 
q. = q:[p?, /3/a = 72 = I%+ for 11 =p,/2, 2h”5 = 7j = 2Jzt + 2hk fork = qJpl ) 
5 = (f -I- Wh, 
6 - y = ct(F + TO) - p5” = 0, 
6 == y, and (31). This completes the proof. 
For constants C, and iu, in E, (31) and 5’ + 0 yield g,(C,J = gz(KOj if and 
only if C’, = hKo + k. 
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