The diagonalization of quantum field Hamiltonians by Lee, D et al.
The diagonalization of quantum eld Hamiltonians
Dean Leea, Nathan Salwenb, and Daniel Leec
aDepartment of Physics, Univ. of Massachusetts, Amherst, MA 01003
email: dlee@physics.umass.edu
bDepartment of Physics, Harvard Univ., Cambridge, MA 02138
email: salwen@physics.harvard.edu
cPhysical Sciences Division, Bell Laboratories, NJ 07974
email: ddlee@bell-labs.com
We propose a novel approach to diagonalizing Hamiltoni-
ans that arise in non-perturbative quantum eld theory. The
technique, called the quasi-sparse eigenvector (QSE) method,
solves the problem of storing and manipulating extremely
large Fock space systems by exploiting the sparsity of the
Hamiltonian matrix. As a test problem we determine the
ground state, one-particle state, and several multi-particle
states in strongly coupled 41+1 theory and the behavior of
their energies across the phase transition. For this particular
problem the amount of memory used by the QSE method is
six orders of magnitude less than that of conventional sparse
matrix algorithms.
Non-perturbative quantum eld theory is a sub-
ject which includes interesting phenomena from several
branches of physics | for example the properties of
strongly correlated electron systems, nite density nu-
clear processes, and the connement of quarks and glu-
ons in hadrons. Not surprisingly there are many dierent
computational approaches to address these problems. At
a more general level though most of the techniques can be
categorized as using one of two computational strategies.
The rst approach is the method of Monte Carlo simula-
tion, and it has a number of attractive features. Among
the most important are that it can handle higher dimen-
sional eld theories, requires relatively little storage, and
can be performed with massively parallel computers.
The other approach is the technique of explicit diag-
onalization. The advantages of this method are that
it is immune to the fermion sign problem, can handle
complex-valued actions, and yields direct information
about the spectrum and eigenstate wavefunctions. In
principle the diagonalization approach can provide sig-
nicant detailed information about a quantum system.
In practise however few eld theories are accessible with
existing computational resources and typically only the-
ories in 1 + 1 dimensions. The diculty is that the size
of Fock space for any large volume system becomes un-
manageably large in 2 + 1 or 3 + 1 dimensions. There
has been some work to address this issue using Tamm-
Danco truncation [1], renormalization group techniques
[2] [3], and stochastic diagonalization [4], but the general
problem still remains.
To illustrate the severity of the problem let us consider
some renormalizable eld theory in a nite periodic box
with xed ultraviolet cutos and, if convenient, auxil-
iary cutos on particle number and kinetic energy. De-
tails are not important for this order of magnitude esti-
mate. Let us suppose that the 1+1 dimensional version
of this theory requires about 106 Fock states and the
corresponding Hamiltonian matrix has on average 103
possible transitions per state (i.e., 103 non-zero entries
per row or column). The 2 + 1 dimensional version of
this theory with the same cutos and box length will
then have about 1012 Fock states and 106 transitions per
state, the squares of the corresponding numbers for 1+1
dimensions. The 3 + 1 version has 1018 Fock states and
109 transitions per state. The space of Fock states is
so large that we cannot even store the components of a
single general vector.
In view of this diculty we pose the following question:
How does the Monte Carlo method avoid this problem?
The answer is that it does so by means of importance
sampling. While the space of all possible congurations
is impossibly large, one can often adequately sample the
space of important congurations. So long as the com-
plexity of the problem is not too great it should be possi-
ble to nd the solution with reasonable accuracy despite
an enormous congurational size. The next question is
whether the strategy of importance sampling can be im-
plemented in a diagonalization scheme. One hint that
this may be possible even for very large Fock space sys-
tems is the extreme sparsity of the Hamiltonian matrix.1
This idea will be explored in the following analysis.
Our starting point is an analogy with the Anderson
model of electron localization in the metal-insulator tran-
sition [5].2 The tight-binding Hamiltonian for a single







tjj0 jji hj0j : (1)
jji denotes the localized Wannier or atomic orbital state
1The sparsity is due to the restricted form that characterizes
all local renormalizable interactions.
2See [6] for a general discussion.
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at site j; dj is the on-site potential, and tjj0 is a hop-
ping term between nearest neighbor sites j and j0. For
simplicity we consider the one-dimensional case. If both
terms are site-independent (let dj = d; tjj0 = t) then the
eigenvalues and eigenvectors of H are






Z jji ; (3)
where n = 1;    ; Z. In the absence of diagonal and o-
diagonal disorder, the eigenstates of H are non-localized
and extend throughout the entire lattice. The eigenval-
ues are also approximately degenerate, all lying within an
interval of size 4t. We now introduce diagonal and/or
o-diagonal disorder. In the presence of disorder the
eigenvalues naturally become less degenerate. If it is
suciently large we nd that the eigenstates become lo-
calized to only a few neighboring lattices sites and the
material transitions from metal to insulator [7]. Our
sparse quantum eld Hamiltonian can be regarded as a
similar type of system, one with both diagonal and gener-
alized o-diagonal disorder. If the disorder is sucient
such that the eigenvalues are non-degenerate, then we
expect the eigenvectors to be quasi-sparse. We use the
term quasi-sparse to refer to vectors whose norm is dom-
inated by only a small fraction of its components.
We now derive an estimate for the localization size of
quasi-sparse eigenvectors. Let V be a Z-dimensional
space and jeii be an orthonormal basis for V . Let H
be a Hermitian operator such that the matrix formed by
the elements Hij = heijH jeji has N non-zero entries
per row or column and N  Z. We dene jvii to be the
orthonormal eigenvectors of H with eigenvalues i,
H jvii = i jvii : (4)
For each eigenvector vi let fj1(i);    ; jZ(i)g be a permu-
tation which arranges the components of jvii in descend-
ing magnitude,
〈ej1(i)jvi
      〈ejZ(i)jvi
 : (5)
For some small xed " > 0 and each eigenvector jvii ; we




2  1− ": (6)
We will call c(i) the eective dimension of jvii and the
components in the sum in (6) the large components of
jvii. In the following we apply this terminology to other
vectors.
Let k be the average value of the eective dimensions,
c(i). Our task is to nd an estimate for the size of k. We
construct a unitary matrix U by placing the components








heZ jv1i    heZ jvZi
3
75 : (7)
By assumption each column has on average k large com-
ponents. Therefore each row has on average k large
components. So for each jeji




 and r(j)  k: Applying H
to jeji and taking the inner product with jeli ; we have
Hlj  i1(j)ai1(j)heljvi1(j)i+ (9)
  + ir(j)(j)air(j)(j)heljvir(j)(j)i:
For each j; Hlj is a sum of k column vectors, each with
 k large components. We now consider two possible
cases. In the following we use the term approximately
degenerate to mean lying within an interval of the size of
an average o-diagonal matrix element of H .
The rst case to consider is that none of the eigenval-
ues 1;    ; Z are approximately degenerate. In this
case there is no constraint which would induce the large
components of the column vectors on the right-hand side
of (9) to cancel.3 Therefore if the row indices of the large
components are dierent for each column vector the sum
will have k2 large components. By hypothesis Hlj for
xed j has N non-zero components and so we obtain
the bound
k2 . N; k .
p
N: (10)
We will refer to (10) as the quasi-sparse estimate. If the
row indices of the large components are the same for each
column vector then we deduce that the basis vectors form
small invariant subspaces under H . In this situation we
instead obtain k  N: However the formation of such
small invariant subspaces is unlikely to occur for physical
quantum eld Hamiltonians.
The remaining case is that some of the eigenvalues
1;    ; Z are approximately degenerate. Here the large
components of the column vectors on the right-hand side
of (9) may cancel since
Hlj  i1(j) heljeji+ O() = i1(j)lj + O():
(11)
3" should be large enough that the eective dimension of
the column vector Hlj is less than its number of non-zero
components.
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The symbol O() represents terms roughly the size of
the splitting between eigenvalues. If all of the eigen-
values 1;    ; Z are approximately degenerate then k
can in general be as large as Z. But this possibility
is somewhat unlikely since the spectrum of a quantum
eld Hamiltonian typically extends over a large range of
energies.
The more likely candidate is that some subset of the
eigenvalues are degenerate. In this case the eective
dimensions, c(i), will be distributed over a range of val-
ues somewhere between the two extremes,
p
N and Z.
The distribution can vary greatly depending on the re-
lation between the basis vectors jeji and the degener-
ate eigenvectors. If the subset of eigenvectors in (8) is
not degenerate then we expect the quasi-sparse estimate
c(i) .
p
N to hold. If not then c(i) may be larger thanp
N . But even in this case there are conditioning tech-
niques to put the eigenvectors into quasi-sparse form.
One technique is to add introduce a perturbation that
splits the degeneracy of the eigenvalues, causing some
or all eigenvectors to become quasi-sparse. After cal-
culating the physical quantities of interest, we can then
extrapolate to the limit with the perturbation o. The
more active approach, though, is to optimize our choice of
basis vectors jeji. If we expect the eigenstates to resem-
ble localized insulator states, then a position-space Fock
basis should be appropriate. This should work well for
systems such as the Hubbard model with large on-site
Coulomb repulsion and compact lattice gauge theories
near the strong coupling limit. If, however, the eigen-
states are more like extended metallic states (and there-
fore localized in momentum space) then a momentum-
space Fock basis should be optimal. This may include
many if not most relativistic eld theories with multi-
particle scattering states and continuous spectrum.
We now propose an algorithm for diagonalizing H . We
start by choosing a set of orthonormal basis vectors such
that the Hamiltonian matrix Hij is sparse and the eigen-
vectors are quasi-sparse. The remaining steps are as
follows:
1. Select a subset of basis vectors fei1 ;    ; eing and
call the corresponding subspace S.
2. Diagonalize H restricted to S and nd one eigen-
vector v:
3. Sort the basis components heij jvi according to ab-
solute size and throw away the least important ba-
sis vectors.
4. Replace the discarded basis vectors by new basis
vectors. These are selected at random from a pool
of candidate basis vectors which are connected to
the old basis vectors through non-vanishing matrix
elements of H .
5. Redene S as the subspace spanned by the updated
set of basis vectors and repeat steps 2 through 5.
If the subset of basis vectors is suciently large, the ex-
act eigenvectors will be stable xed points of the update
process. We will refer to this diagonalization technique
as the quasi-sparse eigenvector (QSE) method.4
We now test the QSE method on a specic problem.
We will consider 4 theory in 1 + 1 dimensions, a system
that is familiar from previous studies using Monte Carlo
[8] and explicit diagonalization [9]. The theory can be
treated rather well using conventional sparse matrix tech-
niques and a Fock space of about 106 states. However
the test we propose will be more stringent. As noted
before, the size of Fock space and the number of tran-
sitions per state for 4 theory in 3 + 1 dimensions are
the cubes of the corresponding numbers in 1 + 1 dimen-
sions. A more useful test is to solve the 1+1 dimensional
system in a manner that can be directly generalized and
expanded to the 3 + 1 dimensional problem. Setting an
upper limit of 106 states for the 3 + 1 dimensional case,
we will attempt to solve the 1 + 1 dimensional system
using no more than 100 (cube root of 106) basis vectors
at a time.
The Lagrange density for the theory has the form5
L = 12@@− 
2
2 
2 − 4! :4:: (12)
We will approach the problem using modal eld theory
methods.6 We rst put the system in a periodic box of
length 2L. For this calculation we use the value L =
5−1. We then expand in momentum modes and rein-
terpret the problem as an equivalent Schro¨dinger equa-
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4In contrast with stochastic diagonalization [4], the QSE
method uses the distribution of components of the eigenvector
to prune away unimportant basis vectors, updates more than
one vector at a time, and does not rotate the basis with each
update. Consequently it is far less computationally intensive.
5Normal ordering the interaction is sucient to renormalize
this theory.
6See [8] for an introduction to modal eld theory.
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The summations in (13) and (14) are over values jnj 
Nmax where Nmax = 20. This corresponds with a mo-
mentum cuto scale of  = 4: We also place auxiliary
constraints on the states in our momentum Fock space.
We keep only those states with  13 particles and ki-
netic energy . 2. A precise denition of the kinetic
energy cuto is provided in [9], and in terms of the pa-
rameter Kmax introduced there we use Kmax = 41.7 In
our calculations we also restrict our attention to the zero
momentum sector.
With these constraints our Fock space contains about
2106 states and the Hamiltonian matrix has about 103
transitions per state. By prior commitment, however,
our QSE calculation will include only 100 basis vectors
at a time. Results for the energy eigenvalues are shown
in Fig. 1. From previous Monte Carlo calculations we
know that the theory has a phase transition at 4!  2:52
corresponding with spontaneous breaking of the  ! −
reflection symmetry. In the broken phase there are two
degenerate ground states and we refer to these as the
even and odd vacua. In Fig. 1 we see signs of a sec-
ond order phase transition near 4!  2:52. Since we
are working in a nite volume the spectrum is discrete
and we can track the energy eigenvalues as functions of
the coupling. Crossing the phase boundary, we see that
the vacuum in the symmetric phase becomes the even
vacuum in the broken phase while the one-particle state
in the symmetric phase becomes the odd vacuum. The
energy dierence between the states is also in agreement
with a Monte Carlo calculation of the same quantities.
The state marking the two-particle threshold in the sym-
metric phase becomes the one particle state above the
odd vacuum, while the state at the three-particle thresh-
old becomes the one particle state above the even vac-
uum. These one particle states should be degenerate
in the innite volume limit. One rather unusual fea-
ture is the behavior of the rst two-particle state above
threshold in the symmetric phase. For convenience we
will refer to this as state X . In the symmetric phase X
lies close to the two-particle threshold. But as we cross
the phase boundary the state which was the two-particle
threshold suddenly transmutes into a one-particle state.
Having no where else to go X is pushed up further to
become a two-particle state above the even vacuum and
we see a pronounced level crossing. Further details re-
garding specic methods and results will provided in a
future publication.
A conventional sparse matrix algorithm would require
about 10 GB RAM and 105 Gflops to determine the en-
ergy and wavefunctions of the lowest lying states for this
7The auxiliary cutos do not play a role in the regularization
scheme. Their values are increased until the physical results
appear close to the innite limit.
system. The QSE method was able to perform the same
task with about 30 KB RAM and 102 Gflops. The reduc-
tions in floating point operations and memory are about
three and six orders of magnitude respectively. Work is
currently under way to apply the QSE method to other
non-perturbative systems.
















Energy eigenstates of φ1+1
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FIG. 1. Energy eigenvalues of 41+1 as functions of the cou-
pling constant.
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