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Abstract
Importance and applicability of numerical ﬂow analysis to environmental science are outlined. Fluid phenomena in the ocean,
rivers, atmosphere and the ground are investigated by means of numerical methods and in turn proposals for the control, restoration
and counterplans against the so-called environmental disrupters which disorder natural environment as well as ecological systems in
nature. All such environmental disrupters diffuse in and are transported by environmental ﬂuids. Those disrupters sometimes react
on some other chemicals to generate offensive odor and even more poisonous materials. Environmental ﬂuid dynamics is effective
for the evaluation, prediction and restoration of the environmental damage. In this paper we focus our attention on the dynamical
analysis of the diffusion and advection processes of environmental disrupters in environmental ﬂuids. The ﬁrst objective is to make
an attempt to formulate a mathematical model for environmental ﬂuids. The second objective is to exhibit some results of numerical
simulations of the motion of offensive odor or pollutants in the atmosphere over a complex geographical topography.
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1. Introduction
Fluid dynamical technologies are increasingly becoming important in the ﬁeld of environmental science and tech-
nology. Evaluation of environmental ﬂuid ﬂows by means of numerical methods is particularly useful to understand the
ﬂuid motion over complex geographical features and make it possible to control the ﬂow ﬁelds from the point of view
of environmental restoration. The environmental ﬂuid problems may be classiﬁed into three types of applications. The
ﬁrst application is concerned with ultimate use of exergy. This is the most important subject for existing engines that use
fossil fuel for combustion. Secondly, new energy sources such aswind andwave power generation should be extensively
investigated and developed. Thirdly, it is indispensable to develop not only efﬁcient and harmless energy sources but
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also technologies to restore the environment which has already been polluted by various environmental disrupters such
as offensive odor and exhaust gases through combustion of fossil fuel. It is also important to develop effective methods
for protecting the environmental ﬂuids against pollutants. In this paper the ﬁeld of studies in evaluation, control and
prediction of transport phenomena which arise in a variety of environmental problems is called environmental ﬂuid
dynamics. Obviously, the environmental ﬂuid dynamics is one of the key theories to invent efﬁcient technologies for
the preservation and restoration of the natural environment. The objective of this paper is to discuss dynamical analysis
of diffusion and transport processes of pollutants in environmental ﬂuids. A mathematical model of environmental
ﬂuids is presented and results of simulations based on the models are exhibited in terms of bad smell from disposition
facilities for wastes. It is then expected that new environmental restoration technology will be developed by means of
the computational ﬂuid dynamics.
2. A mathematical model of environmental ﬂuids
As a mathematical model describing the motion of environmental ﬂuids, we employ a compressible Navier–Stokes
system, although it is known (see [6]) that the application of numerical methods for the compressible Navier–Stokes
system to low-speedﬂowsdoes not necessarily provide uswith satisfactory results in the stage of numerical computation.
This would imply that numerical simulations become inefﬁcient and the associated computational results turn out to
be inaccurate.
In this paper wemake an attempt to apply the so-called Boussinesq approximation to the compressible Navier–Stokes
system and formulate the following system of (1)–(2)–(3) as our mathematical model for describing the motion of
environmental ﬂuids:
∇ · v = 0, (1)
[vt + (v · ∇)v] = −∇p + v − (T − T0)g, (2)
Cp[Tt + (v · ∇)T ] = T + ST , (3)
[Ct + (v · ∇)C] = DC + Sc. (4)
Here the parameters v, , p, , , g, T, T0 and C represent the velocity vector, density, pressure, viscosity coefﬁcient,
rate of volume expansion, the acceleration of gravity, temperature, its reference temperature, and concentration of
pollutant, respectively. The third term on the right-hand side of (2) represents the thermal effect on buoyancy. Also, the
coefﬁcient  means the thermal conductivity. The terms ST and Sc stand for the sums of heat and odor sources in the
ﬂuid under consideration, respectively.
Our main objective here is to obtain numerical data describing the ﬂow ﬁeld in an environmental ﬂuid over a complex
topography. For this purposewe imposeDirichlet boundary conditions forv andT andhomogeneousNeumannboundary
conditions for p on the inﬂow boundary. On the outﬂow boundary we impose homogeneous Neumann conditions for
v, T and Dirichlet boundary conditions for p. On the surface of a complex geographical feature, we impose the non-
slip condition for v and homogeneous Neumann condition for T and employ an inhomogeneous Neumann boundary
condition for p which is obtained from (2). In this paper a new numerical scheme is proposed in such a way that fully
implicit Euler scheme for the velocity, temperature and concentration of pollutant consist the model.
3. Numerical method
Discretization in time of the system (1)–(4) is formulated by use of the implicit Euler method, in the following way:
∇ · vn+1 = 0, (5)
vn+1 − vn
t
= −(vn+1 · ∇)vn+1 − 1

∇pn+1 + 

vn+1 − (T n+1 − T0)g, (6)
T n+1 − T n
t
= −(vn+1 · ∇)T n+1 + 1
Cp
T n+1 + ST
Cp
, (7)
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Cn+1 − Cn
t
= −(vn+1 · ∇)Cn+1 + DCn+1 + Sc

. (8)
Substituting (6) into (5), we obtain Poisson’s equation for pressure:
pn+1 = −
[
∇ · {(vn+1 · ∇)vn+1} − (∇ · v
n)
t
]
− ∇ · (T n+1g). (9)
In what follows, we regard the system of equations (5)–(6)–(7) as the governing equations for the motion of numerical
ﬂuids and (8) as the governing equation for the motion of an environmental disrupter. Our objective here is to investigate
the numerical solvability of this basic model.
3.1. Known schemes
Before our numerical scheme is presented, numerical method in [3] is brieﬂy reviewed as one of the well-known
implicit schemes. Because of the unilateral (positive) direction of time, we linearize the nonlinear term on the right-
hand side of (6) as (vn+1 · ∇)vn+1  (vn · ∇)vn+1 and we approximate the source term describing the buoyancy
(T n+1 − T0)g by (T n − T0)g so that we may decouple the equation of temperature as
(t)−1(vn+1 − vn) = −(vn · ∇)vn+1 − −1∇pn+1 + −1vn+1 − (T n − T0)g. (10)
In this case, substituting (10) into (5) implies Poisson’s equation for the pressure:
pn+1 = −[∇ · {(vn · ∇)vn+1} − (t)−1(∇ · vn)] − ∇ · (T ng). (11)
If we approximate the unknown terms including the inhomogeneous term of (11) as
∇ · {(vn · ∇)vn+1}  ∇ · {(vn · ∇)vn}, (12)
so that (11) is converted to
pn+1 = −[∇ · {(vn · ∇)vn} − (t)−1(∇ · vn)] − ∇ · (T ng), (13)
then the pressure pn+1 can be computed using the velocity ﬁeld vn obtained at the previous time step. This elliptic
equation can be solved numerically by use of a numerical method for linear algebraic equations, such as the successive
over relaxation (SOR) method. Next, the numerical solution pn+1 so obtained is substituted into (10). Then the velocity
ﬁeld at the new time step is obtained by solving a linear algebraic equation associated with the unknown vn+1 for (10).
Finally, the temperature at the next time step can be found from (7) by solving the linear algebraic equation for the
unknown T n+1.
This algorithm is used to investigate the aerodynamic properties of the geometry of a complex topography with
surface roughness. See [3]. Also, an upwind scheme of the third-order accuracy is proposed for the discretization of
the convective terms on the right-hand side of (10). For uniform grids with spacing h = x and grid indices i in the
coordinate direction x, their upwind differences may be deﬁned as
u
(
u
x
)∣∣∣∣
t=ix
∼ u−ui+2 + 8(ui+1 − ui−1) + ui−2
12x
+ |u|ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
4x
. (14)
For the other terms central difference schemes of the second-order accuracy are employed. This model may lose some of
essential nonlinear properties of the system due to the above-mentioned direct linearization of the convective nonlinear
terms as stated in (10). Furthermore, the velocity ﬁelds obtained by (10) would not satisfy the equation of continuity
(5) because (13) is not consistent with (11) which is obtained by (5) and (10).
3.2. Implicit iterative schemes
Our schemes will be proposed as countermeasures for these problems as mentioned in the previous subsection. We
here present a new method such that given velocity ﬁeld vn, pressure ﬁeld pn and temperature ﬁeld T n at the nth time
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step, the velocity ﬁeld vn+1, pressure ﬁeld pn+1 and temperature ﬁeld T n+1 at the (n + 1)th step are obtained through
the iteration procedures, respectively. Our mathematical model for the numerical ﬂuid which consists of (6), (7) and
(9) are fully implicit in time and this implicit form guarantees numerical stability and robustness.We adopt a procedure
for constructing iterative numerical solutions that is not only much more economical but also preserves most of the
stability and accuracy properties of the fully implicit scheme.
The iteration procedure employed in this paper is summarized as follows: The superscript n refers to the values which
are known from the previous time step, the superscript k refers to the iteration cycle between the solutions at time step
n and n + 1, the superscript 0 is associated with an initial guess for the ﬁrst iteration step k = 0.
Step 1: Choose inferred initial data to compute the values vn+1, pn+1, and T n+1 at the next time step. The simplest
choice is to use the solutions themselves at the current time step:
v0 = vn, p0 = pn, T 0 = T n. (15)
Step 2: In order to determine the pressure at the current iteration step k, Poisson’s equation for the pressure (9) is
solved by applying the SOR method, where the residual cutting method (RCM) developed in [5] is used to speed up
the convergence:
pk = −[∇ · ((vk · ∇)vk) − (t)−1(∇ · vn)] − ∇ · (T kg). (16)
Step 3: The following equation of the delta form for vk(=vk+1 − vk) is solved:
[1 + t (vn · ∇ − −1)]vk = rhskm, (17)
rhskm = −(vk − vn) + t[−(vk · ∇)vk − −1∇pk + −1vk − (T k − T0)g]. (18)
Step 4: The velocity at the next iteration step k + 1 is computed by
vk+1 = vk + vk . (19)
Step 5: The following equation of the delta form for T k(=T k+1 − T k) is solved:
[1 + t (vk+1 · ∇ − (Cp)−1)]T k = rhskT , (20)
rhskT = −(T k − T n) + t[−(vk+1 · ∇)T k + (Cp)−1T k + (Cp)−1Sc]. (21)
Step 6: Compute the temperature at the next iteration step k + 1 by
T k+1 = T k + T k . (22)
Step 7: The convergence in computational errors of Newton’s iteration for the equations of the delta form for the
velocity and temperature is checked as follows:∑

|vk+1 − vk|< v,
∑

|T k+1 − T k|< T ,
where
∑
 stands for the summation over the whole computational domain , v and T are small prescribed values
as admissible error bounds which also represent the radii of convergence for the respective series. This completes one
cycle of the iteration process. If more iterations are required, the process is continued from Step 2. It is suggested
by experience that only two or three iterations are enough to get the desired approximate numerical solutions. In this
scheme we see that if |vk+1−vk| → 0 and |T k+1−T k| → 0 then vk =vk+1=vn+1, T k =T k+1=T n+1 and pk =pn+1.
For vk = 0 and T k = 0, (17) and (20) converge to (6) and (7), respectively; then the pressure (16) converges to (9).
3.3. Spatial discretization with TVD property
Concerning the discretization in space, we employ a central difference scheme of the second-order accuracy for
discretization of terms except convective terms. For the discretization of the convective terms on the right-hand side
of (17) and (20), we apply an upwind scheme of the third-order accuracy which is proposed in [3], as mentioned in
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Section 3.1. A more favorable way for discretizing the advection terms would be the use of TVD schemes. To obtain
TVD schemes of higher-order accuracy, the method of monotone upstream centered schemes for conservation laws
(MUSCL) [4] can be used. We here outline the construction of such TVD schemes as outlined below: For simplicity,
we consider the following time-dependent Cauchy problem in one space dimension:
	
t
+ v 	
x
= 0, −∞<x <∞, t0, 	(x, 0) = 	0(x). (23)
Here 	 : R × R → R means velocity. We ﬁnd that the solution of this equation has a TVD property because the
solution of 	 of (23) is constant along the characteristic curves dx/dt = v. Therefore, it is possible to construct a TVD
scheme by starting with (23). Thus, we consider the following equation similar to (23).
	
t
+ (v	)
x
− 	v
x
= 0. (24)
Since the second term on the left-hand side of (24) is of the form of the derivative of ﬂux, we incorporate a discretization
with TVD property through the MUSCL approach [4]. We discretize the x.t plane by choosing a mesh width x and
a time step t , and deﬁne the discrete mesh points (xi, tn) by
xi = ix, i = . . . ,−1, 0, 1, 2, . . . ; tn = nt, n = 0, 1, 2, . . . . (25)
For simplicity, we take this uniform mesh with x and t is assumed to be constant. The ﬁnite difference method we
here discuss shows how to construct approximations uni ∈ R to a solution u(xi, tn) at the discrete grid points. Here we
discretize (24) as follows:
	n+1i − 	ni
t
= − 1
x
(f˜i+1/2 − f˜i−1/2), (26)
where f˜1±1/2 denote numerical ﬂux functions on the cell interfaces xi ± x/2. This can be evaluated as the sum of
discretizations of the last term of (24) and the discretized ﬂux of the second term by the MUSCL method with minmod
limiter function [1]. Since the last term can be discretized as
	
v
x
∼ [(ai+1/2 − ai−1/2)/x]	, (27)
with a = vn, the total numerical ﬂux can be evaluated as follows:
f˜i+1/2 = − ai+1/2	i + f (upw)i+1/2 + a+i+1/2 · 14 [(1 + )
+Ci+1/2 + (1 − )
+Ui+1/2]
− a−i+1/2 · 14 [(1 + )
−Ci+1/2 + (1 − )
−Ui+1/2]. (28)
The ﬁrst term of (28) corresponds to the last term of (24). The second term of (28), f (upw)i+1/2 corresponds to the ﬁrst-order
accurate upwind difference of the second term of (24) and the other terms are modiﬁed to get the scheme of higher-order
accuracy. These can be written as follows:
f
(upw)
i+1/2 = a+i+1/2	i + a−i+1/2	i+1. (29)
Here
a = vn, a± = v± = 2−1(vn ± |vn|), (30)
and 
 is deﬁned as follows:

+Ci+1/2 = minmod[	i+1 − 	i , (	i − 	i−1)],

+Ui+1/2 = minmod[	i − 	i−1, (	i+1 − 	i )],

−Ci+1/2 = minmod[	i+1 − 	i , (	i+2 − 	i+1)],

−Ui+1/2 = minmod[	i+2 − 	i+1, (	i+1 − 	i )], (31)
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where
minmod(x, y) = 2−1[sgn(x) + sgn(y)] min(|x|, |y|). (32)
The parameter  is called a compression parameter introduced in the paper of Chakravarthy and Osher [1] and must
satisfy 1, its upper bound is determined by the TVD condition. The parameter  speciﬁes the accuracy of discretiza-
tion e.g., the value = −1 implies the second-order accuracy and = 13 the third-order accuracy. We have −11.
The numerical ﬂux f˜i−1/2 is obtained by replacing the subscript i + 1/2 by i − 1/2. In (28) with i + 1/2 replaced by
i − 1/2, we note that the ﬁrst term with the replaced subscript is not −ai−1/2	i−1 but −ai−1/2	i . Using a = a+ − a−,
the numerical ﬂux (28) can be rewritten as follows:
f˜i+1/2 = a−i+1/2(	i+1 − 	i ) + a+i+1/2 · 4−1[(1 + )
+Ci+1/2 + (1 − )
+Ui+1/2]
− a−i+1/2 · 4−1[(1 + )
−Ci+1/2 + (1 − )
−Ui+1/2]. (33)
When this scheme is written as
un+1i = uni − Ci−1/2(ui − ui−1) + Di+1/2(ui+1 − ui), (34)
conditions for this scheme to be a total variation diminishing (TVD) are given by
Ci+1/20, Di+1/20, Ci+1/2 + Di+1/21. (35)
This result is crucial and the proof is given in Appendix. From the ﬁrst two conditions in (35), we obtain
(1)(3 − )/(1 − ). (36)
From the last condition in (35), we obtain
tx/[|ai+1/2| + 4−1(a−i+1/2 − a+i−1/2)((1 + ) + 1 + )]. (37)
Under these conditions, the scheme becomes a TVD scheme [2] for the discretization of (23). When the advection
speed is constant, namely, a = const, it becomes
t 4
5 − + (1 + ) ·
x
|a| . (38)
This scheme is of the third-order accuracy for the values = 13 and = 4.
We can directly incorporate this formula with the convective terms on the right-hand side of (18) and (21). If this
formula is applied to the convective term on the right-hand side of (18), the same formula may have to be incorporated
with the ﬁrst term of (16) in terms of the consistency to (18). Thus, we see that this TVD discretization can be employed
in our iterative implicit scheme.
4. Results of numerical simulations
Computation is started with an adequate initial data and qualitative features of the associated solution are investigated
by analyzing the numerical results of the simulation at time steps at which the ﬂow ﬁeld is well-developed. Fig. 1(a)
illustrates a 3D numerical map of an area centered at a compost plant located in Shiwa Town, Iwate Prefecture, Japan.
The right upper part of the area is a slope of a mountain and the left front part is a part of a valley. Since the compost is
produced from a large amount of livestock excrements, strong offensive odor breaks out along the slope. Fig. 1(b) depicts
a computational grid point system that we have used for the numerical simulations based on our model discussed in the
previous section. The grid size is of 201× 151× 71 nodes. Here the grid points are shown only on the boundary of the
computational domain. Fig. 2 shows a direction of the wind which we speciﬁed to perform the numerical simulations.
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Fig. 1. A topography and the associated computational grids: (a) 3D numerical map; (b) computational grids.
Fig. 2. Wind direction.
Fig. 3. Particle trajectory.
The left ﬁgure depicts a 2D numerical map and the right ﬁgure illustrates the 3D visualization. We perform numerical
simulations under the condition that the wind direction is in the northwest west and that the wind velocity is 7m/s.
Facilities where two hexahedrons in the vicinity of the center in this map are compost centers are where the stench is
generated.
In Fig. 3 the stream lines and trajectories of particles of offensive odor in the ﬂuid are depicted. Trajectories of
particles are drawn in the following way: We released imaginary particles from the left side windward of the map
and traced the trajectories forward and backward in time until the particles reach the boundaries of the computational
domain and the slopes. It is observed that the wind ﬂows from the right side of this map toward the left side along the
slope of the mountain.
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Fig. 4. Isosurface of the strength of odor.
Fig. 4 depicts the numerical results which show that the offensive odor ﬂows down toward the valley. Our simulation
results agree with the observation made at the place.
Appendix A. TVD schemes
We here give the precise statement of (35) and its proof.
Proposition. When the scheme deﬁned by Eqs. (26), (28) and (33) with conditions (30)–(32) is written as
	n+1i = 	ni − Ci−1/2(	ni − 	ni−1) + Di+1/2(	ni+1 − 	ni ),
conditions for the scheme to be a TVD are
Ci+1/20, Di+1/20, Ci+1/2 + Di+1/21.
Proof. Eq. (26) is
	n+1i = 	ni − (f˜i+1/2 − f˜i−1/2) = 	ni − Ci−1/2	ni−1/2 + Di+1/2	ni+1/2,
where = t/x, 	ni−1/2 = 	ni − 	ni−1, 	ni+1/2 = 	ni+1 − 	ni ,
Ci−1/2 = a+
i− 12
[
1 − 1 + 
4
minmod
(
1, 
	ni−3/2
	ni−1/2
)
− 1 − 
4
minmod
(
	ni−3/2
	ni−1/2
, 
)
+a
−
i−1/2
a+i−1/2
{
1 + 
4
minmod
(
	ni+1/2
	ni−1/2
, 
)
+ 1 − 
4
minmod
(
1, 
	ni+1/2
	ni−1/2
)}]
Di+1/2 = − a−
i− 12
[
1 − 1 + 
4
minmod
(
1, 
	ni+3/2
	ni+1/2
)
− 1 − 
4
minmod
(
	ni+3/2
	ni+1/2
, 
)
+a
+
i+1/2
a−i+1/2
{
1 + 
4
minmod
(
	ni−1/2
	ni+1/2
, 
)
+ 1 − 
4
minmod
(
1, 
	ni−1/2
	ni+1/2
)}]
.
Under the conditions below
Ci+1/20, Di+1/20, Ci+1/2 + Di+1/21,
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the following estimate is obtained:
TV(	n+1) =
M∑
i
|	n+1i+1 − 	n+1i |
=
M∑
i
|	ni+1 − 	n + Di+3/2	ni+3/2 − Ci+1/2	ni+1/2 − Di+1/2	ni+1/2 + Ci−1/2	ni−1/2|

M∑
i
[{1 − (Ci+1/2 + Di+1/2)}|	ni+1/2| + Ci−1/2|	ni−1/2| + Di+3/2|	ni+3/2|].
We have noted that for M sufﬁciently large
M∑
i
(Ci−1/2|	ni−1/2|) =
M∑
i
(Ci+1/2|	ni+1/2|),
M∑
i
(Di+3/2|	ni+3/2|) =
M∑
i
(Di+1/2|	ni+1/2|).
Therefore, we obtain the TVD property
TV(	n+1)
M∑
i
[{1 − (Ci+1/2 + Di+1/2)}|	ni+1/2| + Ci+1/2|	ni+1/2| + Di+1/2|	ni+1/2|
=
M∑
i
|	ni+1/2| = TV(	n). 
Lemma 1. If Ci+1/20 and Di+1/20, then 1(3 − )/(1 − ).
Proof. From 1 and the evident relations,
a+0, a−0, minmod(1, r)0, minmod(r, )0 for r ∈ R,
we obtain
Ci+1/20, Di+1/20 ⇐⇒ 1 + 4 minmod(1, r) +
1 − 
4
minmod(r, )1,
minmod(1, r) = 0, minmod(r, ) = 0 for r0,
minmod(1, r)1, minmod(r, ) for r0.
Accordingly, we have
1 + 
4
· 1 + 1 − 
4
· 1,
and so
1 3 − 
1 −  . 
Lemma 2. If Ci+1/2 + Di+1/21 then
t x|a
i+ 12
| + 14 (a−
i+ 12
− a+
i− 12
)((1 − ) + 1 + ) .
196 T. Arima et al. / Journal of Computational and Applied Mathematics 204 (2007) 187–196
Proof. From 1,−11 and the evident relations,
a+0, a−0, minmod(1, r)0, minmod(r, )0 for r ∈ R,
we obtain
Ci+1/2a+i+1/2
[
1 + a
−
i+1/2
a+i+1/2
(
1 + 
4
+ 1 − 
4
)]
,
Di+1/2 − a−i+1/2
[
1 + a
+
i+1/2
a−i+1/2
(
1 + 
4
+ 1 − 
4
)]
.
Accordingly, we obtain
Ci+1/2 + Di+1/2
[
|ai+1/2| + a+i+3/2
(
1 + 
4
+ 1 − 
4
)
− a−i−1/2
(
1 + 
4
+ 1 − 
4
)]
1.
This gives
t x|a
i+ 12
| + 14 (a−
i+ 12
− a+
i− 12
)((1 + ) + 1 − ) . 
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