Abstract-We present a new architecture for the decentralized solution of graph-structured optimization problems that arise in the estimation and control of network systems. A key and novel design concept of the proposed architecture is that it uses overlapping subdomains to promote and accelerate convergence. We show that the algorithm converges if the size of the overlap is sufficiently large and that the convergence rate improves exponentially with the size of the overlap. The proposed approach provides a bridge between fully decentralized and centralized architectures and is flexible, in that it enables the implementation of asynchronous schemes and the handling of constraints and in that it enables balancing of computing, communication, and data privacy needs. The proposed architecture is tested by using an estimation problem for a 9241-node power network.
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I. INTRODUCTION
Diverse centralized and decentralized architectures for the control and estimation of large-scale networks have been reported in the literature. Centralized architectures can achieve high performance due to their ability to capture interconnections among all the network components. However, the scalable implementation of centralized architectures is hindered by computing, communication, and data privacy issues. Decentralized schemes can help mitigate these obstacles by using decomposition schemes, in which the original network domain is split into multiple tractable subdomains that are coordinated to try to achieve optimal performance. Decomposition schemes such as the alternating direction method of multipliers (ADMM) [1] , Lagrangian decomposition (price coordination), and Benders decomposition [2] have been explored in the literature. These schemes have proven to be scalable and flexible, but their convergence can be slow.
A powerful distributed computing scheme that has been widely studied in the context of partial differential equations (PDEs) is domain decomposition with overlap [3] - [7] . With this scheme (often referred to as overlapping Schwarz algorithms), convergence can be accelerated when there exists a large overlap between subdomains [3] , [8] , [9] . Despite their wide applicability and success in solving PDEs, to the best of our knowledge, Schwarz algorithms have not been applied to heterogeneous (irregular) meshes, such as those arising in network systems. Specifically, existing convergence results for PDEs are limited to regular meshes obtained by discretization (such as finite-element methods).
In this work, we derive and analyze the convergence properties of a Schwarz-like computing architecture for solving optimization problems that arise in the control and estimation of network systems. With the proposed architecture, the original underlying graph domain of the linear system is partitioned into multiple subdomains with a given degree of overlap (see Fig. 1 ). At each coordination step, the linear systems associated with the subdomains are solved in parallel by using current information of the neighbors in the overlapping subdomains. Our analysis shows that convergence is guaranteed if the size of the overlap is sufficiently large and that the convergence rate improves exponentially with the size of the overlapping region. Moreover, we show that convergence can be guaranteed under asynchronous coordination. The proposed architecture provides a bridge between fully decentralized schemes (with no overlapping region) and fully centralized schemes (the overlapping region is the entire domain). Moreover, the architecture provides design flexibility to balance computing, communication, and privacy needs.
The paper is structured as follows. In Section II, we introduce the proposed setting and basic notation. In Section III, we introduce the notion of graph-structured linear systems and derive basic analytical tools that help analyze the proposed architecture. Convergence analysis under synchronous and asynchronous coordination schemes is presented in Section IV. In Section V, we discuss implementation details of the architecture in a distributed computing environment. In Section VI, we demonstrate the performance of the proposed algorithm in a large-scale state estimation problem. Conclusions and directions of future work are presented in Section VII.
II. BASIC NOTATION AND SETTING
The set of real numbers and the set of complex numbers are denoted by R and C, respectively. We define R >0 := (0, +∞), R ≥0 := [0, +∞). The absolute values of real numbers, the magnitudes of complex numbers, and the cardinality of sets are denoted by | · |. The ceiling operator is denoted by · . The ith component of a vector and the (i, j)th component of a matrix are denoted by (·) i and (·) i,j , respectively. The jth column vector and the ith row vector of a matrix are denoted by (·) :,j and (·) i,: , respectively. The transpose of a matrix or a vector is denoted by (·)
T . We use the notation (x 1 , x 2 , · · · , x n ) = Original Subdomains Overlapping Subdomains Iterative Scheme Fig. 1 . Sketch of the decomposition of a graph into overlapping subdomains.
T , where x 1 , x 2 · · · , x n are scalars or column vectors, and {x i } i∈I := (x i1 , x i2 , · · · , x in ), where I = {i 1 < i 2 < · · · < i n }; and we use diag(x 1 , x 2 , · · · , x n ) to denote the diagonal matrix whose diagonal elements are
We use the following syntax:
where
T , where x i are row vectors and {x j } :,j∈J := x j1 · · · x jn , where x j are column vectors. For simplicity, {(·) i } i∈I is replaced by {·} I . The spectral radius of a matrix (the magnitude of the eigenvalue with the largest magnitude) is denoted by ρ(·). Infinity norms of vectors and induced infinity norms of matrices are denoted by · ∞ , where the induced infinite matrix norm of A ∈ R n×n is defined by A ∞ := max x ∞ =1 Ax ∞ , or equivalently (see [10, Proposition 5.6 .5]),
The set of neighbors of node i ∈ V on an undirected graph
The distance between vertices i, j ∈ V on a graph G(V, E)-the smallest number of edges on a path between the two-is denoted by d G (i, j). We extend this concept to the distance between sets X, Y ⊆ V of vertices, which is defined as
Y are single nodes, we consider them as singletons). We consider graph-structured optimization problems that capture various applications such as optimal power flow, power system state estimation, or PDE control. Specifically, we consider a problem on a graph G(V, E) of the form min x,u,v i∈V
Here x i ∈ R is the state of node i; u i ∈ R is the input of node i; v ij ∈ R is the input of edge {i, j} ∈ E; and q i , r i ∈ R ≥0 and f i ∈ R for i ∈ V and s ij ∈ R ≥0 and a ij , b ij ∈ R for {i, j} ∈ E are the data, the model parameters, or the components in the objective functions. For convenience, we assume that a direction is assigned to each edge, so that s ij , b ij , and v ij for edge {i, j} ∈ E can be uniquely defined. We label the vertices by V := {1, 2, · · · , n}. Such a problem can be equivalently written as a vector form,
By eliminating the equality constraints (4b), one can derive an equivalent quadratic program (QP):
For convenience, we denote H := Q + A T RA + B T SB, and we assume that H is positive definite (PD). Consequently, the solution of (5) exists and is unique and can be obtained by solving the linear system
An important observation is that one can derive solution schemes that equivalently operate in the linear algebra space (system (6)), in the original QP space (system (5)), or in the full QP space (system (4)). Operating in the full QP space facilitates implementation because this requires less-intrusive manipulations, but convergence analysis is in general easier in the linear algebra space. The graph structure is embedded in matrices A and B. In particular, (A) i,j is nonzero only if d G (i, j) ≤ 1 and (B) k,i , (B) k,j = 0 only if {i, j} ∈ E. This implies that the sparsity of A and B can be characterized by the structure of the graph G. The sparsity structure is partially preserved in H.
The sparsity induced by the graph is the key property that will be exploited in the analysis of the proposed decentralized architecture.
III. GRAPH-INDUCED MATRIX PROPERTIES
In this section, we introduce the concept of the generalized matrix bandwidth, which is an essential tool for analyzing the convergence properties of the proposed decentralized architecture. The conventional matrix bandwidth is defined as the maximum range of a diagonally bordered band such that the components beyond the band are all zeros. Here, we define the generalized matrix bandwidth by finding the maximum range of a band induced by a graph such that the components beyond that band are all zeros. We will also see that this notion can be interpreted as a diffusion process that captures long-range coupling between different elements of the network.
Definition 1: Suppose that we have a matrix A ∈ C n×n and a graph G(V, E) with {1, 2, · · · , n} ⊆ V .
(a) A bandwidth of A with respect to G is the smallest nonnegative integer
A is graph-structured with respect to G if the bandwidth B G (A) of A with respect to G is sufficiently small. The generalized bandwidth changes with the choice of graph G. For example, when a linear graph is chosen for G, the bandwidth with respect to G reduces to the standard definition of the matrix bandwidth. On the other hand, the bandwidth is always less than or equal to 1 if a complete graph (a graph in which each pair of graph vertices is connected by an edge) is chosen for G.
Graph-induced matrix structures are preserved under addition and multiplication, as shown in the following proposition.
Proposition 1: The following holds for A, B ∈ C n×n and a graph G(V, E) with {1, 2, · · · , n} ⊆ V .
The proof is given in Appendix A. The generalized bandwidth (Definition 1) can be used to find componentwise bounds for the inverse of graph-structured matrices.
Theorem 1: Consider a matrix H ∈ R n×n and a graph G(V, E) with {1, 2, · · · , n} ⊆ V . Suppose that the eigenvalues of H are in {λ ∈ C | |λ − z| ≤ R} for some R ∈ R >0 and z ∈ C\{0} such that R < |z|. For any given ∈ (0, 1−R/|z|), there exists C = C(H, ) ∈ R >0 such that
holds for any i, j ∈ {1, 2, · · · , n} and m = 1, 2, · · · . Furthermore, for such C and , the following holds for any i, j ∈ {1, 2, · · · , n}:
. (9) The proof is given in Appendix B. Examples that satisfy the assumptions of Theorem 1 include PD matrices and stable matrices (those with all of their eigenvalues having negative real parts). If H is PD, we can also establish the following stronger result.
Corollary 1: Consider a PD matrix H ∈ R n×n and a graph G(V, E) with {1, 2, · · · , n} ⊆ V . Suppose that any eigenvalue of H satisfies λ ∈ [λ min , λ max ] for some λ min , λ max ∈ R >0 . Then the following holds for any i, j ∈ {1, 2, · · · , n}.
The proof is given in Appendix C. Theorem 1 and Corollary 1 imply that, when the graph-structured matrix H is inverted, the magnitude of the (i, j)th component of its inverse decreases exponentially with respect to the distance between i and j on G. Furthermore, the exponential decrease rate depends on the conditioning of H. This exponential decrease can be interpreted as a diffusive process that captures long-range interactions along nodes in the graph.
In the remainder of the paper, we focus on problems with PD H (most results are derived from Corollary 1). However, the analysis can also be derived from Theorem 1, so the analytic results established in the following sections can be generalized to nonsymmetric H cases. Examples arise in applications on game theory (in which the linear system does not have an associated QP representation).
IV. DECENTRALIZED ARCHITECTURE WITH OVERLAP
In this section, we analyze the convergence of a decentralized architecture for solving graph-structured linear systems. We investigate convergence under both synchronous and asynchronous coordination schemes.
We consider the linear system (6) with PD matrix H ∈ R n×n and associated graph G(V, E) with V = {1, 2, · · · , n}. To describe the decomposition scheme, we consider a partition of the entire domain V into subdomains {V k } k∈K , where K := {1, 2, · · · , K} denotes the set of subdomains. Since one can relabel the nodes, we can assume without loss of generality that
for k ∈ K. For each subdomain k ∈ K, we consider an overlapping region with neighboring subdomains of the form
A. Synchronous Coordination
We now describe a synchronous scheme to solve (6) . The scheme can be interpreted as a block-Jacobi algorithm. For convenience, we define the projections of H and f :
, and e i are standard unit vectors. If
In such a case, we consider H Ω −k and T Ω −k as empty matrices. To avoid confusion, we use the original indices after the projection (e.g., (H
The linear system (6) can be solved in a decentralized manner as follows. First consider a linear system where, at iterate t, only the subset {x} V Ω k of variables is updated and the rest of the variables {x} V \V Ω k are fixed to their current values. The corresponding subsystem has the form
where the solution at iterate t is denoted by x (t) ∈ R n . After solving (14) , the solution is restricted to V k to obtain the next iterate. This restriction can be expressed as
for each subsystem k ∈ K. Note that (15) for each subsystem k can be solved in parallel. By solving (15), one constructs the entire iterate vector
). The iteration scheme can be expressed in the following matrix form:
The overall iteration can be expressed as the linear system
We call (18) a synchronous coordination scheme for (6) . We now derive conditions under which the synchronous scheme converges to the solution of (6).
Proposition 2: Consider (6) with PD H ∈ R n×n and associated graph G(V, E) with V = {1, 2, · · · , n}. Consider also the synchronous scheme (18) with associated partitions {V k } k∈K and overlapping regions {V Ω k } k∈K with K := {1, 2, · · · , K} and Ω ≥ 0. The following statements are equivalent.
(a) I − S Ω is nonsingular, and the sequence generated by (18) converges to the solution of (6) as t → ∞ (for any
The proof is given in Appendix D. The spectral radius ρ(S Ω ) satisfies [10, Theorem 5.6.9]:
Thus, we need only to find conditions under which S Ω ∞ < 1 in order to guarantee convergence.
Proposition 3: Consider (6) with PD H ∈ R n×n and the associated graph G(V, E) with V = {1, 2, · · · , n}. Consider also the synchronous scheme (18) for a partition {V k } k∈K of V and
where λ k max and λ k min are the largest and the smallest eigenvalues of H Ω k , respectively; and
We now analyze the convergence rate of the coordination scheme. We note that if ρ(S Ω ) < 1, then
convergence is linear) and
The convergence rate is thus bounded by S Ω ∞ . From (21) we can see that the convergence rate decreases (improves) exponentially with the size of the overlap Ω.
Remark 1: The bound in (21) can be further simplified to
where R := max k∈K R k , λ max and λ min are the largest and smallest eigenvalues of H, respectively. Remark 2: Condition (21) shows that having a small R k is also important in order to achieve fast convergence. Intuitively, R k can be interpreted as the magnitude of the coupling between V Ω k and V \ V Ω k . Thus, when partitioning a graph, such information should be taken into account (the less the coupling, the faster the convergence).
Remark 3: While the convergence rate improves with larger overlap Ω, the computational cost for the subdomain problems increases with Ω (because the size of each overlapping block V Ω k increases with Ω). Also, information sharing requirements increase with Ω. This situation highlights the inherent trade-off between performance and data privacy. The size of the overlap Ω and the partitioning strategy are key design parameters that can help trade off these aspects and cover an entire spectrum of architectures that have fully centralized and fully decentralized architectures as extreme points. Specifically, a fully centralized scheme is obtained when the size of the overlap is the dimension of the entire system, whereas a fully decentralized scheme is that in which the overlap is zero.
B. Asynchronous Coordination
We now analyze the convergence properties of the architecture under asynchronous coordination. We consider a set of iteration indices T := {0, 1, 2, · · · } at which one or multiple subdomains are updated. Also, we denote the set of times at which x k is updated by T k . We assume that when updating x k , the information for the other subdomains may not be the most recent ones. That is, rather than using the information x (t) , it uses a combination of the present and delayed information
to compute x (t+1) k . Here, τ k,k (t) for k, k ∈ K and t ∈ T are the time indices for the delayed information. The asynchronous iteration takes the form
for k ∈ K and t ∈ T . The asynchronous scheme becomes the synchronous counterpart whenever τ k,k (t) = t for all k, k ∈ K and t ∈ T and T 1 = · · · = T k = T . In our analysis we make the following assumptions [11, Assumption 1.1, pg 430]. Assumption 1 (Total Asynchronism):
The following provides a sufficient condition for the convergence of the asynchronous scheme (25).
Proposition 4: Consider (6) with PD H ∈ R n×n and associated graph G(V, E) with V = {1, 2, · · · , n} as well as a partition {V k } k∈K of V and overlapping regions {V Ω k } k∈K with K := {1, 2, · · · , K} and Ω ≥ 0. Consider also sets T , T k , and τ k,k (t) for k, k ∈ K, t ∈ T k such that Assumption 1 holds. The asynchronous scheme (25) converges to the solution of (6) 
C. Operating in the Optimization Space
The proposed architecture can be implemented by operating in the space of the original optimization problem. To see this, consider the problem
where X ⊆ R n is closed and ϕ : R n → R. We also consider a graph G(V, E) with V = {1, 2, · · · , n}, partition {V k } k∈K with K = {1, 2, · · · , K}, and its overlapping blocks {V Ω k } k∈K with Ω ≥ 0. In the synchronous scheme for the solution of (26), the subproblem can be written as
where t is the iteration counter. This is a counterpart of (14) in the optimization space. Then the solution is restricted to the non-overlapping block V k . The overall procedure can be written as follows:
This optimization subproblem corresponds to (16). The representation as optimization problems reveals that the proposed paradigm can, in principle, be applied to general problems.
V. IMPLEMENTATION DETAILS
In this section, we discuss the implementation of the algorithms presented in Section IV in a distributed computing environment. Here we use MPI [12] , a portable message-passing standard. MPI enables efficient communication between parallel computing processors and can be used on a wide range of modern computer architectures. We assume that a processor and a memory are available for each subdomain k ∈ K. These are referred to as process k and memory k, respectively. Process k performs computation and communication required for updating the solution and monitoring convergence of the algorithm. Communication between the processes is performed by using one-sided communication with remote memory access (RMA) operations [12] . In one-sided communication, a part of the memory in each process is declared as public memory region and exposed to RMA operations called from other processes. Accordingly, information that needs to be available to other processes is stored in the public region, while other information is stored in the private memory region.
The information that memory k needs to contain and specify if the information is stored in the public region or the private region is as follows:
• The private region of memory k stores overall solution, . We use the superscript to highlight in which distributed memory the variable is stored, and we use the notation· to specify that the variable is stored in the public memory.
Process k performs the following computations:
After the computation, the information on the states and the errors is exchanged across the parallel processes, and the procedure is repeated. The following remark discusses an alternative implementation.
Remark 4: The computations for the asynchronous scheme (25) can be performed in two ways. One can compute S Ω k , which includes explicitly computing (H Ω k ) −1 , in advance and simply perform matrix multiplications in each iteration. Alternatively, one can solve sparse systems (14) instead of inverting H Ω k . The first strategy is more practical when the problem needs to be repeatedly solved with a fixed H and varying f (e.g., control and estimation); the latter is more effective when H Ω k changes or is difficult to be inverted. The communication between processes is performed as follows. Each process puts the local information (solution and error) on the public window of its local memory and gets the local information (solution and error) of other processes by remotely accessing the public region of the other processes memory (see Fig. 2 ). In particular, such communication is performed by RMA functions MPI_Win_put and MPI_Win_get. The communication procedure can be described as follows.
• Process k puts the local solution x k k and the local error k k to the public window (i.e.,
• Process k gets the local solutionx k and the local error k of process k from the public window of memory k for each k = k (i.e., x k k ←x k and k k ←˜ k ). Simultaneous access to a single memory can cause an issue because information can be updated while being read by other processes. In order to prevent such an issue, the public region of the memory is locked while the memory is being used. While a public memory is being read (by RMA get operations), only simultaneous readings are allowed. While a public memory is being written (by RMA put operations), simultaneous access of any kind (either reading or writing) is not allowed. Such features can be implemented by using RMA synchronization operations. In particular, MPI_Win_lock and MPI_Win_unlock are used.
The overall implementation is summarized in Algorithm 1. The only difference between the synchronous and asynchronous mode is that in synchronous mode the processes are synchronized before and after putting the solution x k to the public memory of process k. This approach enforces the iteration of each process to proceed at a same speed.
VI. CASE STUDY
We demonstrate the proposed framework by solving a state estimation problem for a 9241-bus power network. We consider a power network system on a graph G(V, E). We assume that the network is primarily inductive, the voltage amplitudes are fixed to one, and the voltage angle differences between the neighboring nodes are small enough to apply a DC approximation. The power flow P ij on edge {i, j} ∈ E can be expressed by P ij = y ij (δ i − δ j ) (assume that a direction is assigned to each edge). We assume that the power flow is measured and the measurement is performed based on a statistical model P m ij = P ij + η Pij , where η Pij is a random variable whose distribution is η Pij ∼ N (0, σ 
end for *Performed only in synchronous mode.
In our estimation setting, we assume that only a subset of flows can be measured and the rest need to be inferred from data. Accordingly, we assume σ Pij = y ij for the measured flows (about half of the edges are randomly selected) and assume much weaker prior for the rest of the edges by σ Pij = √ 10y ij . The prior weight c ∈ R >0 on the unmeasured voltage angles is assumed to be uniform, that is, σ δi = 1 c , ∀i ∈ V . The estimation problem can be written in vector form as
where Y ∈ R |E|×|V | and Σ δ , Σ P ∈ R |V |×|V | . This problem can be reduced to
Here, we note that the assignments
, and x := δ fit this problem into the paradigm of (6). We have that
We used data of the Pegase project [13] to derive the power system model. We applied graph partitioning based on a multilevel k-way partitioning method using METIS [14] to identify the partition {V k } k∈K . Our implementation of Algorithm 1 uses the popular MPICH MPI library and the basic linear algebra subprograms (BLAS) package for matrix computation. The program was run on a multicore parallel computing server (four nodes and one CPU core Intel Xeon Processor E5-2695v4 per node).
In Fig. 4 (top) , the residual Hx (t) − f for synchronous mode is plotted with different sizes of the overlap. The results confirm that the solution converges linearly to x * = H −1 f and that it converges faster as the size of the overlap increases (see Proposition 3). In Fig. 4 (bottom) , we present the evolution of the residual for different values of the regularization coefficient c. If c is large, λ min increases and λ min + λ max increases. We thus confirm (as shown in Proposition 3) that the convergence rate improves with larger c. In Fig. 5 , the residual for the synchronous and asynchronous implementations are contrasted. In Fig. 5 (top) , we see that the synchronous scheme is faster than the asynchronous mode. The reason is that the synchronous algorithm guarantees that each subproblem is solved with up-to-date information, whereas the asynchronous scheme does not. As can be observed in Fig. 5 (bottom) , however, when a large imbalance exists in the computation and communication loads across the blocks (See Fig. 3) , the asynchronous scheme becomes faster than the synchronous scheme. The reason is that in asynchronous mode, the processes with small blocks can iterate multiple times while the processes with large blocks perform a single iteration step (more effective use of computing resources is enabled).
We also observe that the increase in the overlap reduces the number of iterations but not necessarily the solution time. The reason is that the increase in the overlap also increases the computation and communication cost (Remark 3). The overall computing cost increases with the size of the block (i.e., |V Ω k |), and the communication cost also tends to increase with the number of neighboring nodes (i.e., |V
We can also observe that the size of the overlapping blocks and the number of neighboring nodes increase with Ω (Table I) . Such effects ultimately are manifested in the overall CPU time per iteration: 0.0963 sec/iter when Ω = 1, 0.140 sec/iter when Ω = 2, and 0.256 sec/iter when Ω = 3. These results again illustrate the trade-offs in convergence and computational performance.
We also performed computational experiments to analyze the performance of the algorithm in inequality-constrained QPs. Specifically, we incorporated the inequality constraints
We reformulated the problem using soft constraints and slack variables to make sure that the subproblem is always feasible. We applied the synchronous scheme (28) to solve the problem. The results are shown in Fig. 6 . As can be seen, the algorithm converges when the overlap is sufficiently large (a fully decentralized approach with no overlap does not converge). This provides evidence that the proposed decentralized architecture with overlap can potentially be applied to solve large-scale constrained problems. We hypothesize that this is because the set of active constraints settles and the algorithm then reverts to a pure QP phase in a constrained subspace. We will investigate the convergence properties of the architecture in this setting in future work.
VII. CONCLUSIONS AND FUTURE WORK We have presented a new decentralized computing paradigm that uses overlapping regions to promote convergence. This paradigm covers a spectrum of architectures that have fully centralized and decentralized architectures as extreme cases. We proved that the convergence rate of the proposed scheme improves exponentially with the size of the overlap and that convergence can be guaranteed under synchronous and asynchronous implementations. As part of future work, we are interested in exploring the convergence properties of the algorithm when applied to constrained optimization problems. (A + B) ≤ max (B G (A), B G (B) ). Thus, (7a) holds.
Suppose that AB is diagonal. Then B G (AB) = 0. Since B G (A), B G (B) ≥ 0, (7b) holds. Now we assume that AB is not diagonal (i.e., B G (AB) > 0). We know that there exists
. Thus, (7b) holds.
B. Proof of Theorem 1
Any eigenvalue λ of H satisfies |λ − z| ≤ R and is equivalent to |λ/z − 1| ≤ R/|z|. Thus, the eigenvalues of I − (1/z)H lie on {λ ∈ C : |λ| ≤ R/|z|}. This yields that ρ(I − (1/z)H) < 1. By applying [10, Corollary 5.6 .13], we can show that there exists C such that (8) holds for the given . We observe that
and we know that ρ((I − 
By Proposition 1,
and by applying the triangle inequality,
Using (8), we obtain
C. Proof of Corollary 1
The magnitudes of eigenvalues of I − (2/(λ min + λ max ))H are less than or equal to (λ max − λ min )/(λ max + λ min ) < 1. By Lemma 1 (see below), we have
Furthermore, (33)-(36) holds for z = (λ min + λ max )/2 and R = (λ min − λ max )/2. Using (36) with these choices, we obtain the following.
Lemma 1: Let X ∈ R n×n be symmetric. Then we have:
Proof: There exist a diagonal matrix Λ ∈ R n×n and an orthogonal matrix P ∈ R n×n such that X = P ΛP T (see [10, Theorem 4.1.5]). Furthermore, X k = P T Λ k P , and
We know that each row of P is a unit vector on R n . Thus, n l=1 |(P ) i,l ||(P ) j,l | ≤ 1 since it takes the form of an inner product of unit vectors. Therefore,
D. Proof of Proposition 2
It is well known (see [11, Proposition 6.1, p144] ) that ρ(S Ω ) < 1 if and only if I − S Ω is nonsingular and the iteration of the form (18) converges to its fixed point. That is, the iteration converges to the solution of
By the assumption that H is PD, (6) has a unique solution.
For both conditions (a) and (b) of Proposition 2, I − S Ω is nonsingular, and thus (42) has a unique solution. Hence, we need only to show that the solution of (6) is the solution of (42).
Let x * be the solution of (6). Then we have
for k ∈ K. Since H Ω k is nonsingular, we also have
Equation (44) takes the same form with the fixed-point equation of iteration (15). Furthermore, one can show that (44) for k ∈ K is equivalent to x * = S Ω x * + U Ω f . Therefore, x * solves (42). This proves that the unique solutions of (6) and (42) are equal.
E. Proof of Proposition 3
From the blcok structure of S Ω and applying (2) we get
Furthermore, by the definition of S Ω k , we have
Thus,
If
The eigenvalues of
Thus, by applying Corollary 1, we obtain
Thus, in the summation on (48b), we may consider only
By noting that i ∈ V k and j ∈ V \ V Ω k and using the definition of V Ω k in (12), we obtain d G (i, j) ≥ Ω + 1. Therefore,
Using the above observation, we can establish that
By applying (47), we have
for i ∈ V k . Thus, . (55b)
F. Proof of Proposition 4
For a given x (0) ∈ R n , we define the following: 
