The qth moment M(q) of the growth probability of diffusion-limited aggregates is studied for q<0 in terms of the value [M(q,N)] av obtained by averaging M(q) over the ensemble of all aggregates of a given number of particles N. For a range of structures that are susceptible to precise analysis, we verify that all moments, even those for q<0, obey asymptotic power-law scaling in N. Since we cannot analyze completely arbitrary structures, our analysis is not definitive. However, it does suggest the validity of a recent proposal by one of us that there is no Lifshitz-like anomaly (similar to that found for the distribution of currents in the random resistor network) leading to non-power-law scaling of the negative moments of the growth probability. Since we cannot analyze completely arbitrary structures, our analysis is not definitive. However, it does suggest the validity of a recent proposal by one of us that there is no Lifshitz-like anomaly (similar to that found for the distribution of currents in the random resistor network) leading to non-power-law scaling of the negative moments of the growth probability.
I. INTRODUCTION
Since the model was first proposed by %itten and Sander' some time ago, the aggregation of particles via diffusion initiated from a source at "infinity" has been the object of intense study.
Much of this work has been aimed at determining However, the aggregate is unstable to formation of "arms. " In the fjords between these arms the growth probability will be heavily screened and can become exceptionally small. In this paper we will study how these small growth probabilities scale with the size of the aggregate. Although g' p(i, I ) ', iEIw here P(I'~) is the occurrence probability of the aggregate I z containing N particles and the prime indicates the omission of terms, if any, for which p (i) =0. The occurrence probability is the probability that the cluster I z be formed when the cluster has grown to a size of N sites. This is the correct weighting of the cluster I z within the ensemble of all X-particle aggregates. To determine P (I z ) one must consider all possible growth sequences leading to a cluster of X sites. If W(1 n, i, l z) denotes the probability that growth will occur to form the cluster I z, given the existence of the 
(4).
The occurrence probability that a cluster I~of N particles be formed from an initial seed I, is given by P(I )= Observe that the tube structure is in the form of a chain bent into the shape of the letter "U. " Thus starting from a given seed, there are at most 2 growth sequences to create a specified linear structure of N particles. We can obtain an upper bound to P(I ) by taking the maximal growth probability for adding particle k + 1 to a chain of k particles. This maximal probability occurs for adding the particle at either end of an existing straight line of occupied sites. We denote this probability as pk. Then for any one-dimensional structure (whether bent or straight)
we have the bound Here particles are represented by squares shown schematically here.
with equality for a straight chain of N particles. To determine pk, we need to find the charge distribution on a rectangular conductor which carries unit charge and has length kb and width b. Then pk is the total charge on the end of the conductor when the conductor carries unit charge. Since the scaling properties of this electrostatics problem are not usually explicitly discussed, we will analyze this problem in some detail in the Sec. III. There we will find that p"-Ek ' for large k, so that Eq. (7a) be-
where y =ln(2K)+ -, '.
The important conclusion is that the occurrence probability of a chain obeys the bound of Eq. (4) (with K = -, ').
The smaller-than-exponential probability can be traced to the fact that the structure must be built up in a more or less prescribed way. The entropic factor 2 is not sufficient to modify the smallness caused by the factor (N!) ", where x = -, ', here, but more generally need only be nonzero to ensure the validity of Eq. (4). In this sense the discussion given in Ref. 15 is wrong in that it incorrectly took x =1. (For spatial dimension 3 or greater, x = 1 is correct. ) However, the dominating effect is that a linear structure must be built up in a definite prescribed sequence.
IIl. ELECTROSTATIC ANALYSIS A. The tube configuration
A simple way to obtain the explicit solution for the charge distribution on a rectangular conductor subject to the boundary condition that far from the conductor the field is that of a (two-dimensional) unit point charge is to use conformal mapping.
In this approach one maps the known solution to Laplace's equation for the potential outside an infinitely thin conducting strip of unit length centered on the origin, as shown in Fig. 3(a) , into the potential outside a rectangular conductor, as shown in Fig. 
3(b).
Therefore we start by considering the conducting strip shown in Fig. 3 (a) in the z1 plane. The electrostatic problem we wish to solve is the following: The electrostatic potential 4(x1, y, ) has to obey V' 4=0, subject to the boundary conditions that 4 is a constant on the surface of the conducting strip shown in Fig. 3 (a), and that far from the conductor the electric field is that of a point charge:
4(r)--2Qlnr, r~oo .
(We will use the terminology of two dimensions, so that the solution for a "point charge" is that for a line charge in three dimensions. Also when we refer to "charge" it (b) has the dimensions in cgs units of esu/cm. In any event, to obtain growth probabilities we set Q =1. ) 
The effect of this mapping is shown in Fig. 4 ( 1 
For small b/a, p is close to unity. In this limit the denominator can be replaced by unity. In the numerator we may approximate (1 -s ) by 2(1 -s) and s -P by 2(s -P). Then
We used this result to obtain the bound in Eq. (7), above.
B. Scaling considerations
One can easily generalize the above solution to the case of a one-dimensional structure on the x axis of length 2a and width 2b, whose center is at the origin x =0, but whose end can have some irregular shape on the scale of length 2b. Specifically, we are interested in the charge distribution on a conducting structure carrying total charge Q whose aspect ratio a/b is very large. We will assume that at distances much greater than 2b from either end, the object can be considered to be a uniform rod. In that case, as we will argue, the charge distribution is given to leading order in b/a by
Evaluating this integral we find that 2b (19) To find the charge on the end of the rectangle, we proceed as follows. The charge between two points z2" and z2 ' on the surface (in the z2 plane) is given by ' and that f(x)-(2m) '(2x) ' Here we estimate the growth probabilities for lacunae. The motivation for considering such structures is as follows. One believes that DLA gives rise to objects that look like snowflakes: the structure has large branches which may possibly get quite close to one another. When this happens, they will enclose a large "gallery, " which we will model as a circular hole. What we will show here is that the minimum growth probability inside a circular gallery of radius R is of order AR, where A is the probability that the diffusing particle enter the gallery.
Of course, if the gallery has an aspect ratio that is far from unity, then it should be classified as a tube, as we shall see. With respect to an array of galleries in series, one can say the probability that a diffusing particle find its way through such a sequence of galleries is given by g; AR, . ". For a large number of galleries in series, one is led back to the tube, except that here we operate on a different length scale. But a series of obstacles probably has an occurrence probability similar to that of a tube, in that in all likelihood it must be built by a prescribed growth sequence. Since this argument rests on power-law scaling for the minimum growth probability for a circular cavity, we examine that case now.
As a start, let us consider a simple electrostatics problem in which one has a conductor on the x axis from Thus, to identify an ellipse with a cluster on a lattice, the 
Again, note that these two solutions fit together smoothly: as 8~d/R, (d/R)"f~const, to agree with Eq. (43a).
Thus we conclude that in a cavity of aspect ratio of order unity (in which case it is generically a circle) the minimum charge density (or minimum growth probability for DLA), which occurs at 8=~, is of order A (bo/R), where A is the probability of entering the cavity and we have set d equal to the minimum size of opening, i.e. , the lattice constant. Finally, we extend the above result to a cavity of arbitrary aspect ratio, i.e. , a rectangular cavity of height 2a and width 2b in which there is a small hole of width 2d in the top. The potential 4(x,y) is required to satisfy the boundary conditions that it vanish on the surface of the conductor and should be of the form of Eq. (9) at large distances from the conductor.
To implement these boundary conditions it is convenient to choose the axes as shown in Fig. 8 . Then we incorporate the boundary conditions except those on the top surface by an inside solution of the form 'I 4(x,y) = g c"cos[n ex /(2b )]sinh[nrry l(2b )]/sinh(narra /b ) . 
where
If furthermore d Ib (& 1, then Eqs. (46) and (47) yield: 
so that only the power-law prefactors are modified near the corner. The general conclusion from the rectangular cavity is that exponentially small growth only occurs in the limit when the cavity becomes a tunnel.
IV. OCCURRENCE PROBABILITY OF SPECIAL STRUCTURES
A. The "maze" structure
In this section we calculate the occurrence probability of the "maze" structure, shown in Fig. 9 , which has been suggested by Lee et al. ' as being responsible for a breakdown of power-law scaling. We characterize the maze ' ] =exp(yN -, 'NlnN Fig. 10(b To obtain a bound on the occurrence probability P (I ) we note that the occurrence probability of state i referred to in Eq. (58) Fig. 10(b) . This bound will be used to show that such growth sequences can be ignored. For this bound, we assume an optimal growth sequence from the starting point of Fig.  10 Fig. 11(a) ' ', the number of such sequences is smaller than exp(N). Since according to Eq. (53) any specific growth sequence gives a contribution to the occurrence probability which is bounded by exp ( KN -lnN) , we see that even multiplying this by exp(N) has no effect on the result. The conclusion, although not rigorous, is nevertheless compelling: the occurrence probability of the maze is similar to that of the tube and is bounded by the expression in Eq. (52).
B. The sphere P; f =M!(1/M) -e ™, (59) which is exponential in the number of added particles. For a large sphere of N particles built up this way (like unpeeling an onion), one obtains a lower bound on the growth probability which is of order exp( KN). Ofcourse, to really calculate (rather than bound) the occurrence probability, entropy effects must be taken into account more completely. However, this argument does prove that the occurrence probability has a lower bound which is exponential in the size. ' '[6 '(s/b) 
