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Abstract
We derive a Jacobi-Trudi type formula for Jack functions of rectangular shapes. In this
formula, we make use of a hyperdeterminant, which is Cayley’s simple generalization of the
determinant. In addition, after developing the general theory of hyperdeterminants, we give
summation formulas for Schur functions involving hyperdeterminants, and evaluate Toeplitz-
type hyperdeterminants by using Jack function theory.
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1 Introduction
The Schur function associated with a partition λ of length ≤ n has the determinantal expression
sλ = det(hλi−i+j)1≤i,j≤n,
where hk is the complete symmetric function, i.e., the one-row Schur function s(k). This formula is
called the Jacobi-Trudi formula.
Jack functions are symmetric functions indexed by partitions, i.e., Young diagrams. They have
one parameter α > 0 and include Schur functions as the special case α = 1. In this paper, we
consider the problem of obtaining a Jacobi-Trudi type formula for Jack functions. Lassalle and
Schlosser [14, 15] have recently derived such a formula for Macdonald functions. Their formula
gives an expansion of any Macdonald function with respect to one-row Macdonald functions or
elementary symmetric functions. Macdonald functions [20] are generalizations of Jack functions,
and so the formula of Lassalle and Schlosser reduces to one for Jack functions as a limit case.
However, their formula is very complicated and is not expressed in a determinant-like form. Kerov
obtains a determinant expression for Macdonald functions (and so Jack functions) of hook shapes
[12]. Also, the other determinantal expression is seen in [13].
We would like to obtain a Jacobi-Trudi formula for Jack functions expressed in a determinant-
like form. In particular, the goal of this paper is to obtain the Jacobi-Trudi type formula for Jack
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functions of rectangular shapes when the parameter α is either an integer m or its inverse 1/m. By
Jack functions of a rectangular shape we mean the Jack functions associated with a rectangular
Young diagram.
In our formula, we employ a hyperdeterminant. Cayley [5] defined some generalizations of the
determinant to higher dimensional arrays. Among them, we here deal with the following simple
alternating sum
det[2m](A) :=
1
n!
∑
σ1,...,σ2m∈Sn
sgn(σ1) · · · sgn(σ2m)
n∏
i=1
A(σ1(i), . . . , σ2m(i))
for an array A = (A(i1, . . . , i2m))1≤i1,...,i2m≤n. We call it the hyperdeterminant of A. This polyno-
mial has been studied in [7, 2, 18, 19, 16], see also [23]. Specifically, a Cauchy-Binet type summation
formula for hyperdeterminants is obtained (see e.g. [2]). Luque and Thibon [18, 19] studied the
hyperdeterminant analogue of Hankel determinants, which is closely related to Selberg’s integral
evaluation. Furthermore, Haukkanen [7] and Luque [16] studied a hyperdeterminant analogue of
GCD matrices and its extension to semilattices.
Our main result is stated as follows: for the Jack Q-function Q
(1/m)
(Ln) associated with the partition
(L,L, . . . , L) with n components and parameter α = 1/m, we obtain the following expression:
Q
(1/m)
(Ln) =
n! (m!)n
(mn)!
det[2m](g
(1/m)
L+i1+···+im−im+1−···−i2m
)1≤i1,...,i2m≤n, (1.1)
where g
(1/m)
k are one-row Jack Q-functions. If we substitute m = 1 in expression (1.1), we obtain
the Jacobi-Trudi formula for Schur functions of rectangular shapes s(Ln) = det(hL+i−j)1≤i,j≤n.
Thus, our formula (1.1) is the Jacobi-Trudi formula for Jack functions of rectangular shapes.
We give some applications of hyperdeterminants here. In detail, this paper is organized as
follows:
In §2, we develop the theory of hyperdeterminants and hyperpfaffians, where the hyperpfaffian
is a pfaffian analogue of hyperdeterminants. We give a Cauchy-Binet type integral formula involv-
ing hyperdeterminants, which was previously essentially obtained in summation form. However,
the present integral form yields many applications. We also define a hyperpfaffian and give related
integral formulas. These integral formulas will be applied in later sections. Note that our hyperp-
faffian differs from that of Barvinok; the explicit relation between these two hyperpfaffians is given
in Appendix §6.
In §3, we obtain summation formulas for Schur functions by employing the formulas obtained
in §2. We express the summation∑
λ:ℓ(λ)≤n
sλ(x
(1))sλ(x
(2)) · · · sλ(x
(k)), where each x(i) is the set of n variables,
as a hyperdeterminant if k is even, or as a hyperpfaffian if k is odd. Our formulas in §3 are
generalizations of Cauchy’s determinant formula, Gessel’s formula [6], and Stembridge’s formula
[24].
In §4, we compute Toeplitz hyperdeterminants. A Toeplitz hyperdeterminant is a hyperdeter-
minant whose entries are given by d(i1 + i2 + · · · + im − im+1 − · · · − i2m), where d(k) are Fourier
coefficients for a function defined on the unit circle. We compute values of some Toeplitz hyperde-
terminants explicitly by employing the theory of Jack functions and the integral formulas obtained
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in §2. The problem of calculating a Toeplitz hyperdeterminant is then reduced to the problem
of evaluating a coefficient in the expansion of a certain symmetric function with respect to Jack
functions. Furthermore, we obtain a Toeplitz hyperdeterminant version of the strong Szego¨ limit
theorem. We derive the asymptotic behavior of a Toeplitz hyperdeterminant when the dimension
n goes to the infinity.
Finally, we prove our main result (1.1) in §5, employing the technique for Toeplitz hyperdeter-
minants developed in §4.
2 Hyperdeterminants and hyperpfaffians
In this section, we first give a Cauchy-Binet type integral formula for hyperdeterminants. We define
a new type of hyperpfaffian and obtain some integral formulas making use of this concept. These
formulas will be applied in later sections.
We first state the definition of the hyperdeterminant again, see also [5]. Let m and n be positive
integers. For an array A = (A(i1, . . . , i2m))1≤i1,...,i2m≤n, the hyperdeterminant of A is defined by
the alternating sum
det[2m](A(i1, . . . , i2m))1≤i1,...,i2m≤n :=
1
n!
∑
σ∈S2mn
sgn(σ)
n∏
i=1
A(σ1(i), σ2(i), . . . , σ2m(i)),
where sgn(σ) = sgn(σ1) · · · sgn(σ2m) if σ = (σ1, . . . , σ2m) ∈ S
2m
n . We will sometimes write
(A(i1, . . . , i2m))1≤i1,...,i2m≤n as (A(i1, . . . , i2m))[n] for short.
The following proposition is a generalization of the Cauchy-Binet formula, and was previously
essentially obtained in summation form, see e.g. [2]. The case m = 1 is the well-known Cauchy-
Binet formula for determinants.
Proposition 2.1. Let (X,µ(dx)) be a measure space and {φi,j}1≤i≤2m,1≤j≤n functions on X.
Assume
M(i1, . . . , i2m) :=
∫
X
φ1,i1(x)φ2,i2(x) · · · φ2m,i2m(x)µ(dx)
is well-defined. Then we have
1
n!
∫
Xn
2m∏
i=1
det(φi,j(xk))1≤j,k≤n ·
n∏
j=1
µ(dxj) = det
[2m](M(i1, . . . , i2m))[n].
Proof. From definition of the hyperdeterminant, we see that
det[2m](M(i1, . . . , i2m))[n] =
1
n!
∑
σ1,...,σ2m∈Sn
sgn(σ1 · · · σ2m)
n∏
j=1
(∫
X
2m∏
i=1
φi,σi(j)(x)µ(dx)
)
=
1
n!
∫
Xn
∑
σ1,...,σ2m∈Sn
sgn(σ1 · · · σ2m)
n∏
j=1
2m∏
i=1
φi,σi(j)(xj) ·
n∏
j=1
µ(dxj).
Here, in the second equality, we switch the integral and the product. The integrand on the right-
hand side above is equal to
2m∏
i=1
∑
σ∈Sn
sgn(σ)
n∏
j=1
φi,σ(j)(xj)
 = 2m∏
i=1
det(φi,k(xj))1≤j,k≤n,
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and so we obtain the claim.
Remark 2.1. We may obtain a permanent analogue of Proposition 2.1 in a similar way. For
functions {φi,j}1≤i≤m,1≤j≤n, it holds that
1
n!
∫
Xn
m∏
i=1
per[2](φi,j(xk))1≤j,k≤n ·
n∏
j=1
µ(dxj) = per
[m]
(∫
X
m∏
k=1
φk,ik(x)µ(dx)
)
1≤i1,...,im≤n
.
Here per[m] is a hyper-permanent
per[m](A(i1, . . . , im))1≤i1,...,im≤n :=
1
n!
∑
σ1,...,σm∈Sn
n∏
i=1
A(σ1(i), . . . , σm(i)).
We next define a hyperpfaffian. Let B = (B(i1, . . . , i2m))[2n] be an array satisfying
B(iτ1(1), iτ1(2), . . . , iτm(2m−1), iτm(2m)) = sgn(τ1) · · · sgn(τm)B(i1, . . . , i2m) (2.1)
for any (τ1, . . . , τm) ∈ (S2)
m. Here each τs ∈ S2 permutes 2s − 1 with 2s. We then define the
hyperpfaffian of B by
pf [2m](B) :=
1
n!
∑
σ1,...,σm∈E2n
sgn(σ1 · · · σm)
n∏
i=1
B(σ1(2i− 1), σ1(2i), . . . , σm(2i− 1), σm(2i)), (2.2)
where E2n := {σ ∈ S2n | σ(2i − 1) < σ(2i) (1 ≤ i ≤ n)}. When m = 1, this expression is that of
the ordinary pfaffian pf(B) of an alternating matrix B = (B(i, j))1≤i,j≤2n.
Remark 2.2. Our hyperpfaffian is expressed as Barvinok’s hyperpfaffian, see §6.
Remark 2.3. Let {ξi}i≥1 be anti-commutative symbols, i.e., ξiξj = −ξjξi, and let Λ be the C-
algebra generated by these ξi’s. For a given array A = (A(i1, . . . , i2m))[n], if we put
η =
∑
1≤k1,...,k2m≤n
A(k1, . . . , k2m) ξk1 ⊗ · · · ⊗ ξk2m ∈ Λ
⊗2m,
then we have ηn = n! det[2m](A)(ξ1 · · · ξn)
⊗2m. Similarly, if we put
ζ =
∑
1≤k1<k2≤2n
· · ·
∑
1≤k2m−1<k2m≤2n
B(k1, . . . , k2m)(ξk1ξk2)⊗ · · · ⊗ (ξk2m−1ξk2m) ∈ Λ
⊗m
for a given tensor B = (B(i1, . . . , i2m))[2n] satisfying (2.1), then ζ
n = n! pf [2m](B)(ξ1 · · · ξ2n)
⊗m.
The following proposition describes the relationship between hyperpfaffians and hyperdetermi-
nants. It will be shown that any hyperdeterminant is a special case of a hyperpfaffian.
Proposition 2.2. Let A = (A(i1, . . . , i2m))[n] be any array. Define the array B = (B(i1, . . . , i2m))[2n]
as follows. If i2s−1 is odd and i2s is even for all 1 ≤ s ≤ m, then B(i1, . . . , i2m) = A(p1, q1, . . . , pm, qm),
where i2s−1 = 2ps − 1 and i2s = 2qs for 1 ≤ s ≤ m. If i2s−1 is even and i2s is odd for all
1 ≤ s ≤ m, then B(i1, . . . , i2m) is defined by (2.1); otherwise B(i1, . . . , i2m) = 0. We then have
pf [2m](B) = det[2m](A).
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Proof. From the alternating property (2.1) and the definition of a hyperpfaffian, we can express a
hyperpfaffian as alternating sums on Smn ;
pf [2m](B) =
1
2nm n!
∑
σ1,...,σm∈S2n
sgn(σ1 · · · σm)
n∏
i=1
B(σ1(2i − 1), σ1(2i), . . . , σm(2i − 1), σm(2i)).
Because of the definition of B(i1, . . . , i2m), each term vanishes if there exist 1 ≤ s ≤ m and
1 ≤ i ≤ n such that σs(2i− 1) ≡ σs(2i) (mod 2). We may therefore assume that on the sum of
the above equality, only one of σs(2i − 1) and σs(2i) is odd, say 2r2s−1 − 1, and another is even,
say 2r2s for any 1 ≤ s ≤ m. If σs(2i − 1) = 2r2s (and therefore σs(2i) = 2r2s−1 − 1), we replace
B(. . . , 2r2s, 2r2s−1 − 1, . . . ) with −B(. . . , 2r2s−1 − 1, 2r2s, . . . ). Then, for each 1 ≤ s ≤ m, the se-
quences (σs(1), σs(3), . . . , σs(2n−1)) and (σs(2), σs(4), . . . , σs(2n)) are permutations of 1, 3, . . . , 2n − 1
and 2, 4, . . . , 2n, respectively. Hence we have the expression
pf [2m](B) =
1
2mnn!
∑
τ1,...,τ2m∈Sn
sgn(σ1 · · · σm)
n∏
i=1
2mB(2τ1(i)− 1, 2τ2(i), . . . , 2τ2m−1(i)− 1, 2τ2m(i)),
where σs denotes the permutation(
1 2 · · · 2n − 1 2n
2τ2s−1(1)− 1 2τ2s(1) · · · 2τ2s−1(n)− 1 2τ2s(n)
)
∈ S2n.
Since sgn(σs) = sgn(τ2s−1)sgn(τ2s), we see that
pf [2m](B) =
1
n!
∑
τ1,...,τ2m∈Sn
sgn(τ1 · · · τ2m)
n∏
i=1
A(τ1(i), . . . , τ2m(i)) = det
[2m](A).
We now give a hyperpfaffian analogue of Proposition 2.1. The case m = 1 is well known as
the de Bruijn formula [3]. We will make use of this proposition in the proofs of Theorem 3.3 and
Theorem 3.4 below.
Proposition 2.3. Let m be an odd positive integer. Let {ψi,j}1≤i≤m,1≤j≤2n be functions on a
measure space (X,µ(dx)) and ǫ be a function on X ×X such that ǫ(y, x) = −ǫ(x, y). Suppose that
Q(i1, . . . , i2m) =
1
2
∫
X2
ǫ(x, y)
m∏
s=1
det
(
ψs,i2s−1(x) ψs,i2s−1(y)
ψs,i2s(x) ψs,i2s(y)
)
µ(dx)µ(dy)
is well-defined. Then we have
1
(2n)!
∫
X2n
pf(ǫ(xi, xj))1≤i,j≤2n
m∏
s=1
det(ψs,j(xk))1≤j,k≤2n
2n∏
j=1
µ(dxj) = pf
[2m](Q(i1, . . . , i2m))[2n].
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Proof. A straightforward calculation gives
pf [2m](Q(i1, . . . , i2m))[2n]
=
1
n!
∑
σ1,...,σm∈E2n
sgn(σ1 · · · σm)
n∏
j=1
{
1
2
∫
X2
ǫ(x, y)
×
m∏
s=1
det
(
ψs,σs(2j−1)(x) ψs,σs(2j−1)(y)
ψs,σs(2j)(x) ψs,σs(2j)(y)
)
µ(dx)µ(dy)
}
=
1
n! 2n
∫
X2n
n∏
j=1
ǫ(x2j−1, x2j)
×
m∏
s=1
 ∑
σ∈E2n
sgn(σ)
n∏
j=1
det
(
ψs,σ(2j−1)(x2j−1) ψs,σ(2j−1)(x2j)
ψs,σ(2j)(x2j−1) ψs,σ(2j)(x2j)
)
2n∏
j=1
µ(dxj).
Since the well-known expansion (see e.g. Lemma 4 in [9])
det(ai,j)1≤i,j≤2n =
∑
σ∈E2n
sgn(σ)
n∏
j=1
det
(
aσ(2j−1),2j−1 aσ(2j−1),2j
aσ(2j),2j−1 aσ(2j),2j
)
,
we have
pf [2m](Q(i1, . . . , i2m))[2n] =
1
n! 2n
∫
X2n
n∏
j=1
ǫ(x2j−1, x2j) ·
m∏
s=1
det(ψs,j(xk))1≤j,k≤2n
2n∏
j=1
µ(dxj). (2.3)
On the other hand, by expanding the pfaffian, we see that
1
(2n)!
∫
X2n
pf(ǫ(xi, xj))1≤i,j≤2n
m∏
s=1
det(ψs,j(xk))1≤j,k≤2n
2n∏
j=1
µ(dxj)
=
1
(2n)!n!
∑
σ∈E2n
∫
X2n
sgn(σ)
n∏
j=1
ǫ(xσ(2j−1), xσ(2j)) ·
m∏
s=1
det(ψs,j(xk))1≤j,k≤2n
2n∏
j=1
µ(dxj).
Since m is odd, by permuting columns of each det(ψs,j(xk))1≤j,k≤2n, we have
=
1
(2n)!n!
∑
σ∈E2n
∫
X2n
n∏
j=1
ǫ(xσ(2j−1), xσ(2j)) ·
m∏
s=1
det(ψs,j(xσ(k)))1≤j,k≤2n
2n∏
j=1
µ(dxj)
=
1
n! 2n
∫
X2n
n∏
j=1
ǫ(x2j−1, x2j) ·
m∏
s=1
det(ψs,j(xk))1≤j,k≤2n
2n∏
j=1
µ(dxj).
Here we use the fact the cardinality of the set E2n is (2n)!/2
n. Combining the above expression
with equation (2.3), we obtain the claim.
We also obtain another integral formula in a similar way to the previous proposition. The
following proposition will be used in the proof of Theorem 4.2.
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Proposition 2.4. Let {ψi,j}1≤i≤2m,1≤j≤2n be functions on a measure space (X,µ(dx)). Suppose
that
R(i1, . . . , i2m) =
∫
X
m∏
s=1
det
(
ψ2s−1,i2s−1(x) ψ2s−1,i2s(x)
ψ2s,i2s−1(x) ψ2s,i2s(x)
)
µ(dx)
is well-defined. Then we have
1
n!
∫
Xn
m∏
s=1
det(ψ2s−1,j(xk) | ψ2s,j(xk))1≤j≤2n,1≤k≤n
n∏
j=1
µ(dxj) = pf
[2m](R(i1, . . . , i2m))[2n].
Here det(aj,k | bj,k)1≤j≤2n,1≤k≤n denotes the determinant of the 2n by 2n matrix whose j-th row is
given by (aj,1 bj,1 aj,2 bj,2 . . . aj,n bj,n).
3 Summation formulas for Schur functions
From the propositions obtained in the previous section, we obtain several summation formulas for
Schur functions. We express the summation of the product of Schur functions as a hyperdeterminant
or hyperpfaffian.
Let x = (x1, . . . ,xn) be a sequence of n variables. For a sequence α = (α1, . . . , αn) of
non-negative integers, we introduce aα(x) = det(x
αj
i )1≤i,j≤n as in [20]. In particular, we have
aδ(x) = det(x
n−j
i )1≤i,j≤n = V (x), where V (x) =
∏
1≤i<j≤n(xi − xj) stands for the Vandermonde
product and δ = δn = (n − 1, n − 2, . . . , 1, 0). For a partition λ = (λ1 ≥ · · · ≥ λn) of length
≤ n, the Schur function sλ corresponding to λ is defined by sλ(x) = aλ+δ(x)/V (x), where
λ+ δ = (λ1 + n− 1, λ2 + n− 2, . . . , λn).
The Schur functions have the following well-known summation formulas [20, §I-4, Ex. 6], [8]:∑
λ:ℓ(λ)≤n
sλ(x)sλ(y) =
1
V (x)V (y)
· det
(
1
1− xiyj
)
1≤i,j≤n
, y = (y1, . . . ,yn), (3.1)
∑
λ:ℓ(λ)≤n
sλ(x) =
1
V (x)
· pf
(
xi − xj
(1− xi)(1− xj)(1− xixj)
)
1≤i,j≤n
. (3.2)
Here we assume n is even in expression (3.2). Note that the determinant on the right-hand side
of equation (3.1) is called Cauchy’s determinant. We extend expressions (3.1) and (3.2) to higher
degrees.
Theorem 3.1. Let x(i) = (x
(i)
1 ,x
(i)
2 , . . . ,x
(i)
n ) be a sequence of variables for each 1 ≤ i ≤ 2m. For
any positive integer N , we have
∑
sλ(x
(1))sλ(x
(2)) · · · sλ(x
(2m)) =
2m∏
i=1
1
V (x(i))
· det[2m]
(
1− (x
(1)
i1
· · ·x
(2m)
i2m
)n+N
1− x
(1)
i1
· · ·x
(2m)
i2m
)
[n]
,
where the sum is over all partitions λ = (λ1, . . . , λn) of length ℓ(λ) ≤ n and of largest part λ1 ≤ N .
Proof. Let X = {0, 1, . . . , n + N − 1} and φi,j(k) = (x
(i)
j )
k, and apply Proposition 2.1. Here the
integrals in Proposition 2.1 are regarded as summations over X. Then, since
n+N−1∑
k=0
φ1,i1(k)φ2,i2(k) · · · φ2m,i2m(k) =
n+N−1∑
k=0
(x
(1)
i1
· · ·x
(2m)
i2m
)k =
1− (x
(1)
i1
· · ·x
(2m)
i2m
)n+N
1− x
(1)
i1
· · ·x
(2m)
i2m
,
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we have
det[2m]
(
1− (x
(1)
i1
· · · x
(2m)
i2m
)n+N
1− x
(1)
i1
· · ·x
(2m)
i2m
)
[n]
=
∑
n+N−1≥j1>···>jn≥0
2m∏
i=1
det((x(i)p )
jq)1≤p,q≤n.
Replacing each sequence (j1, . . . , jn) with a partition λ by λq + n− q = jq, we see that
det[2m]
(
1− (x
(1)
i1
· · ·x
(2m)
i2m
)n+N
1− x
(1)
i1
· · · x
(2m)
i2m
)
[n]
=
∑
λ:ℓ(λ)≤n,
λ1≤N
aλ+δ(x
(1))aλ+δ(x
(2)) · · · aλ+δ(x
(2m))
and the claim follows.
Corollary 3.2. Let x(i) be as in Theorem 3.1. Then
∑
λ:ℓ(λ)≤n
sλ(x
(1))sλ(x
(2)) · · · sλ(x
(2m)) =
2m∏
i=1
1
V (x(i))
· det[2m]
(
1
1− x
(1)
i1
· · ·x
(2m)
i2m
)
[n]
. (3.3)
Proof. We may assume that each variable x
(i)
j belongs to the open unit disc {z ∈ C | |z| < 1}. We
obtain the claim by taking the limit as N →∞ in Theorem 3.1.
One may see expression (3.3) as a simple multi-version of expression (3.1). An odd-product
analogue of expression (3.3) is given as follows:
Theorem 3.3. Let m be an odd positive number and x(i) = (x
(i)
1 ,x
(i)
2 , . . . ,x
(i)
2n) the sequence of
variables for each 1 ≤ i ≤ m. Then we have
∑
λ:ℓ(λ)≤2n
sλ(x
(1))sλ(x
(2)) · · · sλ(x
(m)) =
m∏
i=1
1
V (x(i))
·pf [2m]
∑∞p=0∏ms=1{(x(s)i2s−1)p+1 − (x(s)i2s)p+1}
1− x
(1)
i1
x
(1)
i2
· · ·x
(m)
i2m−1
x
(m)
i2m

[2n]
.
Proof. Let X = {0, 1, 2, . . . } and ψi,j(k) = (x
(i)
j )
k. Let ǫ be the alternating function defined by
ǫ(k, l) = 1 for k > l and apply Proposition 2.3. Then we have
Q(i1, . . . , i2m) =
∑
k>l≥0
m∏
s=1
{(x
(s)
i2s−1
)k(x
(s)
i2s
)l − (x
(s)
i2s−1
)l(x
(s)
i2s
)k}
=
∑
p,l≥0
m∏
s=1
(x
(s)
i2s−1
x
(s)
i2s
)l{(x
(s)
i2s−1
)p+1 − (x
(s)
i2s
)p+1} =
∑∞
p=0
∏m
s=1{(x
(s)
i2s−1
)p+1 − (x
(s)
i2s
)p+1}
1− x
(1)
i1
x
(1)
i2
· · ·x
(m)
i2m−1
x
(m)
i2m
.
Proposition 2.3 therefore implies that
pf [2m](Q(i1, . . . , i2m))[2n] =
∑
k1>k2>···>k2n≥0
pf(ǫ(ki, kj))1≤i,j≤2n
m∏
s=1
det((x(s)p )
kq )1≤p,q≤2n
=
∑
λ1≥···≥λ2n≥0
m∏
s=1
det((x(s)p )
λq+2n−q)1≤p,q≤2n.
Here we have replaced each (k1, . . . , k2N ) with a partition (λ1, . . . , λ2N ) by kq = λq+2N −q. Thus,
the theorem follows.
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Recall the Jacobi-Trudi formula for Schur functions
sλ = det(hλi−i+j)1≤i,j≤n (3.4)
for any partition λ of length ≤ n. Here hk is the complete symmetric function
hk(x) =
∑
k1,k2,···≥0,
k1+k2+···=k
x
k1
1 x
k2
2 · · ·
in countably many variables x = (x1,x2, . . . ) if k ≥ 0, or hk = 0 otherwise. From equation (3.4)
we obtain another summation formula for Schur functions.
Theorem 3.4. Let x(i) = (x
(i)
1 ,x
(i)
2 , . . . ) for each i ≥ 1. Then, for each positive integer m, we have
∑
λ:ℓ(λ)≤n
sλ(x
(1)) · · · sλ(x
(2m)) = det[2m]
∑
k≥0
hk−i1(x
(1))hk−i2(x
(2)) · · · hk−i2m(x
(2m))

[n]
. (3.5)
Furthermore, for an odd positive integer m,∑
λ:ℓ(λ)≤2n
sλ(x
(1)) · · · sλ(x
(m)) (3.6)
=pf [2m]
∑
k,l≥0
m∏
s=1
det
(
hk+l+1−i2s−1(x
(s)) hl−i2s−1(x
(s))
hk+l+1−i2s(x
(s)) hl−i2s(x
(s))
)
[2n]
.
Proof. Apply Proposition 2.1 to X = {0, 1, 2, . . . } and φi,j(k) = hk−j+1(x
(i)). Then we have
∑
k1>···>kn≥0
2m∏
i=1
det(hkq−p+1(x
(i)))1≤p,q≤n =
∑
λ1≥···≥λn≥0
2m∏
i=1
det(hλq+n−q−(n−p+1)+1(x
(i)))1≤p,q≤n
=
∑
λ:ℓ(λ)≤n
2m∏
i=1
det(hλq−q+p(x
(i)))1≤p,q≤n.
Here in the first step we have replaced each kq with λq+n−q by a partition λ and changed the order
of rows of determinants det(hkq−p+1(x
(i)))1≤p,q≤n. Hence the claim (3.5) follows from expression
(3.4). The second formula (3.6) follows by applying Proposition 2.3 to X = {0, 1, . . . }, ǫ(k, l) = 1
for k > l, and ψi,j(k) = hk−j+1(x
(i)) in a similar way.
The cases m = 1 in expressions (3.5) and (3.6) have previously been obtained in [6] and [24]
respectively.
4 Toeplitz hyperdeterminants
In this section, we consider a class of hyperdeterminants called Toeplitz hyperdeterminants, and
we evaluate them by employing the theory of Jack polynomials. Furthermore, we obtain the strong
Szego¨ limit formula for Toeplitz hyperdeterminants.
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4.1 Heine-Szego¨ formula for Toeplitz hyperdeterminants
Let f(z) be a complex-valued function on the unit circle T = {z ∈ C | |z| = 1} whose Fourier
expansion is given by f(z) =
∑
k∈Z d(k)z
k. Then the hyperdeterminant
D[2m]n (f) = det
[2m](d(i1 + · · · + im − im+1 − · · · − i2m))[n]
is called the Toeplitz hyperdeterminant of f , see [18].
Theorem 4.1. For a function f ∈ L1(T), we have
D[2m]n (f) =
1
n!
∫
Tn
f(z1)f(z2) · · · f(zn)|V (z1, . . . , zn)|
2m dz1 · · · dzn,
where dzj is the Haar measure on T normalized by
∫
T
dzj = 1.
Proof. Apply Proposition 2.1 to functions {φi,j}1≤i≤2m,1≤j≤n on the measure space (T,dz), where
φi,j(z) =

f(z)zn−j for i = 1,
zn−j for 2 ≤ i ≤ m,
zj−n for m+ 1 ≤ i ≤ 2m.
Then, since
∫
T
φ1,i1(z) · · · φ2m,i2m(z) dz = d(i1 + · · ·+ im − im+1 − · · · − i2m), we have
D[2m]n (f) =
1
n!
∫
Tn
f(z1) · · · f(zn){det(z
n−j
k )1≤j,k≤n det(z
j−n
k )1≤j,k≤n}
m dz1 · · · dzn,
and upon using det(zn−jk )1≤j,k≤n det(z
j−n
k )1≤j,k≤n = |V (z1, . . . , zn)|
2, we have the claim.
The case m = 1 in this theorem is simply the Heine-Szego¨ formula for a Toeplitz determinant,
see e.g. [4].
We can express D
[4m]
n (f) by a hyperpfaffian.
Theorem 4.2. Toeplitz hyperdeterminants D
[4m]
n (f) can be a hyperpfaffian pf
[2m].
D[4m]n (f) = pf
[2m]
(
m∏
s=1
(i2s − i2s−1) · d((2n + 1)m−
2m∑
k=1
ik)
)
[2n]
.
Proof. Apply Proposition 2.4 to functions {ψi,j}1≤i≤2m,1≤j≤n on the measure space (T,dz), where
ψi,j(z) =

f(z)zj−n−
1
2 if i = 1,
zj−n−
1
2 if i is odd and i > 1,
(j − n− 12)z
j−n− 1
2 if i is even.
Then we have
pf [2m](R) =
1
n!
∫
Tn
f(z1) · · · f(zn)|V (z1, . . . , zn)|
4m dz1 · · · dzn = D
[4m]
n (f)
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upon using the formula (see e.g. [22, Chapter 11])
det
(
z
j−n− 1
2
k
∣∣∣ (j − n− 1
2
)z
j−n− 1
2
k
)
1≤j≤2n,1≤k≤n
=
∏
1≤j<k≤n
|zj − zk|
4.
Here the entry of R is calculated as
R(i1, . . . , i2m) =
∫
T
f(z)
m∏
s=1
{(i2s − n−
1
2
)− (i2s−1 − n−
1
2
)}zi2s−1+i2s−2n−1 dz
=
m∏
s=1
(i2s − i2s−1)
∫
T
f(z)zi1+···+i2m−m(2n+1)dz =
m∏
s=1
(i2s − i2s−1) · d(m(2n + 1)− i1 − · · · − i2m)
and so we obtain the claim.
In particular, it holds that D
[4]
n (f) = pf ((j − i)d(2n + 1− i− j))1≤i,j≤2n. For example,
D
[4]
1 (f) = d(0), D
[4]
2 (f) = d(2)d(−2) − 4d(1)d(−1) + 3d(0)
2, . . . .
4.2 Basic properties of Jack functions
To compute Toeplitz hyperdeterminants, we employ Jack polynomials. We recall the basic prop-
erties of Jack functions, see [20, §VI-10] for details. Let α > 0 and let Λ(α) be the Q(α)-algebra
of symmetric functions with variables x = (x1,x2, . . . , ). Let pk be the power-sum polynomial
pk(x) = x
k
1 + x
k
2 + · · · and put pλ = pλ1pλ2 · · · for a partition λ = (λ1, λ2, . . . ). Define the scalar
product on Λ(α) by
〈pλ, pµ〉α = δλ,µzλα
ℓ(λ)
for partitions λ and µ. Here δλ,µ is Kronecker’s delta and zλ =
∏
k≥1 k
mkmk! wheremk = #{i ≥ 1 | λi = k}.
We denote a rectangular-shape partition (k, k, . . . , k) with n components by (kn).
Let mλ be the monomial symmetric function. Then Jack P -functions P
(α)
λ are characterized as
homogeneous symmetric functions such that
P
(α)
λ = mλ +
∑
µ<λ
uλµmµ with uλµ ∈ Q(α), 〈P
(α)
λ , P
(α)
µ 〉α = 0 if λ 6= µ,
where “<” is the dominance ordering. Put
cλ(α) =
∏
(i,j)∈λ
(α(λi − j) + λ
′
j − i+ 1) and c
′
λ(α) =
∏
(i,j)∈λ
(α(λi − j + 1) + λ
′
j − i),
where (i, j) run over all squares in the Young diagram associated with λ and λ′ = (λ′1, λ
′
2, . . . ) is
the conjugate partition of λ. The set of functions {P
(α)
λ | λ are partitions} is an orthogonal basis
of Λ(α). Defining Jack Q-functions by Q
(α)
λ = cλ(α)c
′
λ(α)
−1P
(α)
λ , the set {Q
(α)
λ | λ are partitions}
is its dual basis, i.e., 〈P
(α)
λ , Q
(α)
µ 〉α = δλ,µ.
We sometimes call the Jack function the Jack polynomial if x is a finite sequence, x = (x1, . . . ,xn)
say. The Jack polynomials also satisfy another orthogonality condition. Define the scalar product
by
〈φ,ψ〉′n,α =
1
n!
∫
Tn
φ(z1, . . . , zn)ψ(z
−1
1 , . . . , z
−1
n )|V (z1, . . . , zn)|
2/α dz1 · · · dzn (4.1)
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for n-variables symmetric polynomials φ,ψ. Then we have the orthogonality
〈P
(α)
λ , Q
(α)
µ 〉
′
n,α = δλ,µIn(α)
∏
(i,j)∈λ
n+ (j − 1)α− i+ 1
n+ jα− i
, (4.2)
where
In(α) :=
1
n!
∫
Tn
|V (z1, . . . , zn)|
2/α dz1 · · · dzn =
Γ(n/α+ 1)
n! Γ(1/α + 1)n
. (4.3)
The last equality is given in [1, §8] for example.
4.3 Evaluation of Toeplitz hyperdeterminants in terms of Jack functions
Let 1 be the function such that 1(z) = 1 for any z ∈ T. From Theorem 4.1 and expression (4.3),
we have
D[2m]n (1) = In(1/m) =
(mn)!
n! (m!)n
.
For a function f on T, denote by D̂
[2m]
n (f) the normalized Toeplitz hyperdeterminant
D̂[2m]n (f) =
D
[2m]
n (f)
D
[2m]
n (1)
.
We compute Toeplitz hyperdeterminants employing Jack polynomials. Let f be a function in
L1(T) with the Fourier expansion f(z) =
∑
k∈Z d(k)z
k. The value D
[2m]
n (f) is independent of d(k)
for |k| > (n − 1)m because the d(k) do not appear among entries of D
[2m]
n (f). Thus, there exists
a non-negative integer R such that D
[2m]
n (f) = D
[2m]
n (FR), where FR(z) =
∑
k≥−R d(k)z
k. Then,
from Theorem 4.1, we see that
D[2m]n (FR) =
1
n!
∫
Tn
n∏
k=1
zRk FR(zk) · (z1 · · · zn)
R · |V (z1, . . . , zn)|
2m dz1 · · · dzn.
We have P
(α)
(Rn)(x1, . . . ,xn) = (x1 · · ·xn)
R for any α > 0 (see [20, §VI (4.17)]), while the formal
power series
Sf (x1, . . . ,xn;R) :=
n∏
k=1
xRk FR(xk)
in C[[x1, . . . ,xn]] can be expanded with respect to Jack Q-polynomials. Therefore, if we obtain
the coefficient of Q
(1/m)
(Rn) (x1, . . . ,xn) in this expansion, then we obtain the value D
[2m]
n (FR) by the
orthogonality (4.2). Indeed, if we denote by γ(f, n,m,R) the coefficient of Q
(1/m)
(Rn) in the expansion
of Sf (x1, . . . ,xn;R) with respect to Jack Q-polynomials Q
(1/m)
λ , we have
D[2m]n (f) =
1
n!
∫
Tn
Sf (z1, . . . , zn;R)P
(1/m)
(Rn) (z
−1
1 , . . . , z
−1
n )|V (z1, . . . , zn)|
2mdz1 · · · dzn
=γ(f, n,m,R) · 〈Q
(1/m)
(Rn) , P
(1/m)
(Rn) 〉
′
n,1/m.
The explicit value of 〈Q
(1/m)
(Rn) , P
(1/m)
(Rn) 〉
′
n,1/m can be obtained from (4.2). Finally, we have the following
theorem.
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Theorem 4.3. Let f ∈ L1(T) and let R be a non-negative integer such that D
[2m]
n (f) = D
[2m]
n (FR).
Then we have
D̂[2m]n (f) = γ(f, n,m,R)
n∏
i=1
R∏
j=1
im+ j − 1
(i− 1)m+ j
,
where γ(f, n,m,R) is the coefficient of Q
(1/m)
(Rn) in the expansion of Sf (x1, . . . ,xn;R) with respect to
Jack Q-polynomials Q
(1/m)
λ .
As this theorem indicates, the computation of a Toeplitz hyperdeterminant is reduced to the
evaluation of the coefficients of a Jack polynomial expansion. However, it is hard to obtain explicit
values of γ(f, n,m,R) in general. Here we give a few simple examples where γ(f, n,m, 1) can be
explicitly calculated.
Example 4.1. Consider f(z) = za− z−1 where a is a positive integer. In the notation of Theorem
4.3, we can take R = 1. Then Sf (x1, . . . ,xn;R) = (−1)
n
∏n
k=1(1 − x
a+1
k ). The degree of each
term in the polynomial
∏n
k=1(1− x
a+1
k ) is divisible by a+ 1 and therefore γ(f, n,m,R) = 0 unless
n ≡ 0 (mod a+ 1). Henceforth, assume n ≡ 0 (mod a+1) and put na = n/(a+1). Then the term
of degree n in (−1)n
∏n
k=1(1− x
a+1
k ) is given by an elementary symmetric polynomial
(−1)n+naena(x
a+1
1 , . . . ,x
a+1
n ) = (−1)
n+na(ena ◦ pa+1)(x1, . . . ,xn)
=
∑
λ⊢na
(−1)n+ℓ(λ)
zλ
(pλ ◦ pa+1)(x1, . . . ,xn).
Here ◦ denotes the plethysm product ([20, §I-8]) and, in the second equality, the formula (2.14’) in
[20, §I] is used. Now we use the basic property pλ ◦ pk = pkλ, where kλ = (kλ1, kλ2, . . . ), and the
expansion formula (obtained from [20, §VI, (10.27)])
pρ = α
ℓ(ρ)zρ
∑
λ:|λ|=|ρ|
θλρ (α)
cλ(α)
Q
(α)
λ . (4.4)
Then we have γ(f, n,m,R) =
∑
λ⊢na
(−1)n+ℓ(λ)z−1λ m
−ℓ(λ)z(a+1)λθ
(1n)
(a+1)λ(
1
m )/c(1n)(
1
m). Finally, since
θ
(1n)
ρ (α) = (−1)n−ℓ(ρ)n! z−1ρ (see [20, §VI-10, Ex.1]) and n!
∑
λ⊢n α
ℓ(λ)z−1λ =
∏n−1
i=0 (α+ i), we have
γ(f, n,m,R) =
∏na−1
i=0 (im+ 1)
(na)!mna
.
Therefore, by Theorem 4.3, the Toeplitz hyperdeterminant of f(z) = za − z−1 is given by
D̂[2m]n (f) =
n−1∏
i=na
im+m
im+ 1
if n ≡ 0 mod a+ 1, and D̂
[2m]
n (f) = 0 otherwise.
Example 4.2. Let f(z) = {sz(1−sz)}−1 with 0 < |s| < 1. Then Sf (x1, . . . ,xn;R) = s
−n
n∏
k=1
(1− sxk)
−1
with R = 1. The term of degree n is the complete symmetric polynomial hn(x1, . . . ,xn). Hence, by
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a similar discussion to the last example, we have γ(f, n,m,R) = (−1)n−1(n!mn)−1
∏n−1
i=1 (im− 1).
Here the value is independent with s. Therefore the Toeplitz hyperdeterminant is
D̂[2m]n (f) = (−1)
n−1
n−1∏
i=1
im− 1
im+ 1
.
In particular, D
[2]
n (f) = 0 for n > 1.
Example 4.3. Let f(z) = z−1ez. Then we have Sf (x1, . . . ,xn; 1) = exp(p1(x)) and therefore the
term of degree n is p(1n)/n!. It follows by (4.4) that γ(f, n,m, 1) = (m
nn!)−1, and so the Toeplitz
hyperdeterminant is
D̂[2m]n (f) =
n−1∏
i=1
(im+ 1)−1.
4.4 Strong Szego¨ limit theorem for Toeplitz hyperdeterminants
We consider the asymptotic limit of a Toeplitz hyperdeterminant of size n in the limit as n→∞,
whence we obtain a hyperdeterminant analogue of the strong Szego¨ limit theorem.
Theorem 4.4. Let f(z) = exp
(∑
k∈Z c(k)z
k
)
be a function on T and assume∑
k∈Z
|c(k)| <∞ and
∑
k∈Z
|k| |c(k)|2 <∞. (4.5)
Then we have
D̂[2m]n (f) ∼ exp
(
c(0)n +
1
m
∞∑
k=1
kc(k)c(−k)
)
as n→∞.
The case m = 1 is actually the strong Szego¨ limit theorem for a Toeplitz determinant, see e.g.
[22]. This theorem follows from Theorem 4.1 and the following lemma. The lemma has previously
been given in [10, 11], while the present author has given a simpler algebraic proof in [21].
Lemma 4.5. Let f be as in Theorem 4.4. Then, for any α > 0, we have
lim
n→∞
1
In(α) enc(0)
∫
Tn
n∏
j=1
f(zj)|V (z1, . . . , zn)|
2/α dz1 · · · dzn = exp
(
α
∞∑
k=1
kc(k)c(−k)
)
.
Example 4.4. Let f(z) = ex(z−z
−1) with x > 0. The Fourier coefficients are Bessel functions, see
e.g. [1, Eq. (4.9.10)]. Then Theorem 4.4 says limn→∞ D̂
[2m]
n (ex(z−z
−1)) = e−x
2/m.
Example 4.5. Let f(z) = (1 + tz)w1(1 + sz−1)w2 with complex parameters s, t, w1, w2 satisfying
|s|, |t| < 1. Since c(k) = w1(−1)
k+1tk/k and c(−k) = w2(−1)
k+1sk/k for k > 0, we have
lim
n→∞
D̂[2m]n (f) = exp
(
w1w2
m
∞∑
k=1
(st)k
k
)
= (1− st)−w1w2/m.
Example 4.6. Define c(k) = |k|−1−x if k 6= 0 and c(0) = 0 with x > 0. Then
∑
k∈Z
|c(k)| = 2ζ(1 + x)
and
∑
k∈Z |k||c(k)|
2 = 2ζ(1 + 2x), where ζ(s) is the Riemann zeta function ζ(s) =
∑∞
n=1 n
−s for
Re s > 1. Therefore f(z) = exp
(∑∞
k=1(z
k − z−k)/k1+x
)
and we have lim
n→∞
D̂[2m]n (f) = e
ζ(1+2x)/m.
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5 Jacobi-Trudi type formula for Jack functions of rectangular
shapes
The main result of the present study is presented in this section. We obtain the Jacobi-Trudi formula
for Jack functions of rectangular shapes by employing the Toeplitz hyperdeterminant studied in
the previous section.
Put
G
(α)
x (z) =
∞∏
i=1
(1− xiz)
−1/α, Ex(z) =
∞∏
i=1
(1 + xiz).
These functions are the generating functions for one-row Q-functions and one-column P -functions,
G
(α)
x (z) =
∞∑
r=0
Q
(α)
(r) (x)z
r, Ex(z) =
∞∑
r=0
P
(α)
(1r)(x)z
r.
Put g
(α)
r = Q
(α)
(r) . The function P
(α)
(1r) is just equal to the elementary symmetric function er. We put
g
(α)
r = er = 0 unless r ≥ 0.
Consider a shifted Toeplitz hyperdeterminant defined by
D̂[2m]n;a (f) = D̂
[2m]
n (z
−af(z)), a ∈ Z.
Then we have the following formula.
Theorem 5.1. Let m, n, and L be positive integers, and let x be the sequence of infinitely many
variables x = (x1,x2, . . . ). Then we have
Q
(1/m)
(Ln) (x) = D̂
[2m]
n;L (G
(1/m)
x ), P
(m)
(nL)
(x) = D̂
[2m]
n;L (Ex). (5.1)
In other words, we have
Q
(1/m)
(Ln) =
n! (m!)n
(mn)!
· det[2m](g
(1/m)
L+i1+···+im−im+1−···−i2m
)[n],
P
(m)
(nL)
=
n! (m!)n
(mn)!
· det[2m](eL+i1+···+im−im+1−···−i2m)[n].
Proof. We may assume each xj is a non-zero complex number and |xj | is sufficiently small. We
apply Theorem 4.3 to the function f(z) = z−LEx(z) and R = L. Then in the notation of Theorem
4.3 we have Sf (z1, . . . , zn;L) =
∏n
k=1
∏∞
i=1(1 + xizk). The dual Cauchy formula for Jack functions
([20, §VI-5,10]) says that
∑
λ:ℓ(λ)≤n
Q
(1/α)
λ′ (x)Q
(α)
λ (z1, . . . , zn) =
∞∏
i=1
n∏
k=1
(1 + xizk).
Therefore we obtain γ(f, n,m,L) = Q
(m)
(nL)
(x) and
D̂
[2m]
n;L (Ex) = D̂
[2m]
n (f) = Q
(m)
(nL)
(x)
n∏
i=1
L∏
j=1
im+ j − 1
(i− 1)m+ j
= P
(m)
(nL)
(x),
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and so we have obtained the second in equation (5.1) to be proved.
Recall the endomorphism ωα on the C-algebra of symmetric functions (see [20, §VI-10]). It
satisfies the duality ωα(P
(α)
λ ) = Q
(1/α)
λ′ , and so the first formula follows from the second formula in
equation (5.1).
As a corollary of the previous theorem, we see that
Q
(1/m)
(Ln) ∈ Q[g
(1/m)
L+i : −m(n− 1) ≤ i ≤ m(n− 1)], P
(m)
(nL)
∈ Q[eL+i : −m(n− 1) ≤ i ≤ m(n− 1)].
Since the Schur function is the Jack function associated with α = 1: sλ = Q
(1)
λ = P
(1)
λ , the case
m = 1 in Theorem 5.1 reduces to the well-known Jacobi-Trudi identity and the dual identity for
the Schur function of a rectangular shape:
s(Ln) = det(hL−i+j)1≤i,j≤n, s(nL) = det(eL−i+j)1≤i,j≤n.
If α is an even number and its inverse, the Jack function of a rectangular shape can also be
expressed by a hyperpfaffian as follows. From Theorem 5.1 and Theorem 4.2, we have the following
corollary.
Corollary 5.2. For any positive integers m,L and n, we have
Q
(1/(2m))
(Ln) =
n!((2m)!)n
(2mn)!
pf [2m]
(
m∏
s=1
(i2s − i2s−1) · g
(1/(2m))
L+m(2n+1)−i1−···−i2m
)
[2n]
,
P
(2m)
(nL)
=
n!((2m)!)n
(2mn)!
pf [2m]
(
m∏
s=1
(i2s − i2s−1) · eL+m(2n+1)−i1−···−i2m
)
[2n]
.
6 Appendix: Barvinok’s hyperpfaffian
Our hyperpfaffian pf [2m] defined by expression (2.2) differs from Barvinok’s hyperpfaffian Pf [2m] in
[2]. In this section, we give the explicit relationship between these two hyperpfaffians .
For positive integers m and n, we put
E2mn,2m = {σ ∈ S2mn | σ(2m(i − 1) + 1) < σ(2m(i − 1) + 2) < · · · < σ(2mi) (1 ≤ i ≤ n)}.
Let M = (M(i1, . . . , i2m))[2mn] be an array satisfying M(iτ(1), . . . , iτ(2m)) = sgn(τ)M(i1, . . . , i2m)
for any τ ∈ S2m. Barvinok [2] defines his hyperpfaffian by
Pf [2m](M) =
1
n!
∑
σ∈E2mn,2m
sgn(σ)
n∏
i=1
M(σ(2m(i − 1) + 1), σ(2m(i − 1) + 2), . . . , σ(2mi)),
see also [17].
As the following proposition states, our hyperpfaffian pf [2m] is expressed by Pf [2m].
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Proposition 6.1. Let B = (B(i1, . . . , i2m))[2n] be an array satisfying condition (2.1). Let
M = (M(i1, . . . , i2m))[2mn]
be the array whose entries M(i1, . . . , i2m) are given as follows: if i1 < · · · < i2m and if there
exist 1 ≤ r1, . . . , r2m ≤ 2n such that i2s−1 = 2n(s − 1) + r2s−1 and i2s = 2n(s − 1) + r2s for any
1 ≤ s ≤ m, then M(i1, . . . , i2m) = B(r1, . . . , r2m). Otherwise define M(i1, . . . , i2m) = 0. Then we
have pf [2m](B) = Pf [2m](M).
Proof. The value
∏n
i=1M(σ(2m(i − 1) + 1), σ(2m(i − 1) + 2), . . . , σ(2mi)) is zero unless the per-
mutation σ ∈ E2mn,2m satisfies 2n(s− 1) + 1 ≤ σ(2m(i− 1) + 2s− 1), σ(2m(i − 1) + 2s) ≤ 2ns for
any 1 ≤ s ≤ m and 1 ≤ i ≤ n. Therefore
Pf [2m](M) =
1
n!
∑
σ1,...,σm∈E2n
ǫ(σ1, . . . , σm)
×
n∏
i=1
M(· · · · · · , 2(s − 1)n+ σs(2i− 1), 2(s − 1)n + σs(2i), · · · · · · ),
where ǫ(σ1, . . . , σm) is the signature of the permutation σ defined by
σ(2m(i − 1) + 2s− 1) = 2n(s− 1) + σs(2i− 1) and σ(2m(i − 1) + 2s) = 2n(s − 1) + σs(2i)
for any 1 ≤ i ≤ n and 1 ≤ s ≤ m. Hence we have Pf [2m](M) = ǫ(id, . . . , id)pf [2m](B), and so
ǫ(id, . . . , id) = sgn(ρ), where
ρ(2m(i − 1) + 2s− 1) = 2n(s− 1) + 2i− 1 and ρ(2m(i− 1) + 2s) = 2n(s− 1) + 2i.
Now it is straightforward to see sgn(ρ) = 1.
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