I. INTRODUCTION
Learning automata have been extensively studied by researchers in the area of adaptive learning. The intention is to design a learning machine which interacts with an environment and which dynamically learns the optimal action which the environment offers. Since the literature on learning automata is extensive we refer the reader to a review paper by Narenda and Thathachar [9] and an excellent book by Lakshmivarahan [3] for a review of the various families of learning automata. The latter reference also discusses in fair detail some of the applications of learning automata that include game playing [5], pattern recognition and hypothesis testing [9] , priority assignment in a queueing system [7] and telephone routing [lo] , [ll] . Applications not found in [3] include the solution of stochastic geometric problems using learning automata [15] and the partitioning of objects using various types of automata [16], [17] .
Most of the research done in this area has involved the family of automata called variable structure stochastic automata (VSSA). Although automata in this family possess transition and output functions that evolve as the learning process proceeds it can be shown that a VSSA is completely defined by a set of action probability updating functions [8], [9] , [22] . A VSSA is implemented using a random number generator (RNG). The automation decides on the action to be chosen based on an action probability distribution vector, and based on the response it receives from the environment the automaton updates this vector. Manuscript received June 1, 1987; revised February 24, 1988 . This work supported in part by the Natural Sciences and Engineering Research Council of Canada and in part by the Copenhagen Telephone Company KTAS UB.
Nearly all the VSSA discussed in the literature permit probabilities that can take any value in the range [0,1]. Hence the RNG must theoretically possess infinite accuracy. In practice, the probabilities are rounded off to a certain number of decimal places depending on the architecture of the machine that is used to implement the automaton. However, to minimize the requirements on the RNG and to increase the speed of convergence of the VSSA the concept of discretizing the probability space was recently introduced in the literature [12], [16] . As in the continuous case, a discrete VSSA is defined using a probability updating function. However, as opposed to the functions used to define continuous VSSA, discrete VSSA utilize functions that can only assume a finite number of values. These values divide the interval [0,1] into a finite number of subintervals. If the subintervals are all of equal length the VSSA is said to be linear. Using these functions discrete VSSA can be designed-the learning being performed by updating the action probabilities in discrete steps.
Learning The theoretical results known about two-action discretized automata can be summarized as follows [14]: a) The discretized linear reward-inaction (DLRI) automaton is absorbing and roptimal in all random environments; b) the discretized linear inaction-penalty (DP,,) automaton is ergodic and expedient in all random environments; c) the discretized linear inaction-penalty automaton with artificially created absorbing barriers is r-optimal in all random environments and is the only known scheme which is of a linear inaction-penalty flavor and which is simultaneously r-optimal; and d) the family of discretized nonlinear reward-inaction (DNRI) automata is c-optimal in all random environments. In the latter case, the maximum advantage that can be obtained by nonlinearizing the automaton has also been derived.
In this paper we shall extend these results and shall prove the following results. a) Two-action discretized linear reward-penalty (DL,,), automata are ergodic and r-optimal in all random enwronments whenever c,,, < 0.5.
b) There exist two-action discretized linear reward-penalty automata that are ergodic and r-optimal in all random environments. We shall refer to this machine as the modified discretized linear reward-penalty (MDL,,) automata. c) Discretized two-action linear reward-penalty automata with artificially created absorbing barriers are r-optimal in all random environments. These automata shall be called the absorbing discretized linear reward-penalty (ADL,,) automata.
The above automata are the only schemes known to us that are of a linear nature and yet r-optimal even though the probability re-enforcing rules are of a reward-penalty flavor. It is in this connection that we believe that the introduction of the above schemes is a major contribution. Although continuous linear symmetric reward-penalty schemes are at their best expedient (and definitely not absolutely expedient [3]) linear reward-penalty schemes are not entirely rejectable. In this paper, we shall show that by discretizing the probability space and rendering the boundary values absorbing the resulting symmetric automaton is indeed r-optimal. Alternatively, by making a stochastic modification to the transition function, the automata can be made ergodic and r-optimal in all random environments. The question naturally arises: Are there situations in which a reward-penalty scheme is to be preferred? Simulation results indicate that the ADL,, scheme is extremely accurate and fast in its convergence. Further, in a case when the penalty probabilities are near 0.5 (i.e., the reward probabilities are almost the same as the penalty probabilities), the automaton utilizes all the responses of the environment and ignores none of the environment responses as a reward-inaction automaton does.
For the rest of this section we shall briefly present some fundamentals and the notation we shall be using and shall subsequently present the various theoretical results we have obtained concerning the three automata discussed above.
A . Fundamentals
The automaton considered in this paper ( Fig. 1 ) selects an action a ( n ) at each instant n from a finite action set { a,l i = 1 to R}. The selection is done on the basis of a probability distribution p ( n ) , an R X 1 vector where:
withp,(n) = P r [ a ( n ) = a , ] , and R P I ( " ) = I forall n.
(1)
The selected action serves as the input to the environment which gives out a response b ( n ) at time n. b ( n ) is an element of B = {O,l}. The response 1 is said to be a penalty. The environment penalizes the automaton with the penalty probability c,,
Note that the environment is fully defined by the set of penalty probabilities { c, } which are initially unknown to the automaton. On the basis of the response b ( n ) the action probability vector p ( n ) is updated and a new action a( n + 1) is chosen for the next time instant. Observe that the updating is done with the hope that the automaton arrives at the action that possesses the minimum penalty response in an expected sense. Let L be the action that obeys, c,=min(c,).
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Then the latter optimal goal is achieved when p , ( n ) =1, p , ( n ) = O for i i t L. Throughout this paper we deal with the case when R , the numbers of actions, is two. The analogous results for R > 2 are yet open but conjectured to be true.
With no a priori information, the automaton chooses the actions with equal probability. The expected penalty is thus initially M,, the mean of the penalty probabilities. An automation is said to learn expediently if, as time tends towards infinity, the expected penalty is less than M,. We denote the expected penalty at time n as E [ M ( n ) ] . If cL. is defined by (3), then the automaton is said to be optimal if E [ M ( n ) ] asymptotically equals cL as time goes towards infinity. It is c-optimal if in the limit E [ M ( n ) ] < cL + c for any arbitrary c > 0 by the suitable choice of some parameter of the automaton. Thus the limiting value of E [ M ( n ) ] can be as close to cL as desired.
T H E DISCRETIZED LINEAR REWARD-PENALTY AUTOMATON
The discretized linear reward-penalty (DLRP) automaton has ( N + 1) states where N is an even integer. We refer to the set of states as S = {so, s,; . ., sN}. Associated with the state s, is the probability i/N that represents the probability of the automaton choosing action a,. Note that in this state the automaton chooses action a , with probability (1 -i/N). Since any one of the action probabilities completely defines the vector of action probabilities, we shall, with no loss of generality, consider pl( n). As alluded to earlier, the basic idea in the learning process is to make discrete changes in the action probabilities. By defining the transition map as a function from SXB to S the changes in these probabilities are indeed discrete. The transition map of the DL,, automaton is given schematically in Fig. 2 and explicitly specified for the interior states ( s ( n ) = s k , 1 < k < N -1) by (4) and for the boundary states ( s ( n ) =so or sN) by (4a):
Observe that if the machine is in state so it has to choose u2 and similarly if it is in sN it has to choose a,. Thus the change in action probabilities can be explicitly written for 0 < p , ( n ) < 1 by (5) and for the end states by (Sa): 
All the other elements of M are zero, and the boundary conditions for the chain are specified by:
The Markov chain consists of exactly one closed communicating class. Further, since it is aperiodic the chain is ergodic and the limiting distribution is independent of the initial distribution [2] . Let T( n) be the state probability vector, where, for all n ,
Using the limiting value of n which satisfies (9) we derive the properties of the DL,, scheme.
Theorem 1: Let A = (e1 + c2 -1). Then n,, the ith component of the asymptotic probability vector obeys the following difference equation for 1 < i < N.
c, -A ( 9)
By definition, the limiting equilibrium probability vector I I satisfies MTlr = T, where, I I is defined by (8) above. To render the computations easy we introduce the following polynomials p( Z ) and Q( Z), where,
r r Z , and
Using the notation that A = c, + c, -1, the equation n = MTn is
The way by which the action probabilities are updated warcases when c1 = 0 or c2 = 1. This implies that the Markov chain is
rants the name of the automaton. Furthermore, if c1 < c2, the automaton has no absorbing barriers except in the degenerate (10)
Moving P ( 2 ) to the left hand side, multiplying by Z and dividing by 1 -Z yields
By comparing coefficients this gives qn,,=O i = 1 , 2 ; . . , N .
Moving terms with q-, to the right side and dividing by the coefficient of n, yields (13) ( l -c 2 ) + A -N and the theorem is proved.
Theorem II: The DL,, automation is r-optimal whenever the minimum penalty probability is less than 0.5.
Proof:
With no loss of generality let a, be the optimal action (i.e., let c, < c2). It remains to be proved that E[p,(00)] tends to unity as N + 00 if and only if c, < 0.5, where, We consider three mutually exclusive and exhaustive cases. This easily implies that as N + 00 the major part of the probability measure on T is contained in an arbitrarily small neighborhood of unity. Thus,
N ;
Case II-0.5 > c2 > c,:
Note that io need not be an integer. For the sake of notation, let the ratio of n, to nl-l in (13) be 4,. It is important to observe that for large N, i, < qN, where q is strictly less than 0.5. Then, a simple algebraic computation shows that i -1
The r-optimality of the scheme when c2 = 0.5 is disposed of by remarking that 4, increases to (1 -c, + A/N)/c, and is strictly greater than unity for all i.
Consider now the case when c2 < 0.5. In this case, q1 < 1 and increases for 1 f i < io, and continues to increase beyond io. We compare n8 for 0 i < io and i, < i < 2i, + 2 to T, for i in the interval 2i0 + 2 < i < N. In the latter interval,
Let i, be the first integer in the interval (2i0 + 2, N ] . Then the probability measure in the first two intervals sum to a quantity less than 2qNn1, where q is chosen strictly less than 0.5 such that i < qN for sufficiently large N and q independent of N . Similarly, the probability measure in the last interval sums to a quantity more than S', where,
This shows that for N -c c most of the probability mass sits in the last interval, and an argument as in case (i) finishes the proof. Between Cases I and I1 we see that the scheme is r-optimal whenever cl < 0.5.
Case III-cc, > c, > 0.5: Let a be defined as a = (2c2 -1)/2( c2 + c1 -1). Of course, a is strictly greater than 0.5 in the case we are considering. Let d > 0 be an arbitrarily small positive number. For i = 0;. ., N, let i , be the first of the numbers i/N that belong to the interval from a -d to a, and let n( i,) be the corresponding associated probability measure. Since the probabilities are increasing in the interval from 0 to i, the probability of the whole interval from 0 to a -d is bounded above by i,. (n(i,)). We shall show that the probability of the interval from a -d to a -d/2 is bounded below by n(i,) times the sum of a quotient series where the quotient is bounded below
and N is large enough). But the number of terms in that quotient series is asymptotic to (1/2d) N since each of the numbers in the intersection of the progression i/N with the interval from a -d to a -d/2 contributes one term. Hence, as N tends to infinity, most of the probability mass in the interval from 0 to a sits in the interval from a -d to a. A very similar argument gives that most of the probability mass in the interval from a to 1 sits in the interval from a to a + d , where d is arbitrarily small. This concludes the proof.
Hence the automaton is not €-optimal whenever the minimum penalty probability is greater than 0.5. Interestingly enough the value of E [ p,(00)] = 1 when c1 = 0.5.
Remarks
1) The question of whether the DL,, automaton was r-optimal was left open in [14], but Oommen conjectured that the machine was r-optimal in all environments. An anonymous reviewer of [14] had suggested that the conjecture was too powerful, and indeed this is the case (see [14, p. 291, ftn.]). The first author of this paper would like to put on record his gratitude to the reviewer of [14] who pointed him to the true property of the DLRp automaton.
2) When Tsetlin first designed the Tsetlin automaton, L2N,Z (or linear tactic), his automaton was the first (deterministic or stochastic) automaton that could be proven to possess learning properties. The automaton was shown to be €-optimal in environments whenever the minimum penalty probability is less than 0.5. It is not inappropriate to mention that the DL,, automaton is not a generalized version of the linear tactic, but is distinct in c2 design and operation for the following reasons.
Whereas the L,,., automaton is an FSSA, the DL,, scheme is a VSSA. In the case of the L2N,2 automaton, the action probability vector is a deterministic vector. In the case of the DL,, scheme, p (n) is a random vector. Thus, whenever cI < 0.5, whereas in the former case the probability p l ( w ) + 1 as N -+ 00, in the latter case the expected probability E [ pl(m)] + 1 as N 4 00. Thus all the advantages of VSSA over FSSA (such as that of possessing the capability of choosing differ-ent actions at almost all consecutive time instances) are found in the DLRp scheme. Additionally, the expected penalty tends to the value of the minimum penalty probability whenever the latter quantity is less than 0.5.
We shall now modify the DL,, scheme to obtain a scheme e-optimal in all environments.
THE MODIFIED DISCRETIZED LINEAR
The modified discretized linear reward-penalty (MDL,,) automaton has ( N + 1) states where N is an even integer, where as in the case of the DLRp automaton is the set S = {so, s,,. . . , sN }.
Associated with the state s, is the probability i/N, and this represents the probability of the automaton choosing action a , . As before, note that in this state the automaton chooses the action a2 with probability (1 -i/N).
As in Section 11, the learning is achieved by making discrete changes in the action probabilities, and this is done by defining the transition map as a function from SXB to S. The transition map of the MDLRp automaton is specified stochastically below for s ( n ) = s k , 1 G k G N -1. Observe that if the machines is in state so it has to choose a, and similarly if it is in s N , it has to choose a,. Thus the change in action probabilities can be written for 0 < p l ( n ) < 1 as: 
Similarly, at the boundary states the probability changes as below: (18) w.p. means "with probability."
Theorem ZZI: The MDL,, automaton defined by (15) and (16) is e-optimal in all random environments. Proof: If c1 < c2, the automaton has no absorbing barriers except in the degenerate cases when c, = 0 or c2 = 1. This implies that without loss of generality p l ( n ) behaves as a homogeneous ergodic Markov chain defined by a stochastic matrix Q, where, if g, = i / N and g,' = 1 -i / N , the arbitrary element Q,,, is defined as the probability Pr[s(n) = sJ(s(n -1) = s,], and has the value   Q,,,-,=0.5g,c,+g,'(l-c2)+0.5g,'c, f o r l < i < N , Q,,, + = OSg,c, + g, (1 -cl) +O.5g:c2
All the other elements of Q are zero, and the boundary conditions of the chain are specified by 0 . 5~~ + (1 -c2) and QN. = 0 . 5~~ + (1 -c,) . (20) Let e, = 0 . 5~~ and e, = 0 . 5~~. Then, (19) and (20) become (21) and ( 
Comparing (21) and (22) with (6) and (7) 
. 5~~) .
Due to these observations the ergodic chain represented by Q can be solved trivially by merely substituting in the solution for (6) and (7) e, and 1 -e, instead of c, and 1 -c, respectively. This leads us to the interesting conclusion that for MDL,, automaton interacting with an environment with penalty probabilities ( q , c,) behaves exactly as a DLRp automaton would if it interacted with an environment with penalty probabilities (c1/2,c,/2). Since c, and c2 are probabilities the r-optimality of the MDL,, automaton in all environments follows from the above proven r-optimality properties of the DLRp automaton. Hence the result.
Remarks
1) The DL,, automaton is the only known ergodic symmetric linear reward-penalty VSSA that is r-optimal in any random environment. In the continuous case, it is easy to see that no such scheme can exist-since the symmetric L,, scheme is at its best expedient [3] . By discretizing the probability space and by rendering the probability changes discrete the automaton can be made r-optimal in some environments. This, in our opinion, in itself, is a significant discovery not only in the field of adaptive learning but also in the area of the psychological modelling of biological systems.
2) The MDL,, automaton is the only known ergodic linear r-optimal reward-penalty VSSA that does not require the penalty response to be arbitrarily smaller than the response to a reward. This is notably distinct from the set of ergodic r-optimal schemes described in [3].
3) The MDL,, scheme can be viewed as a filter in conjunction with the DL,, scheme described in Section 11. The filter transforms the responses of the environments as follows: Whenever b( n) = 0 the filter emits the response b'( n) identically equal to 0. However, whenever b(n) =1, the filter emits the response b'(n) to be 1 with a probability of 0.5, and emits the response b'(n) to be equal to 0 with a probability of 0.5. This conceptual view of the MDL,, scheme is shown in Fig. 3 ( cI ,,c,) , the DL,, automaton effectively interacts with a pseudoenvironment with penalty probabilities ( c1/2, c2/2). We call such a filter an "environment transforming filter." We are currently investigating the existence of various other such filters and studying their application to list organizing strategies.
We shall now proceed to present a symmetric linear reward-penalty scheme that is r-optimal in all random environments.
IV. THE ABSORBING DISCRETIZED LINEAR REWARD-PENALTY SCHEME
The absorbing discretized linear reward-penalty (ADL,,) automaton is obtained by defining the states so and sN of the DL,, to be absorbing. The automaton is formally defined as a pair ( S , G) where, a) S is the set of states and is identical to the set of states of b) G is the state transition map specified by ( 
All the other elements of R are zero, excepting Ro.o and R N , N whose values in this case are unity.
Theorem IV: The ADL,, automaton in c-optimal in all random environments.
Proof: With no loss of generality let a, be the optimal action (Le., let cI < c,). Let H ( i ) be the first passage probability of being absorbed in state sN given that the chain started in state 3,.
Clearly, H(0) = 0, and, H( N ) = 1. Furthermore, 0 < H ( i ) < 1.
Assuming that we start at state N / 2 , we aim to prove that H( N/2) tends to unity as N -+ 00. Thus x, is a probability distribution on i and H ( i ) is the cumulative probability. The above yields,
The proof now follows, very closely, the proof of Theorem 11, the main difference being that the quotients are (very close to) the reciprocals of the quotients obtained in Theorem 11. Hence we shall show that most of the probability mass of the vector ' ., x N l r lies in the "head" (i.e. in the leftmost components of x). We shall consider three distinct cases. Case II-0.5 > c2 > cI: In this case we define a = (2c, -1)(2(c1 + c2 -1). Then 0 < a 6 0.5, with the inequality being stnct at the upper bound. The value of the quotients q, starts (for i = 0) by being equal to (1 -c2)/c2 > 1, then descends for i/N < a to the value of unity. It further descends to cl/ (1 -cl) < 1 for i/N in the interval from a to 1. The situation is thus very similar to Case 111 of Theorem I1 and the proof is almost identical. Thus in the case, most of the probability mass of the vector x sits at i , where i/N is in the neighborhood of a.
Hence, as N + 00, if i/N >, a + E,, (with E,, > 0) H ( i ) tends to unity. In particular again, of course, H( N/2) + 1 as N + 00.
Case III-c, > c, > 0.5: In this case a simple algebraic manipulation shows that x, decreases for i/N < a, where a, as before, is defined by (2c, -1)/2(c1 + c2 -1), and satisfies a > 0.5.
Let io = a. In this case, the quotient starts by being (1 -c2)/cz > 1, and ascends to 1 in the interval from 0 to a, then further ascends to cl/(l -cl) > 1 in the interval from a to 1. We prove that most of the probability sits in the leftmost part of the unit interval. The argument is very similar to Case I1 of Theorem I1 except that the unit interval is divided in the three subintervals [0,2i, -11; [2i, -1, io] and finally [io,l] . Most of the probability sits in the first interval and the proof is essentially the same, the difference being that io is precisely equal to a and the situation has been mirrored into the middle point 1/2. Consequently it can be seen that as N + co the probability mass in the first interval far exceeds the probability mass in the other two intervals. Thus, most of the mass sits in the left-most portion of x , and thus
-+ 1 as N + 00 and the result is proved.
The ADL,, scheme is only known symmetric linear rewardpenalty scheme that is c-optimal in all random environments. We conjecture that there is none other. Indeed, it is far superior to its corresponding continuous counterpart.
V . EXPERIMENTAL RESULTS
To evaluate the performance of the DL,, and ADL,, automata, the latter were simulated and made to interact with various stationary environments whose penalty probabilities are ( cl, c2) . The various environments were obtained by varying c1 from 0.1 to 0.7, while c2 was kept constant at 0.8. The automata interacted with each environment for 400 experiments so that a relatively accurate measure of the average performance of the automaton could be obtained. The learning capability of the DL,, scheme as a function of the number of states which it ppssessed has been tabulated in Table I . The typical variation of E [ p l ( c o ) ] and V k [ p , ( c o ) ] with N is shown in Fig. 4 for the case when c, = 0.4 and c2 = 0.8.
In the case of the ADL,, scheme, simulations were performed with environments just as described above. However, to render the experimental results meaningful, the learning properties of the ADL,, automaton was also compared with two other finite state learning machines-the 2 N-state Tsetlin automaton, the corresponding ( N + 1) state discretized linear reward-inaction (DL,!) automaton, and the corresponding ( N + 1) state absorbing discretized linear inaction-penalty (ADL,,) automaton for various values of N . Fig. 5 shows the variation of E [p,(co) ] with c,, for the depths of memory of the machines being 10. Observe the superiority of the ADL,, automaton in all environments for N = 10. Such results are typical.
To compare the rate of convergence and the accuracies of various absorbing discretized automata, we present below some of the experimental results obtained involving the DL,,, the ADL,, and the ADL,, automata. Some typical results are tabulated in Table 11 . From the table we see that the ADL,, scheme is superior on counts of both speed and accuracy. For example, when N = 10, c1 = 0.6 and c2 = 0.8, the DL,, scheme converges with an expected accuracy of 85.5 percent. The mean time to converge for the DL,, scheme was 25.58 iterations. The corresponding figures for the ADL,, scheme were 93 percent and 499.11 iterations respectively. However, for the ADL,, , the accuracy was 93 percent and the mean time to converge was only 32.45 iterations. Indeed, of all the linear automata that we have worked with, the ADL,, automaton seems to be the most superior based on counts of both speed and accuracy. It is indeed an extremely impressive learning machine.
We shall now briefly state the learning properties of the DL,, scheme when interacting with a nonstationary environment. Athough :he details of these results have been presented elsewhere [14], for the sake of completeness we present the conclusions again in all brevity, so that this paper represents a comprehensive study of the state of the field when it concerns discretized reward-penalty automata.
a) Only in environments for which the optimal memory is large (no exact limit has been derived) is Tsetlin's L,,, b) In many cases, even when the L,, is not the best automaton, but the memory is small, the DL,, performs better than the L,,,, and with the advantage that the memory requirement is less. c) From Tsetlin's results [20] it is observed that for all environments which switch very rapidly, the optimal deterministic automaton is the L22. Since the L,, always gives a higher superior to the DL,,.
expected penalty than the DL,, we assert that in all such
