Recently, researchers pay much attention to Wireless Power Transfer-supported Deviceto-Device (D2D) Communication underlaying Cellular Network (WPT-DCCN), which has reliable and controllable energy resource, high energy and spectral efficiency. However, the Energy Efficiency (EE) of the whole WPT-DCCN, which combines the time allocation and the power control of all users (including base station, cellular and D2D user), is rarely studied. Consequently, this study establishes an EE optimization model of the whole WPT-DCCN. Facing the complexity of the modeled mathematical model, the EE problem is approximately converted to a convex one by a proposed Convex Approximation Scheme (CAS). Due to the fractional expression of the variables needed to be solved, it is hard to directly obtain an optimal solution for the converted convex problem through current convex optimization toolbox such as CVX. Thus, we skillfully utilize the Generalized Benders Decomposition (GBD) to obtain an optimal solution for the converted convex problem by analyzing the characteristics of the converted problem. Simulation results show that the proposed CAS can give a tight lower-bound solution of the original EE problem. Furthermore, CAS can help us to investigate some meaningful system features, for example the suitable energy conversion efficiency setting under different WPT-DCCN scenarios, which can give us a clear reference about the deployment of future WPT-DCCN.
I. INTRODUCTION
The ever increasing mobile devices bring tremendous pressures in aspects of massive data transmission demand, huge energy consumption and spectrum access requirement for future cellular network. In this situation, the next generation of mobile cellular network is expected to deal with all of these severe pressures at the same time, and finally achieve a more 'green' and efficient communication network [1] .
Device-to-Device (D2D) communication, which is expected to be a vital part in fifth-generation (5G) cellular network, can improve the spectrum efficiency, decrease transmission delay and enhance throughput with the property of near-field direct communication and spectrum sharing The associate editor coordinating the review of this manuscript and approving it for publication was Khaled Rabie . over underlay mode [2] , [3] . Thus, it is foreseeable that D2D communication will be widely used in the near future. However, such D2D communication devices may be the low-power machine-type devices [4] , which are typically equipped with fixed energy supplies, such as batteries with limited operation life [5] . Replacing batteries or charging power by a charger system for such devices is impractical and cost-prohibitive. Therefore, Energy Harvesting (EH), a technology that collects energy from environmental sources (e.g., solar, wind, radio frequency energy) and prolongs the lifetime of communications, has recently been considered as a possible alternative solution to overcome the bottleneck of energy constrained wireless networks [6] , [7] .
As discussed above, EH-supported D2D Communication underlaying Cellular Network (EH-DCCN), which combines the advantages and characteristics of EH and D2D, can efficiently increase energy and spectral efficiency, decrease transmission delay, etc. Thus, EH-DCCN has been deemed as one of most potential paradigms to alleviate the severe pressures mentioned above simultaneously [8] , [9] . Therefore, most of the current research works about EH-DCCN are based on natural energy resources, i.e., solar, wind, etc. Nevertheless, the lower energy conversion rate of EH module [10] and the volatility of natural energy resources [11] will bring a big challenge for the usage of energy. Consequently, various available energy management technologies are proposed to satisfy different Quality of Service (QoS) requirements of EH-DCCN, such as transmission rate [12] , Energy Efficiency (EE) [9] and transmission delay [13] .
Indeed, the effective energy management technologies make the available energy has ability to adapt to the given QoS requirements. Nevertheless, the volatility and unreliability of available energy may not be able to meet the increasing QoS demands. Based on this, researchers pay attention to find some other possible ways which can open up the energy resource to address the potential energy supply problem. Therefore, Wireless Power Transfer (WPT) technologies, such as wireless Radio Frequency (RF) and inductive coupling, can transmit power from source to destination without physical contact [14] , [15] . Furthermore, WPT is considered to be a key technology for achieving a more stable, reliable and manipulative energy supply than the typical natural energy resources [16] . However, the inductive coupling is generally applied to near-field energy transmissions (e.g., charging cell-phones, medical implants and electrical vehicles), and the RF signals enable power delivery at larger distances through public energy transmitters (e.g., cell phone base stations, TV broadcasting stations) [14] , [17] . Consequently, RF-based WPT-supported DCCN (WPT-DCCN) attracts great interests in academia and industry [16] , [18] - [23] .
In RF-based WPT-DCCN, the Base Station (BS) generally acts as the wireless power source for D2D communication. Accordingly, D2D communication is operating a harvestthen-transmit mode, i.e., D2D user (DU) harvests energy from the downlink RF signal from BS to Cellular User (CU) and then uses the harvested energy to complete transmission over a dedicated (overlaying) or multiplexing (underlaying) uplink cellular channel. Thus, the proper time allocation to execute WPT or data transmission at DU side and the power control are always coupled together. Considering the complexity of the system, some research works investigate the Coupled Time and Power resource Optimization Problem (CTPOP) under overlay mode [18] , [19] and convert the non-convex CTPOP into a convex one by a perspective operation [19] . Under the harvest-then-transmit mode, Wang H et. al. prove that the summation of the consumed time proportion for WPT and data transmission equals to one.
Facing the more complex mutual interference of the underlay mode, researchers aim to study the time allocation and power control of DU under the threshold constraint of transmission data of CU and the different network QoS optimization (e.g., spectral efficiency [16] , throughput [20] , EE [18] , [21] , [22] ). However, most of them pay their attentions to optimizing the performance of DU side while ignoring the whole network's performance. Besides, those above research works address the CTPOP based on a fixed transmission power of BS. Hence, the studying of WPT-DCCN should seriously take power consumption of BS into account to improve the global system performance, which deserves to be investigated.
Based on the above analysis, this study makes contributions in the following three aspects. Firstly, the EE of the whole WPT-DCCN is studied by exploring the time allocation and power control of all users including BS. Secondly, the non-convex EE optimization model is equivalently transformed into a tight lower-bound convex approximation problem by a proposed Convex Approximation Scheme (CAS). Simultaneously, the variables to be solved as a fractional form in the converted convex approximation problem are hard to solve directly through the current convex optimization toolbox such as CVX. This study skillfully utilizes the Generalized Benders Decomposition (GBD) algorithm to obtain an optimal solution for the convex approximation problem according to the characteristics of the converted problem. Finally, the impact of the energy conversion efficiency of EH module and the WPT distance from BS to D2D on EE is investigated, which can be used to visually show some energy transfer characteristics of WPT-DCCN.
The rest of this study is organized as follows. The introduction of the system model and definition of the EE optimization problem will be presented in Section II and Section III respectively. In Section IV, the non-convex EE optimization problem is rewritten as an convex optimization one by the proposed convex approximation scheme, and then addressed by the generalized benders decomposition algorithm in Section V. The effectiveness of the proposed algorithm and the WPT performance are demonstrated and analyzed in Section VI. In the end, we draw a conclusion of this study and point out our potential future works in Section VII.
II. SYSTEM MODEL
This study considers a data and energy transmission model as Figure 1 shows. Initially, let us take B, c, D denote BS, CU, D2D pair respectively. And then, as Figure 1 (a) demonstrates, DU can harvest RF energy from BS through the downlink transmission of CU and stores the energy in a limited battery with capacity B max . Finally, DU utilizes the harvested RF energy to transmit data by reusing the uplink transmission of CU. Thus, from Figure 1 (b), suppose that the entire transmission duration of downlink and uplink is T . τ part of T will be allocated to downlink. In that duration, BS can transmit data to CU, and DU executes energy harvesting operation. Similarly, the uplink data transmission including CU and DU links will consume the remaining part of T , i.e. (1 − τ ) part of T . Based on the above description and in combination with the Shannon theory, the transmission rate of all users can be derived. Firstly, as depicted in Figure 1 (a), let I xy denote the received signal of receiving node y from sending node x excepting environmental noise. From the wireless channel fading mode, I xy can be reasonably indicated as following:
p x is the transmission power of node x. g xy represents the channel gain between node x and y, which accounts for the path loss and Rayleigh fading and can be expressed as:
where d xy and γ are the distance and path-loss exponent between x and y respectively. h xy ∼ CN (0, 1) is modeled as zero-mean complex Gaussian random variables with unit variance, characterizing the Rayleigh fading. As aforementioned, the downlink (dl) transmission rate of CU can be given:
n dl 0 is the noise power that equals to (BW dl · ρ n ). ρ n and BW dl are the noise power density and the downlink channel bandwidth respectively. Analogically, the uplink transmission rate of CU and DU can be represented as follows respectively:
One important think to keep in mind is that the available transmission power for DU is supplied by the RF energy that is sourcing from BS and stored in the limited battery. Provided that there is no energy loss in the battery and it is purely consumed for communication purpose. Consequently, the maximal spendable transmission power of DU must be limited by the stored energy in the battery. The corresponding constraint can be described as following:
where B max is the maximum capacity of the battery. B c is the current remaining energy in the battery. E h denotes the harvested energy of DU from BS and can be expressed as E h = τ · T · η · p B · g BD . η represents the energy conversion efficiency of EH module.
III. ENERGY EFFICIENCY MATHEMATICAL MODELING
The study investigates the whole network's EE under the transmission QoS requirements of users to improve the transmission efficiency. The EE of the whole system, as equation (7) shows, is defined as the ratio of transmission rata to energy consumption of all users. Notably, the energy expenditure of DU is not involved in EE model because the energy used by DU comes from BS. For convenience, let R B , R c represent R c dl , R c ul respectively. Simultaneously, suppose that T equals to one transmission time slot, such as one second.
Specifically, under such short time slot, we assume that a near perfect Channel Status Information (CSI) is available at the receivers. This assumption is valid through some statistical or predictive algorithms. For example, the perfect CSI will be feasible and accurate if the predicted frequency is much higher than the channel changing time [24] . Consequently, the energy-efficient mathematical model which combines the time allocation and power control of all users, can be expressed as follows:
herein u represents one user in the user set U , where U = {c, B, D}. (7a) is the transmission QoS requirements of each user, which is mainly expressed by transmission rate demands. Obviously, (7b) and (7c), which are the equivalent expressions of equation (6), denote the available energy restraints of DU. In the same way, (7d) and (7e) define the range of time and power parameters respectively. Obviously, the problem P EE contains log equation which consists of mutual interference of CU and DU. Meanwhile, the objective of P EE is a fractional function. Besides, due to the combination of time allocation variables and power control parameters, it is hard to obtain an analytical solution for the problem P EE directly. Facing so complicated mathematical model, this study comes up with a successful Convex Approximation Scheme (CAS) which can obtain a tight lower bound of the original EE problem.
IV. CONVEX APPROXIMATION SCHEME
The CAS involves four main steps to solve the non-convex features of P EE at different parts.
Step one is to utilize the Dinkelbach's method to equivalently convert the fractional programming objective into a multi-objective one.
Step two adopts an efficient convex approximation expression which is used to transform the non-convex composite log-expression into a convex one. In step three, according to the convexity of the perspective operation, the combination of time and power variables can be skillfully solved by an equivalent substitution. At last, the DC (Difference of Convex function) constraint which is caused by the above convex transformation operations can be simply figured out by a convex relaxation. Thus, the details of the above four steps will be explained in the following sections.
A. THE FRACTIONAL EQUIVALENT CONVERSION METHOD
As the problem P EE demonstrates, the target utility (7) is a typical fractional term and it can be converted to a multi-objective programming and handled iteratively by the classical Dinkelbach's algorithm. Consequently, for convenience, let us denote as the feasible solution set of the problem P EE , and q * as the optimal value of EE. Obviously, we can get the reasonable expression about q * as following:
where τ * and p * u are the optimal time and power allocation solutions of problem P EE respectively. Accordingly, the following Theorem can be presented according to the Dinkelbach algorithm [25] :
Theorem 1: The optimal energy efficiency q * can be achieved if and only if:
Proof: The sufficiency and necessity of the above Theorem can be proved in Appendix, which is similar to references [26] , [27] .
Subsequently, the expression (9) can be easily solved by an iterative procedure. In order to describe the iterative process better, m is defined the number of iterations, q m is the instantaneous EE at m-th iteration and ε is denoted as the final convergence threshold. Therefore, the corresponding pseudo-code can be expressed as Algorithm 1.
Algorithm 1
step 1: For a given q m , obtain τ and p u by solving the following optimization problem:
In view of F (q m ), it also an non-convex expression due to the coupling of time and power variables, and the mutual interference in log-equation. Based on this, it is sufficient to introduce some useful methods to address the non-convexity.
B. LOG-RATE CONVEX APPROXIMATION TRANSFORMATION
To address the non-convex log-rate formulation effectively, a convex approximation approach is applied to obtain an approximate transmission rate about the original equation (7a) [28] .
The above inequality has low complexity and has already been proved to be tight when i = i 0 and α = i 0 1+i 0 , β = log 2 (1+i 0 )−α log 2 i 0 in [28] . After that, we perform some equivalent substitution of variables by equations of p u = 2 ∧ p u . Consequently, according to the above approximation and equivalent substitution, the transmission rate expressions (3)∼(5) can be rewritten as equations (12a)∼(12c), shown at the bottom of the next page, respectively. Although the equations (12a)∼(12c) are not convex in the parameters (τ, p u ), they have convexity in field of energy domain when the time domain is fixed on the basis of the convexity of log-sum-exp.
C. DECOUPLING THE TIME AND POWER VARIABLES
After the procedures of Sections IV-A and IV-B, the coupling between time allocation parameters and power control variables directly leads to non-convexity of the transmission rate and optimization target expressions, which brings many challenges to find the optimal solution of the EE problem successfully. Thus, the aim of this part is decoupling the time and power parameters through variables substitution.
As equation (13a) shows, ∼ p u , where u ∈ U = {c, B, D}, is defined as an intermediate variable. Therefore, the original optimization problem P EE can be represented as follows: Similarly, if f is concave, then so is g. Proof:
The short proof can be seen in the Section 3.2.6 of [29] .
On the basis of the Theorem 15 and the convexity of the exponential function and the log-sum-exp function, the following conclusion can be deduced: the perspective expressions of x · 2 y / x and x · log 2 a · 2 y/x + b are convex. As a result, the optimization objective of P ∼ EE is a concave maximization problem and the constraints still satisfy the convexity requirements.
However, although the above procedures are practical and attractive to cope with the non-convexity of the problem P EE , they also bring a new challenge that DC constraint (14ac). There are some universal solutions to the DC programming such as DC algorithms [30] and Convex-Concave Procedure (CCP) [31] . Nevertheless, the universal solutions require tedious derivation operations, and they also cannot guarantee the global optimal solution. Consequently, this study introduces a convex relaxation method to handle the DC constraint simply and rapidly.
D. CONVEX RELAXATION OF DC CONSTRAINT
As discussed in Section IV-C, the equation (14c) of problem P ∼ EE is a DC or convex-concave constraint. For the DC constraint, it equally can be solved by addressing the following equations:
where θ is a temporary variable, and its range is greater than zero according to the definition of (16b). It seems that (16a) is a typical convex constraint in equation (16) . Therefore, the most difficult thing is to handle the equation (16b). To satisfy the equation (16b), or keep the distance
and (θ − B c ) as small as possible, we can simply minimize the following convex relaxation problem:
Apparently, the expression (17), an equivalent convex relaxation transformation of the equation (16b), is a typical convex optimization problem.
E. THE FINAL CONVEX APPROXIMATION EXPRESSIONS OF P EE
After the above four steps, the final convex approximation expressions of P EE can be rewritten as P F EE :
Obviously, the above maximization problem is a convex programming problem which can be solved by the famous convex optimization algorithms. Moreover, by combining with the Dinkelbach's iteration algorithm depicted by Algorithm 1, the original EE optimization can be effectively solved. However, it is difficult to obtain the solutions for the expression of variables (y/x) by directly using the current convex optimization tool such as CVX. Facing the difficulty, the Generalized Benders Decomposition (GBD) algorithm can be utilized skillfully to address the convex approximation problem (18) .
V. GENERALIZED BENDERS DECOMPOSITION (GBD)
GBD algorithm [32] , one of most effective solutions in solving convex Mixed Integer Non-Linear Programming (MINLP), decomposes the original problem into two feasible simple sub-problems: a primal problem and a master problem. Those two problems can obtain a lower-bound (nondecreasing) solution and an upper-bound (non-increasing) solution of the convex MINLP problem, respectively. Those two sub-problems can make GBD converge within a given ξ in a finite number of iterations. GBD is not able to differentiate like Outer Approximation Algorithm or build a large search tree like Branch and Bound Algorithm [33] , [34] . Accordingly, GBD is widely used in different RF-based EH scenarios that consist of the convex MINLP optimization [35] - [37] . A. M. Almasoud et al. utilize GBD to save energy consumption in multicast communication of cellular IoT [35] . In a distributed wireless powered communication network, the association factors, transmission bits, transmission time, transmission power of the remote radio heads and terminal nodes are jointly optimized by using GBD to minimize the transmission time [36] . GBD obtains the optimal solution of the convex MINLP approximation of a sum-rate maximization programming in a multi-to-one communication scenario [37] . Therefore, it allows us to use GBD to solve the final convex approximation expressions of problem P EE efficiently.
From the final convex approximation expression of P EE , it appears that (18) First of all, the formulation of the primal problem at n-th iteration is:
There are two situations for the solutions of P P EE under a fixed time allocation parameter τ * : feasible case and infeasible case.
In the feasible case, the optimal solutions {τ * , n } can give a lower-bound solution for P F EE . Therefore, a lower-bound value of equation (18) can be obtained, which is defined as
. Meantime, the corresponding optimal Lagrange multipliers λ n = λ n j can also be obtained, where j belongs to {1, 2, · · · , J } and J represents the number of inequality constraints in (19a). Suppose that C j (τ, n ) denotes a constraint in (19a), the Lagrange function of P P EE is given as following:
Under the infeasible case, a constraints minimization problem can be formulated to obtain a feasible τ :
where l j are the upper-bound variables for the corresponding constraint of P F EE . In a similar way, the following formulation can give the optimal Lagrange multipliers of problem (21) :
B. MASTER PROBLEM(n-th ITERATION)
From the non-linear duality theory, the master problem of P F EE at the n-th iteration can be depicted as P M EE :
inf τL τ, n ,λ n ≤ 0, λ n j ∈ , (23b) At the same time, the objective of P M EE give an intuitive expression of the upper-bound value of equation (18) indicated as EE ub , i.e., EE ub = ψ. The generated time allocation value of τ can be used to solve the primal problem in the next iteration. According to the constant iteration, the final convergent solutions of equation P F EE can be given by the non-decreasing lower bound of P P EE and the non-increasing upper bound of P M EE . Consequently, based on the above description of two decomposed sub-problems, a detail flowchart of GBD can be summarized as following:
C. CONVERGENCE ANALYSIS Theorem 3 (Finite ξ -Convergence): The GBD algorithm for the final approximate optimization EE problem P F EE (see the detailed flowchart 2) converges to a ξ -optimal solution in a finite number of steps for any ξ ≥ 0.
Proof: Known that the values of τ and belong to nonempty compact sets, that objective (18) and constraints (18aa)∼(18ac) are convex and continuous on τ × and that the set of optimal Lagrange multiplier vector is nonempty for (19a) . Based on the Theorem 5 of [38] and Theorem 2.5 of [32] and the proof of the Theorem 2.5 of [32] , the convergence holds for the problem P F EE for a given ξ ≥ 0. 
VI. PERFORMANCE EVALUATION
Two critical aspects are accomplished in this section. Firstly, to verify the validity of the above proposed CAS method, the Violence Searching Method (VSM) is utilized to obtain an optimal solution about the modeled problem P EE . VSM known as exhaustive searching method, is widely used as an optimal comparison method to solve the complex non-convex MINLP [39] - [41] . Notably, in order to ensure the effectiveness of comparison, CAS and VSM are performed with the same MATLAB platform. Secondly, the influence of distance between BS and D2D (d BD ) and energy conversion efficiency (η) on the energy efficiency of the whole network are discussed.
A. SIMULATION SETTINGS
As has been noted, before the final results are presented, it is necessary to briefly describe the simulation parameters settings. As shown by Figure 1(a) , BS is located in the center of the cellular circle with radius of 500 meters, CU and D2D pair are distributed randomly in this cellular area. The distance between CU and BS ranges from 200 to 300 meters. In order to explore the impact of d BD and η on the whole network's EE better, the distance between BS and D2D is set as 50 to 350 meter and the value of η ranges from 0.1 to 0.9. When η equals 0.1, it means that 10 percent received energy from BS can be converted to the available energy of D2D. The other network parameters used in this study are listed in Table 1 .
To guarantee the validity of the final results, we repeat each simulation scenario, for example, when d BD sets as 200 meters and η is 0.3, 100 times and average the results.
B. COMPLEXITY AND AVERAGE SIMULATION TIME COMPARISON
As mentioned in the Section IV and V, the original EE maximization problem P EE can be successfully approximated [42] , [43] .
to a convex problem P F EE and skillfully addressed by GBD algorithm. In each iteration of GBD, there is a convex primal problem and a linear master problem should be solved. Accordingly, assuming that the iteration times of Dinkelbach's algorithm and GBD are M and N . The complexity of the convex primal problem with fixed time allocation parameter (τ ) is defined as O (P). Hence, the complexity of CAS can be expressed as O (M · N · O (P)).
In terms of VSM, the computational complexity depends on the range and the sampling interval of variables. I t and I p represent the sampling interval of time allocation and power control variables respectively. The complexity of VSM can be summarized as O τ
To make the average simulation time comparable, CAS and VSM are implemented in the same simulation platform. Thus, the complexity and average simulation time of all algorithms can be depicted by Table 2 . Table 2 , from the average simulation time, it would be fair to say that the proposed CAS has a very low computational complexity by comparing with VSM.
As shown in

C. PERFORMANCE RESULTS AND ANALYSIS
In view of the status of energy storage of battery, there are three possible battery status: without available energy (B c = 0 dBm), without sufficient energy (B c random distribution in (0,17) dBm) and with enough energy (B c ≥ 17 dBm). With regard to WPT-based wireless communication networks, the discussion of the previous two status is more meaningful:
• Without available energy According to the above simulation settings, the impact of d BD and η on the resource allocation and energy efficiency of the whole network can be vividly seen from Figure 3 and Figure 3 , the maximal and minimal performance gaps between CAS and VSM are 7.2% and 2% respectively. Similarly, the time allocation difference peaks to 14.6%. Although there is a big time allocation gap between CAS and VSM, a valid conclusion can be drawn from the small difference in EE performance: the proposed algorithm CAS can obtain a tight lower bound of the problem P EE by comparing with the optimal performance obtained by VSM with a lower computational complexity; 2) As illustrated by Figure 4 , under the same condition of η, the needed time for WPT (τ ) keeps going up as DU moves away from BS because more time resources will be consumed as the distance increases to support the transmission requirement of DUs. However, if the distance between DU and BS increases, the mutual interference between CU and DU will be decreased. In Figure 3 , it seems that the EE of the whole network will be improved. 3) From the performance of CAS in Figure 4 , the time allocation parameter (τ ) will reach stable under different distances. For example, under d BD equals to 250 meters, τ declines from around 0.31 to 0.28 when energy conversion efficiency (η) goes from 0.1 to 0.5 and stays relatively stable after η > 0.5. This declining trend is normal because the required transmission power is certain under the same distance. As shown by equation (6), the limitation of the required transmission power is proportional to τ and η. τ goes down as η goes up under the same distance. Therefore, the stable time allocation areas can be obtained according to the discussion of CAS, which can give a suitable energy conversion efficiency setting for WPT-DCCN in the future. In other words, if we want the time allocation variable to be relatively stable and low, the energy conversion efficiency of the equipment should reach a certain level under different scenarios of WPT-DCCN.
1) As depicted by
• Without sufficient energy
In a similar way, the resource allocation circumstances can be discussed by CAS under WPT-DCCN where the DU has a battery without sufficient energy to support transmission. Under the situation of without sufficient energy, there is some available energy in the battery which is randomly generated (0,17) dBm. Thus, Figure 5 and Figure 6 record the time allocation (τ ) and the total EE performance under different d BD and η respectively. Figure 5 and Figure 6 show the similar results to the scenario without available energy. The needed time for WPT (τ ) gradually declines when DU moves away from BS in the same energy conversion efficiency setting because the mutual interference between CU and DU will be decreased if d BD increases. The required transmission power to satisfy a certain transmission rate threshold will decrease correspondingly. According to the WPT equation and the EE maximization objective, the product of τ and p B should maintain a downward trend. Accordingly, along with the distance increases, the whole EE will also rise up as the mutual interference decreases. Furthermore, as demonstrated by Figure 5 , at the different distances, the time allocation for WPT will be remained relatively stable along with the increasing of energy conversion efficiency. This phenomenon means that the requirement of wireless power transfer will stay steady when the energy conversion efficiency achieves a certain level in a particular interference distance scenario. The above results indicate that researchers should choose the energy conversion equipment with a suitable energy conversion efficiency when they design the WPT-DCCN in the future.
VII. CONCLUSION AND FUTURE WORKS
This study establishes the whole networks' EE problem of WPT-supported DCCN, which takes all relative users' situations into consideration. Facing the non-convexity of the joint time allocation and power control of the modeled EE problem, a four-step CAS is proposed to convert the original EE problem into a convex one. However, the final convex approximation problem cannot be addressed by the typical convex optimization toolbox because of the fractional expression of the variables to be solved. Thus, the GBD is utilized to obtain the optimal solution of the convex approximation problem by analyzing the characteristics of the convex problem. In the end, simulation results show that the proposed algorithm CAS can obtain a tight lower bound of the original EE problem by comparing with the optimal performance obtained by VSM with a lower computational complexity. Moreover, CAS can help researchers to choose the energy conversion equipment with a suitable energy conversion efficiency when they design the WPT-DCCN in the future.
In terms of WPT-supported DCCN, how to achieve the desired utility under the limited available energy is the most important thing. Consequently, EE, which is desired one of most important indexes to guarantee reliable transmission, can be achieved by the efficient resource allocation schemes. EE-based resource allocation scheme is the recent major research direction in WPT-DCCN. Nevertheless, D2D properties such as relay or multicast cooperative communications, can further realize efficient transmission under the circumstance of energy limitation. Thus, one possible research point is to study the content sharing and energy cooperation transmission strategies for different D2D application scenarios such as D2D relay, multicast mode and direct communication mode. Accordingly, the multi-domain joint resource (frequency domain, time domain and power domain) optimization schemes under the different QoS requirements will be concerned and need to be further investigated. Moreover, some more practical model (e.g., non-perfect CSI, nonlinear energy harvesting model) should be considered when the multi-domain joint resource optimization schemes are studied.
APPENDIX PROOF OF THEOREM 1
First of all, the proof of necessity of Theorem 1 should be given. As defined in the Section IV-A, q * and τ * , p * u ∈ are the optimal EE and resource allocation solutions of problem P EE respectively. Obviously, the following expression about the optimal EE can be obtained: 
Then, we have the following expressions according to equation (24):
Apparently, the optimal solutions τ * , p * u can be achieved by maximizing the target function (25b) and making it tend to 0. Consequently, this completes the proof of necessity of Theorem 1.
Secondly, we prove the sufficiency of Theorem 1. Suppose that τ * , p * u ∈ are the optimal solutions of the problem P EE . When q * is the optimal EE, we can obtain u∈U R u τ * , p * u − q * · τ * · p * B + 1 − τ * · p * c = 0. (26) Therefore, for any τ, p u ∈ , we have the following inequality:
The . In other words, the optimal solutions τ * , p * u ∈ of the equation (26) are also the optimal resource allocation policies of problem P EE . Therefore, the sufficiency of Theorem 1 is obtained.
