Abstract-Due to the multi-frame motion estimation (ME), H.264/AVC requires ultra high memory bandwidth. Conventional Multiple Reference frames Single Current macroblock (MRSC) scheme only considers the data reuse within one frame, requiring on-chip memory size and off-chip memory bandwidth in proportional to the number of reference frames. In this paper, a Single Reference frame Multiple Current macroblocks (SRMC) scheme is presented to further exploit the data reuse between multiple frames. With rescheduling of the macroblock (MB) procedures at frame level, one loaded search window can be utilized by multiple current MBs in different frames. The demanded memory size and bandwidth for multi-frame ME can thus be reduced to those of MRSC scheme with only one reference frame. Moreover, based on SRMC, a system architecture for H.264/AVC encoding is proposed. For HDTV specifications, 62.21KB (74.8%) of SRAM and 364.3MB/s (62.6%) of system bandwidth are saved in comparison with MRSC scheme.
I. INTRODUCTION
The H.264/AVC video coding standard [1] [2] can save 25%-45% and 50%-70% of bitrates when compared with MPEG-4 advanced simple profile and MPEG-2, respectively. The coding gain mainly comes from new prediction tools. However, enormous computation and ultra high memory bandwidth are the penalties. The instruction profiling shows that 2.76 tera-operations/s (TOPS) of computational loading and 4.25 tera-bytes/s (TB/s) of memory access are required for real-time encoding SDTV (YUV420, 720x480, 30fps) videos (JM8. 5 [3] , baseline options, full search, four reference frames, search range [-32, +31] ). Among all encoding processes, inter prediction occupies 99% of computation and memory access. This is mainly resulted from multiple reference frames motion estimation (MRF-ME) [4] .
The MRF-ME allows to use as many as five reference reconstructed frames in both temporal directions. It is very effective for uncovered backgrounds, repetitive motions, highly textured areas, etc [5] . Many fast algorithms [5] [6] [7] [8] have been proposed to decrease the computational complexity without significant loss of video quality. However, for platform-based VLSI designs in which the high computation requirement can be easily solved by increasing the parallelism of processing elements, the real challenge is to reduce the SRAM size and bus bandwidth. Usually, current macroblock (MB) data and search window (SW) data are buffered in on-chip SRAMs or registers to reduce the external memory access. Four data reuse strategies [9] [10] were proposed with different tradeoffs between bus bandwidth and local memory size. Even so, the previous scheme cannot efficiently support the MRF-ME. The required bus bandwidth and local memory size are linearly increased with the number of reference frames. In this paper, we propose a new data reuse scheme to achieve MRF-ME with almost the same local memory requirements as the previous scheme supporting only one reference frame. With frame-level rescheduling, one SW data can be reused by multiple current MBs in different frames. The rest of this paper is organized as follows. In Section II, the conventional data reuse scheme is reviewed. In Section III, the concepts of frame-level data reuse and MB rescheduling are described. The H.264/AVC encoding framework is proposed in Section IV, and evaluation results as well as discussions are presented in Section V. Finally, Section VI gives a conclusion.
II. CONVENTIONAL DATA REUSE SCHEME
In motion estimation (ME), in order to find the best matched candidate and its corresponding motion vector (MV), a SW within one reference frame has to be searched. The traffic between frame buffer and ME core is very heavy (in the order of TB/s for SDTV videos). It consumes too much power and is not achievable in today's VLSI technology. The common solution is to design local buffers to store reusable data. By means of local memory access, the external memory bandwidth can be greatly reduced. Figure 1 shows the operation loops of MRF-ME for H.264/AVC. In the fourth loop, pixels in neighboring candidate blocks of current MB are considerably overlapped, and so are the SWs of neighboring current MBs in the second loop. Four data reuse strategies have been proposed with different tradeoffs between local memory size and system bus bandwidth, and are indexed from level-A to D [9] [10]. Level-A requires the smallest local memory size and 
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the highest external bandwidth, while level-D has the largest local memory size and the lowest external bandwidth. Figure  2 (a) describes the level-C data reuse strategy, which is usually adopted in nowadays and will be used as examples to explain our framework. For storing one SW and one current MB data, some local buffers are required. Since the neighboring SWs of MB-a and MB-b have a large overlapped area (B and C in Fig. 2(a) ), when MB-b is processed, only the data of area D are loaded to replace those of area A in the local memory, as shown in Fig. 2(b) .
In H.264/AVC, MRF-ME allows to use more than one reference frames, as shown in Fig. 3 .q To support MRF-ME with level-C data reuse strategy, multiple SW memories for MRF can be implemented, and each SW memory will be loaded as expressed in Fig. 2 . This can be referred as a multiple reference frames single current macroblock (MRSC) scheme. The requirement of bus bandwidth and memory size with level-C MRSC scheme is shown in Table I . The hardware cost is nearly proportional to the maximum reference frame number. In our experience, for a full-search ME accelerator, the area of SW memories is similar to that of logic gates. When fast block matching is adopted, the SW memories will dominate the entire silicon area, especially for MRF-ME. Hence, a new data reuse scheme is urgently demanded.
III. PROPOSED DATA REUSE SCHEME
In this section, a single reference frame multiple current macroblocks (SRMC) data reuse scheme is proposed. SRMC further exploits the data reuse at frame-level. Please note that SRMC is orthogonal to traditional candidate-level and MB-level data reuse strategies. That is, our scheme can be integrated with any of the four conventional strategies. By rescheduling of the operation loops in Fig. 1 , SRMC can be applied and the MRF-ME can be achieved with significantly reduced bus bandwidth and memory size. Figure 4 shows the concept of frame-level data reuse in SRMC. The reconstructed frame at time slot t − 4, is the first reference frame of the original frame at time slot t − 3. It is also the second, third, and fourth reference frame of original frames at time slot t − 2, t − 1, and t, respectively. Therefore, when the SW in the first previous frame of the current MB is loaded to local memory, it can also be utilized by the MBs at the same location of the following frames. In other words, the ME procedures of one current MB for different reference frames are spread and processed at different time slots. In this way, one current MB is loaded several times while one reference SW only needs to be loaded once. Since the SW is much larger than one MB, both the bus bandwidth and memory size are about the same as those of MRSC scheme supporting only one reference frame. Figure 5 shows the original schedule and rearranged schedule of the first three loops in Fig. 1 . for MRF-ME. It is assumed that there are four MBs in each frame, four reference frames for each MB, and four P-frames to be coded. In Fig.  5(a) , three indices are used to explain the ME procedures. The first, second, and third indices stand for the absolute time information of current MB, the absolute time information of the corresponding SW (reference frame), and the location of current MB, respectively. A vertical column of multiple slices (with different depths) denotes one frame task for all MBs of the same frame. The block matching process is performed reference frame by reference frame, MB by MB, and then frame by frame. As shown in Fig. 5(b) , the rearranged ME (t,f,x) ME procedure of (t,f,x) t : time slot frame index of current MB f : time slot frame index of SW x : MB index within one frame ... ...
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IV. PROPOSED SYSTEM ARCHITECTURE WITH SRMC
In H.264/AVC reference software, the Lagrangian mode decision [2] is adopted. The Lagrangian mode decision takes MV costs into account, which improves the coding performance significantly but causes data dependencies between neighboring MBs and sub-blocks. As shown in Fig. 6 , not until the modes of neighboring MBs are decided can the motion vector predictor (MVP) of the current MB become available. This data dependency conflicts with the SRMC scheme. In the original MRSC scheme, the ME procedures for different reference frames of one current MB are at the same location of frame schedule axis, and the MB mode decision can be done without problems. Because the MBs of one frame are processed in raster order, the MV costs can be on-line calculated. However, in the proposed SRMC scheme, the ME procedures for different reference frames of one current MB are spread into different locations of frame schedule axis. The exact MVP of current MB can be calculated only when the block matching is done for the previous one reference frame. To add the MV costs with distortion for farther reference frames, all distortion values of candidates in farther reference frames must be stored, which is completely impossible.
We proposed a two-stage mode decision method to deal with this problem. The mode decision flow is divided into partial mode decision (PMD) and final mode decision (FMD), as shown in Table II . The PMD is responsible for separately on-line deciding the best matches of 41 blocks of an MB for each reference frame. Since the distortion costs of current MBs are available only for the previous one reference frame, the MVPs should be modified according to the limited available information. The MVs and the distortion costs of the suboptimal matched candidates are moved to the external memory. After the PMD results for all reference frames of one current MB are generated, the FMD uses system RISC to decide the best configuration of block modes. At this time, the exact MV costs are used. Figure 7 shows the system architecture of H.264/AVC ME engine using SRMC scheme. Different from MRSC scheme, only one SW memory is required to support MRF-ME. The ME core computes the candidates' distortion values, and the PMD engine on-line decides the best MV of each sub-block. Full-search or fast ME algorithms can be implemented in the ME core. As stated before, the PMD results are buffered at external memory, and then the RISC performs FMD. Figure 8 shows the basic flow. Referred to Fig. 4 , the SW at the frame marked as t − 4 is loaded first. Then, the ME procedure of the current MB in the frame marked as t − 3 will utilize the loaded SW data. The FMD of this current MB is then done by RISC after the PMD results are generated. At the same time, the current MBs at the same location of the following frames marked as t − 2, t − 1, and t are processed one after another. Therefore, although multiple current MBs are loaded, only one current MB buffer is required. Please note that FMD can also be implemented as dedicated hardware with the same schedule. The bus traffic of PMD results is an overhead for SRMC scheme.
V. PERFORMANCE EVALUATION AND DISCUSSION
In this section, the level-C data reuse strategy is used to evaluate the memory requirements without loss of generality. The mode decision of the original MRSC schedule and PMD of the rearranged SRMC schedule are done by dedicated hardware while the FMD of the rearranged SRMC schedule is handled by RISC. The required bus bandwidth and memory size of the original MRSC schedule are follows. There still exist other issues for the SRMC scheme. First, some video quality will be lost due to the inaccurate MV costs in mode decision. More experiments are needed to find modified MV predictors with negligible quality loss. Second, SRMC scheme will enlarge the encoding latency in baseline profile from the order of MBs to the order of frames. Hence, it is more suitable for main profile applications, in which Bpictures are allowed with long encoding latency.
VI. CONCLUSION In this paper, we proposed a simple and effective technique to reduce the external bus bandwidth and internal memory size for multi-frame motion estimation. By frame-level rescheduling, the procedures for multiple current macroblocks of different frames can simultaneously utilize the data of one single search window. The proposed system architecture reduces not only 63% of external bus bandwidth but also 75% of internal memory size for HDTV specifications.
