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SOME REGULAR SYMMETRIC PAIRS
AVRAHAM AIZENBUD AND DMITRY GOUREVITCH
Abstract. In [AG2] we explored the question what symmetric pairs are Gelfand pairs. We introduced
the notion of regular symmetric pair and conjectured that all symmetric pairs are regular. This conjecture
would imply that many symmetric pairs are Gelfand pairs, including all connected symmetric pair over
C.
In this paper we show that the pairs
(GL(V ), O(V )), (GL(V ), U(V )), (U(V ), O(V )), (O(V ⊕W ), O(V )×O(W )), (U(V ⊕W ), U(V )×U(W ))
are regular where V and W are quadratic or hermitian spaces over arbitrary local field of characteristic
zero. We deduce from this that the pairs (GLn(C), On(C)) and (On+m(C), On(C)×Om(C)) are Gelfand
pairs.
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1. Introduction
In [AG2] we explored the question what symmetric pairs are Gelfand pairs. We introduced the notion
of regular symmetric pair and conjectured that all symmetric pairs are regular. This conjecture would
imply that many symmetric pairs are Gelfand pairs, including all connected symmetric pair over C.
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In this paper we show that the pairs
(GL(V ), O(V )), (GL(V ), U(V )), (U(V ), O(V )), (O(V ⊕W ), O(V )×O(W )), (U(V ⊕W ), U(V )×U(W ))
are regular where V and W are quadratic or hermitian spaces over arbitrary local field of characteristic
zero. We deduce from this that the pairs (GLn(C), On(C)) and (On+m(C), On(C)×Om(C)) are Gelfand
pairs.
In general, if we would know that all symmetric pairs are regular, then in order to show that a given
symmetric pair (G,H) is a Gelfand pair it would be enough to check the following condition that we
called ”goodness”:
(*) Every closed H-double coset in G is invariant with respect to σ. Here, σ is the anti-involution defined
by σ(g) := θ(g−1) and θ is an involution (i.e. automorphism of order 2) of G such that H = Gθ.
This condition always holds for connected symmetric pairs over C.
Meanwhile, before the conjecture is proven, in order to show that a given symmetric pair is a Gelfand
pair one has to verify that the pair is good, to prove that it is regular and also to compute its ”descendants”
and show that they are also regular. The ”descendants” are certain symmetric pairs related to centralizers
of semisimple elements.
In this paper we develop further the tools from [AG2] for proving regularity of symmetric pairs. We
also introduce a systematic way to compute descendants of classical symmetric pairs.
Based on that we show that all the descendants of the above symmetric pairs are regular.
1.1. Structure of the paper.
In section 2 we introduce the notions that we discuss in this paper. In subsection 2.1 we discuss the
notion of Gelfand pair and review a classical technique for proving Gelfand property due to Gelfand and
Kazhdan. In subsection 2.2 we review the results of [AG2], introduce the notions of symmetric pair,
descendants of a symmetric pair, good symmetric pair and regular symmetric pair mentioned above and
discuss their relations to Gelfand property.
In section 3 we formulate the main results of the paper. We also explain how they follow from the rest
of the paper.
In section 4 we introduce terminology that enables us to prove regularity for symmetric pairs in
question.
In section 5 we prove regularity for symmetric pairs in question.
In section 6 we compute the descendants of those symmetric pairs.
1.2. Acknowledgements. We are grateful to Herve Jacquet for a suggestion to consider the pair
(U2n, Un × Un) which inspired this paper. We also thank Joseph Bernstein, Erez Lapid, Eitan
Sayag and Lei Zhang for fruitful discussions and Gerard Schiffmann for useful remarks.
Both authors were partially supported by a BSF grant, a GIF grant, and an ISF Center of excellency
grant. A.A was also supported by ISF grant No. 583/09 and D.G. by NSF grant DMS-0635607. Any
opinions, findings and conclusions or recommendations expressed in this material are those of the authors
and do not necessarily reflect the views of the National Science Foundation.
2. Preliminaries and notations
• Throughout the paper we fix an arbitrary local field F of characteristic zero.
• All the algebraic varieties and algebraic groups that we will consider will be defined over F .
• For a group G acting on a set X and an element x ∈ X we denote by Gx the stabilizer of x.
• By a reductive group we mean an algebraic reductive group.
In this paper we will refer to distributions on algebraic varieties over archimedean and non-archimedean
fields. In the non-archimedean case we mean the notion of distributions on l-spaces from [BZ], that is
linear functionals on the space of locally constant compactly supported functions. In the archimedean
case one can consider the usual notion of distributions, that is continuous functionals on the space of
smooth compactly supported functions, or the notion of Schwartz distributions (see e.g. [AG1]). It does
not matter here which notion to choose since in the cases of consideration of this paper, if there are no
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nonzero equivariant Schwartz distributions then there are no nonzero equivariant distributions at all (see
Theorem 4.0.2 in [AG2]).
Notation 2.0.1. Let E be an extension of F . Let G be an algebraic group defined over F . We denote
by GE/F the canonical algebraic group defined over F such that GE/F (F ) = G(E).
2.1. Gelfand pairs.
In this section we recall a technique due to Gelfand and Kazhdan ([GK]) which allows to deduce statements
in representation theory from statements on invariant distributions. For more detailed description see
[AGS], section 2.
Definition 2.1.1. Let G be a reductive group. By an admissible representation of G we mean an
admissible representation of G(F ) if F is non-archimedean (see [BZ]) and admissible smooth Fre´chet
representation of G(F ) if F is archimedean.
We now introduce three notions of Gelfand pair.
Definition 2.1.2. Let H ⊂ G be a pair of reductive groups.
• We say that (G,H) satisfy GP1 if for any irreducible admissible representation (π,E) of G we
have
dimHomH(F )(E,C) ≤ 1
• We say that (G,H) satisfy GP2 if for any irreducible admissible representation (π,E) of G we
have
dimHomH(F )(E,C) · dimHomH(E˜,C) ≤ 1
• We say that (G,H) satisfy GP3 if for any irreducible unitary representation (π,H) of G(F ) on
a Hilbert space H we have
dimHomH(F )(H
∞,C) ≤ 1.
Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases (see [GK]). Property
GP2 was introduced in [Gro] in the p-adic setting. Property GP3 was studied extensively by various
authors under the name generalized Gelfand pair both in the real and p-adic settings (see e.g. [vD,
BvD]).
We have the following straightforward proposition.
Proposition 2.1.3. GP1⇒ GP2⇒ GP3.
We will use the following theorem from [AGS] which is a version of a classical theorem of Gelfand and
Kazhdan.
Theorem 2.1.4. Let H ⊂ G be reductive groups and let τ be an involutive anti-automorphism of G and
assume that τ(H) = H. Suppose τ(ξ) = ξ for all bi H(F )-invariant distributions ξ on G(F ). Then
(G,H) satisfies GP2.
In the cases we consider in this paper GP2 is equivalent to GP1 by the following proposition.
Proposition 2.1.5.
(i) Let V be a quadratic space (i.e. a linear space with a non-degenerate quadratic form) and let H ⊂
GL(V ) be any transpose invariant subgroup. Then GP1 is equivalent to GP2 for the pair (GL(V ), H).
(ii) Let V be a quadratic space and let H ⊂ O(V ) be any subgroup. Then GP1 is equivalent to GP2 for
the pair (O(V ), H).
It follows from the following 2 propositions.
Proposition 2.1.6. Let H ⊂ G be reductive groups and let τ be an anti-automorphism of G such that
(i) τ2 ∈ Ad(G(F ))
(ii) τ preserves any closed conjugacy class in G(F )
(iii) τ(H) = H.
Then GP1 is equivalent to GP2 for the pair (G,H).
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For proof see [AG2], Corollary 8.2.3.
Proposition 2.1.7.
(i) Let V be a quadratic space and let g ∈ GL(V ). Then g is conjugate to gt.
(ii) Let V be a quadratic space and let g ∈ O(V ). Then g is conjugate to g−1 inside O(V ).
Part (i) is well known. For the proof of (ii) see [MVW], Proposition I.2 in chapter 4.
2.2. Symmetric pairs.
In this subsection we review some tools developed in [AG2] that enable to prove that a symmetric pair
is a Gelfand pair. The main results discussed in this subsection are Theorem 2.2.16, Theorem 2.2.24 and
Proposition 2.2.19.
Definition 2.2.1. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive groups, and θ is
an involution of G such that H = Gθ. We call a symmetric pair connected if G/H is connected.
For a symmetric pair (G,H, θ) we define an antiinvolution σ : G → G by σ(g) := θ(g−1), denote
g := LieG, h := LieH, gσ := {a ∈ g|θ(a) = −a}. Note that H acts on gσ by the adjoint action. Denote
also Gσ := {g ∈ G|σ(g) = g} and define a symmetrization map s : G→ Gσ by s(g) := gσ(g).
In case when the involution is obvious we will omit it.
Remark 2.2.2. Let (G,H, θ) be a symmetric pair. Then g has a Z/2Z grading given by θ.
Definition 2.2.3. Let (G1, H1, θ1) and (G2, H2, θ2) be symmetric pairs. We define their product to be
the symmetric pair (G1 ×G2, H1 ×H2, θ1 × θ2).
Definition 2.2.4. We call a symmetric pair (G,H, θ) good if for any closed H(F ) × H(F ) orbit O ⊂
G(F ), we have σ(O) = O.
Proposition 2.2.5. Every connected symmetric pair over C is good.
For proof see e.g. [AG2], Corollary 7.1.7.
Definition 2.2.6. We say that a symmetric pair (G,H, θ) is a GK pair if any H(F )×H(F ) - invariant
distribution on G(F ) is σ - invariant.
Remark 2.2.7. Theorem 2.1.4 implies that any GK pair satisfies GP2.
2.2.1. Descendants of symmetric pairs.
Proposition 2.2.8. Let (G,H, θ) be a symmetric pair. Let g ∈ G(F ) such that HgH is closed. Let
x = s(g). Then x is a semisimple element of G.
For proof see e.g. [AG2], Proposition 7.2.1.
Definition 2.2.9. In the notations of the previous proposition we will say that the pair (Gx, Hx, θ|Gx) is
a descendant of (G,H, θ).
2.2.2. Tame symmetric pairs.
Definition 2.2.10. Let π be an action of a reductive group G on a smooth affine variety X. We say
that an algebraic automorphism τ of X is G-admissible if
(i) π(G(F )) is of index at most 2 in the group of automorphisms of X generated by π(G(F )) and τ .
(ii) For any closed G(F ) orbit O ⊂ X(F ), we have τ(O) = O.
Definition 2.2.11. We call an action of a reductive group G on a smooth affine variety X tame if for
any G-admissible τ : X → X, every G(F )-invariant distribution on X(F ) is τ-invariant.
We call a symmetric pair (G,H, θ) tame if the action of H ×H on G is tame.
Remark 2.2.12. Evidently, any good tame symmetric pair is a GK pair.
Notation 2.2.13. Let V be an algebraic finite dimensional representation over F of a reductive group
G. Denote Q(V ) := V/V G. Since G is reductive, there is a canonical embedding Q(V ) →֒ V .
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Notation 2.2.14. Let (G,H, θ) be a symmetric pair. We denote by NG,H the subset of all the nilpotent
elements in Q(gσ). Denote RG,H := Q(g
σ)−NG,H .
Note that our notion of RG,H coincides with the notion R(g
σ) used in [AG2], Notation 2.3.10. This
follows from Lemma 7.1.11 in [AG2].
Definition 2.2.15. We call a symmetric pair (G,H, θ) weakly linearly tame if for any H-admissible
transformation τ of gσ such that every H(F )-invariant distribution on RG,H is also τ-invariant, we have
(*) every H(F )-invariant distribution on Q(gσ) is also τ-invariant.
Theorem 2.2.16. Let (G,H, θ) be a symmetric pair. Suppose that all its descendants (including itself)
are weakly linearly tame. Then (G,H, θ) is tame.
For proof see Theorem 7.3.3 in [AG2].
Now we would like to formulate a criterion for being weakly linearly tame. For it we will need the
following lemma and notation.
Lemma 2.2.17. Let (G,H, θ) be a symmetric pair. Then any nilpotent element x ∈ gσ can be extended
to an sl2 triple (x, d(x), x−) such that d(x) ∈ h and x− ∈ gσ.
For proof see e.g. [AG2], Lemma 7.1.11.
Notation 2.2.18. We will use the notation d(x) from the last lemma in the future. It is not uniquely
defined but whenever we will use this notation nothing will depend on its choice.
Proposition 2.2.19. Let (G,H, θ) be a symmetric pair. Suppose that for any nilpotent x ∈ gσ we have
Tr(ad(d(x))|hx ) < dimQ(g
σ).
Then the pair (G,H, θ) is weakly linearly tame.
This proposition follows from [AG2] (Propositions 7.3.7 and 7.3.5).
2.2.3. Regular symmetric pairs.
Definition 2.2.20. Let (G,H, θ) be a symmetric pair. We call an element g ∈ G(F ) admissible if
(i) Ad(g) commutes with θ (or, equivalently, s(g) ∈ Z(G)) and
(ii) Ad(g)|gσ is H-admissible.
Definition 2.2.21. We call a symmetric pair (G,H, θ) regular if for any admissible g ∈ G(F ) such that
every H(F )-invariant distribution on RG,H is also Ad(g)-invariant, we have
(*) every H(F )-invariant distribution on Q(gσ) is also Ad(g)-invariant.
The following two propositions are evident.
Proposition 2.2.22. Let (G,H, θ) be symmetric pair. Suppose that any g ∈ G(F ) satisfying σ(g)g ∈
Z(G(F )) lies in Z(G(F ))H(F ). Then (G,H, θ) is regular. In particular if the normalizer of H(F ) lies
inside Z(G(F ))H(F ) then (G,H, θ) is regular.
Proposition 2.2.23.
(i) Any weakly linearly tame pair is regular.
(ii) A product of regular pairs is regular (see [AG2], Proposition 7.4.4).
In section 4 we will introduce terminology that will help to verify the condition of Proposition 2.2.19.
The importance of the notion of regular pair is demonstrated by the following theorem.
Theorem 2.2.24. Let (G,H, θ) be a good symmetric pair such that all its descendants (including itself)
are regular. Then it is a GK pair.
For proof see [AG2], Theorem 7.4.5.
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3. Main Results
Here we formulate the main results of the paper and explain how they follow from the rest of the
paper.
Definition 3.0.1. A quadratic space is a linear space with a fixed non-degenerate quadratic form.
Let F ′ be an extension of F and V be a quadratic space over it. We denote by O(V ) the canonical
algebraic group such that its F -points form the group of orthogonal transformations of V .
Definition 3.0.2. Let D be a field with an involution τ . A hermitian space over (D, τ) is a linear space
over D with a fixed non-degenerate hermitian form.
Suppose that D is an extension of F and F ⊂ Dτ . Let V be a hermitian space over (D, τ). We denote
by U(V ) the canonical algebraic group such that its F -points form the group of unitary transformations
of V .
Definition 3.0.3. Let G be a reductive group and ε ∈ G be an element of order 2. We denote by (G,Gε)
the symmetric pair defined by the involution x 7→ εxε.
The following lemma is straightforward.
Lemma 3.0.4. Let V be a quadratic space.
(i) Let ε ∈ GL(V ) be an element of order 2. Then GL(V )ε ∼= GL(V1)×GL(V2) for some decomposition
V = V1 ⊕ V2.
(ii) Let ε ∈ O(V ) be an element of order 2. Then O(V )ε ∼= O(V1) × O(V2) for some orthogonal decom-
position V = V1 ⊕ V2.
(iii) Let V be a hermitian space.
Let ε ∈ U(V ) be an element of order 2. Then U(V )ε ∼= U(V1)×U(V2) for some orthogonal decomposition
V = V1 ⊕ V2.
Theorem 3.0.5. Let V be a quadratic space over F . Then all the descendants of the pair (O(V ), O(V )ε)
are regular.
Proof. By Theorem 6.5.1 below, the descendants of the pair (O(V ), O(V )ε) are products of pairs of the
types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F
(ii) (U(WE), O(W )) for some quadratic space W over some field F
′ that extends F , and some quadratic
extension E of F ′. Here, WE := W ⊗F ′ E is the extension of scalars with the corresponding hermitian
structure.
(iii) (O(W ), O(W )ε) for some quadratic space W over F .
The pair (i) is regular by Theorem 5.1.1 below. The pair (ii) is regular by subsection 5.3 below. The
pair (iii) is regular by subsection 5.2 below. 
Corollary 3.0.6. Suppose that F = C and Let V be a quadratic space over it. Then the pair
(O(V ), O(V )ε) satisfies GP1.
Proof. This pair is good by Proposition 2.2.5 and all its descendants are regular. Hence by Theorem
2.2.24 it is a GK pair. Therefore by Theorem 2.1.4 it satisfies GP2. Now, by Proposition 2.1.5, it satisfies
GP1. 
Theorem 3.0.7. Let D/F be a quadratic extension and τ ∈ Gal(D/F ) be the non-trivial element. Let
V be a hermitian space over (D, τ). Then all the descendants of the pair (U(V ), U(V )ε) are regular.
Proof. By theorem 6.6.1 below, the descendants of the pair (U(V ), U(V )ε) are products of pairs of the
types
(a) (G×G,∆G) for some reductive group G.
(b) (GL(W ), U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(c) (GE/F , G) for some reductive group G and some quadratic extension E/F .
(d) (GL(W ), GL(W )ε) where W is a linear space over D and ε ∈ GL(W ) is an element of order ≤ 2.
(e) (U(W ), U(W )ε) where W is a hermitian space over (D, τ).
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The pairs (a) and (c) are regular by Theorem 4.2.12 below. The pairs (b) and (e) are regular by
subsection 5.3 below. The pair (d) is regular by Theorem 4.2.13 below. 
Theorem 3.0.8. Let V be a quadratic space over F . Then all the descendants of the pair (GL(V ), O(V ))
are weakly linearly tame. In particular, this pair is tame.
Proof. By Theorem 6.2.1 below, the descendants of the pair (GL(V ), O(V )) are products of pairs of the
type (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F . By Theorem 5.1.1
below, these pairs are weakly linearly tame. Now, the pair (GL(V ), O(V )) is tame by Theorem 2.2.16. 
Corollary 3.0.9. Suppose that F = C and Let V be a quadratic space over it. Then the pair
(GL(V ), O(V )) is GP1.
Theorem 3.0.10. Let D/F be a quadratic extension and τ ∈ Gal(D/F ) be the non-trivial element.
Let V be a hermitian space over (D, τ). Then all the descendants of the pair (GL(V ), U(V )) are weakly
linearly tame. In particular, this pair is tame.
Proof. By Theorem 6.3.1 below, all the descendants of the pair (GL(V ), U(V )) are products of pairs of
the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (GL(W ), U(W )) for some hermitian space W over some (D′, τ ′) that extends (D, τ).
The pair (i) is weakly linearly tame by Theorem 4.2.12 below and the pair (ii) is weakly linearly tame
by subsection 5.3 below. Now, the pair (GL(V ), U(V )) is tame by Theorem 2.2.16. 
Theorem 3.0.11. Let V be a quadratic space over F . Let D/F be a quadratic extension and τ ∈
Gal(D/F ) be the non-trivial element. Let VD := V ⊗FD be its extension of scalars with the corresponding
hermitian structure. Then all the descendants of the pair (U(VD), O(V )) are weakly linearly tame. In
particular, this pair is tame.
Proof. By Theorem 6.4.1 below, all the descendants of the pair (U(VD), O(V )) are products of pairs of
the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F .
(ii) (U(WD′ ), O(W )) for some extension (D
′, τ ′) of (D, τ) and some quadratic space W over D′τ
′
.
The pair (i) is weakly linearly tame by Theorem 5.1.1 below and the pair (ii) is weakly linearly tame
by subsection 5.3 below. Now, the pair (GL(V ), U(V )) is tame by Theorem 2.2.16. 
4. Z/2Z graded representations of sl2 and their defects
In this section we will introduce terminology that will help to verify the condition of Proposition 2.2.19.
4.1. Graded representations of sl2.
Definition 4.1.1. We fix standard basis e, h, f of sl2(F ). We fix a grading on sl2(F ) given by h ∈ sl2(F )0
and e, f ∈ sl2(F )1. A graded representation of sl2 is a representation of sl2 on a graded vector space
V = V0 ⊕ V1 such that sl2(F )i(Vj) ⊂ Vi+j where i, j ∈ Z/2Z.
The following lemma is standard.
Lemma 4.1.2.
(i) Every graded representation of sl2 which is irreducible as a graded representation is irreducible just
as a representation.
(ii) Every irreducible representation V of sl2 admits exactly two gradings. In one highest weight vector
lies in V0 and in the other in V1.
Definition 4.1.3. We denote by V wλ the irreducible graded representation of sl2 with highest weight λ
and highest weight vector of parity p where w = (−1)p.
The following lemma is straightforward.
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Lemma 4.1.4.
(V wλ )
∗ = V
w(−1)λ
λ(1)
V w1λ1 ⊗ V
w2
λ2
=
min(λ1,λ2)⊕
i=0
V
w1w2(−1)
i
λ1+λ2−2i
(2)
Λ2(V wλ ) =
⌊λ−1
2
⌋⊕
i=0
V −12λ−4i−2.(3)
4.2. Defects.
Definition 4.2.1. Let π be a graded representation of sl2. We define the defect of π to be
def(π) = Tr(h|(pie)0)− dim(π1)
The following lemma is straightforward
Lemma 4.2.2.
def(π ⊕ τ) = def(π) + def(τ)(4)
def(V wλ ) =
1
2
(λw + w(
1 + (−1)λ
2
)− 1) =
1
2
{
λw + w − 1 λ is even
λw − 1 λ is odd
(5)
Definition 4.2.3. Let g be a (Z/2Z) graded Lie algebra. We say that g is of negative defect if for any
graded homomorphism π : sl2 → g, the defect of g with respect to the adjoint action of sl2 is negative.
We say that g is of negative normalized defect if the semi-simple part of g (i.e. the quotient of g
by its center) is of negative defect.
Remark 4.2.4. Clearly, g is of negative normalized defect if and only if for any graded homomorphism
π : sl2 → g, the defect of g with respect to the adjoint action of sl2 is less than the dimension of the odd
part of the center of g.
Definition 4.2.5. We say that a symmetric pair (G,H, θ) is of negative normalized defect if the
Lie algebra g with the grading defined by θ is of negative normalized defect.
Lemma 4.2.6. Let (G,H, θ) be a symmetric pair. Assume that g is semi-simple. Then Q(gσ) = gσ.
Proof.
Assume the contrary: there exist 0 6= x ∈ gσ such that Hx = x. Then dim(CNg
σ
Hx,x) = dim g
σ, hence
CNg
σ
Hx,x = g
σ. On the other hand, CNg
σ
Hx,x
∼= [h, x]⊥ = (gσ)x (here (·)⊥ means the ortogonal compliment
w.r.t. the kiling form). Therefore gσ = (gσ)x and hence x lies in the center of g, which is impossible. 
Proposition 2.2.19 can be rewritten now in the following form
Theorem 4.2.7. A symmetric pair of negative normalized defect is weakly linearly tame.
Evidently, a product of pairs of negative normalized defect is again of negative normalized defect.
The following lemma is straightforward.
Lemma 4.2.8. Let (G,H, θ) be a symmetric pair. Let F ′ be any field extending F . Let (GF ′ , HF ′ , θ)
be the extension of (G,H, θ) to F ′. Suppose that it is of negative normalized defect (as a pair over F ′) .
Then (G,H, θ) and (GF ′/F , HF ′/F , θ) are of negative normalized defect (as pairs over F ).
In [AG2] we proved the following (easy) proposition (see [AG2], Lemma 7.6.6).
Proposition 4.2.9. Let π be a representation of sl2. Then Tr(h|(pie)) < dim(π).
We would like to reformulate it in terms of defect. For this we will need the following notation.
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Notation 4.2.10.
(i) Let π be a representation of sl2. We denote by π the representation of sl2 on the same space defined
by π(e) := −π(e), π(f) := −π(f) and π(h) := π(h).
(ii) We define grading on π ⊕ π by the involution s(v ⊕ w) := w ⊕ v.
Proposition 4.2.9 can be reformulated in the following way.
Proposition 4.2.11. Let π be a representation of sl2. Then def(π ⊕ π) < 0.
In [AG2] we also deduced from this proposition the following theorem (see [AG2], 7.6.2).
Theorem 4.2.12. For any reductive group G, the pairs (G × G,∆G) and (GE/F , G) are of negative
normalized defect and hence weakly linearly tame. Here ∆G is the diagonal in G×G.
In [AG2, §§2.7] we proved the following theorem.
Theorem 4.2.13. The pair (GL(V ⊕ V ), GL(V ) × GL(V )) is of negative normalized defect and hence
regular.
Note that in the case dimV 6= dimW the pair (GL(V ⊕W ), GL(V )×GL(W )) is obviously regular by
Proposition 2.2.22.
5. Proof of regularity and tameness
5.1. The pair (GL(V ), O(V )).
In this subsection we prove that the pair (GL(V ), O(V )) is weakly linearly tame. For dimV ≤ 1
it is obvious. Hence it is enough to prove the following theorem.
Theorem 5.1.1. Let V be a quadratic space of dimension at least 2. Then the pair (GL(V ), O(V )) has
negative normalized defect.
We will need the following notation.
Notation 5.1.2. Let π be a representation of sl2. We define grading on π⊗π by the involution s(v⊗w) :=
−w ⊗ v.
Theorem 5.1.1 immediately follows from the following one.
Theorem 5.1.3. Let π be a representation of sl2 of dimension at least 2. Then def(π ⊗ π) < −1.
This theorem in turn follows from the following lemma.
Lemma 5.1.4. Let Vλ and Vµ be irreducible representations of sl2. Then
(i) def(Vλ ⊗ Vλ) = −(λ+ 1)(
λ
2 + 1).
(ii) def(Vλ ⊗ Vµ ⊕ Vµ ⊗ Vλ) < 0.
Proof.
(i) Follows from the fact that Vλ ⊗ Vλ =
⊕λ
i=0 V
−1
2λ−2i and from Lemma 4.2.2.
(ii) Follows from Proposition 4.2.11. 
5.2. The pair (O(V1 ⊕ V2), O(V1)×O(V2)).
In this subsection prove that the pair (O(V1 ⊕ V2), O(V1) × O(V2)) is regular. For that it is
enough to prove the following theorem.
Theorem 5.2.1. Let V1 and V2 be quadratic spaces. Assume dimV1 = dimV2. Then the pair (O(V1 ⊕
V2), O(V1)×O(V2)) has negative normalized defect.
This theorem immediately follows from the following one.
Theorem 5.2.2. Let π be a (non-zero) graded representation of sl2 such that dimπ0 = dimπ1 and
π ≃ π∗. Then Λ2(π) has negative defect.
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For this theorem we will need the following lemma.
Lemma 5.2.3. Let V w1λ1 and V
w2
λ2
be irreducible graded representations of sl2. Then
(i) def(V w1λ1 ⊗ V
w2
λ2
) =
= −
1
2


min(λ1, λ2) + 1−
w1w2
2 (λ1 + λ2 + 1 + (−1)
min(λ1,λ2)(|λ1 − λ2| − 1)), λ1 6= λ2 mod 2;
min(λ1, λ2) + 1− w1w2(max(λ1, λ2) + 1), λ1 ≡ λ2 ≡ 0 mod 2;
min(λ1, λ2) + 1− w1w2(min(λ1, λ2) + 1), λ1 ≡ λ2 ≡ 1 mod 2;
(ii) def(Λ2(V w1λ1 )) = −
λ2
4 −
λ
2 −
1+(−1)λ+1
8
Proof. This lemma follows by straightforward computations from Lemmas 4.1.4 and 4.2.2. 
Proof of Theorem 5.2.2. Since π ≃ π∗, π can be decomposed to a direct sum of irreducible graded
representations in the following way
π = (
l⊕
i=1
V 1λi)⊕ (
m⊕
j=1
V −1µj )⊕ (
n⊕
k=1
V 1νk ⊕ V
−1
νk ).
Here, all λi and µj are even and νk are odd. Since dimπ0 = dimπ1, l = m.
By the last lemma, def(V 1λi ⊗ (V
1
νk ⊕ V
−1
νk )) = −(min(λ1, λ2) + 1) < 0. Similarly, def(V
−1
µj ⊗ (V
1
νk ⊕
V −1νk )) < 0. Also, def((V
1
νk1
⊕ V −1νk1 )⊗ (V
1
νk2
⊕ V −1νk2 )) < 0 and def(Λ
2(V wλ )) ≤ 0 for all λ and w.
Hence if l = 0 we are done. Otherwise we can assume n = 0. Now,
def(Λ2(π)) ≤
∑
1≤i<j≤l
|λi − λj |+
∑
1≤i<j≤l
|µi − µj | −
∑
1≤i,j≤l
(λi + µj + 2) <
<
∑
1≤i<j≤l
(λi + λj) +
∑
1≤i<j≤l
(µi + µj)−
∑
1≤i,j≤l
(λi + µj) = −
l∑
i=1
(λi + µi) ≤ 0.

5.3. The pairs (GL(V ), U(V )), (U(V1 ⊕ V2), U(V1)× U(V2)) and (U(VD), O(V )).
In this subsection prove that the pairs (GL(V ), U(V )) and (U(VD), O(V )) are weakly linearly tame
and the pair (U(V1 ⊕ V2), U(V1)× U(V2)) is regular.
Let V be a hermitian space. Note that (GL(V ), U(V )) is a form of (GL(W )×GL(W ),∆GL(W )) for
some W and (U(V ⊕ V ), U(V )× U(V )) is a form of (GL(W ⊕W ), GL(W ))×GL(W )) for some W .
Also, for any quadratic space V of dimension at least 2 and any quadratic extension D/F , the pair
(U(VD), O(V )) is a form of (GL(W ), O(W )) for some quadratic space W .
Hence by Lemma 4.2.8 and Theorems 4.2.12, 4.2.13 and 5.1.1 those 3 pairs are of negative normalized
defect and hence are weakly linearly tame. If dimV ≤ 1 then the pair (U(VD), O(V )) is obviously linearly
tame.
If V1 and V2 are non-isomorphic hermitian spaces then (U(V1 ⊕ V2), U(V1) × U(V2)) is regular by
Proposition 2.2.22.
6. Computation of descendants
In this section we compute the descendants of the pairs we discussed before. For this we use a technique
of computing centralizers of semisimple elements of orthogonal and unitary groups, which is described in
[SpSt]. The proofs in this section are rather straightforward but technically involved. The most important
things in this section are the formulations of the main theorems: Theorems 6.2.1, 6.3.1, 6.4.1, 6.5.1, 6.6.1.
Those theorems are summarized graphically in subsection 6.7.
6.1. Preliminaries and notation for orthogonal and unitary groups.
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6.1.1. Orthogonal group.
Notation 6.1.1. Let V be a linear space over F . Let x ∈ GL(V ) be a semi-simple element and let
Q =
∑n
i=0 aiξ
i ∈ F [ξ] (where an 6= 0) be an irreducible polynomial.
• Denote FQ := F [ξ]/Q
• Denote inv(Q) :=
∑n
i=0 an−iξ
i
• Denote V 0Q,x := Ker(Q(x)) and V
1
Q,x := Ker(inv(Q)(x))
We define an FQ-linear space structure on V
i
Q,x by letting ξ act on V
0
Q,x by x and on V
1
Q,x by
x−1. We will consider V iQ,x as linear spaces over FQ.
• In case Q is proportional to inv(Q) we define an involution µ on FQ by µ(P (ξ)) := P (ξ−1) .
• For a linear space W over FQ we can consider its dual space W
∗ over FQ and the dual space of
W over F which we denote by W ∗F . The space W
∗
F has a canonical structure of a linear space over
FQ. The spaces W
∗
F and W
∗ can be identified as linear spaces over FQ. For this identification
one has to choose an F -linear functional λ : FQ → F . We will fix such functional λ such that
λ(µ(d)) = λ(d) if µ is defined.
From now on we will identify W ∗F and W
∗.
The following two lemmas are straightforward.
Lemma 6.1.2. Let V be a quadratic space over F . Let x ∈ GL(V ) and let P,Q ∈ F [ξ] be irreducible
polynomials. Suppose that either
(i) x = xt and P is not proportional to Q or
(ii) x ∈ O(V ) and P is not proportional to inv(Q)
Then Ker(Q(x)) is orthogonal to Ker(P (x)).
Lemma 6.1.3. Let (V,B) be a quadratic space over F . Let x ∈ GL(V ) be a semi-simple element and
let Q ∈ F [ξ] be an irreducible polynomial. Then
(i) If x = xt then B defines an FQ-linear isomorphism V
i
Q,x
∼= (V iQ,x)
∗.
(ii) If x ∈ O(V ) then B defines an FQ-linear isomorphism V iQ,x
∼= (V 1−iQ,x )
∗.
6.1.2. Unitary group.
From now and till the end of the paper we fix a quadratic extension D of F and denote by τ the involution
that fixes F .
Notation 6.1.4. Let V be a hermitian space over (D, τ). Let x ∈ GL(V ) be a semi-simple element and
let Q =
∑n
i=0 aiξ
i ∈ D[ξ] (where an 6= 0) be an irreducible polynomial.
• Denote DQ := D[ξ]/Q
• Denote
inv(Q) :=
n∑
i=0
an−iξ
i, Q∗ := τ(inv(Q))
• Denote
V 00Q,x := Ker(Q(x)), V
01
Q,x := Ker(Q
∗(x)), V 10Q,x := Ker(inv(Q)(x)), V
11
Q,x := Ker(τ(Q)(x)).
We twist the action of D on V i1Q,x by τ . We define DQ-linear space structure on V
ij
Q,x by letting ξ
act on V 0jQ,x by x and on V
1j
Q,x by x
−1. We will consider V ijQ,x as linear spaces over DQ.
• If Q is proportional to Q∗ we define an involution µ01 on DQ by µ01(P (ξ)) := τ(P )(ξ−1).
If Q is proportional to inv(Q) we define an involution µ10 on DQ by µ
10(P (ξ)) := P (ξ−1).
If Q is proportional to τ(Q) we define an involution µ11 on DQ by µ
11(P (ξ)) := τ(P )(ξ).
• For a linear space W over DQ we can consider its dual space W ∗ over DQ and the dual space of W
over D which we denote by W ∗D. The space W
∗
D has a canonical structure of a linear space over DQ.
The spaces W ∗D and W
∗ can be identified as linear spaces over DQ. For this identification one has
to choose a D-linear functional λ : DQ → D. We will fix such functional λ such that
λ(µij(d)) = τ j(λ(d)) if µij is defined.
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From now on we will identify W ∗D and W
∗.
The following two lemmas are straightforward.
Lemma 6.1.5. Let V be a hermitian space over (D, τ). Let x ∈ GL(V ) and let P,Q ∈ D[ξ] be irreducible
polynomials. Suppose that either
(i) x = x∗ and P is not proportional to τ(Q) or
(ii) x ∈ U(V ) and P is not proportional to Q∗
Then Ker(Q(x)) is orthogonal to Ker(P (x)).
Lemma 6.1.6. Let (V,B) be a hermitian space over (D, τ). Let x ∈ GL(V ) be a semi-simple element
and let Q ∈ D[ξ] be an irreducible polynomial. Then
(i) If x = x∗ then B defines a DQ-linear isomorphism V
ij
Q,x
∼= (V
1−i,1−j
Q,x )
∗.
(ii) If x ∈ U(V ) then B defines a DQ-linear isomorphism V
ij
Q,x
∼= (V
i,1−j
Q,x )
∗.
6.2. The pair (GL(V ), O(V )).
Theorem 6.2.1. Let V be a quadratic space over F . Then all the descendants of the pair (GL(V ), O(V ))
are products of pairs of the type (GL(W ), O(W )) for some quadratic space W over some field F ′ that
extends F .
Proof. Note that in this case the anti-involution σ is given by σ(x) = xt. Let x ∈ GL(V )σ be a
semi-simple element. Let P be the minimal polynomial of x. We will now discuss a special case and
then deduce the general case from it.
Case 1. P is irreducible over F .
Clearly GL(V )x ∼= GL(V
0
P,x). The isomorphism V
0
P,x
∼= (V 0P,x)
∗ gives a quadratic structure on V 0P,x. Now
O(V )x ∼= O(V 0P,x).
Case 2. General case
Let P =
∏
i∈I Pi be the decomposition of P to irreducible polynomials. Clearly V =
⊕
V 0Pi,x and V
0
Pi,x
are orthogonal to each other. Hence the pair (GL(V )x, O(V )x) is a product of pairs from Case 1. 
6.3. The pair (GL(V ), U(V )).
Theorem 6.3.1. Let (V,B) be a hermitian space over (D, τ). Then all the descendants of the pair
(GL(V ), U(V )) are products of pairs of the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (GL(W ), U(W )) for some hermitian space W over some (D′, τ ′) that extends (D, τ).
Proof. Note that in this case the anti-involution σ is given by σ(x) = x∗. Let x ∈ GL(V )σ be a
semi-simple element. Let P be the minimal polynomial of x. Note that τ(P ) is proportional to P . We
will now discuss 2 special cases and then deduce the general case from them.
Case 1. P = Qτ(Q) where Q is irreducible over D.
Clearly GL(V )x ∼= GL(V 00Q,x) × GL(V
11
Q,x). Recall that B gives a non-degenerate pairing between V
00
Q,x
and V 11Q,x, and the spaces V
ii
Q,x are isotropic. Therefore
GL(V 00Q,x)
∼= GL(V 11Q,x), GL(V )x
∼= GL(V 00Q,x)
2 and U(V )x ∼= ∆GL(V
00
Q,x) < GL(V
00
Q,x)
2.
Case 2. P is irreducible over D.
Clearly GL(V )x ∼= GL(V 00P,x) and V
00
P,x is identical to V
11
P,x as F -linear spaces but the actions of DP
differ by a twist by µ11. Hence the isomorphism V 00P,x
∼= (V 11P,x)
∗ gives a hermitian structure on V 00P,x over
(DP , µ
11). Now U(V )x ∼= U(V 00P,x) < GL(V
00
P,x).
Case 3. General case
Let P =
∏
i∈I Pi be the decomposition of P to irreducible polynomials. Then τ(Pi) is proportional to
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Ps(i) where s is some permutation of I of order ≤ 2. Let I =
⊔
Iα be the decomposition of I to orbits of
s. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly V =
⊕
Vα and Vα are orthogonal to each other. Hence the
pair (GL(V )x, U(V )x) is a product of pairs from the first 2 cases. 
6.4. The pair (U(VD), O(V )).
Theorem 6.4.1. Let (V,B) be a quadratic space over F . Let VD := V ⊗F D be its extension of scalars
with the corresponding hermitian structure.
Then all the descendants of the pair (U(VD), O(V )) are products of pairs of the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F .
(ii) (U(WD′), O(W )) for some extension (D
′, τ ′) of (D, τ) and some quadratic space W over D′τ
′
.
For the proof of this theorem we will need the following notation and lemma.
Notation 6.4.2. Let (V,B) be a quadratic space over F . The involution τ defines an involution τ˜ on
VD. The form B defines a quadratic form BD on VD and a hermitian form B
τ
D on VD.
Lemma 6.4.3. Let (V,B) be a quadratic space over F . Let P be an irreducible polynomial. Let x ∈ U(VD)
be a semi-simple element such that x = xt (where xt is defined by BD). Then the involution τ˜ gives a
DP -linear isomorphism V
ij
P,x
∼= V
i,1−j
P,x .
Proof. We will show that τ˜ maps V 00P,x to V
11
P,x, and the other cases are done similarly. Let v ∈ V
ij
P,x. We
have
P ∗(x)(τ˜ (v)) = τ˜ (inv(P )(x∗)(v)) = τ˜ (inv(P )(x−1)(v)) = τ˜ (x−degPP (x)(v)) = 0.

Proof of Theorem 6.4.1. Note that in this case the anti-involution σ is given by σ(x) = xt. Let
x ∈ U(VD)σ be a semi-simple element. Let P be the minimal polynomial of x. Then P is proportional
to P ∗. We will now discuss 2 special cases and then deduce the general case from them.
Case 1. P = QQ∗ where Q is irreducible over D.
Clearly GL(V )x ∼= GL(V 00Q,x) ×GL(V
01
Q,x). Recall that B
τ
D gives a non-degenerate pairing between V
00
Q,x
and V 01Q,x, and the spaces V
0i
Q,x are isotropic. Therefore
GL(V 00Q,x)
∼= GL(V 01Q,x), GL(V )x
∼= GL(V 00Q,x)
2, U(V )x ∼= ∆GL(V
00
Q,x) < GL(V
00
Q,x)
2
Compose the isomorphism V 00Q,x
∼= V 01Q,x given by τ˜ with the isomorphism V
01
Q,x
∼= (V 00Q,x)
∗ given by BτD.
This gives a quadratic structure on V 00Q,x. Now
O(V )x ∼= ∆O(V
00
Q,x) < ∆GL(V
00
Q,x).
Case 2. P is irreducible over D.
ClearlyGL(V )x ∼= GL(V 00P,x) and V
00
P,x is identical to V
01
P,x as F -linear spaces but the actions ofDP on them
differ by a twist by µ01. Hence the isomorphism V 00P,x
∼= (V 01P,x)
∗ given by BτD gives a hermitian structure
on V 00P,x over (DP , µ
01) and the isomorphism V 00P,x
∼= V 01P,x given by τ˜ gives an antilinear involution of V
00
P,x.
Now
U(V )x ∼= U(V
00
P,x) < GL(V
00
P,x) and O(V )x
∼= O(V 00P,x) < U(V
00
P,x).
Case 3. General case
Let P =
∏
i∈I Pi be the decomposition of P to irreducible polynomials. Then P
∗
i is proportional to Ps(i)
where s is some permutation of I of order ≤ 2. Let I =
⊔
Iα be the decomposition of I to orbits of
s. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly VD =
⊕
Vα, Vα are orthogonal to each other and each Vα
is invariant with respect to τ˜ . Hence the pair (GL(V )x, U(V )x) is a product of pairs from the first 2
cases. 
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6.5. The pair (O(V1 ⊕ V2), O(V1)×O(V2)).
Theorem 6.5.1. Let (V,B) be a quadratic space over F .
Let ε ∈ O(V ) be an element of order 2. Then all the descendants of the pair (O(V ), O(V )ε) are products
of pairs of the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F
(ii) (U(WE), O(W )) for some quadratic space W over some field F
′ that extends F , and some quadratic
extension E of F ′.
(iii) (O(W ), O(W )ε) for some quadratic space W over F .
For the proof of this theorem we will need the following straightforward lemma.
Lemma 6.5.2. Let (V,B) be a quadratic space over F .
Let ε ∈ O(V ) be an element of order 2. Let x ∈ O(V ) such that εxε = x−1. Let Q be an irreducible
polynomial. Then ε gives an FQ- linear isomorphism V
i
Q,x
∼= V 1−iQ,x .
Proof of Theorem 6.5.1. Note that the involution σ on O(V ) is given by x 7→ εx−1ε. Let x ∈ O(V )σ be
a semi-simple element and let P be its minimal polynomial.
Note that the minimal polynomial of x−1 is inv(P ) and hence P is proportional to inv(P ). We will
now discuss 3 special cases and then deduce the general case from them.
Case 1. P = Qinv(Q), where Q is an irreducible polynomial.
Note that GL(V )x ∼=
∏
iGL(V
i
Q,x).
Since B defines a non-degenerate pairing V 0Q,x
∼= (V 1Q,x)
∗, and V iQ,x are isotropic, we have
O(V )x ∼= ∆GL(V
0
Q,x) < GL(V
0
Q,x)
2.
Now, compose the isomorphism V iQ,x
∼= V 1−iQ,x given by ε with the isomorphism V
1−i
Q,x
∼= (V iQ,x)
∗. This
gives a quadratic structure on V 0Q,x. Clearly, ε gives an isomorphism V
0
Q,x
∼= V 1Q,x as quadratic spaces
and hence
(O(V )ε)x ∼= ∆O(V
0
Q,x) < ∆GL(V
0
Q,x).
Case 2. P is irreducible and x 6= x−1
In this case GL(V )x ∼= GL(V 0P,x). Also, V
0
P,x and V
1
P,x are identical as F -vector spaces but the action of
FP on them differs by a twist by µ. Therefore the isomorphism V
0
P,x
∼= (V 1P,x)
∗ gives a hermitian structure
on V 0P,x over (FP , µ) and ε gives an (FP , µ)-antilinear automorphism of V
0
P,x. Now
O(V )x ∼= U(V
0
P,x).
Denote W := (V 0P,x)
ε. It is a linear space over (FP )
µ. It has a quadratic structure. Now
(O(V )ε)x ∼= O(W ) < U(V
0
P,x).
Case 3. P is irreducible and x = x−1.
Again, GL(V )x ∼= GL(V
0
P,x). However, in this case FP = F and V
0
P,x = V . Also O(V )x
∼= O(V 0P,x). Now,
ε commutes with x and hence ε ∈ O(V )x ∼= O(V 0P,x). Hence
(O(V )ε)x ∼= (O(V
0
P,x))ε < O(V
0
P,x).
Case 4. General case
Let P =
∏
i∈I Pi be the decomposition of P to irreducible multiples. Since P is proportional to inv(P ),
every Pi is proportional to Ps(i) where s is some permutation of I of order ≤ 2.
Let I =
⊔
Iα be the decomposition of I to orbits of s. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly
V =
⊕
Vα and Vα are orthogonal to each other and ε-invariant. Hence the pair (O(V )x, (O(V )ε)x) is a
product of pairs from the first 3 cases.

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6.6. The pair (U(V1 ⊕ V2), U(V1)× U(V2)).
Theorem 6.6.1. Let (V,B) be a hermitian space over (D, τ).
Let ε ∈ U(V ) be an element of order 2. Then all the descendants of the pair (U(V ), U(V )ε) are products
of pairs of the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (U(W )× U(W ),∆U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(iii) (GL(W ), U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(iv) (GL(WD′), GL(W )) where F
′ is a field extension of D, D′/F ′ is a quadratic extension, W is a linear
space over F ′ and WD′ :=W ⊗F ′ D′ is its extension of scalars to D′
(v) (GL(W ), GL(W )ε) where W is a linear space over D and ε ∈ GL(W ) is an element of order ≤ 2.
(vi) (U(WE), U(W )) where W is a hermitian space over some extension (D
′, τ ′) of (D, τ), (E, τ ′′) is
some quadratic extension of (D′, τ ′) and WE =W ⊗D′E is an extension of scalars with the corresponding
hermitian structure.
(vii) (U(W ), U(W )ε) where W is a hermitian space over (D, τ).
For the proof of this theorem we will need the following straightforward lemma.
Lemma 6.6.2. Let (V,B) be a hermitian space over (D, τ).
Let ε ∈ U(V ) be an element of order 2. Let x ∈ U(V ) such that εxε = x−1. Let Q be an irreducible
polynomial. Then ε gives an DQ- linear isomorphism V
ij
Q,x
∼= V
1−i,j
Q,x .
Proof of Theorem 6.6.1. Let x ∈ U(V )σ be a semi-simple element and let P be its minimal polynomial.
Note that the minimal polynomial of x∗ is P ∗ and hence P ∗ is proportional to P . Since x ∈ U(V )σ,
we have x−1 = εxε and hence its minimal polynomial is P . Hence P is proportional to inv(P ). We will
now discuss 7 special cases and then deduce the general case from them.
Case 1. P = QQ∗inv(Q)τ(Q), where Q is an irreducible polynomial.
Note that GL(V )x ∼=
∏
ij GL(V
ij
Q,x)
∼= GL(V 00Q,x)
4. This identifies U(V )x with a diagonal
∆GL(V 00Q,x)
2 < GL(V 00Q,x)
4 and (U(V )ε)x with a diagonal ∆GL(V
00
Q,x) < GL(V
00
Q,x)
4.
Case 2. P = Qinv(Q), where Q is an irreducible polynomial and Q∗ = Q.
Note that GL(V )x ∼=
∏
iGL(V
i0
Q,x)
∼= GL(V 00Q,x)
2. Note also that in this case V i0Q,x and V
i1
Q,x are identical
as sets and F -vector spaces but the actions of DQ on them differ by a twist by µ
01. Now the isomorphism
V i0Q,x
∼= (V i1Q,x)
∗ gives a (DQ, µ
01)-hermitian structure on V i0Q,x. Therefore, U(V )x
∼= U(V 00Q,x) × U(V
10
Q,x).
Note that ε gives an isomorphism of (DQ, µ
01)-hermitian spaces between V 00Q,x and V
01
Q,x. Hence
U(V )x ∼= U(V
00
Q,x)
2 and (U(V )ε)x ∼= ∆U(V
00
Q,x) < U(V
00
Q,x)
2.
Case 3. P = Qinv(Q), where Q is an irreducible polynomial and Q∗ = inv(Q).
Note that GL(V )x ∼=
∏
iGL(V
i0
Q,x)
∼=
∏
j GL(V
0j
Q,x).
Since B defines a non-degenerate pairing V 00Q,x
∼= (V 01Q,x)
∗ and V 0iQ,x are isotropic, we have
U(V )x ∼= ∆GL(V
00
Q,x) < (GL(V
00
Q,x))
2.
Note that in this case V ijQ,x and V
1−i,1−j
Q,x are identical as sets and as F -vector spaces but the action of
DQ on them differs by a twist by µ
11.
Now, compose the isomorphism V 00Q,x
∼= V 10Q,x given by ε with the isomorphism V
10
Q,x
∼= (V 11Q,x)
∗. This
gives a (DQ, µ
11) unitary structure on V 00Q,x. Similarly we get a unitary structure on V
10
Q,x. Finally, ε gives
an isomorphism V 00Q,x
∼= V 10Q,x as unitary spaces and hence
(U(V )ε)x ∼= ∆U(V
00
Q,x) < ∆GL(V
00
Q,x).
Case 4. P = QQ∗, where Q is an irreducible polynomial, Q = inv(Q) and x 6= x−1.
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Note that GL(V )x ∼=
∏
j GL(V
0j
Q,x) and as before
U(V )x ∼= ∆GL(V
00
Q,x) < (GL(V
00
Q,x))
2.
In this case V 0jQ,x and V
1j
Q,x are identical as sets and as F -vector spaces but the action of DQ on them
differs by a twist by µ10. Hence ε gives a (DQ, µ
10) anti-linear automorphism of V 0jQ,x. Let Wj := (V
0j
Q,x)
ε.
This is a linear space over (DQ)
µ10 . Therefore,
(U(V )ε)x ∼= ∆GL(W0) < ∆GL(V
00
Q,x).
Case 5. P = QQ∗, where Q is an irreducible polynomial, Q = inv(Q) and x = x−1.
As in the previous case,
GL(V )x ∼=
∏
j
GL(V 0jQ,x) and U(V )x
∼= ∆GL(V 00Q,x) < (GL(V
00
Q,x))
2.
In this case DQ = D and µ
10 is trivial. Hence V 0jQ,x and V
1j
Q,x are identical as DQ-linear spaces.
Also, ε gives a DQ-linear automorphism of V
0j
Q,x. So we can interpret ε as an element in GL(V
00
Q,x).
Therefore,
(U(V )ε)x ∼= ∆(GL(V
00
Q,x))ε < ∆GL(V
00
Q,x).
Case 6. P is irreducible and x 6= x−1
In this case GL(V )x ∼= GL(V 00P,x). Also, V
00
P,x and V
01
P,x are identical as F -vector spaces but the action of
DP on them differs by a twist by µ
01. Again, the isomorphism V 00P,x
∼= (V 01P,x)
∗ gives a (DP , µ
01) hermitian
structure on V 00P,x and
U(V )x ∼= U(V
00
P,x).
Note that V 00P,x and V
10
P,x are identical as F -vector spaces but the action of DP on them differs by a twist
by µ10. Hence, ε gives a (DP , µ
10) anti-linear automorphism of V 00P,x. Denote W := (V
00
P,x)
ε. It is a linear
space over (DP )
µ10 . It has a ((DP )
µ10 , µ01|(DP )µ10 ) hermitian structure. Now
(U(V )ε)x ∼= U(W ) < U(V
00
P,x).
Case 7. P is irreducible and x = x−1.
Again,
GL(V )x ∼= GL(V
00
P,x) and U(V )x
∼= U(V 00P,x).
In this case DP = D and µ
01 = τ . Also, ε commutes with x and hence ε ∈ U(V )x ∼= U(V 00P,x). Hence
(U(V )ε)x ∼= U(V
00
P,x)ε < U(V
00
P,x).
Case 8. General case
Let P =
∏
i∈I Pi be the decomposition of P to irreducible multiples. Since P is proportional to inv(P ),
every Pi is proportional to Ps1(i) for some permutation s1 of I of order ≤ 2. Since P is proportional to
P ∗, every Pi is proportional to some Ps2(i). This gives rise to an action of Z/2Z× Z/2Z on I.
Let I =
⊔
Iα be the decomposition of I to orbits of this action. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly
V =
⊕
Vα and Vα are orthogonal to each other and ε-invariant. Hence the pair (U(V )x, (U(V )ε)x) is a
product of pairs from the first 7 cases. 
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6.7. Genealogical trees of the symmetric pairs considered in this paper.
The following diagrams sum up the results of this section.
An arrow ”(G1, H1)→ (G2, H2)” means that pairs of type (G1, H1) may have descendants with factor
of the type (G2, H2). We will not draw the obvious arrows ”(G,H) → (G,H)” and when we draw
”(G1, H1)→ (G2, H2)→ (G3, H3)” we mean also ”(G1, H1)→ (G3, H3)”.
(U(V ), U(V )ε)
ttjj
jj
jj
jj
jj
jj
jj
j
""
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
E
))R
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
RR
R
(GL(V ), U(V ))

(GL(V ), GL(V )ε)
ttjj
jj
jj
jj
jj
jj
jj
jj
(GL(V )×GL(V ),∆GL(V )) (GL(V )E/F , GL(V )) (U(V )E/F , U(V )) (U(V )×U(V ),∆U(V ))
Here V is a linear or hermitian space over some finite field extension of F and E is some quadratic extension of F.
(O(V ), O(V )ε)

(U(VE), O(V ))

(GL(V ), O(V ))
Here V is a quadratic space over some finite field extension of F and E is some quadratic extension of F.
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