The purpose of this paper is to discuss in detail the numerical techniques used to investigate the effects of Thermoelectric Magnetohydrodynamics on dendrtic growth. A numerical model is proposed which couples the growth mechanics, solution to the electric potential, fluid mechanics and the transport of heat and mass. The implementation of the equations, solution techniques and the coupling between each of the various physical phenomena is described. A finite difference sharp interface enthalpy based method is used to solve the evolution of the liquid/solid front. The electric potential becomes the solution to Laplace's equation, with a boundary condition applied to the interface and a sub meshing technique is applied to improve the accuracy. The problem is also inherently 3-dimensional and it can be shown analytically that classical 2-dimensional approximations lead to stagnation of the flow. Therefore a quasi 3-dimensional approximation is used which effectively allows simulations to be carried out in 2-dimensions, which significantly reduces the computational time required.
A Numerical Model Coupling Thermoelectricity, Magnetohydrodynamics and Dendritic Growth fluid motion in the liquid. The convective transport redistributes heat and mass altering the free energy locally to the interface, changing the development of the crystal morphology. However changes to the crystal morphology also alter the thermoelectric currents and the problem becomes coupled. How these dendrites grow and interact can have significant implications on the final material properties. Experimental evidence has shown that the presence of a magnetic field significantly alters the microstucture and it has been suggested that the mechanism is via Thermoelectric Magnetohydrodynamic Convection [1] [2] [3] . Preliminary discussion into the effects of applying a magnetic field in this context have also been conducted and the mechanism causing morphological changes are discussed in greater detail [4, 5] .
GOVERNING PHENOMENON 2.1. Dendritic Growth
The simplest crystallographic shape is when the metal solidifies with a face centred cubic lattice and will grow in 6 orthogonal directions exhibiting 4-fold symmetry also known as equiaxed dendrites. The liquid fraction f is an order parameter defined as f =0 in the solid and f =1 in the liquid. Intermediate values represent the mushy zone, which is in the process of solidifying and is neither liquid or solid. To relate f to enthalpy, the volumetric enthalpy (H) is defined as the sum of latent heats: (1) For binary alloys the idea developed by Crowlet et al. [6] is used, where the concentration potential (V) is defined as: (2) The partitioning coefficient defines the relative contributions to the liquid and solid phases of materials during solidification and is defined by:
The conservation of enthalpy is given by:
The thermal conductivity (K) is assumed to to be constant. The conservation of solute is given by: (5) This equation is similar to that of conservation of enthalpy except the mass diffusivity between the solid and liquid is significantly different. A good approximation is to use the Scheil assumption D s = 0. The equilibrium solidification temperature (T m ) is given by: (6) The first term is the temperature of fusion, the second term is the change in solidification temperature due to the initial solute concentration, the liquidus slope m L is assumed to be constant. However due to the curvature, crystal anisotropy, tip velocity, solute partitioning and redistribution, the interface is undercooled to the temperature T i :
The second term accounts for the crystal anisotropy and local interface curvature and the third term accounts for the variance in solute concentration and the final term accounts for kinetic effects. The mean curvature can be defined by: (8) For equiaxed crystals γ (θ, φ) can be described by cubic harmonics. Based on work using the embedded-atom method (EAM) gives the form to be [7] : (9) Neglecting high order terms above the second harmonic equation (9) is used to model 3D dendrites and in spherical co-ordinates becomes. 2  2  2  2  2  2   2   2  2  2  3 2 2 ( )
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in 2D a commonly used function is (11) setting N z = 0 and comparing the 3D case to the 2D case provides values for α 0 and α 1 in terms of ε 4 such that a direct comparison is possible.
Thermoelectric Effect
Thermoelectricity is essentially the conversion of thermal energy into electrical energy, the fundamentals of which are detailed in semi-conductor physics. There are two necessary conditions. The first is a temperature difference along the liquid-solid interface and the second is a difference in absolute thermoelectric power (commonly known as the Seebeck coefficient) across the liquid-solid interface. The Seebeck coefficient is related to electron affinity, which is a measure of a materials ability to hold onto electrons. It is common to relate the Seebeck effect to the Seebeck Power, which is derived from the difference between Seebeck coefficients of the liquid and solid phases. When two materials are placed in thermal contact the material with a relative positive Seebeck coefficient acts as a p-type semiconductor and electrons pass to the material with a relative negative Seebeck coefficient, which acts as an n-type semiconductor. For non-isothermal interfaces the n-type material electrons will move from regions of higher temperature and follow the negative thermal gradient to cooler regions. This creates an imbalance in the distribution of charge and electrons in the p-type material will travel in the opposite direction. This has the effect of electron-hole pairs forming in the hot region and recombining in the cooler region. Given that the current density (J) is defined as the movement of positive charges, then a circulation of current forms; this is known as the Seebeck effect.
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A Numerical Model Coupling Thermoelectricity, Magnetohydrodynamics and Dendritic Growth Figure 1 . Electrons and holes split at the hot region then diffuse along the negative thermal gradient recombining at the cooler region, the net effect is a circulation of current.
To quantify the Seebeck effect Ohm's law for moving conductors is generalised to include a thermoelectric term [8] : (12) Setting:
integrated from some datum temperature. If S is constant away from the interface then:
Introducing the electric potential 12 becomes: (13) For the situation given in Figure 1 , current flow can be described by the influence of a Seebeck potential difference: (14) Assuming at the interface there is a no-slip condition (u=0) and preforming the integration around an infinitesimally thin loop: (15) When the Seebeck coefficients are considered to be constant per material then the potential difference becomes:
Conservation of current gives: (17) To solve for Ψ the problem can be split along the interface into two independent problems where 17 applies away from the interface and 16 applies to the interface. At the interface 16 can be split:
The factor of 1/2 is a special case when the liquid and solid electrical conductivities are the same. For a closed system any static charges will form in the corresponding hot and cold regions where the current circulates. Taking 
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A Numerical Model Coupling Thermoelectricity, Magnetohydrodynamics and Dendritic Growth Figure 2 . Domain decomposition splitting the problem into two independent problems with separate boundary conditions. material B to be the solid and material A to be the liquid in a solidification problem, the domain can be written as two non-overlapping sub domains Ω i :
where the position of ∂Ω A for an idealised system is at ∞. The solution for Ψ is given by:
Magnetohydrodynamics
Magnetohydrodynamics (MHD) is a relatively modern subset of classical fluid dynamics; the basic principle is that magnetic fields can induce or interact with currents in a conducting fluid; generating forces accelerating the fluid. For the purpose of this work the external magnetic field is considered to be sufficiently large that the changes from any induced currents will be insignificant. The current will be formed through the thermoelectric effect described in the previous section and in the presence of a magnetic field this will generate a Lorentz force (19) Thus the equations that describe MHD flow of this kind are the classical Navier-Stokes equations with the Lorentz force appearing on the right hand side:
The final term on the right represents a step resistance term, that effectively prevents flow from entering a solid region by introducing a resistive force that exactly balances the driving forces at the interface. The final condition on the solution for equation 20 is continuity: (21)
NUMERICAL MODEL
In this work the solidification and fluid dynamics are solved on a uniform Cartesian grid and in this section the physical equations for each of the phenomenon are presented in a discretised dimensionless form.
Dimensionless Numbers
To help with numerical stability a dimensionless form for all the equations is employed. A good example of why this is necessary is to consider the size of a single control volume; where leading to a volume of , which for some parabolic numerical solvers may be considered to be zero. To over come this problem, scaling factors for all of the base SI units need to be found such that the values are neither too large or too small. Dimensionless terms are represented by the superscript *. A characteristic temperature scaling is obtained by:
A characteristic time scale can be obtained by: (23) where α k is the thermal diffusivity. The length scale is defined in terms of α k :
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The effect of scaling length, time and temperature in this way effectively set . Using a similar procedure the mass scale is derived by scaling the nondimensional density ρ * =1:
Finally by scaling the electrical conductivity to σ * =1 the scaling factor for the current becomes:
For clarity all variables from this point forward will be dimensionless unless otherwise stated and the superscript * will be removed.
Enthalpy Based Method
The Enthalpy method inmplemented in this word was originally proposed by Tacke et al. [9, 10] and further developed by Voller [11, 12] . Using the scaling factors described in the previous section the dimensionless form of the enthalpy method can be rewritten and equation 1 becomes: (28) and the dimensionless interfacial temperature becomes:
A uniform Cartesian finite difference mesh is used for solving the enthalpy method. For a given solid front with a known temperature and solute field, the evolution of the front is solved by discretising the solidification equations, the indices i, j, k represent the indices in the x, y, z directions respectively. Equation 1 becomes: 
where the mean curvature (κ) in equation 8 can be written in terms of the liquid fraction [13] : (33) the subscripts represent the derivatives in the corresponding directions:
The angles θ and φ are the angles between the local normal and the x-axis, such that 
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The liquid melt begins in a super-cooled meta-stable state T = −0.5. At some time nucleation of a small spherical isothermal seed occurs in the centre of the domain and solidification begins. The seed is prescribed to have a radius of two cells and from the Gibbs-Thompson condition the volumetric intersection of a sphere and a cube gives the liquid fraction and the temperature is calculated through the equilibrium at the interface. The results where there is no magnetic field and no fluid dynamics are given in Figures 3 and 4 . Two cases are explored the first for an isotropic surface energy and the second of an anisotropic surface energy. The first case highlights numerical errors that are inherent to the system, for a spherical seed theoretically given the symmetry of the initial conditions the crystal should grow as a forever expanding sphere. However this solution is unstable and the smallest perturbation will grow unbounded, this is highlighted in this case where the apparent dendrite tips grow in the direction of the computational mesh i.e. the (001) and (011) direction in 2D, in 3D the (111) direction is also included. Naively one might attempt to solve the system on a spherical mesh, however this introduces many problems with calculating accurate derivatives along the θ and φ directions as the sphere grows larger and when exploring multiple crystals overlapping the meshes would require sophisticated interpolation.
Including a small amount of anisotropy in the surface energy the dendrite shape is immediately deformed and grows as an equiaxed dendrite, this shows that the errors introduced by the mesh diminish as the anisotropic parameter is increased. Figure 3 . 2D dendrite morphologies and temperature for an isotropic surface energy (ε 4 = 0) and an anisotropic surface energy (ε 4 = 0.05).
Journal of Algorithms & Computational Technology
Vol. 6 No. 1 183
The Seebeck Effect
The solution to the net potential is defined by equations 18. If surface charge is neglected then the electric potential term can be neglected and the boundary can be written as:
This implies a discontinuity at the interface, however by finding the solution to −Ψ l then only 1 boundary condition needs to be applied for both sides. From the formulation of the domain decomposition the boundary should be placed at f = 0.5, which will exist in the inter-facial cells, however the exact location inside these cells is not clearly defined. Thus to improve the accuracy a submesh is implemented on cells close to the interface. A distance function calculates which cells should be sub-meshed by taking a locus of the interface for a given distance and then populating cells within this locus with a uniform Cartesian odd number of cells. The choice of an odd number of cells simply means that in terms of the finite difference solution the central cell of the submesh will correspond to the cell centre of the macro mesh. Interpolated values for f and T are then populated in the sub-meshed cells. For inter-facial cells this provides a more accurate representation of the step function approximation; allowing a tighter criteria to be used to distinguish between the liquid and solid, providing a better approximation for the inter-facial potential boundary condition. The distance function is also used to model infinity, after a certain distance cells are tagged and the boundary condition at infinity is placed there. Cells beyond this are unsolved and J is assumed to be zero, a representation of this is given in Figure 5 . Once the macro cells are tagged as either unsolved, infinity boundary, solved or sub-meshed, the solution procedure begins. The method is analogous to a multi-grid method and in this case has 3 steps. The first begins by imposing the infinity boundary, which is essentially an average value of the neighbouring solved cells.
where n represents the solved neighbours and n s is the total number of solved neighbours. The second performs an iteration on the sub-mesh by:
where n sub is the number of sub-mesh cells in each direction and the associated extra term controls the criteria for distinguishing between the liquid and solid and is sufficiently large to ensure that the interface is captured between two adjacent macro cells. The value at the central sub-mesh cell is passed to the corresponding macro mesh cell and an iteration is performed on the macro mesh, which is identical to 37 except that there will be no intermediate values of f:
Finally the solution to macro cells that exist next to sub-meshed cells is used to provide a boundary condition for sub-meshed cells and iterations are then performed on the sub-mesh. This continues until convergence of Ψ. The current density can be calculated by taking the gradient in terms of finite differences on 
The average value of the sub-mesh can then be used to calculate it's corresponding macro cell value. Finally by calculating J ×B the Lorentz force can be passed to the flow solver. The sub-mesh will provide a more accurate calculation of the direction and magnitude of J especially if the magnitude rapidly decays from the interface. The locus method essentially counts cells away from the interface, by sweeping across the domain for each increment of a cell. The advantage of calculating the distance in this fashion does not restrict the domain from having more than one crystal. As two or more crystals begin to interact then the loci of all the crystals will form a single locus around all the crystals. The method for a dendrite is given in figure 6 . Figure 7 shows the magnitude of the surface potential and a slice in the x-y plane of the far field potential. The unsolved cells have been populated with the average boundary cell value; there is no discernible difference between boundary cells and the unsolved cells indicating that the placement of the boundary condition is sufficiently far enough away to not have a significant influence on the solution. By taking the negative gradient of the potential on the liquid side (positive gradient on the solid side) the thermoelectric current density can be resolved. The direction of currents is given in figure 8 , where the current travels from high potential regions to lower potential regions in the liquid and vice-versa in the solid forming a current circulation. Applying a magnetic field in the z direction gives Lorentz forces that act in the x -y plane. The corresponding Lorentz forces are given in figure 9 in planes at z = 0, above the x -y arms and close to the z tip. Figure 6 . Locus boundaries used in the submeshing technique. Left: 2D sub-mesh which is equivalent to the 3D sub-mesh along the z = 0 plane. Right: The corresponding 3-dimensional shell that forms.
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Computational Fluid Dynamics
The solution to Navier-Stokes equations is given through a cell centred finite volume solver. The solver PHYSICA [14] uses the SIMPLEC method and follows the idea of a pressure correction method [15, 16] . The exact derivation is not given here, however the final form for each of the discretised terms of Naiver-Stokes equation integrated in time and space are given below. From the Theory section the Navier-Stokes equations are defined as:
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the Rhie -Chow interpolation method [17] is used to evaluate the term (un) f at the faces. The Lorentz force from the solution of the electric potential at the cell centre is assumed to act uniformly over a control volume:
The final step resistance term which prevents flow from entering solidified regions and is defined by: (45) where K on the right hand side is significantly large driving the velocity field inside the solid to zero. These equations are solved using a Hybrid differencing scheme [18] and a conjugate gradient solver.
Quasi 3-Dimensional Approximation
For any solved variable A, classically it is permitted to use approximations that and w =0, for cases exploring the effects of a magnetic field it can be shown that this is a highly erroneous and leads to a stagnant flow. From the assumption that the flow is initially stagnant the convective, the diffusion and the stretching of vorticity terms become zero, so that any initial acceleration is purely from the external Lorentz forces and leads to the following set of equations (50) (51) (52) Applying the 2-dimensional approximations causes the first two equations to become 0. The right hand side of the final equation is equivalent to 2-dimensional continuity of J: Introduction of the liquid solid interface follows a similar argument; except half of the Lorentz forces are balanced by introducing some mechanical body force due to atomic bonding that is equal and opposite to the Lorentz force inside the solid as any net force would cause an acceleration. The force balance on the liquid side will manifest as a pressure gradient normal to the interface and equal and opposite to the Lorentz force. Applying the boundary condition at the interface u= 0 still yields the a stagnant flow solution to Laplace's equation. In 3 dimensional space this is not the case and can be highlighted in 52 where the right hand side is not necessarily zero by continuity. It is therefore necessary to change the 2D assumptions to account for forces of this nature.
The assumption , assumes that the solid is infinitely long in the z-direction and is the cause of the stagnant flow solution. Defining a height function f(z), which accounts for the 3D morphology of the crystal implies that the pressure gradient normal to the interface above and below the solid (i.e. in the z-direction) will in general not be equivalent to the Lorentz forces in the x-y plane. The simplest height function is to assume that the crystal has zero thickness in the z-direction:
Selecting this height function causes the normal to the interface to exist only in the z-direction and therefore there are no contributions to the pressure gradient in the x-y plane to balance the Lorentz forces in the liquid. This effectively allows fluid flow to pass above and below the crystal without having to directly model the changes in w, which through symmetry can still be considered w = 0. This is implemented by simply removing the resistive term in equation 20 and flow appears to penetrate into the solid regions of the crystal. With no knowledge of the real crystal morphology and the interface temperature in the z direction, the thermoelectric currents can only be solved in the x-y plane, therefore it is assumed that the Lorentz forces calculated in this region can be applied in planes where z = 0. Values for the transported variables in the solid are not representative of the liquid phase, to take into account the transport equations as flow passes around the crystal it is assumed that the flow acts purely in the boundary layer and a second set of scalar variables Tz and Cz are introduced and initialised with typical values representative of the boundary layer. As flow passes around the crystal the convective transport is calculated from these variables instead. Consider a boundary between a liquid cell and a solid cell, the transport equations at the liquid cell are modified to: 
where a representation of this is given in Figure 12 . 
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FULLY COUPLED
The full algorithm is given in Figure 13 . The largest proportion of computational time is spent solving the fluid dynamics, in general there is a disparity in the required time step size between the solidification solver (t s ) and the fluid dynamics solver (t f ). Therefore a sub-stepping technique is introduced to speed up the time taken to perform the total simulation. The step size is chosen such that the interface cannot grow further than a single cell. The most significant reason for this choice is related to circulations that form at the tip in cases involving an external magnetic field. The Lorentz force re-accelerates this circulation as the interface moves thus if t f is too large the interface will have moved through the circulation and the corresponding impulse from the Lorentz force will be over predicted. In the following results t f =20t s , the steady state tip velocity predicted by microscopic solvability theory . Thus the distance the tip moves over one fluid dynamical step is of the order of the characteristic length scale x * . Using t f = t s as a base line, no significant difference was observed under these conditions, furthermore convergence of the fluid dynamics was relatively unaffected, even with this increase in dt f the time step is still very small and far below any CFL conditions that would otherwise place a limit on it's value.
After initialisation, the transport equations evolve the temperature and solute fields and the seed grows through the solidification algorithm. When t s = dt f , the sub-mesh is set up for this particular instantaneous location of the solid front, the electric potential is solved and the Lorentz force is calculated. The Lorentz Using a high magnetic field the transient evolution of the crystal and the final temperature field are given in Figure 14 . There is a significant morphological change compared to the diffusion driven case; the crystal is rotated and there is initiation of secondary branching. The secondary branches, like the tip, become undercooled and thermoelectric currents start to circulate between them and local roots as shown in Figure 15 . These currents also interact with the magnetic
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A Numerical Model Coupling Thermoelectricity, Magnetohydrodynamics and Dendritic Growth field coupling both the morphological changes to the solution of the thermoelectric currents. The sub-mesh for this particular solution is given in figure 16 and it can be clearly seen how the locus method accounts for secondary branches and even though the solution is only solved close to the interface the result is almost identical to the case where the potential is solved across the whole domain, which due to the locality of the current density which reaches a maximum at the tips. This technique provides increased accuracy and a reduction in the computational time required to reach a solution. Both of the morphological changes can be attributed to the convective transport introduced by the interaction of the thermoelectric currents and the magnetic field; the circulation of flow, shown in figure 17 , causes a bias of free energy to accumulate on the incident side of the interface which either deflects the tip or destabilises the interface leading to secondary branching. In 3D the domain size is significantly smaller and by the time the flow has accelerated sufficiently to observe these changes the dendrite has gorwn to the extremities of the domain, where the boundary conditions will influence the solution. To demonstrate the same mechanism in 3D a moving mesh technique is adopted that is valid if the moving domain is sufficiently large enough such that historical data moving out of the mesh no longer have an influence on the overall solution. The implementation of this keeps track of the dendrite tip and the mesh moves such that the tip is always central to the domain, this essentially gives a solution in the moving reference frame of the dendrite tip such that u mesh = u tip . Suppose the moving mesh is tracking a tip growing in the positive x-direction, when the tip grows by a single cell the mesh will shift and all timedependent variables will be moved by:
this applies everywhere in the domain except the last row of cells at i = nx, where it is necessary to keep a meaningful boundary condition. For Dirichlet boundaries:
and for Von-Neumann, the layer of unsolved but updated boundary cells at (nx+1) is used:
For the face where data are being removed, the following boundary conditions are applied:
(64) (65)
In the early stages of growth the mesh does not move and the crystal grows until the east tip reaches the centre of the domain, at this point the mesh begins to move with the same velocity as the tip and data is removed from the west face of the domain. This continues until a much later time when the tip forms a timeindependent equilibrium. The evolution of the dendrite at different stages of growth with the moving mesh technique is given in figure 18 . An external magnetic field is now imposed on the solution and the flow accelerates deforming the tip. Figure 19 shows the circulation at the tip, which is resolved under this approximation and figure 20 shows the tip deflecting from the original equilibrium and also the onset of secondary branching. This result shows how the inclusion of the quasi-3D approximation is necessary to provide an accurate solution and a qualitative agreement is found between the 2D and 3D cases.
CONCLUSION
The aim of this paper was to provide a comprehensive description of the methodology for predicting dendritic growth in the presence of an external 
