We show that the natural evolutionary algorithm for the all-pairs shortest path problem is significantly faster with a crossover operator than without. This is the first theoretical analysis proving the usefulness of crossover for a non-artificial problem.
INTRODUCTION
The paradigm of evolutionary computation is to use principles inspired by nature, e.g., mutation, crossover and selection, to build algorithms. Evolutionary algorithms (EA) and genetic algorithms (GA) are two prominent examples. Together with related approaches like randomized local search (RLS), the Metropolis algorithm [19] , and simulated annealing [15] they all belong to a class of algorithms known as randomized search heuristics.
Whereas early hopes that these ideas might make notoriously hard problems become tractable did not fulfill, randomized search heuristics nowadays are frequently used as a generic way to obtain algorithms. Naturally, such generic approaches cannot compete with a custom-tailored algorithm. Practitioners still like to use them, because they are easy and cheap to implement, need fewer analysis of the problem to be solved, and can be reused easily for related problems.
While most research on evolutionary computation is experimental, the last ten years produced a growing interest in a theory-founded understanding of these algorithms. However, contrary to the very positive experimental results, theoretical insight seems much harder to obtain. One of the most fundamental questions still not answered in a satisfying way is whether crossover, that is, generating a new solution from two parents, is really useful. So far, apart from a few artificial examples, no problem is known where an evolutionary algorithm using crossover and mutation is superior to one that only uses mutation.
We answer this question positively. We show that for the classical all-pairs shortest path problem on graphs, the natural evolutionary algorithm using mutation has a worst-case optimization time of Θ(n 4 ) with high probability. However, if we add crossover to this algorithm, its expected optimization time is O(n 3.5+ε ).
Clearly, both variants cannot compete with the classical algorithms for this problem, and also, the Ω(n 1 2 −ε ) improvement is not ground-shaking. However, this is the first nonartificial answer to a problem discussed in the literature since the existence of evolutionary computation.
Evolutionary Computation
Evolutionary computation is algorithmics inspired by the evolution principle in nature. Typically, we have a set ("population") of solution candidates ("individuals"), which we try to gradually improve. Improvements may be generated by applying different variation operators, most notably mutation and crossover, to certain individuals. The quality of solutions is measured by a so-called fitness function. Based on their fitness value, a selection procedure removes some individuals from the population. The cycle of variation and selection is repeated until a solution of sufficient fitness is found. See, e.g., [7] for a short introduction to genetic algorithms.
One strength of this general approach is that each component can be adapted to the particular problem under consideration. This adaptation can be guided by an experimental evaluation of the actual behavior of the algorithms or by previously obtained experience. Also, not all evolutionary algorithms need to have all components describes above. For example, the simple variants of randomized local search and the (1+1) evolutionary algorithm have a population size of only one, and consequently, no crossover operator.
Using such evolutionary approaches has proven to be extremely successful in practice (see, e.g., the Proceedings of the annual ACM Genetic and Evolutionary Computation Conferences (GECCO)). In contrast to this, a theoretical understanding of such methods is still in its infancy. One reason for this is that genetic algorithms can be seen as nonlinear (namely quadratic) dynamical systems, which are inherently more powerful, but "usually impossible to analyze" (c.f. [21] ).
Nevertheless, the recent years produced some very nice theoretical results, mostly on convergence phenomena and runtime analyses. Since we will present a runtime analysis, we point the reader interested in some convergence results to [21] [22] [23] . Another interesting theoretical result is Wegener's [28] solution to the "outstanding open problem" [13] on whether simulated annealing is superior to the Metropolis algorithm.
Need for Crossover?
The paradigm of nature-inspired computing suggests to use both a mutation operator and a crossover operator. Mutation means that a new individual is generated by slightly altering a single parent individual, whereas the crossover operator generates a new individual by recombining information from two parents. Most evolutionary algorithms used in practice use both a mutation and a crossover operator.
In contrast to this, there is little evidence for the need of crossover. In fact, early work in this direction suggests the opposite. In [20] , Mitchell, Holland and Forrest experimentally compared the run-time of a simple genetic algorithm (using crossover) and several hill-climbing heuristics on socalled royal road functions. According to Holland's [9] building block hypothesis, these functions should be particularly suited to be optimized by an algorithm employing crossover. The experiments conducted in [20] , however, clearly demonstrated that this advantage does not exist. In fact, an elementary randomized hill-climbing heuristic (repeated mutation and selection of the fitter one of parent and offspring) was found to be far superior to the genetic algorithm.
The first theoretical analysis indicating that crossover can be useful was given by Jansen and Wegener [11] in 1999 (see also [29] ). For m < n, they defined a pseudo-Boolean jump function jm : {0, 1}
n → R such that (more or less) jm(x) is the number of ones in the bit-string x if this is at most n − m or equal to n, but small otherwise. A typical mutation based evolutionary algorithm (flipping each bit independently with probability 1/n) will easily find an individual x such that jm(x) = n − m, but will need expected time Ω(n m ) to flip the remaining m bits (all in one mutation step). However, if we add the uniform crossover operator (here, each bit of the offspring is randomly chosen from one of the two parents) and use it sufficiently seldom compared to the mutation operator, then the run-time reduces to O(n 2 log n + 2 2m n log n). While the precise computations are far from trivial, this behavior stems naturally from the definition of the jump function.
The work of Jansen and Wegener [11, 29] was subsequently extended by different authors in several directions [12, 25] , partly to overcome the critique that in the first works the crossover operator necessarily had to be used very sparingly. While these works enlarged the theoretical understanding of different crossover operators, they could not resolve the feeling that all these pseudo-Boolean functions were artificially tailored to demonstrate a particular phenomenon. In [12] , the authors state that "It will take many major steps to prove rigorously that crossover is essential for typical applications."
The only two works (that we are aware of) that address the use of crossover for other problems than maximizing a pseudo-Boolean function are "Crossover is Provably Essential for the Ising Model on Trees" [26] by Sudholt and "The Ising Model on the Ring: Mutation Versus Recombination" [5] by Fischer and Wegener. They show that crossover also helps when considering a simplified Ising model on special graph classes, namely rings and trees. The simplified Ising model, however, is equivalent to looking for a vertex coloring of a graph such that all vertices receive the same color. While it is interesting to see that evolutionary algorithms have difficulties addressing such problems, proving "rigorously that crossover is essential for typical applications" remains an open problem.
Our Result
In this work, we present the first non-artificial problem for which crossover provably reduces the order of magnitude of the optimization time. This problem is the all-pairs shortest path problem (APSP), that is, the problem to find, for all pairs of vertices of a directed graph with edge lengths, the shortest path from the first vertex to the second. This is one of the most fundamental problems in graph algorithms, see for example the books by Mehlhorn and Näher [18] or Cormen et al. [3] .
There are two classical algorithms for this problem. The Floyd-Warshall algorithm ( [6, 27] ) has a cubic runtime and is quite easy to implement. In contrast, Johnson's algorithm [14] is more complicated, but has a superior runtime on sparse graphs. Since the problem is NP-hard [8] if negative cycles exist and simple paths are sought, we will always assume that all weights are non-negative. Though not the focus of this theory-driven paper, we note that path problems do find significant attention from the evolutionary algorithms community, see e.g. [1, 10, 16, 17] .
We present a natural evolutionary algorithm for the APSP problem. It has a population consisting of at most one path for every pair of vertices (connecting the first to the second vertex). Initially, it contains all paths consisting of one edge. A mutation step consists of taking a single path from the population uniformly at random and adding or deleting a random edge at one of its endpoints. The newly generated individual replaces an existing one (connecting the same vertices) if it is not longer. Hence our fitness function (which is to be minimized) is the length of the path.
We analyze this algorithm and prove that, in the worst case, it has with high probability an optimization time of Θ(n 4 ), where n is the number of vertices of the input graph. Note that the performance measure we regard, as common in the EA community, is the optimization time. This is defined to be the number of fitness evaluations in a run of the algorithm.
We then state three different crossover operators for this problem. They all take two random individuals from the population and try to combine them to form a new one. In most cases, of course, this will not generate a path. In this case, we define the fitness of the new individual to be infinite (or some number larger than n times the longest edge). Again, the new individual replaces one having the same endpoints and not smaller fitness.
Using an arbitrary constant crossover rate for any of these crossover operators, we prove an upper bound of O(n 3.5+ε ) for the expected optimization time. Hence for the APSP problem, crossover leads to a reduction of the optimization time. While the improvement of order n 0.5−ε might not be too important, this work solves a long-standing problem in the theory of evolutionary computation. It justifies to use both a mutation and crossover operator in applications of evolutionary computation.
While our proofs seem to use only simple probabilistic arguments, a closer look reveals that we also invented an interesting tool for the analysis of evolutionary algorithms. A classical problem in the analysis of such algorithms is that the mutation operator may change an individual at several places (multi-bit flips in the bit-string model). Hence unlike for the heuristic of randomized local search, with evolutionary algorithms we cannot rely on the fact that our offspring is in a close neighborhood of the original search point. While this is intended from the view-point of algorithm design (to prevent being stuck in local optima), this is a major difficulty in the theoretical analysis of such algorithms. Things seem to become even harder, when (as here) we do not use bitstrings as representations for the individuals. We overcome these problems via what we call c-trails. These are hypothetical ways of how to move from one individual to another using simple mutations only. While still some difficulties remain, this allows to analyze the evolutionary algorithms we consider in this paper. We employ methods similar to the ones used in [4] to obtain a tight analysis for the single source shortest path problem.
A GENETIC ALGORITHM FOR THE APSP PROBLEM
Let G = (V, E) be a directed graph with n := |V | vertices and m := |E| edges. Let w : E → N be a function that assigns to each edge e ∈ E a weight w(e). Then the APSP problem is to compute a shortest path from every vertex
The walk is called path if it contains each vertex at most once. We will usually describe a walk by the sequence (e1, . . . , e k ), ei = (vi−1, vi), of edges it traverses. The weight of a walk is defined as the sum of the weights of all its edges. One of the strengths of evolutionary computation is that the algorithms are composed of generic components like mutation, crossover and selection. We now give the different components needed for a genetic algorithm that solves the APSP problem.
Individuals and Population
Genetic algorithms usually keep a set (population) of solution candidates (individuals), which is gradually improved. In the APSP problem we are aiming for a population containing a shortest path for each pair of distinct vertices.
Hence it makes sense to allow paths or walks as individuals. To have more freedom in defining the crossover operator, an individual will simply be a sequence of edges, (e1, . . . , e k ), e1, . . . e k ∈ E, k ∈ N. However, the selection operator (see below) will ensure that only individuals that are walks can enter the population.
For the APSP problem, a natural choice for the initial population is the set I := {(e) | e ∈ E} of all paths consisting of one edge.
Fitness and Selection
A second standard component of evolutionary algorithms is selection. The aim is to prevent the population from growing too big as well as to get rid of individuals that are not considered to be useful solution candidates anymore. Typically, selection is guided by a fitness function assigning each individual a non-negative fitness. Strict selection operators, like truncation, eliminate the unfittest individuals, whereas fitness proportionate (also called roulette-wheel) or tournament selection favor fitter individuals more moderately. The first can lead to a faster fitness increase in the population, the latter has the advantage of a higher degree of diversity in the population.
For our problem, diversity is an issue in the sense that we need to end up with one path for each pair of vertices. However, this is better achieved not by fitness proportionate selection, but rather by ensuring directly that we do not eliminate all paths between a pair of vertices. Such an approach is called diversity mechanism. Ensuring diversity this way, we can be strict in the selection otherwise. In fact, for each pair (u, v) of vertices we eliminate all but the fittest individual connecting u to v.
With this strict selection principle, we only need to compare the fitness of individuals having identical start and end vertices. The natural choice for the fitness (which in this case has to be minimized) is the length of the walk represented by the individual. As a result of a crossover operation (see below), we may generate individuals that are not walks. These shall have fitness ∞ and never be included in the population.
Mutation and Crossover
In evolutionary computation, new individuals are generated by variation operators, namely by mutation or crossover (or both).
A mutation of an individual changes it slightly at some random positions. For the classical case of bit-strings of length n, mutation is often performed by flipping each bit of an individual independently with probability 1 n . As this might be infeasible for more complex representations, this behavior must be simulated.
In [24] , Scharnow, Tinnefeld and Wegener propose the following method to do this. First, a number s is chosen at random according to a Poisson distribution Pois(λ = 1) with parameter λ = 1. An individual is then mutated by applying the following elementary mutation s + 1 times. Let (u, v) ∈ E be the first edge of the individual and (u ′ , v ′ ) ∈ E be the last edge. Pick an edge e from the set of all edges incident to u or v ′ uniformly at random. If this edge is (u, v) or (u ′ , v ′ ), remove it from the individual, otherwise append it at the corresponding end of the individual. The I1 : Figure 1 . The effects of the three crossover operators.
use of the Poisson distribution is motivated by the fact that it is the limit of the binomial distribution for n trials with probability 1 n each. A crossover of two individuals combines parts of them to a new individual. In this paper we consider three variations of the so-called 1-point crossover. For individuals that are bit-strings of length n, it is defined by picking a random position and merging the initial part of the first individual up to the chosen position with the ending part of the second individual starting from the chosen position. Since we don't represent individuals as bit-strings, this cannot be applied directly. Instead, we propose the following three crossover operators to combine two individuals I1, I2 containing ℓ1 and ℓ2 edges respectively. The crossover operator ⊗1 simply combines both individuals by appending I2 to I1. The second operator, ⊗2, chooses a random number i ∈ [0..ℓ1] and appends I2 to the first i edges of I1. Finally, the operator ⊗3 chooses two random numbers i ∈ [0..ℓ1] and j ∈ [0..ℓ2]. The new individual created by this operator consists of the first i edges of I1 and the last ℓ2 − j edges of I2. In Figure 1 the effects of the three crossover operators are depicted.
Observe that, unlike mutation, crossover may combine two individuals representing walks to a new individual that no longer represents a walk, and hence has infinite fitness.
(µ + 1)-EA and GA
The algorithms we consider repeatedly apply variation and selection to a set of individuals. We study both an algorithm that only uses mutation and an algorithm that uses both mutation and one of the crossover operators.
Both algorithms share the following common framework. First, the population I is initialized. Then, depending on the kind of algorithm, it is decided randomly with a certain probability if a mutation or a crossover step should be done. If a mutation step is done, the algorithm picks an individual uniformly at random from the population and applies the mutation operator to it to generate a new individual. If a crossover step is done, the algorithm picks two individuals uniformly at random from the population and applies a crossover operator to generate a new individual. Afterwards, it checks if there is an individual in the population that connects the same two points as the newly generated individual. If not, the new individual is added to the population. If yes, the old individual is replaced if it is not fitter than the new one. These variation and selection steps are then repeated forever.
If only mutation is used, we get a classical evolutionary algorithm, the so-called (µ + 1)-EA. This means that the population consists of up to µ individuals, and each step one new individual is generated by mutation. Since the population will consist of up to n(n − 1) individuals, namely one shortest path candidate for each pair of distinct vertices, µ = n(n − 1) in our case. For sake of simplicity, we will still call the algorithm (µ + 1)-EA instead of ((n(n − 1)) + 1)-EA. If also crossover is used, we get a more general genetic algorithm, which we simply call GA.
When analyzing evolutionary algorithms, one is interested in the expected optimization time. This is defined as the number of fitness function evaluations needed until the population only consists of optimal individuals. Since we are only interested in the asymptotic optimization time, it suffices to analyze the number of iterations needed.
ANALYSIS OF THE (µ + 1)-EA
In this section we show that with high probability the optimization time of the (µ + 1)-EA is Θ(n 4 ) in the worst case.
We need the following classical result from probability theory (cf. [2] ).
Theorem 1 (Chernoff Bounds). Let X1, . . . , Xt be mutually independent variables with 0
Upper Bound on the Optimization Time
We omit the formal proof of the upper bound of O(n 4 ) for reasons of space, but sketch the main ideas only.
Being pessimistic, we may assume that shortest paths are found exclusively by adding edges to other already found shortest paths. Since now it is obviously irrelevant which (of the possibly several) shortest path has been found, to simplify the proof we may assume that for every pair of vertices there exists a unique shortest path. Then, to find a shortest path consisting of ℓ edges, it suffices if the (µ+1)-EA chooses ℓ times the correct sub-path already in the solution (with probability O(n −2 )) and adds the appropriate edge (with probability O(n −1 )). If ℓ ≥ log n, the time needed for this is that sharply concentrated around the mean of Θ(ℓn 3 ), that we may use a union bound argument to obtain the following lemma.
Lemma 2. Let ℓ ≥ log(n). With high probability, the (µ+ 1)-EA finds all shortest paths with at most ℓ edges in O(ℓn 3 ) steps.
For ℓ = n, Lemma 2 yields the following upper bound.
Theorem 3. With high probability, the optimization time of the (µ + 1)-EA is O(n 4 ).
Lower Bound on the Optimization Time
For the lower bound analysis consider the complete directed graph Kn = ([1.
.n], {(u, v)|u, v ∈ [1..n], u = v}) with edge lengths
We call edges with w(u, v) = 1 good and the other edges bad. For two distinct vertices u, v the unique shortest path is P = (u, . . . , v) if u < v and (u, v) otherwise. Because of the edge weights of Kn, the fitness function and selection step assure that at any time all individuals in the population consist of an initial edge (u, v) or of the shortest path from u to v. The proof of the following lemma is omitted for reasons of space.
Lemma 4. With high probability 1 , during its optimization time the (µ + 1)-EA will only accept mutation steps that consist of a constant number of elementary mutations.
Assume that, during a mutation step, a single bad edge is added. Let P l be the path e was added to, and Pr be the edges added to e (if any). If the mutation step is accepted, there has to be an elementary mutation that deletes e. Either (i) all edges of Pr or (ii) all edges of P l have to be deleted prior to deleting e. In case (i) we ignore all elementary mutations that add and delete the edges of Pr. The remaining elementary mutations of the mutation step create a sequence of intermediate shortest paths (P1, . . . , Pc) (called reduced sequence) where Pi+1 can be created from Pi by a single elementary mutation for every 1 ≤ i < c. In case (ii) the path resulting from the mutation step cannot have more than s edges where s is the constant from Lemma 4.
If more than one bad edge is added during a mutation step, we repeat the above construction until no bad edges remain. This leaves us with either a reduced sequence or a path having at most s edges.
Consider a possible sequence of mutation steps that create a shortest path P and disregard the first steps until (ii) happens for the last time. Combining the (possibly reduced) sequences of intermediate shortest paths from all these mutation steps we get a sequence of shortest paths (P1, . . . , P ℓ ) that fulfills the requirements of the following definition. Definition 5 (s-Trail). Let P be a shortest path. An s-trail T of P is a sequence of shortest paths (P1, P2, . . . , P ℓ ) such that P1 consists of at most s edges, P ℓ = P , and Pj+1 can evolve from Pj by an elementary mutation. We call ℓ = |T | the length of T .
If P consists of ℓ edges, there exist s-trails of P of length m for m ∈ {ℓ, ℓ + 1, ℓ + 2, . . . }. Since there are at most 4 possibilities to get from one shortest path to another shortest path by a single mutation (adding or deleting an edge at the beginning or end of the path), there are at most 4 m s-trails of P of length m.
Theorem 6. With high probability, the optimization time of the (µ + 1)-EA on Kn is Ω(n 4 ).
Proof. Consider the path P = (1, . . . , n) and let s be the constant from Lemma 4. In order to create P the (µ + 1)-EA obviously has to perform all elementary mutations that create all shortest paths of one of the s-trails of P . First, we will show that the number of steps the (µ + 1)-EA needs to follow one particular s-trail of P is Ω(n 4 ) with high probability. Then, we will prove that with high probability the (µ + 1)-EA will not follow any of the s-trails of P in less than Ω(n 4 ) steps. Fix one s-trail T = (P1, . . . , P ℓ ) of P . We call a mutation step a c-improvement in T if it has the paths (Pi+1, . . . , Pi+c) as intermediate paths for some i ≤ ℓ − c. Note that by Lemma 4 c ≤ s with high probability. If a sequence of cimprovements in s-trail T has as intermediate paths exactly all Pi of T , we say that the (µ + 1)-EA has followed T to its end.
Let t ′ be the number of steps the (µ+1)-EA needs to follow T to its end. Define the random variables Xi for i ∈ [1..t ′ ] as Xi = c if the i-th mutation step is a c-improvement of T . An accepted c-improvement first has to pick the right individual with probability
and then the c correct edges have to be added with probability 
If the (µ + 1)-EA has found P in t steps by following strail T to its end, then obviously
Hence, the probability of finding P on s-trail T in t steps is
Define α :=
|T | E[X]
and t := 1 4s 2 5 s e n 4 . Then for large enough n it holds that
Hence, by Theorem 1, the probability of finding P in t = 1 4s 2 5 s e n 4 steps following s-trail T to its end is bounded by
Since the (µ + 1)-EA has to follow one of the s-trails of P in order to find P , the probability that the (µ + 1)-EA finds P in t = Pr[P found in t steps on T ]
Here T denotes the set of all s-trails of P . In the penultimate line we used the fact that there are at most 4 ℓ s-trails of P of length ℓ. Since the (µ + 1)-EA has to find P to solve the APSP it needs with high probability at least Ω(n 4 ) steps.
Observe that this theorem implies an expected optimization time of Ω(n 4 ).
UPPER BOUND ON THE OPTIMI-ZATION TIME OF THE GA
We now prove that if we use the GA for the APSP problem, that is, we enrich the (µ + 1)-EA with a crossover operator, then the expected optimization time drops to O(n 3.5+ε ).
While it seems natural that the additional use of powerful variation operators should speed up computation, this behavior could so far not be proven for a non-artificial problem. Several reasons for this have been discussed in the literature. In our setting, the following aspect seems crucial. The hoped for strength of the crossover operator lies in the fact that it can advance a solution significantly. E.g., it can combine two shortest paths consisting of ℓ1 and ℓ2 edges to one consisting of ℓ1 + ℓ2 edges in one operation. On the negative side, for this to work, the two individuals we try to combine have to fit together. Thus with relatively high probability, the crossover operator will produce an invalid solution (here, no path at all). Often, this disadvantage seems to outnumber the chance of faster progress.
Our analysis shows that this does not happen in our setting. In fact, from the point on when our population contains all shortest paths having O(n 1/2+ε ) edges, crossover becomes so powerful that we would not even need mutation anymore.
We proposed 3 crossover operator which all pick two paths uniformly at random. The ⊗1-crossover operator concatenates the two paths to a new one. The ⊗2-crossover operator additionally picks a non-negative integer i not exceeding the length of the first path uniformly at random. It then concatenates the first i edges of the first path and the second path to a new path. The ⊗3-crossover operator picks two non-negative integers i not exceeding the length of the first path and j not exceeding the length of the second path uniformly at random. It then combines the first i edges of the first path with the last j edges of the second path to a new path.
Note that even though we can prove the upper bound for all three crossover operators, as the crossover operators we use become more elaborate we need to comply to a number of restrictions. Given these restrictions, we prove for each crossover operator a certain probability that it successfully creates a longer path by combining two shorter paths. Using these success probabilities we prove the expected optimization time of O(n 3.5+ǫ ).
Lemma 7. Let k > 1. Assume that for any pair of vertices for which a shortest path having at most k edges exists, the population I contains a shortest path. Let u, v be two vertices for which a shortest path from u to v having ℓ ∈ [k + 1..2k] edges exists. Then the following holds. a) A single step of the ⊗1-operator generates a shortest path from u to v with probability Ω(
).
b) Assume that among two shortest paths the fitness function prefers the one having fewer edges. If any shortest path from u to v has at least ℓ edges, then a single step of the ⊗2-operator generates a shortest path from u to v having ℓ edges with probability Ω(
2 c) Assume the input graph has unique shortest paths. Then a single step of the ⊗3-operator generates the shortest path from u to v with probability Ω(
Proof. We exemplarily show the proof for b) and omit the rest for reasons of space. To generate a shortest path from u to v, it suffices that the ⊗2-operator picks a path Pu starting in u, a path Pv ending in v, and a number i ∈ [0..|Pu|] such that the first i edges of Pu together with Pv form a path from u to v. The probability that a particular triple (Pu, Pv, i) with |Pu| ≤ k, |Pv| ≤ k, i ≤ |Pu| is chosen is at least (n(n − 1))
. It remains to count how many such triples generate a shortest path from u to v. Let P = ((u, w1) , . . . , (w ℓ−1 , v)) be such a shortest path having ℓ edges. If ℓ−k ≤ j ≤ k, then I contains a shortest path Pu = ((u, w Obviously, the first i edges of Pu combined with Pv form a shortest path from u to v. Hence, the total number of triples yielding a shortest path from u to v having ℓ edges is at least
Thus, the probability that ⊗2 generates such a path in a single step is at least Ω(
. With the assumptions of Lemma 7, the following holds. a) For any two vertices that can be connected by a shortest path of at most ℓ edges, a single crossover step will create a shortest path connecting them with probability at least Ω( k n 4 ). b) The expected number of steps until I contains a shortest path for all pairs of vertices having a shortest path of up to ℓ edges is O(
Proof. The first part follows directly by plugging ℓ into Lemma 7. The second part can be proven as in the coupon collectors theorem (cf. [2] ) since there are at most O(n 2 ) paths that need to be considered.
. If the conditions for the ⊗i-operator hold, then the GA using mutation and ⊗i-crossover needs an expected number of O(n 3.5 p log(n)) steps to solve the APSP problem.
Proof. Let ℓ := p n log(n). We assume that the algorithm runs in two phases. In the first phase, only mutation is used to construct all shortest paths of up to ℓ edges. In the second phase, only the ⊗i-crossover is used to finish the computation. Since both ⊗i and mutation happen with constant probability and neither of them can decrease the fitness of the population, this is a valid restriction. According to Lemma 2, the first phase needs an expected number of O(n 3.5 p log(n)) steps to finish. For the second phase we apply Corollary 8 repeatedly until I contains all shortest paths of size up to n. Hence the expected number of steps is
where c := 
Necessity of the Restrictions
We now demonstrate where the proof of the optimization time would fail without the additional constraints for ⊗2 and ⊗3. To see that the assumption that the fitness function prefers paths with fewer edges is essential for the ⊗2-operator, consider the graph depicted in Figure 2 . Consider the computation of a shortest path from u to v using the ⊗2-operator. Two such shortest paths exist, namely P1 which uses the edge (u, w1) of cost 1 and has ℓ edges and P2 which uses the m edges of cost 1 m and has ℓ − 1 + m edges. Assume as in Lemma 7b) that for all vertices w, w ′ for which a shortest path of at most k edges exists a shortest path is in the population I, and that ℓ ∈ [k + 1..2k] and m ∈ Ω(n). If I contains for the paths from u to wi for i ∈ [1..k] the paths using the edge (u, w1), the proof of Lemma 7b) works. However, if I contains the paths using the m edges of cost 1 m , the probability that the ⊗2-operator picks a convenient triple (Pu, Pv, i) drops from Ω( The assumption that the shortest paths are unique is essential for the proof for the ⊗3-operator. To see this, consider the graph depicted in Figure 3 . Observe that there are many different shortest paths connecting two vertices, all having an equal number of edges. Assume that I contains the shortest paths from u to wi and w 
EXPERIMENTAL RESULTS
We implemented the algorithm given in Section 2.4 and the three different crossover operators discussed in this paper. To study the behavior of our approach, we ran it on the following three graphs. The first graph is the graph Kn from Section 3.2 that has edge weights 1 for all edges (i, i + 1), i ∈ [1..n − 1] and weight n for all other edges. The second and third graph are the graphs given in Figures 2 and 3 that are used in Section 4.1 to show why we need additional conditions for the proofs for ⊗2 and ⊗3. The graphs are complete and the weights of the edges not shown in the figures are chosen in such a way that they are too expensive to be included in the optimal solution. We ran our algorithm on all three graphs, once using mutation only and once for each crossover operator with crossover probability 1 4 . Note that, although we put restrictions on ⊗2 and ⊗3 in the proofs, our implementation does not prefer paths with fewer edges nor does it need unique shortest paths when applying ⊗3. The optimization times for all experiments averaged over 50 runs are shown in Figure 4 . It can clearly be seen that adding any of the crossover operators indeed speeds up the computation quite noticeably. Also, it shows that the "bad graphs" from Section 4.1 are not hard to solve for the corresponding crossover operators.
CONCLUSIONS
In this work, we presented the first non-artificial problem for which a natural evolutionary algorithm using only mutation is provably outperformed by one using mutation and crossover. By a rigorous analysis of the optimization time, we proved that the all-pairs shortest path problem can be solved by an evolutionary algorithm using crossover in an expected optimization time of O(n 3.5+ε ), whereas the corresponding algorithm using only mutation needs an expected optimization time of Ω(n 4 ) in the worst case. While this clearly does not beat the best classical algorithms, we do feel that this result gives a much better theoretical foundation for the use of crossover in practical applications than previous results on artificially defined pseudo-boolean functions. 
