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ON THE ABSOLUTE HAUSDORFF SUMMABILITY OF A FOURIER SERIES S. N. LAL AND SIYA RAM
In this paper a theorem on the absolute Hausdorff suminability of a series associated with a Fourier series has been established. This theorem unifies and extends various known results.
1* Let μ n be a sequence of real or complex numbers and write If S n denotes the sequence of partial sums of the series Σ~=oα*> the transformation defines the sequence {t m } of (H, μ) means or the Hausdorff means [3, 12] of the sequence {S n }. The series Σ^ is said to be summable (H, μ) to the sum s if lim^^ t m = s and is said to be absolutely summable (H, μ) or summable [ H, μ \ if In order that (H, μ) should be a convergence preserving transformation it is necessary and sufficient that μ n should be a moment constant, that is, there exists a function χ(x) of bounded variation in 0 ^ x ^ 1, such that
Jo
We may suppose without loss of generality that χ(0) = 0. If also, = 1 and χ( + 0) = χ(0) = 0, so that χ(x) is continuous at the origin, then μ n is a regular moment constant and (H, μ) is a regular Hausdorff transformation [3] . It is known that the sequence to sequence Hausdorff transformation is absolute convergence preserving or absolutely regular if and only if it is a convergence preserving or regular transformation of the same type [4, 8, 9] In the case in which
the method (H, μ) reduces to the well known Cesaro method (C, δ) [3, 12] .
2 Let f(t) be a periodic function with period 2π and integrable in the Lebesgue sense in (-TΓ, TΓ). Let the Fourier series of f(t) be
it being assumed that the constant term is zero. The εth forward and backward fractional integrals of a function g(x), which is Lebesgue integrable in (0, 1), are respectively defined as
These integrals exist almost everywhere for ε > 0. We write 
is summable \ H, μ \ at the point t = x, it being assumed that the transformation (H, μ) is convergence preserving.
Taking e(t) = 1 and a = 0 the above theorem reduces to a recent result on the absolute Hausdorff summability of a Fourier series ([11] , Theorem 1) which in turn includes 2 a result of Bosanquet ([1] , Theorem 1) on the absolute Cesaro summability of a Fourier series and the case 0 < a < 1 covers another result on the absolute Cesaro summability of a Fourier series ([2], Theorem 1). Also for a = 0 choosing ε(t) = t β and 7 = β + 3 (β > 0, d > 0) we get another result ( [10] , Theorem 1) on the absolute Hausdorff summability which is known to include a theorem on the absolute Cesaro summability of the series Σ wM. n (£) due to Mohanty ([6] , Theorem 1). Further choosing ε(t) = log (1 + t) we get (cf.
for some function g(u) which is Lebesgue integrable in (0, 1), then the series Σ log (^ + ΐ)A n (t) is summable \H, μ\, at the point t = x, it being assumed that the transformation (H, μ) is convergence preserving.
4. We require the following lemmas for the proof of our theorem. Proof. Since
On the other hand if x < 1 -1/nt, write
say. Since 7 < 1 and (1 -x -u) r~ι is an increasing function of u,
<Λ AX {nty~ι nψJ
by the application of the estimate I ι of Lemma 3. And using the estimate (4.1) we have
A combination of the estimates in (4.4) and (4.5), in view of (4.3), yields We now consider the case 0 < a < 1-We have
and therefore in order to prove the theorem we have to show that
We show that all the above estimates are true^with
The method of proof for %{%) = gΓ +r (x) + C will be similar. For sake of brevity we write g + for gf +7 . We have
M r (n t x, t) is 7-th backward fractional integral of M(n, x, t) regarded as a function of x. is Lebesgue integrable in (0, 1). Also [~X(l -x -vy~ιN(n, 1 -v, t) 0 (1) uniformly in 0 < ^ ^ TΓ. This completes the proof of the estimate in (5.8) . Hence the theorem. We are thankful to the referee for his kind advice.
