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We apply reverse-engineering to find electromagnetic pulses that allow for the control of populations
in quantum systems under dephasing and thermal noises. In particular, we discuss two-level systems
given their importance in the description of several molecular systems as well as quantum computing.
Such an investigation naturally finds applications in a multitude of physical situations involving the
control of quantum systems. We present an analytical description of the pulse which solves a
constrained dynamics where the initial and final populations are fixed a priori. This constrained
dynamics is sometimes impossible and we precisely spot the conditions for that. One of our main
results is the presentation of analytical conditions for the establishment of steady states for finite
coherence in the presence of noise. This might naturally find applications in quantum memories.
Introduction - The development of new techniques to
control quantum systems is of fundamental importance
to quantum technologies. Typical control protocols usu-
ally involve the interaction of the system of interest with
external electromagnetic radiation [1–4]. In particular,
given that ultrashort laser pulses are now an experimen-
tal reality, femtosecond pulses are extensively used to
control molecular dynamics [5, 6]. In this scenario, as sur-
prising as it can sound, two-level systems often provide
a powerful testbed to understand complicated molecu-
lar processes [7–9]. For instance, the coupling of protein
motion to electron transfer in a photosynthetic reaction
center is usually thought of as a legitimate spin-boson
system [10]. Quantum control has been applied to these
systems, for instance, to engineer specific pulses to con-
trol the populations. In [11, 12] it is discussed the pulse
envelop form able to drive the state populations to an
specific user-defined value.
This inverse engineering approach, i.e., the design of
controlled pulses or Hamiltonian parameters to satisfy
dynamical constraints is by itself an interesting topic
[13, 14]. When aiming at applications in molecular or
condensed matter systems, it is necessary to go beyond
closed systems and pure states. Our goal is to bridge
this gap and present robust pulse control protocols that
take into account the presence of the noise environments
and the realistic use of general mixed states as initial
states. Without these developments, it would be impos-
sible, for instance, to included initial thermal equilibrium
states into the problem. As it is going to be discussed in
this work, noise drastically change the scenario found in
[11, 12]. We come up with a broadly applicable platform
for the control of populations under dephasing and ther-
mal noise which allows us to establish clear bounds for
the achievable populations in terms of the environmental
features. We present several examples with a thoroughly
discussion of about validity of our protocol. i.e., our an-
alytical formula for the pulse. We finish with the presen-
tation of conditions for the achievement of steady states
with finite values of quantum coherence in the presence
of the environment.
Reverse-engineering method - The situation we have in
Enviroment
Two-level 
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FIG. 1: (Color online) A two-level system representing, for
instance, a coupled donor-acceptor system, interacts simul-
taneously with the environment and an externally controlled
electromagnetic pulse E(t). The purpose of the pulse is to
induced a pre-determined change of population. The popula-
tions are indicated by the filling of the bars corresponding to
the ground |g〉 and excited |e〉 states.
mind is depicted in Fig. 1. In the dipole approximation,
the system-pulse Hamiltonian reads (h¯ = 1)
Hˆ(t) = −ω
2
σˆz − µE(t)σˆx, (1)
where σˆx and σˆz are usual Pauli operators, ω is the sys-
tem transition frequency, E(t) is the pulse electric field,
and µ is the projection of the system electric dipole op-
erator on the field polarization direction. Atomic units
are used throughout the text unless otherwise specified.
In the case of an electromagnetic pulse with carrier fre-
quency ωp, the field can be written as
E(t) = ε(t)e−iωpt + ε∗(t)eiωpt, (2)
where ε(t) is a complex function which contains the am-
plitude and envelope of the pulse. For convenience, we
will treat the problem in the interaction picture with re-
spect to the unitary operation Uˆ = exp[iω2 σˆz(t− t0)].
The environment causes thermal noise and dephasing
with rates Γ and γ, respectively. In this scenario, the
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2density matrix ρˆ obeys [15]
∂ρˆ
∂t
= −i[Vˆ , ρˆ] + γ
2
Ddeph[ρˆ] + ΓDtherm[ρˆ], (3)
where Vˆ = −µ[ε(t)σˆ+e−i∆t−iωt0 + h.c] is the Hamilto-
nian in the interaction picture and under the rotating
wave approximation (RWA), ∆ = ωp − ω, Ddeph[ρˆ] =
σˆz ρˆσˆz − ρˆ, and Dtherm[ρˆ] = n¯(2σˆ+ρˆσˆ− − {σˆ−σˆ+, ρˆ}) +
( ¯n+ 1)(2σˆ−ρˆσˆ+−{σˆ+σˆ−, ρˆ}), where σˆ+ = (σˆ−)† = |e〉〈g|
and n¯ is the average number thermal phonons. It follows
from this master equation that
ρ˙gg = 2µIm[ρegε(t)e
−i(∆t+ωt0)] + 2Γ[(n¯+ 1)ρee − n¯ρgg],
(4)
ρ˙eg = −Γ˜ρeg + iµ[2ρgg − 1]ε(t)e−i(∆t+ωt0), (5)
where we defined ρij = 〈i|ρ|j〉 with i, j = g, e, and
Γ˜ = [γ + (2n¯ + 1)Γ)] as the total decoherence rate. The
reverse-engineering method consists in obtaining the field
E(t) from this set of differential equations and under the
desired constraints on the density matrix elements. From
Eq. (5), we isolate ε(t)e−iωpt and, upon using (2), we ob-
tain
E(t) = 2
Im
[(
ρ˙ge + Γ˜ρge
)
eiω(t−t0)
]
µ(2ρgg − 1) , (6)
which is an expression for the field in terms of the density
matrix elements of the system.
Now we impose the desired constraints. Our goal is
to find a pulse that promote the change from an initial
ground state population ai = 〈g|ρˆ(−∞)|g〉 to the “user-
defined” final ground state population af = 〈g|ρˆ(∞)|g〉.
Keeping this in mind, we now constrain the density ma-
trix element ρgg to follow a prescribed time evolution
ρgg = f(t), where
f(t) = [1− g(t)]ai + afg(t), (7)
with g(t) chosen to be g(t) = (1 + e−αt)−1, and α a
real and positive parameter that dictates the rate of the
transition from ai to af [12]. For convenience, we rewrite
the coherence ρge as ρge = h(t)e
iφ(t), with h(t) ≡ |ρge|,
requiring only that the fase is time independent, i.e.,
φ(t) = φ0 with φ0 real. No requirements are imposed
on h(t) which is the state coherence. Now, by using (4)
and (5), one obtains
h˙(t) =
[2f(t)− 1]
2h(t)
[2Γ(1+n¯−(2n¯+1)f(t))− f˙(t)]−Γ˜h(t),
(8)
which is a type of differential equation known as Bernoulli
equation. Finally, using Eqs. (6), (7) and (8), one finds
E(t) =
1
µh(t)
[f˙(t)−2Γ(1+n¯−(2n¯+1)f(t))] sin θ(t), (9)
with θ(t) ≡ ω(t − t0) + φ0. This equation constitutes
the main result of this paper. It gives a recipe for the
experimentalist to build a pulse to reach a target final
ground state population under thermal and dephasing
noise, i.e., under very realistic scenarios.
We now proceed to some quantitative simulations. The
field Eq. (9) is substituted into Hamiltonian (1) and
the equations of motion with dephasing and thermal
noises are solved numerically with no RWA. For the ini-
tial state, we choose the broad class of diagonal states
ρˆ(t0) = ai|g〉〈g| + (1 − ai)|e〉〈e| which include, for in-
stance, the Gibbs state, in which the populations are de-
termined by the Boltzmann factor exp[−En/kBT ] where
T is the temperature, kB the Boltzmann constant and
En are eigenenergies of the system. As an application,
we chose ω = 2 × 10−2 a.u., α = 10−2 a.u., µ = 6 a.u.
which corresponds to the physical situation of charge mi-
gration in the molecule MePeNNA [16]. Its ionization
can trigger a ultrafast migration of charge which can be
acurately modeled as a two level system [11, 16]. By in-
cluding the environment, our approach represents a step
forward in the direction of having more realistic models
for this phenomenon.
Pure dephasing - In this case, we set Γ = 0 so that
only the coherence ρeg(t) is directly affected by the en-
vironment. However, one must not forget that at the
same time the laser causes the populations to change,
and the simultaneous action of dephasing and laser can
cause non trivial dynamics as we now discuss. One il-
lustrative example is depicted in Fig. 2. The initial
population is given by ai = 0.8 and we set the target
population to af = 0.3. The top panel shows the shape
of the pulse obtained with Eq. (9). The middle panel
shows that despite the fact that Eq. (9) has been ob-
tained in the RWA, the protocol works very well when
this approximation is performed. In other words, the sys-
tem closely follows the desired evolution given by f(t).
The superposed small amplitude oscillations introduce
only small deviations which are absolutely unimportant
for the present task. The same occurs with the coher-
ence and the function h(t) showed in the lower panel. It
is interesting to see that the interaction with the pulse
generates coherence which is eventually consumed by the
dephasing which incoherently drives system to a final di-
agonal state. Later on in this article, we will show a very
interesting case where the coherence is not completely
degraded as t→∞.
In Fig. 3, we show contour plots of h(t) as a function
of time and the target population af , for some choices
of the dephasing rate γ. We are fixing the initial ground
state population as ai = 0.8. We see that for some values
of af , the function h(t) assume complex values. Given
that we have defined h(t) as the absolute value of the
coherence, such regions correspond to nonphysical states
or equivalently complex valued fields as seen from Eq. (9).
Also, we can see that the higher the value of γ the smaller
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FIG. 2: (Color online) Top panel: Laser pulse as Eq. (9).
Middle panel: Ground state population ρgg(t) is shown in
blue (solid), excited state population ρee(t) is shown in red
(dot-dashed) and the control function f(t) is shown in black
(dashed). Lower panel: The absolute value of the coherence
|ρeg(t)| = |ρge(t)| is shown in red (solid) and the function h(t)
is shown in black (dashed). For all plots, ai = 0.8, af = 0.3,
Γ = 0, and γ = 10−3a.u..
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FIG. 3: (Color online) Imaginary part of the function h(t) as
function of time and the target final population af for two
choices of γ. The frames in red (dashed) show the accessible
region for af .
the region of accessible final populations.
Thermal noise - In this case, both the populations and
the coherence are directly affected by the environment.
Also, the field acquires a dependence on Γ and n¯ as seen
in Eq. (9). For the plots in Fig. 4, we used Γ = 10−4
a.u., γ = 0, n¯ = 0, ai = 0.8 and af = 0.3. The top panel
shows that the field must quickly increase to counter the
dissipation. After completing the transition, the pulse
strives to maintain the state with the desire population
af (t) in the presence of dissipation. This is possible only
until h(t) reach, for a finite time, the value 0. From this
point on, the field as given by Eq. (9) diverges and the
system looses the desired population. The middle and
lower panels show that the evolution of the population
3
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FIG. 4: (Color online) Top panel: Laser pulse as Eq. (9).
Middle panel: Ground state population ρgg(t) is shown in
blue, excited state population ρee(t) is shown in red (dot-
dashed) and the control f(t) is shown in black (dashed).
Lower panel: The absolute value of the coherences
|ρeg(t)| = |ρge(t)| are shown in red and the function h(t) is
shown in black (dashed). For all plots, ai = 0.8, af = 0.3,
Γ = 10−4 a.u., γ = 0, n¯ = 0.
and coherence follow the path prescribed by the functions
f(t) and h(t).
In Fig. 5 we deepen our discussion about the achiev-
able final populations by showing contour plots of h(t)
either as a function of time and the target population
in panels (a), (b), and (c) or as a function of time and
average number of thermal phonons. We fixed the initial
population as ai = 0.8 for all plots. In the panels (a) and
(b) we have dissipation rates Γ = 10−4 a.u. and Γ = 10−3
a.u., respectively, while keeping γ = 0 and n¯ = 0. We can
see that by increasing Γ we substantially change the re-
gion of accessible populations. Interestingly, the region is
reduced as well as displaced to the ground state (af = 1).
This happens because when we increase Γ, the dissipa-
tive part of the dynamics tries harder to push the system
to the ground state (in the case n¯ = 0), preventing the
access to the excited state. In panel (c), we fix Γ = 10−4
a.u. but add now some dephasing γ = 10−2 a.u., while
still keeping n¯ = 0. Compared to panel (a), we see that
the presence dephasing reduces the range of accessible
final populations as expected given our previous analysis
of Fig. 3. In the last panel (d), we finally spot the role
played by the temperature. The practical consequences
of this analysis are far-reaching given that one usually
deals with samples which are not at T = 0 (or equiva-
lently n¯ = 0). We now fix Γ = 10−4 a.u., γ = 0 and
kept af = 0.4 fixed. For the case shown in panel (d), we
notice that there is an upper bound for the temperature
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FIG. 5: (Color online) Panel (a): Imaginary part of h(t)
as a function of time and af for Γ = 10
−4 a.u., γ = 0, and
n¯ = 0. Panel (b): Imaginary part of h(t) as a function of
time and af for Γ = 10
−3 a.u., γ = 0, and n¯ = 0. Panel
(c): Imaginary part of h(t) as a function of time and af
for Γ = 10−4 a.u., γ = 10−2 a.u., and n¯ = 0. Panel (d):
Imaginary part of h(t) as a function of time and n¯. Here we
kept af = 0.4. The frames in red (dashed) show the accessible
regions. For all panels ai = 0.8.
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FIG. 6: (Color online) Top panel: Laser pulse as Eq. (9)
(9). Middle panel: Ground state population ρgg(t) is
shown in blue, excited state population ρee(t) is shown in
red (dot-dashed) and the control f(t) is shown in black
(dashed). Lower panel: The absolute value of the coher-
ence |ρeg(t)| = |ρge(t)| are shown in red and the function
h(t) is shown in black (dashed). The dotted horizontal line
shows the steady state value of coherence h∞ obtained from
Eq. (10). For all plots, ai = 0.8, af = 0.6, Γ = 10
−4 a.u.,
γ = 10−3 a.u., n¯ = 0.3.
above which it is impossible to realize the protocol. This
bound is n¯ ≈ 0.35. Other choices of ai and parameters Γ
and γ will lead to other upper bounds in n¯.
Existence of steady states - Until now, our examples
showed instances where the electromagnetic field was un-
able to keep the coherences. Interestingly enough, there
are regimes of operation where an steady state can be sus-
tained by the external electromagnetic field given Eq. (9).
Moreover, the field can sustain the system coherence in-
definitely even in the presence of dephasing and thermal
noise. By assuming the existence of such steady states,
Eq. (8) gives us
h∞ =
√
(2af − 1)[1 + n¯− (2n¯+ 1)af ]
γ + (2n¯+ 1)Γ
Γ, (10)
where h∞ = h(t → ∞). For a two-level system, 0 ≤
h∞ ≤ 1/2, and this fixes the physics in Eq.(8). In other
words, the steady state will be reached only if
0 ≤ [2af − 1][1 + n¯− (2n¯+ 1)af ] ≤ γ + (2n¯+ 1)Γ
4Γ
. (11)
As an example, let us consider Γ = 10−4 a.u., γ = 10−3
a.u. and n¯ = 0.3. Inequality (11) leads to 1/2 ≤ af ≤
13/16 as achievable final populations. For ai = 0.8 and
af = 0.6, the results are shown in Fig. 6, where one can
clearly see the establishment of a steady state. According
to Eq. (9), the field for long times oscillates with constant
amplitude 2Γ[µh∞]−1[1 + n¯ − (2n¯ + 1)af ]. Populations
and coherence also correctly follow the path given by f(t)
and h(t), respectively. The latter approaches the sta-
tionary value h∞ as predicted in Eq. (10). This protocol
might find applications in the preservation of coherence
in quantum memories for quantum computing [19, 20].
In conclusion, we have used reverse-engineering to
build a pulse able to control the populations of a two-
level system interacting with an environment. We es-
tablish a direct connection between impossible protocols
and imaginary parts of the quantum coherence. Quite
interesting, we showed how one can design a steady state
protocol where coherence can be maintained indefinitely.
Finally, we would like to make a few comments on the
validity of the RWA in the presence of dephasing and
dissipation. According to Eq. (9), the stronger the en-
vironment couples to the system, the more intense the
field has to be. However, for very intense fields, the RWA
tends to fail [21]. For the specific example of charge mi-
gration in the MePeNNA molecule we considered here,
we found that the RWA works very well for dephasing
rates γ up to 10−2 a.u. and dissipation rates Γ up to
10−3 a.u.. This is quite a broad range if we remember
that for this molecule ω is about 10−2 a.u..
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