Abstract. We derive sufficient conditions for advection-driven backward motion of the free boundary in a chemotaxis model with degenerate mobility. In this model, a porous-medium-type diffusive term and an advection term are in competition. The former induces forward motion, the latter may induce backward motion of the free boundary depending on the direction of advection. We deduce conditions on the growth of the initial data at the free boundary which ensure that at least initially the advection term is dominant. This implies local backward motion of the free boundary provided the advection is (locally) directed appropriately. Our result is based on a new class of moving test functions and Stampacchia's lemma. As a by-product of our estimates, we obtain quantitative bounds on the spreading of the support of solutions for the chemotaxis model and provide a proof for the finite speed of the support propagation property of solutions.
Introduction and main results.
1.1. Overview. In the previous decades, starting with [18] a large amount of effort has been devoted to research on Keller-Segel-type models. These models are supposed to describe movement of bacteria which release some chemical substance ("chemoattractant") which in turn influences the motion of bacteria of the same species. Thus, the bacteria effectively coordinate their movement. The classical fully parabolic Keller-Segel model consists of two coupled parabolic equations determining evolution of bacteria and chemoattractant density. Denoting bacteria density by u and chemoattractant density by γ, the equations read u t = Δu − div(u∇γ) , αγ t = Δγ + u − γ with α > 0, > 0. This model features conservation of bacteria mass if appropriate noflux boundary conditions are enforced. For d ≥ 2 and in the case of large initial data, it may suffer from finite time blow-up. For an account on results on Keller-Segel-type models, see the overview articles by Horstmann [16] , [17] and the references therein.
In the limit of fast chemoattractant movement (in comparison with bacteria mobility), i.e., small α, one can assume that the chemoattractant density will be close to steady state and that therefore the parabolic equation governing the evolution of chemoattractant density can be replaced by its corresponding elliptic equation, resulting in the parabolic-elliptic system
This model inherits many properties from the fully parabolic one; again, bacteria mass is conserved in the case of no-flux boundary conditions and again for d ≥ 2 and large initial data, blow-up may occur in finite time. Given the Bessel potential B (i.e., the Green's function of the operator −Δ + 1), this system is equivalent to the nonlocal parabolic equation u t = Δu − div(u∇(B * u)) .
Several models supposed to overcome the drawback of possible finite time blow-up have been proposed; most of them rely on modifying bacteria sensitivity, i.e., bacteria drift velocity is not taken just to be the gradient of γ, but ∇γ is multiplied by some factor leading to a cutoff in case the gradient becomes too steep or in case local bacteria density becomes too large.
One of these models is the model presented by Burger, Di Francesco, and Dolak [6] . This model features degeneration of bacteria diffusivity for bacteria densities approaching either 0 or 1 and degeneration of bacteria mobility for densities approaching 1. It reads
Burger, Di Francesco, and Dolak have shown existence of global weak solutions in [6] ; additionally, they discussed large-time behavior of weak solutions. The corresponding fully parabolic chemotaxis model has been treated by Di Francesco and Rosado [11] .
The appearance of waiting times and the finite speed of the support propagation property are typical phenomena arising in solutions of degenerate parabolic equations. In [6] , Burger, Di Francesco, and Dolak establish finite speed of propagation for their modified Keller-Segel model in the case of one spatial dimension using a technique from [7] ; however, only the qualitative result is established and no quantitative bounds are given; moreover, the method is restricted to the case of a single spatial dimension.
In general, there are different techniques available for deriving estimates on support propagation and sufficient conditions for support shrinking. The earliest approach for proving finite speed of support propagation (applicable, e.g., in the case of the porous medium equation) proceeds by comparing the solution to a self-similar (sub)solution. Another technique which can be used for establishing quantitative bounds for support propagation and waiting times as well as conditions for support shrinking makes use of differential inequalities; see, for example, the articles by Antontsev, Diaz, and Shmarev [3] , Bernis [5] , [4] , Diaz, Galiano, and Jüngel [10] , and Galiano and Peletier [13] . Subsequently techniques based on integral estimates have been developed; the first technique in this direction combines integral estimates with functional inequalities and is due to Shishkov and Shchelkov [23] . It has been applied to different situations; see, e.g., the papers by Sapronov and Shishkov [22] and Giacomelli and Shishkov [15] . Another technique based on integral estimates makes use of Stampacchia's lemma: in [8] Dal Passo, Giacomelli, and Grün have proposed a modification of Stampacchia's lemma and used it to derive sufficient conditions for the appearance of a waiting time in the case of the thin-film equation. See the papers by Ansini and Giacomelli [2] and Giacomelli and Grün [14] for other uses of the modified Stampacchia lemma. More recently Carrillo, Gualdani, and Toscani developed a technique to prove finite speed of support propagation which is based on mass transportation [7] . Quite recently finite speed of support propagation for a subcritical Patlak-Keller-Segel model with porous-medium-type degeneracy has been shown by Kim and Yao [19] using comparison arguments. For a comparison of our finite speed of propagation results to the results by Kim and Yao, see section 3.
In the present work, we derive integral estimates and apply Stampacchia's lemma, proving finite speed of support propagation for the system from [6] and giving sufficient criteria for support shrinking. The main tools used for these results are new test functions whose support moves according to the local advection velocity and whose support shrinks with time to account for the local variation of the advection velocity; moreover, they decay with time to compensate the nonvanishing divergence of the velocity field. This adaption of our test functions to the local advection velocity is crucial for "tracking" the free boundary in our results on support shrinking. See section 2.4 for a detailed discussion. For a result on finite speed of propagation for an advection-diffusion equation, see the paper by Galiano and Peletier [13] . Their paper contains an idea of compensating the advection term using a technique similar in spirit to our approach of using test functions with shrinking support, but their weights neither decay with time nor are adapted to the local advection velocity. Thus they fail to give results in the case of nonvanishing divergence of the velocity field and to derive results on support shrinkage. The same approach of compensating the advection term as in the paper by Galiano and Peletier has been used by Diaz, Galiano, and Jüngel in [10] in order to prove finite speed of support propagation for some charge-transport model with degenerate mobility by means of differential inequalities. Note that Diaz, Galiano, and Jüngel also treat the case of advection velocities with nonvanishing divergence and they also derive sufficient conditions for support shrinking. However, our result on support shrinking covers an entirely different situation: Diaz, Galiano, and Jüngel rely on electron-hole recombination as a mechanism for inducing support shrinking; on the other hand, we rely on advection terms which push the free boundary back. We therefore require the presence of an advection term pushing the front back, but do not need any recombination term; Diaz, Galiano, and Jüngel require the presence of a large recombination term, but no advection term is necessary for their result. Of course, there is no analogue of electron-hole recombination in Keller-Segeltype models, so the sufficient conditions for support shrinking by Diaz, Galiano, and Jüngel do not carry over to the degenerate chemotaxis model.
Main results. Define
We obtain the following results on support shrinking. Theorem 2.23. Let u, γ be a weak solution of (1), (2) 
Given a point x 0 ∈ ∂ supp u 0 with ∇γ(x 0 , 0) = 0, assume that there exists a neighborhood U of x 0 and a cone B with vertex x 0 and axis −∇γ(
Then there exist T * > 0 and c > 0 such that for any
The situation of Theorem 2.23 is depicted in the sketch below. We consider a point x 0 ∈ ∂ supp u 0 at the boundary of the support of the initial data. Suppose that v 0 = ∇γ(x 0 , 0), the initial advection velocity at x 0 , is directed so as to push the free boundary back (the reader may convince himself that this is implied by the cone condition mentioned in the theorem). If the initial data are "flat enough" at x 0 , the advective term dominates over the degenerate diffusion term and the support shrinks immediately at x 0 .
As the interaction between different bacteria is only attractive, we can show the following.
Corollary 2.28. Let u, γ be a weak solution of (1), (2) 
the support of u shrinks immediately near x 0 ; more precisely, there exist
is trivially satisfied if x 0 / ∈ supp u 0 and amounts to a local "flatness" condition on the initial data near x 0 if x 0 ∈ ∂ supp u 0 . Recall that the condition for the appearance of a waiting time near x 0 for the equation without advection u t = div(u∇u) is lim sup δ→0 r −6 − B δ (x0) u 3 0 dx < ∞ (see, e.g., [14] ). Our condition is significantly weaker, but comes at the cost of imposing a constraint on the initial advection velocity ∇γ(x 0 , 0); on the other hand, our assertion is stronger: we do not only show that the support does not spread immediately, but we show that the support even shrinks initially.
The result on finite speed of propagation reads as follows. Theorem 2.20. Let u, γ be a weak solution of (1), (2) 
Suppose
Then there exists a constant c > 0 depending only on d such that
This will be seen to imply the following corollary. Corollary 2.21. Let u, γ be a weak solution of (1), (2) 
Note that the estimates on support propagation are not optimal for large times. For large times, it may be possible to obtain better bounds by taking into account the aggregative nature of the chemotaxis model. However, deriving such sharper bounds is beyond the scope of this paper. Section 2.1 contains a short description of the model from Burger, Di Francesco, and Dolak [6] . In section 2.2 we will seek to obtain energy estimates for the system. We proceed in section 2.3 by proving some regularity properties for solutions of the system which we will need in what follows. Section 2.4 contains the definition of our class of test functions as well as the application of Stampacchia's lemma, which is based on the previous energy estimates. We therefore obtain a basic theorem on finite propagation. Some considerations regarding the equation for chemoattractant density in section 2.5 will then allow for deriving the above sufficient criterion for the occurrence of support shrinking.
Notation.
By I we denote some time interval (0, T ). The notation a ∧ b (respectively, a ∨ b) will be used to to denote the minimum (respectively, the maximum) of a and b.
We let z := (x, t) be a point in spacetime. 
The following notion of a weak solution to (1), (2) was introduced in [6] .
We say the pair u, γ is a weak solution to (1), (2), if the following conditions are satisfied:
• It holds that
As mentioned in the introduction, Burger, Di Francesco, and Dolak [6] have shown the existence of a weak solution for any u 0 ∈ L 1 with 0 ≤ u 0 ≤ 1. Remark 2.2. It follows from the above definition that u ∈ H 1 (I; H −1 ). We can therefore rewrite the above equation aŝ
Energy estimates.
We now seek to obtain energy estimates for the degenerate advection-diffusion equation (1) by plugging in (
Since u does not have sufficient regularity, we need some approximation arguments to perform calculations with the resulting equation. Definition 2.3. We use the following abbreviations:
By straightforward calculations one can show the following.
Additionally, we have
Writing a(.) as the difference of an increasing and a decreasing function, the first part of the lemma is a consequence of a technique by Alt and Luckhaus [1] .
The second part of the lemma is verified writing
) and using the fact that H(a −1 (.)) is Lipschitz, a fact that is readily verified as
with v := a −1 (w); note that we have used Definition 2.3. Note that no differentiability of v with respect to space is assumed; therefore we need to rewrite H(v) in terms of a(v) (whose weak spatial derivative is known to exist by our assumptions).
Proposition 2.6. For a weak solution of (1), (2) we have for a.e.
Proof. By a standard approximation argument, we may insert
as a test function into (5) . Application of the previous lemma and a straightforward calculation yield (6) 
By integration by parts applied to the third term on the right-hand side of (6), we obtain (7).
Additional regularity.
We want to apply Stampacchia's lemma using the previous energy estimates. To do so, we need the estimate to hold not only for a.e. (t 1 , t 2 ) ∈ I × I, but for t 1 = 0. This statement will be a consequence of the regularity
, which we show to hold now. In order to provide a proof for u ∈ C 0 (I; L 2 ) in the case u 0 ∈ L 1 , we start off
Lemma 2.7. For any solution to our model, we have´u
, take a smooth cutoff function φ with {φ = 1} ⊃ K, and let ξ := φu δ . We know ξ ∈ L 2 (I;
exists, is continuous, and outside of any neighborhood of
Thus it is possible to plug ξ into (5). Performing some standard rearrangements and using the technique by Alt and Luckhaus [1] to rearrange the term involving the time derivative, we see that it is possible to pass to the limit δ → 0. The desired result then follows. As the proof is mainly standard, we omit the details.
Proposition 2.8. Any solution to the above equation satisfies u ∈ L 2 (I;
, taking a smooth cutoff function φ, and using ξ := φ (log u δ − log(1 − u δ )) as a test function, the proof of the first assertion is again standard. We again omit it.
It is a well-known result that u ∈ L 2 (I;
Proof. We only need to show u ∈ C 0 (I; L 1 ); by boundedness of u the general statement then follows immediately. By the previous corollary, we know u
Application of Stampacchia's lemma.
The aim of this section is to prove the results on finite speed of propagation and support shrinking. We first cast the energy estimate (7) into a simpler form by plugging in appropriate test functions, then use the Gagliardo-Nirenberg-Sobolev inequality and apply Stampacchia's lemma to deduce basic results on finite speed of propagation and support shrinking.
where C * is a constant which is to be selected depending only on d while deriving (19) and (20) and where M adv ≥ 0, v ∈ R d are parameters. The function G T (ξ) will play the role of the so-called scanning function. When deriving estimates on support propagation via Stampacchia's lemma, the scanning function is the function to which Stampacchia's iteration lemma is actually applied. Having found a zero ξ of the scanning function, we may conclude that no mass is present within the corresponding domain of integration (i.e., in our case that no mass is present in
The scanning function bears its name since it "scans" the corresponding domain of integration for the presence of mass.
Let
We suppress the dependence of S(R) on R in our notation in the sequel. It is immediate that G is nonincreasing in ξ and S is nondecreasing in R.
This section is devoted to the proof of the following three results. 
In case of vanishing v, we obtain a sharper result on finite propagation. Lemma 2.11. Suppose that there exist positive constants M adv , M div , R , R, s such that the following conditions are satisfied: 
. 
We now replace S(R) by sup R S(R) and then let
6+d . We will use the energy estimates to deduce the inequality
, and R ≤ M adv +|v| are satisfied. Here C A , c A are positive constants depending only on d which will be determined in the course of the proof of (11) below. The constant C * > 0 which G T (ξ) implicitly depends on shall also be determined in the proof of (11) below.
Note that the conditions (H1), (H2), (H3) then ensure the validity of (11) for
is satisfied. In this case we can apply the extension of Stampacchia's lemma. Set
, α = 
We set c S := min(c A , c), where c is the constant in the inequality directly above. Since It remains to derive inequality (11). We turn our attention to the cutoff function ψ which is to be used in the energy estimate (7) . Assume that both ∇γ and its divergence Δγ are bounded; we will later show that this is indeed the case. More precisely, let v ∈ R d , let U be a domain with
We shall need to select the parameters in the definition of ψ (see (15) ) in such a way that
is satisfied.
Choose a smooth monotonous cutoff ν : R → [0, 1] with ν ≡ 1 for x < 0 and
Let μ > 0 be some constant. We define our test function as follows (with C * , C − some sufficiently large universal constants): (16) and (17) this test function has the following features:
T1. ψ ∈ C ∞ cpt and 0 ≤ ψ ≤ 1; T2. supp ψ moves with velocity v and shrinks with time with speed C * M adv ; T3. ψ(., t) ≡ 0 outside of B R−C * M adv t (x 0 + vt) for any t and ψ(., t) ≡ 0 if t > T f + μ;
The first three properties are obvious; the fourth property holds by (17) . The fifth property follows by the usual calculus using the monotonicity of ν: We have
from which the sixth property is immediate. Thus
Our test function moves with speed v and therefore can be adapted to the advection speed. Since the advection velocity is usually not constant, we cannot choose v to match the advection speed exactly; therefore the support shrinking property of the test function is introduced in order to compensate for the difference between v and the actual advection speed. The exponential decay is used to treat the terms which occur as a consequence of the nonvanishing divergence of the advection velocity field. The plots which are to follow show the evolution of a one-dimensional cross-section of the test function from different perspectives; it is easily seen that the support moves and shrinks with time and that the test function decays exponentially. The cutoff at time T f is not visible in the pictures.
Galiano and Peletier [13] deal with a divergence-free advection term using an idea which is close in spirit to our approach of test functions with shrinking support, proving finite speed of support propagation for their equation; however, our test functions additionally decay exponentially with time and move over time, thereby enabling us to treat advection velocity fields with nonvanishing divergence and derive results on support shrinkage.
Plugging in this test function in the energy estimate (7), for C * , C − chosen large enough but constant, property T5 of the test function ensures that
is negative enough to dominate the possibly positive termŝ
and v 3 ≤ CA(u) (see Lemma 2.4 and Definition 2.3).
More precisely, using (7) and T5 we get the estimatê
for any T > 0 and having chosen C − large enough we obtain, by the condition on −Δγ (see (13) ),
Since |H(u) − 
Since u 4 ≤ C(a(u))
2 we obtain, for C * chosen large enough but constant, by the condition on |∇γ − v| (see (12) )
A sharper estimate holds in case of vanishing v:
This estimate can be derived directly from (18) by choosing C − , C * sufficiently large and utilizing the fact that
The estimates (19) and (20) in conjunction with the Gagliardo-Nirenberg interpolation inequality yield the desired estimates. Let us recall the Gagliardo-Nirenberg interpolation inequality (for proofs see [12] , [20] , [21] , [9] ). Theorem 2.14.
Using the Gagliardo-Nirenberg inequality on a(u)ψ, p = 2, r = 2, and q = 3 2 , we get θ = d 6+d and
Integrating with respect to t and using Jensen's inequality yieldŝ
.
We now are in position to prove inequality (11) . Let r a := R − ξ and R a := R − η. Note that by the conditions on ξ and η, we have (see the conditions following (11)
We make use of two test functionsψ,ψ from our class of test functions defined in (15) . The parameters are chosen as follows: we use r a and ra+Ra 2 (respectively,
and R a ) as the small and large radius-i.e., in place of r and R-as parameters in the definition ofψ (respectively,ψ). The other parameters of the test functions T f , μ, v, M adv , M div are chosen to be the same for bothψ andψ. The constants M adv and M div as well as v are taken over from the conditions following (11); we furthermore require T f + μ < T , where T is taken over from the conditions following (11) . Set
As a consequence of the conditions following (11), the conditions (12), (13) are satisfied for this choice of U . Using r a ≤ R a ≤ R we have by property T3
which together with T f +μ < T imply suppψ ⊂ U , suppψ ⊂ U . This proves condition (14) for bothψ andψ.
It remains to check conditions (16) and (17) . Recall that c A in the conditions following (11) is still to be determined. We set
As C * and C − depend only on d, c A also only depends on d. Knowing that T f + μ < T , the conditions (16) and (17) are now a consequence of the conditions following (11):
by the conditions following (11) and by (23) . Thus (16) is satisfied as both (17) is checked similarly:
by (23) . By property T4 and (22) we obtain that for
Using this assertion as well as a (19), replacing ψ byψ we obtain from (21) for anyT < T fT
We deduce by the properties T 3, T 4, and T 6 of our test functionŝT
since |∇γ| ≤ |v| + M adv (see (12) ). We have R a ≤ R ≤ M adv +|v| (see the conditions following (11)); thuŝT
Letting T f ↑ T , this implies by (9) and (10) as well as R ≤ r a
from which inequality (11) follows by noting that Lemma 2.11 is proven in a similar way; using inequality (20) in place of (19) and performing the same steps, we obtain
without any additional restriction on R of the form R ≤ M adv +|v| . We then follow the lines of the proof of Lemma 2.10.
Proof of the main results.
In order to cast the results from the previous sections into a more usable form, we need to take a closer look at the advection velocity ∇γ. γ is uniquely determined by the equation −Δγ + γ = u. This is a linear elliptic equation with constant coefficients and thus can be solved by taking the convolution of u with the corresponding fundamental solution. Recall that the fundamental solution is defined to be the distribution solving −Δe + e = δ with δ denoting Dirac's distribution. In this case, e is given by the Bessel potential
dt (see [6] ). The following two estimates on the Bessel potential are well known and can be derived using the above representation formula for the Bessel potential by differentiating under the integral sign and using standard estimates.
We now show continuity of the gradient of the chemoattractant concentration. Note that this continuity property can also be derived using standard techniques from regularity theory.
Lemma 2.17. We have ∇γ ∈ C 0 (I; C 0 ). t) )(x), choose 1 < β small enough such that B, ∇B ∈ L β , and q ≥ 2, where
Splitting u into two parts, one supported in B R and one supported in R d \ B R , and applying Young's inequality for convolutions, we have
and since B ∈ L 1 , first choosing R large and then |t − t| small, we see |γ(x, t) − γ(x, t )| → 0 as t → t uniformly in x ∈ K and t ∈Ī, the latter sinceĪ is compact.
It remains to show |γ(x, t) − γ(x , t)| → 0 as x → x uniformly in x ∈ K and t ∈Ī.
The second term can be made arbitrarily small by choosing R large. The result follows since we have (recall q ≥ 2)
and since the set B := {v ∈ L 2 (B 3R (x)) : v(.) = u(., t) for some t ∈ I} is compact in L 2 because it is the image of the continuous mapping
(see, e.g., [24] ).
A similar calculation for ∇γ yields the corresponding result for ∇γ; here the representation ∇γ = ∇B * u is used and the estimates for ∇B (namely, ∇B ∈ L β and ∇B ∈ L 1 ) are employed. 
A(u 0 (.))
holds because´B r (x0) A(u 0 (.)) = 0 for r < R. We therefore obtain supp u(., t) ∩ B 2 3 R−C * M adv t (x 0 ) = ∅ for all t subject to the assumptions of the lemma. If additionally
for c a constant which is chosen small enough (depending only on d), we therefore obtain supp u(., t) ∩ B 1 2 R (x 0 ) = ∅. Theorem 2.20. Let u, γ be a weak solution of (1), (2) 
the assertion is immediate from the previous lemma. Note that for all t ≥ 0, we have
If Note also thatR ≤ R 1 . We now apply the previous lemma to all balls of the form BR(x) with x ∈ R d subject to the condition BR(x) ∩ supp u 0 = ∅. The parameters in the previous lemma are chosen as follows: we set R :=R, t :=t, and use x in place of x 0 . The lemma now yields supp u(.,t) ∩ BR 2 (x) = ∅, due to our choice oft and due to the estimate S =´A(u 0 (.)) ≤ ||u 0 || L 1 . Note thatt andR are independent of x.
Thus, if initially supp u 0 ∩ B R1 (x 0 ) = ∅, we obtain supp u(.,t) ∩ B R1−R 2 (x 0 ) = ∅, since for any x ∈ B R1−R (x 0 ) we have BR(x) ∩ supp u 0 = ∅ and, therefore, for any x ∈ B R1−R (x 0 ) application of the lemma was possible, yielding supp u(.,t) ∩ BR
We intend to iterate this procedure, repeating the argument starting at timest, 2t, . . . (and regarding the solution u as a solution with initial data u (.,t), u(., 2t) , . . .). For the kth step of the iteration, we assume that
We then show that this implies by the previous lemma that
Note that for k = 1, the assumption (29) required for the step is precisely the assumption (26) of our theorem; moreover, for k > 1 the result of step k − 1 yields exactly the assumption (29) necessary for step k.
In the kth step, we apply the previous lemma to all balls of the form BR(x) with x ∈ B R− (k+1)R 2 (x 0 ); the parameters of the previous lemma are chosen as follows: we use u(., (k − 1)t) in place of u 0 and x in place of x 0 and set R :=R as well as t :=t. If applicable the previous lemma implies supp u(., kt) ∩ BR 2 (x) = ∅ for any choice of
It remains to verify the conditions of the previous lemma. As by assumption (29) we have B R1−
Thus, the condition on the support of the initial data in the previous lemma is satisfied; it remains to verify the conditions ont. By our choice ofR (see (27)), application of the previous lemma with t =t was in fact possible since ||u(.,
Thus our induction step is complete.
We can perform K := We have by our choice ofR (see (27))
Each iteration allows advancing in time by one time stept. Recalling (28), we see that supp(u(.,
This finishes the proof of our assertion.
Corollary 2.21. Let u, γ be a weak solution of (1), (2) 
Proof. This corollary is derived applying the previous theorem to all balls of the form B |x0−x1|−R0 (x 0 ), where x 0 / ∈ B R0 (x 1 ) is arbitrary. Note that supp u 0 ∩ B |x0−x1|−R0 (x 0 ) = ∅ for any such ball; thus, the previous theorem applies with x 0 and
This especially implies x 0 / ∈ supp u(., t) for t ≤ t 1 (x 0 ), where t 1 (x 0 ) is given by
Solving for |x 0 − x 1 | − R 0 we see that we have x 0 / ∈ supp u(., t) for all t subject to the condition
We therefore have supp u(., t) ⊂ B R(t) (x 1 ) for
This implies the corollary.
We see that at some point a transition takes place between the short-time behavior of the front which is like t 3 d+6 and the large-time behavior which is like t. The occurrence of two different propagation rates is due to the different scaling behavior of the degenerate diffusion term and the advection term.
Remark 2.22. The quantitative bound on support propagation given in the previous theorem is presumably not optimal for large times. Our results do not depend on the particular structure of the advection velocity; only boundedness of the advection velocity field and boundedness of its divergence are required for our result. Taking into account the particular structure of the advection term in the chemotaxis model, one may hope to obtain improved bounds on asymptotic support propagation rates. This amounts to deriving a better estimate for the terms involving ∇γ · ∇ψ in formula (7) . However this is beyond the scope of this paper. The value of α > 0 depends on the opening of the cone and tends to zero as the opening of the cone tends to zero; α cannot exceed to the properties T1 to T6 are satisfied by our test function. Our method now applies with minor modifications. We therefore obtain the following theorem. Note that the L ∞ regularization theorem due to Kim and Yao allows for the construction of a weak solution (in a sufficiently weak sense) for initial data u 0 ∈ L 1 ∩ L p with finite second moment by considering solutions u δ with initial data ρ δ * u 0 and passing to the limit δ → 0 (along some subsequence).
We see that in contrast to the result by Kim and Yao, our finite speed of propagation result also applies to unbounded initial data; we can even deal with certain initial data for which all superlevel sets are dense in some open set, as we only require u 0 ∈ L 1 ∩ L p for some p > 1. Kim and Yao need to assume boundedness of the initial data since the supersolutions which they use for comparison are bounded.
