Abstract-In this paper, we describe a low-rank matrix completion method based on matrix decomposition. An incomplete matrix is decomposed into sub-matrices which are filled with a proposed trimming step and then are recombined to form a low-rank completed matrix. The divide-and-conquer approach can significantly reduce computation complexity and storage requirement. Moreover, the proposed decomposition method can be naturally incorporated into any existing matrix completion methods to attain further gain. Unlike most existing approaches, the proposed method is not based on norm minimization nor on SVD decomposition. This makes it possible to be applied beyond real domain and can be used in arbitrary fields, including finite fields. The effectiveness of our proposed method is demonstrated through extensive numerical results on randomly generated and real matrix completion problems and a concrete application-video denoising. The numerical experiments show that the algorithm can reliably solve a wide range of problems at a speed significantly faster than recent algorithms. In the proposed denoising approach, we present a patch-based video denoising algorithm by grouping similar patches and then formulating the problem of removing noise using a decomposition approach for low-rank matrix completion. Experiments show that the proposed approach robustly removes mixed noise such as impulsive noise, Poisson noise, and Gaussian noise from any natural noisy video. Moreover, our approach outperforms state-of-the-art denoising techniques such as VBM3D and 3DWTF in terms of both time and quality. Our technique also achieves significant improvement over time against other matrix completion methods.
I. INTRODUCTION
T HE recovery of an unknown low-rank or approximately low-rank matrix from very limited information is a recent fast growing interest. Consider a large matrix with only a small portion of known entry, an interesting problem is to fill the missing entry assuming the matrix has low-rank. The problem, which is referred to as matrix completion, or more precisely low-rank matrix completion, has gained increasing interests in research communities in recent years. So far, this problem has been studied in many applications such as collaborative filtering [1] , system identification [2] , computer vision [3] , machine learning [4] - [6] , global positioning [7] and remote sensing [8] . An example is the famous Netflix challenge where a huge matrix is used to represent the rating of a movie given by a user. Of course, a typical user will only rate very few movie titles. Therefore, an algorithm will be needed to complete the matrix to predict the ratings of all movies among all users. It has been shown theoretically that under certain assumptions the matrix can be recovered with very high accuracy [9] - [11] . Their approaches convert the rank minimization problem into a nuclear norm minimization problem instead and thus can be solved using semidefinite program (SDP). However, the complexity grows rather rapidly with the size of the matrix . Candes and Recht [9] showed that one can perfectly recover most low-rank matrices from what appears to be an incomplete set of entries, and they proved in some condition, most matrices of rank can be perfectly recovered by solving a simple convex optimization program. Also, the authors claimed that their method is accurate even when the few observed entries are corrupted by a small amount of noise. In another work, the problem of recovering low-rank and sparse matrices using a greedy algorithm was discussed for large matrix sizes [12] . Several efficient algorithms have been proposed including Singular Value Thresholding (SVT) [13] , Atomic Decomposition for Minimum Rank Approximation (ADMiRA) [14] , Fixed Point Continuation with Approximate (FPCA) [15] , Accelerated Proximal Gradient (APG) [16] , Subspace Evolution and Transfer (SET) [17] , Singular Value Projection (SVP) [18] , OptSpace [11] , and LMaFit [19] , where OptSpace and SET are based on Grassmann manifold optimization, SVT and SVP uses iterative hard thresholding (IHT) to facilitate matrix shrinkage, FPCA utilizes Bregman iterative algorithm and Monte Carlo approximate SVD, and LMaFit adopts successive over-relaxation (SOR).
In this paper, we propose a decomposition method to allow very efficient divide-and-conquer approach when known entries are relatively very few. A simple "trimming" method is proposed to deal with the decomposed "cluster" matrix. The decomposition method can also be combined with any other existing matrix completion techniques to yield further gain. One advantage of the proposed approach is that unlike most existing approaches it does not utilize SVD but only relies on basic vector operations. Therefore, the approach is immediately applicable to matrices of any field (including finite field matrices). This opens up opportunities for new applications. To compare with other methods, we apply to video denoising. The proposed method significantly outperforms the-state-of-the-art denoising techniques such as VBM3D. We also compare it to other denoising techniques using matrix completion. Our method results in comparable performance with significantly lower computation complexity.
The rest of the paper is organized as follows. In the next section, we will introduce the concept of our matrix completion method and the inference algorithm. We further apply our proposed matrix completion to video denoising and will show our simulation results in Section IV, followed by a brief conclusion in Section V.
II. PROPOSED MATRIX COMPLETION METHOD
This section describes the rationale and the implementation details of our proposed matrix completion method. We will introduce the problem precisely in Section II.A, and present several properties to be used in the later sections. Sections II.B and II.C will describe the decomposition procedures and present our main results. Section II.D will describe the trimming process to recover the decomposed "cluster" matrix.
A. Minimum Rank, Junk Rows and Columns, Equivalence
Let us start with a few words on notation. When things are clear, lines of partition in matrices may be omitted. The sign may represent an unknown entry, a row or a column of unknown entry, or a matrix of unknown entry. Similarly, this rule applies to the 0 sign as well. To increase readability, we use bold font for vectors and norman font for other scalars and matrices.
1) Minimum Rank of Incomplete Matrix: Given a finite size matrix over field to be completed, let
If is already completed, then . We define
Such minimum exists because and hence such that
as we can always find from in (3). We list in the following other obvious properties of that will be used later on:
2) Junk Row and Junk Column: Definition 1: A row (column) contains entirely either zero or unknown will be referred as a junk row (column).
Certainly, we have (11) since we can always complete entirely by zero entries. 
if is a junk row.
In essence, junk rows and columns are redundant as their existence does not increase the minimum rank of an incomplete matrix.
3) Equivalence:
We say is equivalent to and write iff can be obtained from through row interchanging, column interchanging, and junk rows and columns deletion and augmentation. By Theorem 1 and (10), we have 
We say is u-diagonalizable 1 iff , and both and contain at least one nonzero known entry. We want to know if an incomplete matrix is u-diagonalizable as one can complete a u-diagonal matrix efficiently with the following theorem. Theorem 2: Let , then . Proof: By (12) and induction, all we need to show is when . Let and , by (9) we have (14) Let be completions of and , respectively such that and (cf. (3)), then by (6),
Combining (14) and (15), we conclude that (16) By (10), we can simply assume the first columns of form a basis of ; and the first columns of form a basis of . Without loss of generality, let us assume . We complete the matrix by filling up the columns: 
then we can complete arbitrarily to start with. We will call the submatrices in Theorem 2 as clusters, where a cluster is a matrix that cannot be further u-diagonalized. We will defer to Section II.D for discussion of how a cluster can be filled partially without increasing its . In the following, we will first present a more general decomposition that can be applied to matrices that are not u-diagonalizable.
C. Sub Unknown-Diagonalization
Definition 2: A matrix , not u-diagonalizable, becomes u-diagonalizable after deleting a row or a column is called sub u-diagonalizable. The row (column) is called conjoined row (column).
Before we describe this main theorem in this section, we need to introduce the following lemma. Proof: Let be the sub u-diag matrix, then it must have the following structure (after some row and column interchanging):
where cannot be entirely unknown, otherwise is u-diagonalizable. Now, rows in cannot be donors of , the conjoined row. Similarly cannot be entirely unknown and hence, rows in cannot be donors of neither. Therefore if is a sub u-diagonalizable, we will not miss the chance of decomposing it if we have tested every row and column that does not have a donor. That is to blackout the suspicious row (column) and then carrying out the decomposition mentioned in Section II.B. We would like to call the decomposed components as sub-clusters. For example, are sub-clusters of the in the proposition.
Unlike cluster that cannot be further u-diagonalized, sub-clusters can be sub u-diagonalizable. For example where both and are conjoined rows. In that case, we may first decompose into sub-clusters Then we may further decompose the later into and if necessary.
Remark 2: There is a trade-off between the complexity of searching for conjoined rows (columns) and the gain obtained for further decomposition. Even though a conjoined row cannot have any donors from Theorem 4, verifying that for a row can be computationally consuming itself.
However, as one can easily see that the row with the maximum number of known elements will generally have no donor 3 . Therefore, such rows are usually good candidates of a conjoined row and they are easy to find. Thus, in our implementation, we only check such rows for the simplicity of implementation. However, other variation of conjoined row searching can be easily adopted to the sub u-diagonalization approach. Then we complete to (27) (Note that .) Now Lemma 1 implies .
D. Trimming

1) Trimming Process:
We test column by column to see if we can make use of Theorem 5 to trim away any column from a given matrix, which can be a cluster or sub-cluster mentioned in the previous section. We call this process as column trimming. When we find a column satisfying the condition of Theorem 5, we will mark down the dependency relation between it and its donor (i.e., (26)) in order. Then we black it out and go for the next column.
Similarly, we have row trimming. Notice that the trimming process and the sub u-diagonalizable testing can be carried out together, thanks to Theorem 4. The theorem also tells us that trimmed cluster is still a cluster, i.e., not u-diagonalizable. However, it can be a sub-cluster.
An uninterrupted (cf. Remark 1) trimming process starts with a column trimming followed by a row trimming, or the other way round. Then we carry out these two kinds of trimming one after the other, until there is no more reduction in the matrix. After the trimmed matrix gets completed, we restore, in reverse order, the blackouts with the completed forms given by (27) .
Our algorithm can be dovetailed with any other methods to deal with the remaining unknown elements. This would not compromise the lowest rank they can get for a given matrix. In this paper, we simply fill the remaining unknown elements with zeroes as an approximation.
Algorithm 1 U-DiagFillMatrix(M)
Inputs : an incomplete matrix 
E. Implementation
Using the results developed in the earlier subsections, we will now present two prototype matrix completion algorithms: one based on unknown diagonalization and the other based on unknown sub-diagonalization. The key steps of the algorithms are summarized in Algorithm 1 and Algorithm 2, and the detail implementation of each step is presented in the following.
Implementation Details:
• finds the clustering information and outputs the row and column indexes of each potential cluster as a data structure . For a target row, we mark all columns that correspond to known entries on that row as columns of the target row's cluster. We then scan through each such column and mark the rows that correspond to known entries on the respective column. The resulting rows will cover all the rows belong to the same cluster of the target row. This step will be repeated to all rows sequentially except those that have been marked to be belonged to some clusters in prior steps. will then store the total number of clusters and the column and row indices of each cluster.
• rearranges the matrix into using by reordering rows and columns. The resulting will have the format of
where submatrices are clusters.
• finds the dependency of each column and row to the others columns and rows. This can be solved efficiently using QR decomposition. When a column/row can be represented by the other columns/rows, it will be removed from the basis choices in the cluster . The data structure stores the dependency relationship of columns and rows in the cluster (see Theorem 5). More precisely, will tell which column is independent from the rest (basis column). And how a trimmed column should be represented in terms of the basis columns.
• fills the unknown elements of the cluster using the dependency relationship . Unknowns that lie on a basis choice (i.e., a column vector that cannot be "trimmed" in the previous step) will be filled with zeros. Unknowns that lie on a "trimmed" column will be filled according to (27) of Theorem 5 so that the rank of the cluster will not increase. In other words, a trimmed column will be constructed as linear combination of basis columns according to .
• replaces the corresponding submatrix in using filled clusters .
• } fills the "offdiagonal" elements in the matrix using the dependency relationships , the clusters relationship to ensure the entire matrix has a rank no larger than the rank of the lowest rank cluster according to (17) - (20) (see Theorem 2).
• reverts each coefficient in the filled matrix to its original location in the input matrix using .
• finds a potential conjoined column as the column vector with the minimum number of unknowns(cf. Definition 2) and returns the column index.
• reorders the coefficients in , the th column of , according to . The matrix should be equivalent to through column and row interchanging, where and is the submatrix of excluding . Moreover, we should have with the structure
• vertically concatenates the column to the cluster and then adds to the end a row with all unknowns except the first coefficient being one, i,e.,
• constructs a sub unknown-diagonized matrix using clusters , according to the proof of Theorem 3
(See explanation after (25)). should have rank no larger than the rank of the largest rank clusters.
• reverts the submatrix of (excluding the first column) and output to the submatrix of (excluding column ).
• reorders the coefficients of the column vector according to . Note that along with is equivalent to through row and column exchanges.
F. Complexity Analysis
The computational complexity of low-rank matrix completion can be determined by considering the following three steps: 1) scanning matrix to find the clusters, 2) in each cluster, finding the dependency of each column and row to the other columns and rows, respectively, and 3) filling the clusters and "off-diagonal" elements in the matrix.
Assume the input matrix has rows and columns. For the worst case, the required time of scanning matrix to find the clusters will be since one has to scan through all elements of the matrix. For finding the dependencies and removing the dependent columns and rows, the time depends on the number of cluster and the size of clusters. One can take advantage of QR decomposition and the complexity will be about for the column trimming of a cluster with size , and since the cluster sizes are approximately proportional to and , therefore the complexity of column trimming is . As a result, the time complexity for finding columns and rows dependencies is . Similar complexity can be argued for filling the clusters. For filling a column that involved a cluster with width , and assuming that the rank of the filled matrix is , the first column can be filled directly and so complexity will be just . But for the rest of the columns, it needs to be computed as the weighted sum of the first columns, and so the complexity will be . Thus, the total complexity for filling clusters will be since one may approximate as and . Consequently, the total time complexity of Algorithm 1 for the typical case will be . For Algorithm 2, excluding the step of (of complexity ), the rest essentially has the same complexity as Algorithm 1. However, will be the number of sub-clusters in this case.
Just to put things into perspective, note that the current implementation requires approximately 0.1 s per matrix with size 1500 1500 for Algorithm 1 and 0.8 s for Algorithm 2 in {the most demanding case} when running with pure Matlab on a Pentium 3 GHz (11-GB RAM) machine.
III. SIMULATION RESULT FOR MATRIX COMPLETION
In this section, to demonstrate how our proposed method is capable to efficiently recover low-rank matrices, we evaluate our proposed method on a series of matrix completion problems. 
1) Experiments on Random Matrix Completion Problems:
In this subsection, we evaluate our proposed method on a few random matrix completion problems. First, we test the sensitivity of our proposed method to the rank estimation using an increasing number of coefficients strategy. In this test, we maintained the size of the matrices consistent, and varied the number of coefficients from 100 to 800. A summary of computational results is presented in Table I . The final matrix rank " " and average CPU time " " corresponding to this set of values are reported in this table. This table reveals that our proposed method runs significantly faster than all other solvers to achieve a comparable accuracy. Moreover, the other solvers are essentially dominated by our proposed solver with respect to the obtained final low ranks.
In the second test, we consider applying matrix completion algorithms to randomly generated low-rank matrix approximation problems varying the size and the rank of the matrix, and the number of coefficients . The purpose of this test is to find a low-rank approximation to a mathematically full-rank matrix, where it can have the lower rank in a short time. We compared our proposed method with LMaFit1 and LMaFit2, where the other solvers APGL, FPCA and SVT were excluded from this comparison since they would have demanded excessive CPU Fig. 1 . Final Rank of FPCA [15] , SVT [13] , LMaFit1 [19] , LMaFit2 [19] , and the proposed method on small problems with varying rank and number of coefficients. Note that the input matrix has 1000 rows and 1000 columns. times. A summary of the computational results is presented in Table II. In this table, " " denotes the average CPU time, and " " denotes the rank of the recovered solution for each solver.
2) Experiments on Real Matrix Completion Problems:
In this subsection, we consider the low-rank matrix approximation problems based on "real data" set, namely, the Jester joke data set 4 [20] and "image inpainting".
The Jester joke data set contains four problems "jester-1" with 24983 users who have rated 36 or more jokes, "jester-2" with 23500 users who have rated 36 or more jokes, "jester-3" with 24938 users who have rated between 15 and 35 jokes, and "jester-all" with combining all of the first three data sets.
Let be the original incomplete data matrix where the th row of corresponds to the ratings given by the th user on the jokes, and be the set of indexes for which is given. Since some of the entries of are missing, we compute the Normalized Mean Absolute Error (NMAE) to measure the accuracy [16] , [19] , [20] . The NMAE is defined as (30) where and are the lower and upper bounds for the ratings, and and are the estimated and computed ratings of joke by user , respectively. Note that we have and and all ratings are scaled to the range . Table III shows the results for the LMaFit method [19] and our proposed method on the real matrix completion problem using the jester joke data set. As shown in this table, our proposed method generally returns solutions with lower NMAE than those returned by LMaFit. It is critical to compare two solvers on problem "jester-3" where even LMaFit reports a solution with the lower rank of 43; our solution is more accurate than LMaFit solution and shows the lower NMAE.
To graphically illustrate the effectiveness of our proposed method, we applied it to image inpainting. In grayscale image inpainting, the value of some of the pixels on the image are missing, and the task here is to fill these missing values. Note that the missing pixel positions in the image inpainting are not randomly distributed. If the image is of low-rank, or of numerical low-rank, the matrix completion solvers can be applied on the image inpainting problem to obtain low-rank approximations.
The 512 512 original grayscale image is shown in Fig. 2(a) . Fig. 2(b) was obtained by truncating the SVD of the images to get the images of rank 40. Fig. 2(c) is the masked image obtained from Fig. 2(b) , where 9.30% of the pixels were masked in a non-random fashion. The recovered images of Fig. 2(c) from LMaFit, APGL, and our proposed method are depicted in Figs. 2(d) , (e), and (f). Table IV shows a summary of the computational results of the image inpainting. Note that in this table, 5 denotes the relative error between the original and recovered images. From these figures and the table, we can see our proposed method recover the images significantly better than the other methods with the less relative error.
IV. APPLICATION TO VIDEO DENOISING
Video sequences are often corrupted by noise during acquisition or transmission. Some noise sources located in camera hardware became active during image acquisition under some lighting conditions. Other noise sources are over transmission channels. Most video denoising algorithms proposed in the literature assume additive white Gaussian noise, which can be categorized into pixel domain and transform domain methods. However, we consider Impulsive/Poisson/Gaussian noise in our work and will show how robust our video denoising method is.
Many video denoising methods have been proposed in the last few decades, e.g., [21] - [24] . One of the first methods to address the denoising problem was the bilateral filter, which was proposed by Tomasi and Manduchi [24] . However, this method fails to perform well in when the noise is strong. Selesnick and Li [23] proposed 2D and 3D dual-tree oriented wavelet transforms which give a motion-based multi-scale decomposition for video. They used the proposed transforms for video denoising, where the 2D transform is applied to each frame individually.
Recently, the idea of patch based sparse coding has been applied to video denoising [21] , [25] - [27] . Marial et al. in [25] suggested to extend the sparse coding approach by proposing that similar patches share the same dictionary elements in their sparse decomposition on denoising. Another recent example based on an enhanced sparse representation in transform domain is block-matching 3-D filter (BM3D) [27] . In BM3D, similar 2D image blocks are grouped into a 3D data array based on the norm distance function. Then, the 3D data array is filtered by wavelet shrinkage or Wiener filter in 3D transform domain. The denoised image is produced from all grouped blocks after applying the inverse 3D transform. The concept of BM3D is generalized to video denoising in VBM3D [21] . In VBM3D, the noisy video is processed in a block-wise manner in both spatial and temporal domains. Then, a predictive search block-matching is combined with collaborative hard thresholding or collaborative Wiener filtering. 5 We used the relative error:
to estimate the closeness of to , where is the "recovered" image produced by the algorithms, and is the original image.
In this work, we show that the proposed method can operate directly on the raw noisy images that suffer from non-homogeneous noise. The proposed method is similar to that described in [28] . However, we incorporate our proposed matrix completion method into the denoising algorithm and rather than applying a suboptimal block matching algorithm as in [29] , we use a near-optimal block matching method [30] with higher complexity. We can afford latter as the proposed matrix completion method runs significantly faster than other matrix completion methods. The goal of our denoising method is to keep only the reliable pixels and get rid of all other un-reliable pixels we find as noise. For each patch in the reference frame, we find the similar patches in the other frames using a block matching algorithm. The found matches will be vectorized and then stacked into a matrix. The reliable pixel values in the matrix are between the mean standard deviation of all elements in the same row. The main step will be done by applying our proposed matrix completion approach on the incomplete matrix. The output of matrix completion is a noise free full matrix. Then, the average value of each row in the full matrix can recover the denoised patch. Repeating the same procedure for all blocks of reference frame can build a denoised frame.
A. Our Method
The problem of video denoising can mathematically be shown as (31) where is the original video signal and is the observed video after being corrupted by Gaussian/Poisson/Impulsive noise . are coordinates in the spatio-temporal domain , where the first two components are the spatial coordinates and the third one is the time (frame) index. The main procedure for our proposed denoising method is summarized in Algorithm 3.
• performs adaptive median filtering using . Because, the video is corrupted by image noise, applying a patch matching algorithm directly on noisy video generates unreliable result. Specifically, the block matching algorithm will suffer from impulsive noise, and its performance will be seriously degraded by strong impulsive noise. Hence, using a preprocessing step to remove impulsive noise before the block matching step will improve the resulting performance. In our work, we simply use the adaptive median filter proposed by Hwang and Haddad in [31] . Output : a denoised image
• is a set that includes the coordinates of the reference blocks. In general, each pixel in the reference image is covered by several patches. We aggregate overlapped patches by a weighted average at each pixel.
• denotes a block of size in , where its center is at .
• presents a block matching algorithm using as a reference block, where the result is the set containing the coordinates of the matched blocks. Although there are several methods to find the similar matches [21] , [32] - [34] , in our work, we use the Adaptive Rood Pattern Search (ARPS) algorithm [30] because of its computational efficiency.
• denotes a matrix formed by stacking the vectorized blocks together, where is a block of size centered at in .
• discards those matrix elements of that are far away from of its corresponding row, designates them as unreliable elements, and then replaces them by zero. Note that those unreliable elements could be the pixels corrupted by Gaussian/Poisson/Impulsive noise or from mismatched patches obtained from previous step (block matching). Also, keeping the reliable elements, lets us recover the full matrix needed for the next step.
• performs a decomposing approach for low-rank matrix completion algorithm (see Section II) using and that will be a full matrix with noise free elements. Recently, many matrix completion methods have been studied [2] , [11] , [19] . In our work, we use a decomposing approach for low-rank matrix completion algorithm, because of its computational efficiency.
• finds the average value of each row in matrix and converts the obtained vector to a block. Also, will be an estimated block of size centered at in .
• is a patch with the same size as . Note that, all pixel values in are equal to 1.
B. Experimental Results on Denoising
In this section, we present some video denoising examples to evaluate our performance, using existing sequences such as Miss America, Galleon, and Suzie. All tests in this section were processed in the following manner: All 30 frames were involved in the reconstruction of each image. The block size used for block matching was 20 20 and was not changed for various tests. We obtained a locally consistent solution by allowing patches to overlap, where the overlapped regions were 5 pixels in each direction. Also, for each reference patch, we extracted 5 most similar patches used in each frame using block matching algorithm. For simplicity, we employ the basic version of our algorithm without taking advantage of sub u-diagonalization.
In Fig. 3 , we show the PSNR result and a clear visual comparison of the Galleon sequence. The original video is seriously corrupted by a significant mixed noise level with Poisson noise, Gaussian white noise of mean zero and variance 0.02, and Impulsive noise of the noise density 0.03. As shown in Figs. 3 and 5, VBM3D method [21] and tvregv2 [35] generate severe artifacts at edge areas, while our proposed denoising method performs remarkably well for the detail structures and is free of these artifacts.
In Table V , we present the PSNR results of the proposed denoising algorithm for a few sequences, where Impulsive noise is changing. This table shows how our algorithm is robust in denoising the corrupted sequences of serious impulsive noise.
In Graph 4, we compare our denoising method with the VBM3D method [21] , which is among the state-of-the-art in Fig. 4 . PSNR values of VBM3D algorithm [21] and proposed denoising method for Coastguard and Suzie sequences. Note that, we kept the Impulsive noise consistent in all tests. and also because the VBM3D method [21] works on removing just the Gaussian noise from the corrupted video, we ran the adaptive median filter method [31] on the test data with a pre-process of removing impulsive noise. In contrast, in our work, we did not use any existing impulsive noise method to detect pixels corrupted by Impulsive noise. The graph in Fig. 7 shows the frame by frame PSNR values of Miss America and vtc1nw. Fig. 7 . PSNR values of each denoised frame by VBM3D algorithm [21] , 3DWTF [23] , tvregv2 [35] , wiener2 and the proposed denoising method for (a) the Miss America and (b) the vtc1nw sequence.
proposed method and the compared methods. Our proposed method surpasses the VBM3D method [21] in all frames by a significant margin for all sequences with more than 2 dB. In contrast, while [28] also outperform the VBM3D method but with a significantly smaller margin, we conjecture that the gain is due to the near-optimal block matching method [30] used in our approach.
We also replaced our proposed decomposition matrix completion with OptSpace [11] , LMAFIT1 [19] and FPCA [15] to compare the result and time consumption (see Table VI ). It can be seen in Table VI that our method has comparable performance in terms of PSNR, for which it executes much faster than those methods.
V. CONCLUSION
In conclusion, we have proposed a novel and efficient decomposition method for matrix completion. A key idea of our approach is to divide and conquer. The input matrix is partitioned into clusters, and then each cluster is filled separately. A dependency scanning step estimates the lowest possible rank of each cluster by blacking out the dependent rows. The remaining rows are treated as if they were independent of others. We fill the unknown elements of these "independent" rows by zeroes as an approximation. Better (in sense of getting closer to the true minimum rank, not the extra time involved) algorithm may be obtained by dovetailing with other existing methods to fill such remaining. After filling the "independent" rows, the unknown elements of dependent rows are filled by the dependency relationship obtained earlier. Finally, the "off-diagonal" elements are filled to ensure the entire matrix has the lowest possible rank.
We have compared our method with several recently introduced techniques using randomly generated and real world matrices. We further proposed a block-based video denoising method using our decomposition approach, in which we keep only reliable pixels and eliminate all unreliable pixels. Our denoising method can remove the serious mixed noise from video sequence, while most of the existing methods have been limited to one specific type of noise. Quantitative and qualitative experiments with video sequences corrupted by mixed noise have shown that the proposed algorithm outperforms the state-of-the-art methods for video denoising tasks.
