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log t log log t for large t. This improves a result of Goldston and Gonek by a factor of 2. The first method consists in bounding the auxiliary function S 1 (t) = t 0 S(u) du using extremal functions constructed by Carneiro, Littmann and Vaaler. We then relate the size of S(t) to the size of the functions S 1 (t ± h) − S 1 (t) when h 1/ log log t. The alternative approach bounds S(t) directly, relying on the solution of the Beurling-Selberg extremal problem for the odd function f (x) = arctan
Introduction
Let ζ(s) denote the Riemann zeta-function and, as usual, let N (t) denote the number of zeros ρ = β + iγ of ζ(s) with ordinates γ in the interval (0, t]. Then, for t ≥ 2,
where, if t is not an ordinate of a zero of ζ(s), S(t) denotes the value of + it obtained by continuous variation along the line segments joining the points 2, 2 + it, and 1 2 + it, taking the argument of ζ(s) at s = 2 to be zero. If t is an ordinate of a zero of ζ(s) we set S(t) = 
S(t+ε)+S(t−ε) .
Assuming the Riemann hypothesis (RH), Littlewood [20] proved that |S(t)| ≤ C + o(1) log t log log t .
Here C is a constant and o(1) denotes a quantity which tends to 0 as t grows. The order of magnitude of this estimate has never been improved, and advances have rather focused on diminishing the value of the admissible constant C. In [25] Ramachandra and Sankaranarayanan showed that C = 1.119 is admissible in (2) , and later Fujii [10] obtained the result with C = 0.67. Recently, the theory of extremal functions of exponential type has proved useful in this context. Goldston and Gonek [12] , exploring the relation between the functions S(t) and N (t), used the classical Beurling-Selberg majorants and minorants of characteristic functions of intervals, together with the GuinandWeil explicit formula for the zeros of ζ(s), to obtain the bound |S(t)| ≤ 1 2 + o(1) log t log log t .
Following Goldston and Gonek's work, Chandee and Soundararajan [7] recognized that similar techniques could be used to estimate the size of ζ 1 2 + it . To obtain their bound, they made use of the extremal functions for f (x) = log
, available in the framework of Carneiro and Vaaler [5] . Their method likely represents the limit of existing methods for bounding ζ 1 2 +it assuming RH. Later, Carneiro and Chandee [2] extended this result to bounding |ζ(s)| for s in the critical strip, by using the extremal majorants and minorants for the family of functions f α (x) = log 4+x 2 (α−1/2) 2 +x 2 . This extremal problem is solvable in the the more general setting of Gaussian subordination for even functions using the work of Carneiro, Littmann, and Vaaler [4] .
Inspired by these previous results, we use similar techniques to bound the auxiliary function
There has been some earlier work on establishing explicit bounds for S 1 (t). Littlewood [20] was the first to prove that S 1 (t) log t/(log log t) 2 under the assumption of the Riemann hypothesis. More recently, also assuming RH, Karatsuba and Korolëv [17] showed that S 1 (t) ≤ 40+o (1) log t (log log t) 2 , and Fujii [10] obtained the bounds − 0.51+o (1) log t (log log t) 2 ≤ S 1 (t) ≤ 0.32+o (1) log t (log log t) 2 .
In this paper, we derive upper and lower bounds for the function S 1 (t) using the explicit formula and the theory of extremal functions of exponential type for the function f 1 (x) = 1−x arctan(1/x). Recent work of Carneiro, Littmann, and Vaaler [4] allows us to choose these extremal functions in an optimal way and derive the following theorem. Theorem 1. Assume RH. For t sufficiently large we have
where the terms o(1) in the above inequalities are O(log log log t/ log log t).
As a consequence of the above theorem, we are able to improve Goldston and Gonek's bound for S(t) by a factor of 2.
Theorem 2. Assume RH. For t sufficiently large we have
log t log log t + O log t log log log t (log log t) 2 .
Previously, it had been suggested that the estimate in (3) had attained the limit of existing methods for bounding S(t). However, the result in the above theorem is actually not too surprising since Goldston and Gonek derived their inequality for S(t) from the bound
where 0 < h ≤ √ t, instead of by bounding S(t) directly. Given the range of uniformity of this estimate, it is reasonable to believe that there is a t and an h such that simultaneously S(t) is large and positive, and S(t + h) is large and negative (or vice versa) for some h satisfying 0 < h ≤ √ t. Hence, the estimate for |S(t + h) − S(t)| in (4) suggests the pointwise bound |S(t)| ≤ ( + o(1)) log t/ log log t provided by Theorem 2. Moreover, as a consequence of Theorem 2, we are able to rederive (but not improve) the bound in (4). This is an important observation since Goldston and Gonek showed how to use (4) to bound the maximum multiplicity of a zero of ζ(s) and how to bound the maximum gap between consecutive zeros of the Riemann zeta-function on the critical line (see [12, Corollary 1] ). Hence, Theorem 2 can be used to recover these results about the zeros of ζ(s), but not to improve them.
In Section 4 of this paper, we will show how to obtain the bound for S(t) in Theorem 2 by relating the size of S(t) to the size of the functions S 1 (t±h)−S 1 (t) for h 1/ log log t and then invoking Theorem 1. This is reminiscent of the work of Selberg [26] , Ghosh [11] , and Tsang [29] who used the behavior of the function S 1 (t + h) − S 1 (t) to prove omega-theorems for S(t) and to study the sign changes of S(t).
Although the method described above can be used to improve existing bounds for S(t), this approach does not bound S(t) directly. Rather, it derives the bound for S(t) from a corresponding bound on S 1 (t) which in turn arises from an application of the theory of extremal functions to f 1 (x) = 1 − x arctan(1/x). A natural question to ask is whether the theory of extremal functions of exponential type could be applied directly to bound S(t). It turns out that a direct approach is possible and, in Section 5, we show how to obtain the bound for S(t) in Theorem 2 via extremal functions. However, in constrast with previous work on optimal bounds in the theory of ζ(s), this approach to bound S(t) is connected with the Beurling-Selberg extremal problem for an odd function, namely
It is shown in Section 5 that the solution of this particular problem is provided by the recent Gaussian subordination framework for truncated (and odd) functions of Carneiro and Littmann [3] .
The bound for S(t) via the extremal function approach is the same as the one deduced from the estimate of S 1 (t ± h) − S 1 (t). This should be expected since these two parallel approaches use essentially the same methods, and the same assumptions. The main assumption is that all non-trivial zeros of ζ(s) lie on the critical line, since the method depends on an explicit formula which relates information on the zeta-function to the zeros of ζ(s) and the prime numbers. The theory of extremal functions is used to majorize certain naturally occuring test functions. Note that we use the the function f (x) = arctan
is the function used to bound S 1 (t). Since d dt S 1 (t) = S(t) almost everywhere, it is not surprising that the two methods lead to the same result (namely Theorem 2).
Although the inequality in Theorem 2 appears to be the best known bound for S(t) assuming the Riemann hypothesis, the true size of S(t) is perhaps much smaller. For instance, a heuristic argument of Farmer, Gonek and Hughes [9] suggests that S(t) = O( √ log t log log t). This result seems unattainable using the present method without a significant breakthrough in estimating certain prime number sums that arise when applying the Guinand-Weil explicit formula. In the present article, these sums are estimated trivially.
Preliminary results
Before proving Theorem 1 and Theorem 2, we collect some preliminary results. As mentioned in the introduction, our bounds for S 1 (t) require extremal majorants and minorants for the function f 1 (x) = 1 − x arctan(1/x). The connection between S 1 (t) and f 1 (x) is made explicit in the following lemma.
Lemma 3. Assume RH. Let
Then, for t ≥ 2, we have
where the sum runs over the non-trivial zeros ρ = + iγ of ζ(s).
Proof. By [28, Theorem 9.9] we have
In order to prove the lemma, we replace the integrand by an absolutely convergent sum over the zeros of ζ(s) and then integrate term-by-term. 
Hence log ξ(σ + it) − log ξ 3 2
By Stirling's formula for Γ(s), we find that
uniformly for
and t ≥ 2, say. Moreover, for
and t ≥ 1, if σ + it is not a zero of ζ(s) then (1) implies that the sum over zeros on the right-hand side of (7) converges absolutely (one can also deduce this from the fact that the product in Hadamard's factorization converges absolutely to a non-zero value). In case when σ + it corresponds to a zero of ζ(s), both sides of (7) are −∞. Inserting (7) into (6), we deduce that
where the function f 1 (x) is defined by
and the interchange of the integral and the sum is justified by monotone convergence since the terms involved are non-negative. This completes the proof of the lemma.
Remark. In the proof of the above lemma, the first step is to divide |ξ(σ + it)| by |ξ(
+it)|. This simplifies matters when applying Stirling's formula and ensures that the resulting sum over zeros of ζ(s) is absolutely convergent and contains only non-negative terms, which justifies the interchange of the integrals. A similar trick is necessary in the proof of Lemma 4, below. In particular, we need to subtract a factor of ζ (3/2 + it)/ζ(3/2 + it) in a certain integral representation of S(t) in order to ensure the absolute convergence of the resulting sum over zeros of ζ(s).
In Section 5, we bound S(t) directly using extremal functions. This requires an expression relating S(t) to the function f (x) = arctan 1 x − x 1+x 2 mentioned in the introduction. Our next lemma expresses S(t) as a sum of f (x) over the imaginary parts of the zeros of the zeta-function plus a bounded error term.
Then, for t ≥ 2 and t not coinciding with an ordinate of a zero of ζ(s), we have
where the sum runs over the non-trivial zeros ρ = 1 2
Proof. For t not coinciding with an ordinate of a zero of ζ(s), we have
We now replace the integrand on the right-hand side of the expression above by an absolutely convergent sum over the non-trivial zeros of ζ(s).
If s is not a zero of ζ(s), then the partial fraction decomposition for ζ (s)/ζ(s) (cf. [8, Chapter 12] ) and Stirling's formula for Γ (s)/Γ(s) imply that
and t ≥ 2, where the sum runs over the non-trivial zeros ρ of ζ(s). Now suppose that t is not the ordinate of a zero of ζ(s). Then, from (9) and the Riemann hypothesis, it follows that
where the interchange of the integral and the sum is justified by dominated convergence since f (x) = O(x −3 ). This proves the lemma.
The main idea in the proofs of Theorem 1 and Theorem 2 is to bound S 1 (t) and S(t) from above and below by replacing the function f 1 (x) in (5) and f (x) in (8) by an appropriate majorant or minorant of exponential type (thus with a compactly supported Fourier transform by the Paley-Wiener theorem). We then apply the following version of the Guinand-Weil explicit formula which connects these sums over the zeros of the zeta-function to sums of the Fourier transforms evaluated at the prime powers.
Lemma 5. Assume RH. Let h(s) be analytic in the strip |Im s| ≤ 1/2 + ε for some ε > 0, and assume that |h(s)|
(1 + |s|) −(1+δ) for some δ > 0 when |Re s| → ∞. Let h(w) be a real-valued for real w, and set h(
where Γ /Γ is the logarithmic derivative of the gamma function, and Λ(n) is the von Mangoldt function defined to be log p, if n = p m , p a prime and m ≥ 1 an integer, and zero otherwise.
Proof. The proof of this lemma follows from [16, Theorem 5.12] . It can be stated unconditionally by replacing h(γ) with h((ρ−1/2)/i) in the sum over non-trivial zeros on the left-hand side of the above identity.
3. Bounding S 1 (t): Proof of Theorem 1
As mentioned in the previous section, the proof of Theorem 1 requires appropriate majorant and minorant functions of exponential type for the function f 1 (x) = 1 − x arctan(1/x). The required properties of these extremal functions are described in the following lemma. 
for some positive constant C. Moreover, for any complex number z = x + iy we have
(ii) The Fourier transforms of g
are continuous functions supported on the interval [−∆, ∆] and satisfy
dσ.
We postpone the proof of this lemma until Section 6, and proceed with the proof of Theorem 1.
. By Lemma 3 and (i) of Lemma 6, we have for any positive ∆ that 1
From (i) and (ii) of Lemma 6, we find that
and that
where the last inequality follows from the Prime Number Theorem and summation by parts. Inserting estimates (13), (14), and (15) into Lemma 5 gives us
Using Lemma 6, we estimate the integral on the right-hand side of the above expression separately for each of the functions h + ∆ and h − ∆ . Using Stirling's formula for Γ (s)/Γ(s), parts (i) and (iii) of Lemma 6, and the identity
it follows that 1 2π
By [13, §4.291, Formula 1], we have
Therefore, by combining the estimates (12), (16) , (18) , and (19), we see that
Choosing π∆ = log log t − 3 log log log t in the above inequality, we obtain
log t (log log t) 2 + O log t log log log t (log log t) 3 .
This proves the upper bound for S 1 (t) in Theorem 1.
Again by Stirling's formula, parts (i) and (iii) of Lemma 6, and (17), we see that
By [13, §4.291, Formula 2] we have
By combining estimates (12), (16), (20) , and (21), it follows that
Again, choosing π∆ = log log t − 3 log log log t, we obtain
This proves the required lower bound for S 1 (t), and therefore completes the proof of Theorem 1.
Theorem 1 implies Theorem 2
In this section, we deduce Theorem 2 from Theorem 1 and the following lemma. 
or, upon rearranging terms,
Now, for 0 ≤ h ≤ √ t, it follows that
as claimed. The proof of the lower bound for S(t) in the lemma is similar. Let 0 ≤ ν ≤ √ t and observe that
or, upon rearranging terms, that
Hence, for 0 ≤ h ≤ √ t, we have
as claimed. This completes the proof of the lemma.
Proof of Theorem 2. The proof of Theorem 2 relies on the estimate
log t (log log t) 2 + O log t log log log t (log log t) 3
which, for 0 < h ≤ √ t, follows immediately from Theorem 1.
First we prove the upper bound for S(t) implicit in Theorem 2. Evidently,
Therefore, by the upper bound in Lemma 7, it follows that
log t (log log t) 2 + h 4π log t + O log t log log log t h(log log t) 3
Choosing h = π 2 1 log log t , which minimizes the main term on the right-hand side of the above inequality, we deduce that
The lower bound for S(t) implicit in Theorem 2 can be established in a similar manner. By (22), we have
log t (log log t) 2 + O log t log log log t (log log t) 3 and hence
log t (log log t) 2 − h 4π log t + O log t log log log t h(log log t) 3 + O(h) + O 1 t using the lower bound in Lemma 7. Choosing h = π 2 1 log log t , which maximizes the main term on the right-hand side of the above inequality, it follows that S(t) ≥ − 1 4 log t log log t + O log t log log log t (log log t) 2 .
The theorem now follows by combining these estimates.
Remark. Using a different method, Fujii [10] has shown that (−0.50903 + o(1)) log t (log log t) 2 ≤ S 1 (t) ≤ (0.31252 + o(1)) log t (log log t) 2 .
These bounds were stated, in a slightly different form, in the introduction. Using Lemma 7, the method above, and Fujii's bounds for S 1 (t), it can be shown that
|S(t)| ≤ (0.51138 + o(1))
log t log log t , which is almost as strong as the bound that Goldston and Gonek obtained in [12] .
Proof of Theorem 2 via extremal functions
In this section, we prove Theorem 2 using families of majorants and minorants of exponential type 2π∆ for the function
The properties of the extremal functions required in the proof are described in the next lemma. 
(ii) The Fourier transforms of m 
We postpone the proof of Lemma 8 until the next section and proceed with the proof of Theorem 2.
Proof of Theorem 2. Let ∆ ≥ 1. By Lemma 4 and (i) of Lemma 8, we observe that
where
. From (i) of Lemma 8 we find that
Using (ii) of Lemma 8, we have
Using Stirling's formula for Γ (u)/Γ(u), parts (i) and (iii) of Lemma 8, and the fact that
Finally, using (ii) of Lemma 8, the sum over prime powers satisfies the inequality 1 2π
Combining (25) with the bounds (26), (27) , (28), and (29) gives
log t log log t + O log t log log log t (log log t) 2 , which completes the proof of Theorem 2.
Extremal functions
In this section we discuss the extremal functions used in this paper, and in particular we prove Lemma 6 and Lemma 8. Let us start with a brief description of the extremal problem and an account of its development.
6.1. The Beurling-Selberg extremal problem. We say that an entire function K : C → C has exponential type at most 2π∆ if, for every > 0, there exists a positive constant C , such that the inequality
holds for all z ∈ C. The extremal problem we are interested in here is the following: given a function F : R → R, and a constant ∆ > 0, we seek an entire function K(z) of exponential type at most 2π∆ such that the integral (30) is minimized. This is a classical problem in harmonic analysis and approximation theory, considered by Bernstein, Akhiezer, Krein, Nagy, and others, dating back to at least 1938 (see for instance [18, 24] ). For applications to analytic number theory, it is convenient to consider a one-sided variant of this problem in which we ask additionally that K(z) is real on R and that K(x) ≥ F (x) for all x ∈ R. In this case, a minimizer of the integral (30) is called an extremal majorant of F (x). Extremal minorants are defined analogously. Beurling independently started working on this extremal one-sided problem in the late 1930s, and obtained the solution for F (x) = sgn(x) and an inequality for almost periodic functions in an unpublished manuscript. Later, Selberg [27] recognized that the one-sided extremals for the signum function could produce majorants and minorants for characteristic functions of intervals, and used this fact to obtain a sharp form of the large sieve inequality. For a historical account of the early developments of this theory we refer to J. D. Vaaler's classical paper [30] . Since here we are mainly interested in the one-sided version of this problem, we refer to it as the Beurling-Selberg extremal problem. The applications to number theory rely heavily on the fact that these extremal functions have distributional Fourier transforms compactly supported in the interval [−∆, ∆], as a consequence of the Paley-Wiener theorem. An account of these applications must certainly include Hilbert-type inequalities [5, 14, 21, 30] , Erdös-Turán discrepancy inequalities [5, 19, 30] , optimal approximations of periodic functions by trigonometric polynomials [5, 6, 30] , Tauberian theorems [14] , higher dimensional diophantine problems [1, 15] , and more recently, bounds for the Riemann zeta-function under the Riemann Hypothesis [2, 7, 12] .
The subtle point of this theory is that given any F : R → R there is no general technique which is known to produce a solution of this extremal problem. There are, however, other examples of families for which the solution has been achieved. This includes the exponential functions F (x) = e −λ|x| , λ > 0, by Graham and Vaaler in [14] , and the odd and truncated power functions F (x) = x n sgn(x) and F (x) = (x + ) n , n ∈ N, by Littmann in [21, 22] . Later, using an exponential subordination, Carneiro and Vaaler in [5, 6] were able to extend the construction of extremal approximations for a class of even functions that includes F (x) = log |x| and F (x) = log (x 2 + 4)/x 2 (the latter function played an important role in the work of Chandee and Soundararajan [7] ). Finally, the recent works [3, 4] provide the latest tools to generate solutions of the Beurling-Selberg extremal problem for families of even, odd, and truncated functions via a certain Gaussian subordination. In particular, we shall find our extremal majorants and minorants for f 1 (x) and f (x) in this framework, as described below. 
where ν(λ) is a finite non-negative measure Borel measure on (0, ∞). It turns out that our function f 1 (x) = 1 − x arctan(1/x) is included in this class. In fact, for ∆ ≥ 1, we define the non-negative measure
and set
From [4, Section 11] we have
Integrating A(x) from σ = 1/2 to σ = 3/2 , we derive that
In particular, this shows that the measure dν ∆ (λ) is finite on (0, ∞) since and we observe that the function f 1 (x) in Lemma 6 satisfies
By [4, Corollary 17] , there is both a unique extremal minorant G − ∆ (z) and a unique extremal majorant G + ∆ (z) of exponential type 2π for F ∆ (x), and these functions are of the form
respectively. The observation in (31) suggests choosing
for the extremal functions g
Proof of part (i) of Lemma 6. First, we show that there are constants A and B such that
and
To prove both inequalities, we consider two cases: |x| ≤ 2 and |x| > 2. For the first case, both (33) and (34) hold since |f 1 (x)| and |f 1 (x)| are bounded. For the second case, |x| > 2, we write f 1 (x) and f 1 (x) as power series
It is not difficult to see that the bounds in (33) and (34) follow in this case from the series expansions in (35).
We are now in position to establish (11) . Observe that
Moreover, for any complex number ξ we have | sin(πξ)/(πξ)| 2 e 2π|Imξ| /(1 + |ξ| 2 ). Therefore from (33), (34), (36), and (37), we can conclude that
This follows, for instance, by bounding trivially using absolute values and splitting the sums into n ≤ |z|/2 and n > |z|/2. Hence from (32) we arrive at (11) . Next, we establish (10) . From the choice of g ± ∆ , for all x, we obtain that g
For a real number x, we have f 1 (x) ≥ 0, f 1 (−x) = −f 1 (x), and f 1 (x) ≤ 0 if x > 0. Pairing the terms n ≥ 1 and 1 − n ≤ 0 in the sum on the right-hand side of (36), we obtain that
Using (34) and (38) (splitting the sum into n ≤ |x|/2 and n > |x|/2), it follows that there is a constant C such that
and thus from (32) we derive the left most inequality of (10) . For the right most inequality in (10), we again use the fact that for real numbers x we have f 1 (x) = f 1 (−x), f 1 (−x) = −f 1 (x), and f 1 (x) ≤ 0 if x > 0. So pairing the terms n ≥ 1 and −n ≤ −1 in the sum on the right-hand side of (37), we see that
Using (33), (34) and (39), it follows that there is a constant C (again one can break the sum into n ≤ |x|/2 and n > |x|/2 to verify this) such that
Thus, from (32), we deduce the upper bound for g 
Proof of part (iii) of Lemma 6. From [4, Section 11, Corollary 17 and Example 3] we have
where the interchange of integrals is justified since the integrand is non-negative. In a similar way we have
Part (iii) of Lemma 6 now follows from the change of variables (31) and (32).
6.3. Proof of Lemma 8. In this section we discuss the extremal functions that play a role in proving Lemma 8. This is based on the recent work of Carneiro and Littmann [3] in which they solve the Beurling-Selberg extremal problem for the truncated (and odd) Gaussian and extend the construction to a class of truncated (and odd) functions which includes the function f (x) = arctan(1/x) − x/(1 + x 2 ). In the discussion below, we focus only on the construction for odd functions.
Let λ > 0 be a parameter and define the odd Gaussian
In order to prove Lemma 8, we consider the odd function
and observe that, for x > 0, we have
where the measure dµ ∆ (λ) is given by
Moreover, the measure dµ ∆ (λ) is a non-negative and finite Borel measure on (0, ∞). These facts about the measure dµ ∆ (λ) are proved in Appendix A at the end of this article.
Evidently, 
Since
for all real x, we conclude from (52) and (53) that there exists a constant C such that
On the other hand, for x < 0, using that f (
for some constant C. One can see this, for instance, by using (49) and splitting the sum in two parts: n close to x (say n > x/2) and n small (n < x/2). Thus, we have proved that
for x < 0. Since J ∆ is an odd function, it follows that (54) holds for x > 0 as well. This establishes (51) and therefore completes the proof of part (i) of Lemma 8. This completes the proof of part (ii), and thus establishes Lemma 8.
Appendix A
In this appendix, we derive the properties of the measure dµ ∆ (λ) the were used in the proof of Lemma 8. 
By making the change of variables y = √ π∆t and using Fubini's theorem, we see that the right-hand side of (55) is equal to 
This proves (55).
A2. We now prove that the measure dµ ∆ (λ) given by (40) is non-negative. We do so by establishing that the density function 
