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Abstract 
Based on the principle of discrete Hopfield neural network, the paper proposes a cascade Hopfield neural network 
controller model and applied in a miniature inchworm robot locomotion process. According to the robot moving 
modes in one cycle, the cascade Hopfield neural network model with three neural nodes was set up, the weight 
factors and thresholds of the networks had been designed. The convergence results prove the cascade Hopfield neural 
network controller is suitable for the orderly continuous moving process of an inchworm robot. 
© 2011 Published by Elsevier Ltd.  
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1. Introduction  
For nonlinear dynamical systems, it has been proven that artificial neural network can approximate of 
wide range of nonlinear functions to any desired degree of accuracy under certain conditions; many 
researches of neural networks have been done and applied in many areas, such as in nonlinear system 
identification, hysteresis estimation, adaptive and uncertain parameters control system [1-3]. Hopfield 
neural network had been studied to solve the optimum problems. It has been applied in tracing or position 
point estimation and collision-free motion planning of a robot [4-6].The discrete Hopfield neural network 
is discrete time system, and its stability in a neural network and energy function are important elements. 
In this paper a cascade Hopfield neural network model is proposed and applied in a miniature inchworm 
robot moving process. 
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2. Inchworm Robot 
2.1 Inchworm robot structure 
The structure of the inchworm robot system is usually composed of three parts: the front holder, the 
driving part and the rear holder.  In moving state, the holders are used to hold the position of the robot 
body and the driving part is used to change the positions of the two holders. The designed structure of the 
inchworm robot system is shown in Fig.1. The holders are designed with two interconnected air chambers, 
and the driving part is a pneumatic rubber actuator with three degrees of freedom, the basic characteristics 
of the robot body are listed in Table 1. 
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Fig. 1. Structure of the robotic system 
Table 1. Structure characteristics of the robot 
Symbol Name Characteristics(mm)
D0 Diameter of actuator 6 (o.d.), 4 (i.d.) 
L0 Length of actuator 20 
L1 Length of front holder 10  
L2 Length of rear holder 10  
D Holding cylinder 12(o.d.),11 (i.d.) 
L3 Length of robot body 30  
2.2 Moving Mechanics of the Inchworm Robot 
The locomotion mechanism of the robot is based on the inchworm movement, the robot can move in 
the regular or in the earthworm movement modes by electro-pneumatic pressure control system. The air 
charge or deflation is controlled according to definite time orders. The moving states in one cycle are 
shown in Fig.2. In Fig.2, in initial state, the holders and the actuator are deflation in freedom, following 
modes ① to ⑥ show the straight moving modes in one cycle 
• ① The rear holder holds its position. 
• ② The front holder moves forward by stretching the actuator. 
• ③ The front holder holds its position. 
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• ④ The rear holder in deflation state. 
• ⑤ The rear holder moves forward by stretching the actuator. 
• ⑥The rear holder holds its position. 
Moving direction
Fig. 2. Moving states in one cycle 
3.    Cascade Hopfield Controller for the Robot Moving Process  
3.1 Principle of Hopfield Neural Network   
The basic principle of the Hopfield model is shown in Fig.3. 
                                                          
              Fig. 3.  Hopfield neural network model                                Fig.4. Three-node Hopfield neural network
Suppose the neural network has n neurons, its state sector is V (v1,v2…vn), v1,v2…vn are the inputs to the i
th
neuron, and wi1,wi2…win are their weight factors to the i
th neuron respectively, then the output vi can be
expressed as 
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Where, iθ is threshold value, iNet is the ith neuron state. 
3.2. Modeling and Design of Cascade Hopfield Neural Network Controller 
The discrete Hopfield neural network with three neurons is designed for the control of the robot 
moving modes in one cycle. In the neural network, three neurons are used to simulate the three parts of 
the robot body respectively. The Hopfield is non-self feed back, and it works in asynchronous mode. 
When ( , 1, 2,3)i j i j= = , the connecting weight factors are 0ijw = , otherwise ij jiw w= . When there are 
outside input signals to the neural nodes, the Hopfield neural network will change from one state to 
another, and it will get to the stable state of minimum energy at last. The discrete Hopfield neural network 
is stable, there will be stable states with minimum energy, and the convergence properties of Hopfield 
neural network are determined by the definite connecting weight factors and thresholds.   
The three-node discrete Hopfield neural network control model of the robot system is shown in Fig.4. 
There are six modes in one moving cycle, so the Hopfield order states of the moving process in one cycle 
can be expressed as 
1 2 3( ) ( ( ), ( ), ( )); 0,1, 2...6V K v k v k v k k= =                                                        (3)
Where 0k =  is the initial freedom state.  
 The values of continuous moving state in one cycle are (000), (100), (110),(111),(011),(001),(101).If 
the ( )iv k is the i
th neural node’s kth continuous moving state of the robot, the next state of the neural node 
can be expressed as  
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According to the robot continuous moving states, the current moving state value must be designed to 
converge toward the next state value in one cycle for a moving step, the single network connecting weight 
factors and thresholds are difficult to satisfy the special need, so the cascade Hopfield network controller 
with two group connecting weight factors and thresholds is designed for the robot moving forward, which 
is shown in Fig.5.  
Fig.5. Cascade Hopfield neural network controller
For any initial state value (v1v2v3)⊆A, A={(000),(100),(110),(111)}, ‘Net a’ is designed, and it will 
converge to the stable state value (011) ; for any initial state value (v1v2v3)⊆B, B={(011),(001)}, ‘Net b’ 
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is designed, and the convergence stable state value is (101) ,when the initial state value is (101), next cycle 
will start. By the logic algorithm program, the robot will move in the certain order moving states.  
4. Conclusion 
The principles of the Hopfield neural network were analyzed in this paper, and a three-node cascade 
Hopfield controller was designed according to the inchworm robot moving modes. Two groups of 
connecting weight factors and thresholds are calculated for the convergences of the special moving state 
values. The convergence results prove the cascade Hopfield neural network model is suitable for the 
control of the continuous moving states of an inchworm robot. The next stage work will be focused on the 
further researches and experiments of the robot moving control. 
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