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In this note we consider the numerical solution of differential equations with a 
discontinuous right hand side. Such equations are relevant to problems in several 
branches of Engineering Science and, in particular, to feedback control systems 
design. Problems in which the function y(z) oscillates frequently, but with a very 
small amplitude and over a fairly large interval of the independent variable are par- 
ticularly attractive. For them the determination of the points where y’(z) changes 
sign is often a non trival numerical problem. 
We adopt Filippov’s definition of solution for such equations (see [l]) and use 
the Tau Method (see [6]-[9]) for their numerical approximation. Four concrete 
problems have been considered recently by Taubert [ll], who used an ingenious 
approach based on the finite difference method to discuss them. In this note we 
consider one of them: 
DY(Z) := y”(S) + 0.2y’(z) + y(z) = 2co+4 - 1.5 V4Y’(4 (1) 
for o 5 z 5 10, with the initial conditions y(o) = -0.015, Y’(O) = 0.092; the sign function 
sgn [g(z)] 1s defined by -tl if g(z) 2 o and -1 otherwise 
Comparisons with efficient standard subroutines for the numerical solution 
of differential equations show that the Tau Method is capable of giving results of 
a much higher accuracy and that approximate solutions derived from it can be 
formulated in terms of an efficient and compact algorithm. 
Relative merits of using either the Recursive (see Ortiz [6]-[9]) or the oper- 
ational formulation (see Ortiz and Samara [lo]) of the Tau Method and different 
basis for the representation of the perturbation term are discussed in a forthcom- 
ing paper; we also consider there several strategies for the construction of the Tau 
approximate solution and the three remaining problems of Taubert. 
In the case of the Recursive formulation the Tau Method the approximate 
solution is expressed in terms of a sequence Q of canonical polynomials, such that 
if D is applied to its elements, it generates the polynomial basis X:= {zc~}, n E, N:= 
(0, 1, 2, . ..} in th e same space, that is D Q c X (see Ortiz [6] for further details). 
However, other polynomial basis V, such as Chebyshev, Legendre and Hermite, 
and also piecewise polynomial basis have been used in this context (see Ortiz [7]-[9], 
Liu and Ortiz [3]). 0 ur experiments show that best numerical results are obtained 
when D V generates the Legendre basis (see Namasivayam and Ortiz [4] for a 
discussion from the point of view of approximation theory). The approximation 
technique used here is based on this last approach. 
2.- Tau Method Approximation of the Solution 
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Remarking that if the differential operator defining the equation in (1) is 
applied to P: 
Dx” := n(n- 1)x+2 + 0.2nxn-1 + xn, 
it follows that the sequence of canonical polynomials associated with the linear 
differential operator D and the basis X is simply given by the recursive expression: 
c&(x) := x” - ‘+- l)Qn-2(x) - 0.2nQ,-&), forn 2 o. 
An expression for the canonical polynomials Q~ in any other polynomial basis 
V is constructed by using the same principles (see Ortiz [7]-[8]). 
The simplicity of the differential operator D of equation (1)) makes it possible 
to compare our numerical results with those given by the exact solution in the 
subintervals of continuity of the right hand side. Therefore it is possible to give 
the error ly(x) - yn(x)l in the solution as well as the error in the equation, which 
is given by the maximum absolute value of the perturbation term H,,(Z) (see [6]). 
All quantities will be measured in a logarithmic scale, base e. 
S.- The Numerical Procedure 
The non-polynomial term COS(KX) has been replaced by an accurate polynomial 
approximation. The latter was constructed by using Tau Method approximations 
of degree m of the function Z(X), defined by the differential equation Z(Z) + T~_z(x) = 
0, over given subintervals of [0, lo] and with appropriate initial conditions. 
The numerical procedure used in our estimations of the solution Y(Z) of (1) 
is as follows. A medium large subinterval of [0, lo], hblock, is chosen and COS(TTX) is 
approximated on it. 
We introduce a finer partition of [O,hblock] in o subintervals of equal length, t 
hf ine, and solve the equation successively on these smaller subintervals, looking for 
a change of sign in the Tau approximation of y’(x) by reading the sign of y:,(x) at 
the end points of these subintervals (see Freilich and Ortiz [2] for a discussion on 
the simultaneous approximation of function and derivative in the Tau Method). If 
a change of sign is detected, the sign term in the differential equation is activated 
and the corresponding term in the equation is modified accordingly. 
The second and following blocks are treated differently: each one of them is 
successively mapped into the first one: [0, hblock], (see Onumanyi and Ortiz 
details on this technique) and the differential equation is again approximate d 
51 for 
with 
the Tau Method on each of the successive subintervals of length hfi,,in[O, hblock]. 
There are several advantages in doing so. The sequence of canonical polyno- 
mials associated with the operator D, of (l), in a given basis V will be the same 
for each small subinterval hfine independently of the block number. Only the right 
hand side and the initial conditions need to be updated to construct the required 
Tau approximation. The approximation of cosine is the same for all subintervals 
of each block. 
We could say that we have a “block formula” for the Tau approximation 
of our problem. We shall see that it gives results of a very high and consistent 
accuracy over each of the subintervals of [0, lo]. 
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4.- Numerical Results 
We have obtained the best results when using Legendre polynomials for the 
basis V and slightly less accurate ones with the Chebyshev basis. Since we are 
dealing with polynomials with very large coefficients, its is not surprising that the 
computation of the Tau approximation y,,(z) improves when we use, instead of 
X, the above mentioned basis v for the representation of the image of D under 
polynomials, 
We have taken n = 8, hblock := 0.5 and hfine := 0.005; for such choice, an error 
below lo-lo on all 20 subintervals of [0, lo] is g uaranteed for the cosine function 
by taking m = 13. Computing in double precision, we found an upper bound for 
the maximum of /nl~~(z)l over [0, lo] equal to -30.9 and an upper bound for the 
logarithm of the error in the solution, lnly - y”(z)], equal to -35 over the same 
interval (see Figures 1 and 2). 
Taubert [ll] gives only graphs of the approximate solution of (1) obtained 
with his finite difference based methods, which does not make it possible to do 
numerical comparisons. The same computations were repeated by using the sub- 
routine D02BAF, of the last issue of the NAG library of scientific subroutines. 
Such subroutine is based on the highly efficient Merson’s form of the Runge-Kutta 
method. It is controlled through a tolerance parameter TOL. We used a step equal 
to hfine := 0.005 and set TOL := -1 and -3. The lo arithm of the absolute value of 
the error is then bounded by -26 over the inverval ‘t 0, lo]. Increasing our demands 
on such parameter and taking TOL :=-5; -10; -13 and -15 causes the accuracy to 
improve slightly in the very near vicinity of the origin, for o 5 z: 5 0.4, but to dete- 
riorate rapidly away from it to the values -26.3; -26.3; -26.4 and -26.4 respectively, 
against the consistent upper bound of -35 obtained for the Tau Method over the 
entire interval [0, lo]. 
Final Remarks 
The example considered in this note seems to indicate that the Tau Method 
is capable of giving results of a very high accuracy in the numerical treatment of 
feedback control systems equations. Further numerical results concerning other 
types of equations and more extensive comparisons are reported in a forthcoming 
paper. 
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Figure 1: Logarithm of the perturbation term H,(Z) introduced in equation 
(1) by the Tau Method (n = 8, m = 13) over 0 5 z 5 10. 
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Figure 2: 
Logarithm of the error in the Tau Method approximate solution of equation 
(1) over 0 2 t < 10, (n = 8, m = 12). 
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