Abstract-One of the major developments in machine learning in the past decade is the ensemble method, which finds highly accurate classifier by comb ining many moderately accurate co mponent classifiers. This paper addresses using an ensemble of classification methods for data min ing applications like intrusion detection, direct market ing, and signature verificat ion. In this research work, new hybrid classification method is proposed for heterogeneous ensemble classifiers using arcing and their performances are analyzed in terms of accuracy. A Classifier ensemble is designed using a Radial Basis Function (RBF) and Support Vector Machine (SVM ) as base classifiers. Here, modified train ing sets are formed by resampling fro m original training set; classifiers constructed using these training sets and then combined by voting. The proposed RBF-SVM hybrid system is superior to individual approach for intrusion detection, direct market ing, and signature verification in terms of classification accuracy.
I. Introduction
Data min ing methods may be distinguished by either supervised or unsupervised learning methods. In supervised methods, there is a part icular pre-specified target variable, and they require a training data set, which is a set of past examples in which the values of the target variable are prov ided. Classification is a very common data min ing task. In the process of handling classification tasks, an important issue usually encountered is determin ing the best performing method for a specific problem. Several studies address the issue. For example, M ichie, Spiegelhalter, and Taylor try to find the relat ionship between the best performing method and data types of input/output variables. Hybrid models have been suggested to overcome the defects of using a single supervised learning method, such as radial basis function and support vector machine techniques. Hybrid models comb ine different methods to improve classification accuracy. The term co mbined model is usually used to refer to a concept similar to a hybrid model. Co mb ined models apply the same algorith m repeatedly through partitioning and weighting of a training data set. Comb ined models also have been called Ensembles. Ensemb le imp roves classification performance by the combined use of two effects: reduction of errors due to bias and variance.
Intrusion Detection
Traditional protection techniques such as user authentication, data encryption, avoiding programming errors and firewalls are used as the first line of defense for co mputer security. If a password is weak and is compro mised, user authentication cannot prevent unauthorized use, firewa lls are vulnerab le to errors in configuration and suspect to ambiguous or undefined security policies (Su mmers, 1997). They are generally unable to protect against malicious mobile code, insider attacks and unsecured modems. Programming errors cannot be avoided as the complexity of the system and application software is evolving rap idly leaving behind some explo itable weaknesses. Consequently, computer systems are likely to remain unsecured for the foreseeable future. Therefore, intrusion detection is required as an additional wall for protecting systems despite the prevention techniques. Intrusion detection is useful not only in detecting successful intrusions, but also in mon itoring attempts to break security, wh ich provides important information fo r t imely countermeasures (Heady et al., 1990; Sundaram, 1996) . Intrusion detection is classified into two types: misuse intrusion detection and anomaly intrusion detection.
Several machine-learn ing paradigms includ ing neural networks (Mukkamala et al.,2003) , linear genetic programming (LGP) (Mukkamala et al., 2004a) , support vector machines (SVM), Bayesian networks, mu ltivariate adaptive regression splines (MARS) (Mukkamala et al., 2004b ) fu zzy inference systems (FISs) (Shah et al.,2004) , etc. have been investigated for the design of IDS. In this paper, the performance of decision trees (DT), SVM, hybrid DT-SVM and an ensemble approach is investigated and evaluated. The motivation for using the hybrid approach is to improve the accuracy of the intrusion detection system when 
Direct Marketing
Direct market ing (Sara Madeira Joao M.Sousa, 2000) has become an important application field for data mining. In direct marketing (C. L. Bauer, 1998) companies or organizations try to establish and maintain a direct relationship with their customers in order to target them indiv idually for specific product offers or for fund raising. Large databases of customer and market data are maintained for this purpose. The customers or clients to be targeted in a specific campaign are selected fro m the database, given different types of information such as demographic informat ion and informat ion on the customer's personal characteristics like profession, age and purchase history.
The customers of a co mpany are regarded as valuable business resources in competitive markets, leading to efforts to systematically p rolong and explo it existing customer relations. Consequently, the strategies and techniques of customer relationship management (CRM) have received increasing attention in management science. CRM features data mining as a technique to gain knowledge about customer behaviour and preferences.
Data min ing problems in the CRM do main, such as response optimizat ion to distinguish between customers who will react to a mailing campaign or not, chum prediction, in the form of classifying customers for churn probability, cross -selling, or up-selling are routinely modeled as classification tasks, predicting a discrete, of-ten b inary feature using empirical, customer centered data of past sales, amount of purchases, demographic or psychographic information etc. Customer retention has a significant impact on firm profitability. Gupta et al find that a 1% improvement in retention can increase firm value by 5% (Gupta, Sunil, et al., 2004) .
Churn refers to the tendency for customers to defect or cease business with a co mpany. Marketers interested in maximizing lifetime value realize that customer retention is a key to increasing long-run firm p rofitability. A focus on customer retention implies that firms need to understand the determinants of customer defection (churn) and are able to predict those customers who are at risk of defection at a particular point in time.
Response modeling is usually formulated as a binary classification problem. The customers are divided into two classes, respondents and non-respondents. A classifier is constructed to predict whether a given customer will respond or not. Fro m a modeling point of view, however, several d ifficu lties arise (Shin, H. J., & Cho, S, 2006 and Zahavi, J., & Lev in, N, 1997). One of the most noticeable is a severe class imbalance resulting fro m a low response rate: typically less than 5% of customers are respondents (Gonul, F. et al., 2000) . A typical binary classifier will result in lopsided outputs to the non-respondent class (Kubat, et al., 1997) . In other words, the classifier will predict most or even all customers not to respond. Although the classification accuracy may be very high since a majority of customers are in fact non-respondents. In this work, a model wh ich identifies a subset of customers is constructed that includes as many respondents and as few non-respondents as possible Various 
Signature Verification
Optical Character Recognition (OCR) is a branch of pattern recognition, and also a branch of computer vision. OCR has been extensively researched for more than four decades. With the advent of digital computers, many researchers and engineers have been engaged in this interesting topic. It is not only a newly developing topic due to many potential applications, such as bank check processing, postal mail sorting, auto matic reading of tax forms and various handwritten and printed materials, but it is also a benchmark fo r testing and verify ing new pattern recognition theories and algorith ms. In recent years, many new classifiers and feature extraction algorith ms have been proposed and tested on various OCR databases and these techniques have been used in wide applications. Nu merous scientific papers and inventions in OCR have been reported in the literature. It can be said that OCR is one of the most important and active research fields in pattern recognition. Today, OCR research is addressing a diversified number of sophisticated problems. Important research in OCR includes degraded (heavy noise) omni font text recognition, and analysis/recognition of complex documents (including texts, images, charts, tables and video documents). Handwritten numeral recognition, (as there are varieties of handwriting styles depending on an applicant's age, gender, education, ethnic background, etc., as well as the writer's mood while writ ing), is a relat ively d ifficu lt research field in OCR.
In the area of character recognition, the concept of combin ing multip le classifiers is proposed as a new direction for the development of highly reliable character recognition systems (C.Y. Suen et al., 1990) The rest of this paper is organized as fo llo ws: Sect ion 2 describes the related work. Sect ion 3 presents hybrid intelligent system and Section 4 exp lains the performance evaluation measures. Section 5 focuses on the experimental results and discussion. Finally, results are summarized and concluded in section 6.
II. Related Work

Intrusion Detection
The Internet and online procedures is an essential tool of our daily life today. The most significant reason for the choice of SVM is because it can be used for either supervised or unsupervised learning. Another positive aspect of SVM is that it is useful fo r finding a global minimu m of the actual risk using structural risk min imization, since it can generalize well with kernel tricks even in highdimensional spaces under little train ing sample conditions. In Ghosh and Schwart zbard (1999), it is shown how neural networks can be employed fo r the ano ma ly and misuse detection. The works present an application of neural network to learn previous behavior since it can be utilized to detection of the future intrusions against systems. Experimental results indicate that neural networks are ‗‗suited to perform intrusion state of art detection and can generalize fro m previously observed behavior'' according to the authors.
Direct Marketing
Direct marketing aims at obtaining and maintain ing direct relations between suppliers and buyers within one or more product/market co mbinations. In market ing, there are two main different approaches to communicat ion: mass marketing and direct marketing (Ling, C. X., & Li, C, 1998). Mass marketing uses mass med ia such as print, radio and television to the public without discrimination. While direct marketing involves the identification of customers having potential market value by studying the customers' characteristics and the needs (the past or the future) and selects certain customers to promote. Direct marketing becomes increasingly popular because of the increased competition and the cost problem. It is an important area of applications for data mining, data warehousing, statistical pattern recognition, and artificial intelligence. In direct marketing, models (profiles) are generated to select potential customers (fro m the client database) for a given product by analyzing data fro m similar campaigns, or by organizing test mail campaigns ( The modeling approach could also depend critically on the relative importance placed on explanation/interpretation vis a vis prediction. Models that are better at exp lanation may not necessarily be better at prediction. The empirical literature in market ing has traditionally favored paramet ric models (such as logistic or probit regression or parametric hazard specificat ions and zero-inflated poisson models) that are easy to interpret. Similar to the p revious discussion on acquisition, churn is a rare event that may require new approaches from data min ing, machine learning and non-parametric statistics that emphasize predictive ability (Hastie, T., et al., 2001). These include projection-pursuit models, ju mp d iffusion models, neural network models, tree structured models, spline-based models such as Generalized Additive Models (GAM), and Multivariate Adaptive Regression Splines (MARS), and mo re recently approaches such as support vector machines and boosting (Lemmens, et al., 2003 ).
Tang applied feed fo rward neural network to maximize performance at desired mailing depth in direct marketing in cellu lar phone industry. He showed that neural networks show more balance outcome than statistical models such as logistic regression and least squares regression, in terms of potential revenue and churn likelihood of a customer (Tang, Z, 2011).
Signature Verification
In the past several decades, a wide variety of approaches have been proposed to attempt to achieve the recognition system of handwritten numerals. These approaches generally fall into two categories: statistical method and syntactic method (C. Y. . First category includes techniques such as template matching, measurements of density of points, mo ments, characteristic loci, and mathematical transforms. In the second category, efforts are aimed at capturing the essential shape features of numerals, generally fro m their skeletons or contours. Such features include loops, endpoints, junctions, arcs, concavities and convexities, and strokes. proposed four experts for the recognition of handwritten digits. In expert one, the skeleton of a character pattern was decomposed into branches. The pattern was then classified according to the features extracted fro m these branches. In expert two, a fast algorith m based on decision trees was used to process the more easily recognizable samp les, and a relaxation process was applied to those samples that could not be uniquely classified in the first phase. In expert three, statistical data on the frequency of occurrence of features during training were stored in a database. This database was used to deduce the identification of an unknown samp le. In expert four, structural features were extracted fro m the contours of the digits. A tree classifier was used for classification. The resulting multip le-expert system proved that the consensus of these methods tended to compensate for individual weakness, while preserving individual strengths. The high recognition rates were reported and compared favorably with the best performance in the field.
The utilization of the Support Vector Machine (SVM ) classifier has gained immense popularity in the past years (C. J. C. Burges., et al., 1997 and U. Krebel, 1999) . SVM is a discriminative classifier based on Vapnik's structural risk min imization principle. It can be implemented on flexible decision boundaries in high dimensional feature spaces. Generally, SVM solves a binary (two -class) classificat ion problem, and mu lticlass classification is accomp lished by combining mu ltip le binary SVMs. Good results on handwritten numeral recognition by using SVMs can be found in Dong, et al.'s paper.
Artificial Neural Networks (ANN), due to its useful properties such as: highly parallel mechanism, excellent fault tolerance, adaptation, and self-learning, have become increasingly developed and successfully used in character recognition (A. A min, et al., 1996 and J. Cai, et al., 1995). The key power provided by such networks is that they admit fairly simple algorith ms where the form of nonlinearity that can be learned fro m the training data. The models are thus e xtremely powerful, have nice theoretical properties, and apply well to a vast array of real-world applications.
Arcing Classifier
Freund and Schapire (1995, 1996) p ropose an algorith m the basis of wh ich is to adaptively resample and combine (hence the acronym--arcing) so that the weights in the resamp ling are increased for those cases most often misclassified and the co mbin ing is done by weighted voting.
Previous work has demonstrated that arcing classifiers is very effective for RBF-SVM hybrid system. (M.Govindarajan et al., 2012). Xu et al. (1992) proposed four combining classifier approaches according to the levels of information available fro m the various classifiers. The experimental results showed that the performance of individual classifiers could be improved significantly. Suen (1993, 1995) proposed the Behavior-Knowledge Space method in order to combine mu lt iple classifiers for providing abstract level information for the recognition of handwritten numerals. Lam and Suen (1995) implemented, and the combined performances of seven classifiers on a large set of handwritten nu merals were analyzed.
III. Hybrid Intelligent System
This section shows the proposed RBF -SVM hybrid system which involves Radial Basis Function (RBF) and Support Vector Machine (SVM) as base classifiers.
RBF-SVM Hybrid System
The proposed hybrid intelligent system is composed of three main phases; pre-processing phase, classification phase and Combining Phase.
Dataset Pre-processing
Before performing any classification method the data has to be pre-processed. In the data pre-processing stage it has been observed that the datasets consist of many missing value attributes. By eliminating the missing attribute records may lead to misclassification because the dropped records may contain some useful pattern for Classification. The dataset is pre-processed by removing missing values using supervised filters.
Existing Classification Methods a) Radial basis Function Neural Network
The RBF (Oliver Buchtala, et al., 2005) design involves deciding on their centers and the sharpness (standard deviation) of their Gaussians. Generally, the centres and SD (standard deviations) are decided first by examin ing the vectors in the training data. RBF networks are trained in a similar way as M LP. The output layer weights are trained using the delta rule. The RBF networks used here may be defined as follows.
 RBF networks have three layers of nodes: input layer, hidden layer, and output layer.
 Feed-forward connections exist between input and hidden layers, between input and output layers (shortcut connections), and between hidden and output layers. Additionally, there are connections between a bias node and each output node. A scalar weight is associated with the connection between nodes.
 The activation of each input node (fanout) is equal to its external input where is the th element of the external input vector (pattern) of the network (denotes the number of the pattern).
 Each hidden node (neuron) determines the Euclidean distance between -its own‖ weight vector and the activations of the input nodes, i.e., the external input vector the distance is used as an input of a radial basis function in order to determine the activation of node. Here, Gaussian functions are emp loyed. The parameter of node is the radius of the basis function; the vector is its center.
 Each output node (neuron) computes its activation as a weighted sum The external output vector of the network, consists of the activations of output nodes, i.e., The activation of a hidden node is high if the current input vector of the network is -similar‖ (depending on the value of the radius) to the center of its basis function. The center of a basis function can, therefore, be regarded as a prototype of a hyper spherical cluster in the input space of the network. The radius of the cluster is given by the value of the radius parameter.
b) Support Vector Machine
The support vector mach ine (SVM) is a recently developed technique for mu lti d imensional function approximation. The objective of support vector mach ines is to determine a classifier or regression function which min imizes the empirical risk (that is the training set error) and the confidence interval (wh ich corresponds to the generalization or test set error) (Vapnik, V, 1998) . The support vector regression differs fro m SVM used in classification problem by introducing an alternative loss function that is modified to include a distance measure. Moreover, the parameters that control the regression quality are the cost of error C, the width of tube  and the mapping function  . In this research work, the values for polyno mial degree will be in the range of 0 to 5. In this work, best kernel to make the prediction is polynomial kernel with epsilon = 1.0E-12, parameter d=4 and parameter c=1.0.
A hybrid scheme based on coupling two base classifiers using arcing classifier adapted to data mining problem is defined in order to get better results. The main originality of proposed approach relies on associating two techniques: extract ing more information bits via specific linguistic techniques, space reduction mechanis ms, and moreover a arcing classifier to aggregate the best classification results. 
Procedure:
1. 
endfor
To use the hybrid model on a tuple, X:
1. if classification then 2. let each of the k models classify X and return the majority vote;
3. if prediction then 4. let each of the k models predict a value for X and return the average predicted value;
IV. Performance Evaluation Measures
Cross Validation Technique
Cross-validation (Jiawei Han and M icheline Kamber, 2003) somet imes called rotation estimation, is a technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predict ive model will perform in practice. 10-fo ld cross validation is commonly used. In stratified K-fold cross-validation, the folds are selected so that the mean response value is approximately equal in all the folds.
Criteria for Evaluation
The primary metric for evaluating classifier performance is classificat ion Accuracy: the percentage of test samples that are correctly classified. The accuracy of a classifier refers to the ability of a given classifier to correctly predict the label of new or previously unseen data (i.e. tuples without class label informat ion). Similarly, the accuracy of a predictor refers to how well a g iven predictor can guess the value of the predicted attribute for new or prev iously unseen data.
V. Experimental Results and Discussion
Dataset Description
Intrusion Detection a) Real Dataset Description
The Acer07 dataset, being released for the first time is a real world data set collected fro m one of the sensors in Acer eDC (Acer e-Enabling Data Center). The data used in classificat ion is NSL-KDD, which is a new dataset for the evaluation of researches in network intrusion detection system. NSL-KDD consists of selected records of the complete KDD'99 dataset (Ira Cohen, et al., 2007) . NSL-KDD dataset solve the issues of KDD'99 benchmark [KDD'99 dataset]. Each NSL-KDD connection record contains 41 features (e.g., protocol type, service, and ag) and is labeled as either normal or an attack, with one specific attack type.
Direct Marketing a) Real Dataset Description
The data is related with direct market ing campaigns of a Portuguese banking institution. The marketing campaigns were based on phone calls. Often, mo re than one contact to the same client was required, in order to access if the product (bank term deposit) would be (or not) subscribed. The classification goal is to predict if the client will subscribe a term deposit (variable y).
b) Benchmark Dataset Description
The data includes all collective agreements reached in the business and personal services sector for locals with at least 500 members (teachers, nurses, university staff, police, etc) in Canada in 87 and first quarter of 88. Data was used to test 2 t ier approach with learn ing fro m positive and negative examples.
Signature Verification a) Real Dataset Description
The dataset used to train and test the systems described in this paper was constructed fro m NIST's Special Database 3 and Special Database 1 wh ich contain binary images of handwritten dig its. NIST originally designated SD-3 as their train ing set and SD-1 as their test set. However, SD-3 is much cleaner and easier to recognize than SD-1. The reason for this can be found on the fact that SD-3 was collected among Census Bureau employees, while SD-1 was collected among high-school students. Drawing sensible conclusions from learning experiments requires that the result be independent of the choice of training set and test among the complete set of samples. Therefore it was necessary to build a new database by mixing NIST's datasets.
b) Benchmark Dataset Description
The data used in classification is 10 % U.S. Zip code, which consists of selected records of the complete U.S. Zip code database. The database used to train and test the hybrid system consists of 4253 segmented numerals digitized fro m handwritten zip codes that appeared on U.S. mail passing through the Buffalo, NY post office. The digits were written by many different people, using a great variety of sizes, writ ing styles, and instruments, with widely varying amounts of care.
Experiments and Analysis
Intrusion Detection a) Real Dataset
The Acer07dataset is taken to evaluate the proposed hybrid RBF-SVM for intrusion detection system. The NSL-KDD dataset is taken to evaluate the proposed hybrid RBF-SVM for intrusion detection system. 
Direct Marketing
In this section, new ensemble classification method is proposed using arcing classifier and its performance is analyzed in terms of accuracy. The bank market ing dataset is taken to evaluate the proposed hybrid RBF-SVM classifier. 
a) Real Dataset
Signature Verification a) Real Dataset
The NIST dataset are taken to evaluate the proposed hybrid RBF-SVM for handwriting recognition system. The data set described in section 5 is being used to test the performance of base classifiers and hybrid classifier. Classification accuracy was evaluated using 10-fo ld cross validation. In the proposed approach, first the base classifiers RBF and SVM are constructed individually to obtain a very good generalization performance. Secondly, the ensemb le of RBF and SVM is designed. In the ensemble approach, the final output is decided as follows: base classifier's output is given a weight (0-1 scale) depending on the generalization performance as given in Table 1 to 6. According to Table 1 to 6, the proposed hybrid model shows significantly larger improvement of classification accuracy than the base classifiers and the results are found to be statistically significant.
The x
2 statistic x2 is determined for all the above approaches and their critical value is found to be less than 0.455. Hence corresponding probability is p < 0.5. This is s maller than the conventionally accepted significance level of 0.05 or 5%. Thus examining a x 2 significance table, it is found that this value is significant with a degree of freedo m of 1. In general, the result of x2 statistic analysis shows that the proposed classifiers are significant at p < 0.05 than the existing classifiers.
The proposed ensemble of RBF and SVM is shown to be superior to indiv idual approaches for data mining applications like intrusion detection, direct market ing, and signature verification in terms of Classification accuracy
VI. Conclusion
In this research, some new techniques have been investigated for data mining applicat ions and evaluated their performance based on classification accuracy. RBF and SVM have been exp lored as hybrid models. Next a hybrid RBF-SVM model and RBF, SVM models as base classifiers are designed. Finally, hybrid systems are proposed to make optimu m use of the best performances delivered by the individual base classifiers and the hybrid approach. The hybrid RBF-SVM shows higher percentage of classification accuracy than the base classifiers and enhances the testing time due to data dimensions reduction.
The experiment results lead to the following observations.  SVM exh ib its better performance than RBF in the important respects of accuracy for Intrusion detection and Signature Verification problems.
 RBF exh ibits better performance than SVM in the important respects of accuracy for direct market ing problem.
 Co mparison between the individual classifier and the combination classifier: it is clear that the comb ination classifiers show the significant imp rovement over the single classifiers for data mining applications.
