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Abstract
We continue the study of quantum electrodynamics on a three dimensional torus as the limit
of a lattice gauge theory. In this paper we give a preliminary treatment of the renormalization
group flow. We study the propagators which arise under multiple block spin averaging, both in
global and local versions. We also study low order perturbation theory. However we do not control
remainders. This is left to the more complete treatment of the following paper.
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1 Global flow
1.1 overview
In this paper we continue our analysis of QED on the 3-torus which was begun in paper I [1]. In
that paper we explained the first step consisting of a a renormalization group (RG) transformation
followed by a split into regions with large and small gauge fields. In this paper we study multiple
RG transformations as much as possible without the split into regions of large and small fields. The
emphasis is on studying the propagators which arise under multiple block spin averaging, both in global
and localized versions. We also study low order perturbation theory, but as yet without estimating
remainders. The paper is preliminary to paper III [2] in which we also incorporate the split into large
and small fields at each step. This gives the full expansion and gives an expression for the effective
action on any length scale. The expression exhibits the contribution of low order perturbation theory
and controls the remainder.
The analysis starts with a field theory on a toroidal lattice T−NM = L
−N
Z
3/LMZ3 with spacing
L−N and volume L3M . Our goal is to gain some control over the N →∞ limit for fixed M . We start
by scaling the theory up to T0N+M which has unit spacing and volume L
3(M+N). The density for the
theory is then
ρ0(Ψ0, A0) = exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)− (Ψ¯0, (De0(A) +m0)Ψ0)− v0 − E0
)
(1)
Here the gauge fields A0 = {A0,µ(x)} are real numbers indexed by x ∈ T0N+M and µ = (1, 2, 3). The
fermi fields Ψ0 = {Ψ0,α(x)} and Ψ¯0 = {Ψ¯0,α(x)} are the generators of a Grassmann algebra and are
indexed by x ∈ T0N+M and spinor indices α = (1, . . . , 4). The operator ∆ is the lattice Laplacian and
De0(A) is the lattice Dirac operator with gauge field A. The coupling constant e0, fermion mass m0,
and boson mass µ0 are scaled versions of their bare values e,m, µ :
e0 = L
−N/2e m0 = L
−Nm µ0 = L
−Nµ (2)
Finally v0 is a fermion mass counterterm and E0 is a vacuum energy counterterm. The counterterms
play no role in the present paper and are set equal to zero. See paper I for more details.
To analyze this expression we perform a number of renormalization group (RG) transformations
consisting of averaging operation followed by scalings back to the unit lattice. We get a sequence
of densities ρ0, ρ1, ρ2, . . . . The density ρk is defined on fields Ψk, Ak on T
0
N+M−k. The sequence is
generated by
ρk+1(Ψk+1, Ak+1)
=
∫
N−1k+1,aM
−1
k+1,b exp
(
−
1
2
a
L2
|Ak+1,L −QAk|
2 −
b
L
|Ψk+1,L −Qek(A
′
k)Ψk|
2
)
ρk(Ψk,Ak) dAk dΨk
(3)
Here scaling up by L is defined by
AL(x) =(σ
b
LA)(x) = L
−1/2A(L−1x)
ΨL(x) =(σ
f
LΨ)(x) = L
−1Ψ(L−1x)
(4)
so that Ψk+1,L, Ak+1,L are fields on T
1
N+M−k The operators Q,Qek(A
′
k) average over blocks of side L
and also take us to fields on T1N+M−k. For fermions this has the gauge covariant form
(Qek(A
′
k)Ψ)(y) = L
−3
∑
|x−y|≤L/2
exp (iekA
′
k(Γyx))Ψ(x) (5)
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Here ek = L
−(N−k)/2e is a running coupling constant, the gauge field A′k is either Ak or some modifi-
cation to be specified, and Γyx is a standard path from x to y. We are using the notation
|Ψk+1,L −Qek(A
′
k)Ψk|
2 = (Ψ¯k+1,L −Qek(−A
′
k)Ψ¯k,Ψk+1,L −Qek(A
′
k)Ψk) (6)
The normalization constants are chosen so that∫
ρk+1(Ψk+1, Ak+1)dΨk+1dAk+1 =
∫
ρk(Ψk, Ak)dΨkdAk (7)
That is
N−1k,a =
∫
e−a|Ak|
2/2dAk =
(
2pi
a
)3|T0N+M−k|/2
M−1k,b =
∫
e−b(Ψ¯k,Ψk)dΨk = b
4|T0N+M−k|
(8)
We want to study ρk as k→ N .
Before proceeding we recall our indebtedness to the papers of Balaban and collaborators: [3] - [15].
1.2 bosons
1.2.1
Let us start by dropping the fermions and study the effect of repeated RG transformations for the
bosons. If we do the intermediate integrals and scale down we find the the following formula
∫ k−1∏
j=0
dAjN
−1
j+1,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
F (A0)
=
∫
N−1k,ak exp
(
−
ak
2
|Ak −QkA|
2 −
1
2
(A, (−∆+ µ2k)A)
)
F (ALk)dA
(9)
Here we are integrating over functions A on T−kN+M−k and the inner product is
(A,A) =
∑
x
L−3k|A(x)|2 ≡
∫
|A(x)|2dx (10)
The operator Qk is an averaging operator on this space taking us to functions on the unit lattice
T
0
N+M−k given by
(QkA)µ(y) =
∫
|x−y|≤1/2
Aµ(x)dx (11)
With σL = σ
b
L it satisfies
Qk+1 = σL−1Q Qk σL (12)
The numbers ak obey the recursion equation ak+1 = aak/(ak + a/L
2) which has the solution
ak =
(
1− L−2
1− L−2k
)
a (13)
The quadratic form (A, (−∆ + µ2k)A) is the scaled version of (A0, (−∆+ µ
2
0)A0) and has mass µk =
L−(N−k)µ.
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The formula (9) is proved by induction. It comes down to the explicit calculation of the Gaussian
integral ∫
dAk N
−1
k+1,aN
−1
k,ak
exp
(
−
a
2L2
|Ak+1,L −QAk|
2
)
exp
(
−
ak
2
|Ak −QkAL|
2
)
=N−1k+1,ak+1 exp
(
−
ak+1
2
|Ak+1 −Qk+1A|
2
) (14)
which we carry out in appendix A.
1.2.2
To evaluate integrals such as those on the right side of (9) we use the identity∫
N−1k,ak exp
(
−
ak
2
|Ak −QkA|
2 −
1
2
(A, (−∆+ µ2k)A)
)
f(A)dA
=Zk exp
(
−
1
2
(Ak,∆kAk)
)∫
f(A+HkAk) dµGk(A)
(15)
Here we have defined
∆#k = −∆+ µ
2
k + akQ
T
kQk (16)
and
Gk =(∆
#
k )
−1
Hk =ak(∆
#
k )
−1QTk
∆k =ak I − a
2
kQk(∆
#
k )
−1QTk
(17)
The operators ∆#k , Gk act on functions on T
−k
N+M−k, Hk maps functions on T
0
N+M−k to functions
on T−kN+M−k, and ∆k is an operator on functions on T
0
N+M−k . We have also defined µGk to be the
Gaussian measure with covariance Gk.
To prove (15) make transformation A → A + HkAk. This diagonalizes the quadratic form and
gives − 12 (Ak,∆kAk)−
1
2 (A,∆
#
k A), whence the result with
Zk = N
−1
k,ak
∫
e−
1
2 (A,(−∆
#
k
)A)dA (18)
1.2.3
As a special case we take f(A) = exp(i(A, J)) and consider the generating function
Ωk(Ak, J) =
∫
N−1k,ak exp
(
−
ak
2
|Ak −QkA|
2 −
1
2
(A, (−∆+ µ2k)A) + i(J,A)
)
dA (19)
Using (15) and
∫
exp(i(A, J))dµGk(A) = exp(−1/2(J,GkJ)) this is evaluated as
Ωk(Ak, J) = Zk exp
(
−
1
2
(Ak,∆kAk))−
1
2
(J,GkJ) + i(J,HkAk)
)
(20)
We can also take it one step at a time. Using (14) we have
Ωk+1(Ak+1, J) =
∫
N−1k+1,a exp
(
−
1
2
a
L2
|Ak+1,L −QAk|
2
)
Ωk(Ak, σ
T
L−1J)dAk (21)
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To evaluate we introduce
Ck =(∆k +
a
L2
QTQ)−1
Hk =
a
L2
CkQ
T
(22)
Now insert (20) into (21) and make the transformation Ak → Ak + HkAk+1,L to diagonalize the
quadratic form. The integral over Ak becomes a Gaussian integral with covariance Ck. Carry out the
integral and compare the resulting expression with (20) for Ωk+1(Ak+1, J). We find that
Gk+1 =σ
−1
L (Gk +HkCkH
T
k )(σ
−1
L )
T
Hk+1 =σ
−1
L (HkHk)σL
∆k+1 =σ
T
L
(
a
L2
−
a2
L4
QCkQ
T
)
σL
(23)
(for k = 0 the conventions are G0 = 0, H0 = I, and ∆0 = −∆+ µ
2
0 ) We also have
Zk+1 = Zk N
−1
k+1,a
∫
e−
1
2 (Ak,C
−1
k
Ak)dAk (24)
1.2.4
As an operator on functions on T−kN+M−k, the propagator Gk has a kernel Gk(x, x
′) defined so that
(Gkf)(x) =
∫
Gk(x, x
′)f(x′)dx′ where again the integral means the weighted sum. Since σTL−1 =
L−2σL for bosons and (σ
−1
L GkσL)(x, x
′) = L3Gk(Lx,Lx
′) and we can write (23) as
Gk+1(x, x
′) = L(Gk(Lx,Lx
′) + (HkCkH
T
k )(Lx,Lx
′)) (25)
If we iterate this we find
Gk(x, x
′) =
k−1∑
j=0
Lk−jC˜j(L
k−jx, Lk−jx′) (26)
where
C˜j = HjCjH
T
j (27)
The operators Hj , Cj , C˜j have kernels which satisfy for x, x′ ∈ T
−k
N+M−k and y, y
′ ∈ T0N+M−k
1
|Hj(x, y)|, |∂Hj(x, y)|,≤O(1) exp(−O(1)d(x, y))
|Cj(y, y
′)| ≤O(1) exp(−O(1)d(y, y′))
|C˜j(x, x
′)| ≤O(1) exp(−O(1)d(x, x′))
(28)
These are proved by Balaban in [6], but one may prefer to use the methods of [13].
Using this in (26) leads to the estimates
|Gk(x, x
′)| ≤
{
O(1)d(x, x′)−1e−O(1)d(x,x
′) x 6= x′
O(Lk) x = x′
|∂Gk(x, x
′)| ≤
{
O(1)d(x, x′)−2e−O(1)d(x,x
′) x 6= x′
O(L2k) x = x′
(29)
(To see the short distance bound divide the sum into terms satisfying Lk−jd(x, x′) ≤ 1 and the
complement.)
The function Gk(x, x
′) is our basic photon propagator after k steps. This estimate shows the
exponential decay whose origin is an effective mass from QTkQk, and the characteristic short distant
singularity d(x, x′)−1.
1In our notation O(1) allows L dependence. We do however note that in the second and third bounds the O(1) in
the exponent is actually O(L−1).
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1.3 fermions
1.3.1
Next we want to do something similar for fermions. For an arbitrary element F (Ψ0) in the Grassmann
algebra generated by Ψ0 we claim that
∫ k−1∏
j=0
dΨjM
−1
j+1,b exp
(
−
b
L
|Ψj+1,L −Qej (Q˜jAj)Ψj |
2
)
exp
(
−(Ψ¯0, (De0(A0) +m0)Ψ0)
)
F (Ψ0)
=
∫
dψM−1k,bk exp
(
−bk|Ψk −Qk(Ak−1,L−1 , . . . ,A0,L−k)ψ|
2
)
exp
(
−(ψ¯, (Dek(A0,L−k) +mk)ψ)
)
F (ψLk)
(30)
Here on the left side instead of Qej (A
′
j) we have taken Qej (Q˜jAj) where Aj is for the moment an
arbitrary function on T−jN+M−j and Q˜j is an averaging operator which brings the field up to T
0
N+M−j .
The averaging operator is not the same as Qj , but given by
(Q˜jA)µ(y) =
∫
|x−y|≤1/2
A(Γyx ∪ [x, x+ eµ] ∪ Γx+eµ,y+eµ) (31)
where A(Γ) indicates the integral along the contour Γ. For a scalar λ on T−jN+M−j
(Q˜j(A + dλ))µ(y) = (Q˜jA)µ(y) + λ(y)− λ(y + eµ) (32)
so this averaging is gauge covariant.
On the right side of (30) we are integrating over ψ on T−kN+M−k. The multiple averaging operators
Qk(ak−1, . . . , a0) depend on fields ak−1, . . . , a0 all on T
−k
N+M−k. They are defined recursively by
Qk+1(ak, . . . , a0) = σL−1 Qek(Q˜kak,L) Qk(ak−1,L, . . . , a0,L) σL (33)
where ak, . . . , a0 are all on T
−k−1
N+M−k−1 and σL = σ
f
L. An explicit expression is given in Appendix A.
The numbers bk obey
bk =
(
1− L−1
1− L−k
)
b (34)
The form (ψ¯, (Dek(A) +mk)ψ) has the Dirac operator on T
−k
N+M−k and mass mk = L
−(N−k)m.
The formula (30) is again proved by induction. It comes down to the Gaussian integral∫
dΨkM
−1
k+1,bM
−1
k,bk
exp
(
−
b
L
|Ψk+1,L −Qek(Q˜kAk)Ψk|
2
)
exp
(
−bk|Ψk −Qk(Ak−1,L−1 , . . . ,A0,L−k)ψL|
2
)
=M−1k+1,bk+1 exp
(
−bk+1|Ψk+1 −Qk+1(Ak,L−1 , . . . ,A0,L−k−1)ψ|
2
) (35)
which we prove in Appendix A.
1.3.2
We specialize to the case where all the fields are scalings of the last. For any A on T−kN+M−k, let
Aj = ALk−j . Then on the right side of (30) we identify
Qk(A) ≡ Qk(A, . . . ,A) (36)
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From appendix A
(Qk(A)ψ)(y) =
∫
|x−y|<1/2
exp(iekA(Γ˜yx))ψ(x)dx
A(Γ˜yx) =
k−1∑
j=0
(Q˜jA)(Γxj+1,xj)
(37)
Now assume that ek|∂A| is sufficiently small. Then we claim that an integral like the right side of
(30) with Qk(A) can be evaluated as∫
dψM−1k,bk exp
(
−bk|Ψk −Qk(A)ψ|
2
)
exp
(
−(ψ¯, (Dek(A) +mk)ψ)
)
f(ψ)
= Zk(A) exp
(
−(Ψ¯k, Dk(A)Ψk)
) ∫
f(ψ +Hk(A)Ψk) dµSk(A)(ψ)
(38)
Here
D#k (A) = D(A) +mk + bkQk(−A)
TQk(A) (39)
Under the conditions on ek|∂A| this operator is invertible (about which more later) and we define
Sk(A) =D
#
k (A)
−1
Hk(A) =
{
bk Sk(A)Qk(−A)T on Ψk
bk Sk(A)TQk(A)T on Ψ¯k
Dk(A) =bk − b
2
kQk(A)Sk(A)Qk(−A)
T
(40)
Also
∫
[. . . ]dµSk(A)(ψ) is the fermion Gaussian integral with covariance Sk(A).
To prove (38) make the transformation ψ → ψ +Hk(A)Ψk and similarly for ψ¯. This diagonalizes
the quadratic form and gives (Ψ¯k, Dk(A)Ψk) + (ψ¯,D
#
k (A)ψ), whence the result with
Zk(A) =M
−1
k,bk
∫
e−(ψ¯,D
#
k
(A)ψ)ψ (41)
All these objects are gauge covariant. In particular for a scalar λ on T−kN+M−k
Sk(A+ dλ) = e
−iekλSk(A)e
iekλ (42)
1.3.3
We specifically consider the generating function
Ωk(A,Ψk, η) =
∫
dψM−1k,bk exp
(
−bk|Ψk −Qk(A)ψ|
2
)
exp
(
−(ψ¯, (Dek(A) +mk)ψ)
)
e(η¯,ψ)+(ψ¯,η) (43)
where η, η¯ are elements of an auxiliary Grassmann algebra indexed by T−kN+M−k. Using (38) and∫
exp((η¯, ψ) + (ψ¯, η))dµSk(A)(ψ) = exp((η¯, Sk(A)η)) this can be evaluated as
Ωk(A,Ψk, η) = Zk(A) exp
(
−(Ψ¯k, Dk(A)Ψk) + (η¯,Hk(A)Ψk) + (Hk(A)Ψ¯k, η) + (η¯, Sk(A)η)
)
(44)
We can also take it one step at a time. By (35) we have for A on T−k−1N+M−k−1
Ωk+1(A,Ψk+1, η) =
∫
M−1k+1,b exp
(
−
b
L
|Ψk+1,L −Qek(Q˜kAL)Ψk|
2
)
Ωk(AL,Ψk, (σL−1)
T η) (45)
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Put in the expression for Ωk and evaluate this by introducing
Γk(A) =(Dk(A) +
b
L
Qek(−Q˜kA)
TQek(Q˜kA))
−1
Hk(A) =
{
b
LΓk(A)Qek(−Q˜kA)
T on Ψk
b
LΓk(A)
TQek(Q˜kA)
T on Ψ¯k
(46)
and making the transformation Ψk → Ψk+Hk(AL)Ψk+1,L and similarly for Ψ¯k. We get an alternative
expression for Ωk+1 and by comparing we find
Sk+1(A) =σ
−1
L (Sk(AL) +Hk(AL)Γk(AL)Hk(AL)
T )(σ−1L )
T
Hk+1(A) =σ
−1
L Hk(AL)Hk(AL)σL
Dk+1(A) =σ
T
L
(
b
L
−
b2
L2
Qek(Q˜kAL)Γk(AL)Qek(−Q˜kAL)
T
)
σL
(47)
(The convention is that S0(A) = 0,H0(A) = I, and D0(A) = De0(A) +m0.) We also find that
Zk+1(A) = Zk(AL) M
−1
k+1,b
∫
e−(Ψ¯k,Γk(AL)
−1Ψk)dΨk (48)
1.3.4
For the kernels we can rewrite (47) as
Sk+1(A, x, x
′) = L2(Sk(AL, Lx, Lx
′) + (Hk(AL)Γk(AL)Hk(AL)
T )(Lx,Lx′)) (49)
Here we have used (σ−1L )
T = L−1σL for fermions. Iterating this yields
Sk(A, x, x
′) =
k−1∑
j=0
L2(k−j)Γ˜j(ALk−j ;L
k−jx, Lk−jx′) (50)
where
Γ˜j(A) = Hj(A)Γj(A)Hj(A)
T (51)
provided all the operators exist.
Balaban, O’Carroll, and Schor show for A on T−kN+M−k that if ek|∂A| is sufficiently small then
Sk(A),Hk(A),Γk(A) all exist and
|Hk(A, x, y)| ≤O(1) exp(−O(1)d(x, y))
|Γk(A, y, y
′)| ≤O(1) exp(−O(1)d(y, y′))
|Γ˜k(A, x, x
′)| ≤O(1) exp(−O(1)d(x, x′))
(52)
For A = 0 this can be found in [13]. For A 6= 0 it is a special case of results in [14] and section 3. If
A on T−kN+M−k has ek|∂A| sufficiently small, then ej |∂ALk−j | on T
−j
N+M−j is even smaller by a factor
of L−3(k−j)/2 so we can use (50) to obtain the bound
|Sk(A, x, x
′)| ≤
{
O(1)d(x, x′)−2e−O(1)d(x,x
′) x 6= x′
O(L2k) x = x′
(53)
The function Sk(A, x, x′) is our basic fermion propagator with background field A. The estimate shows
the characteristic short distant singularity d(x, x′)−2.
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1.4 global flow
Now we combine the steps for bosons and fermions and make a first pass at the global flow. Our goal
is not yet complete control. We just want to introduce some notation and establish some identities.
We repeatedly apply the basic transformation (3) with fermion averaging operator Qek(A
′
k) taken
to be Qek(Q˜kAk) with Ak = HkAk. This choice of Ak is made to match the background field at the
kth step. Then we have
ρk(Ψk, Ak) =
∫ k−1∏
j=0
dAjN
−1
j+1,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
k−1∏
j=0
dΨjM
−1
j+1,b exp
(
−
b
L
|Ψj+1,L −Qej (Q˜jAj)Ψj|
2
)
exp
(
−(Ψ¯0, (De0(A0) +m0)Ψ0)
) (54)
Integrating out the intermediate fermions by (30) we have
ρk(Ψk, Ak) =
∫ k−1∏
j=0
dAjN
−1
j+1,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
∫
dψM−1k,bk exp
(
−bk|Ψk −Qk(Ak−1,L−1 , . . . ,A0,L−k)ψ|
2
)
exp
(
−(ψ¯, (Dek(A0,L−k) +mk)ψ)
) (55)
We cannot now integrate out the intermediate boson fields, but we can successively apply the transfor-
mations Aj → Aj +HjAj+1 for j = 0, . . . , k− 1 and use the identities (23). Under the transformation
on Aj we have Aj → Aj +Aj+1,L. Under all subsequent transformations we have Aj →
∑k
i=j Ai,Li−j
and thus (Aj)L−(k−j) → A
∗
j,k defined by
A∗j,k =
k∑
i=j
(Ai)L−(k−i) (56)
Thus we obtain
ρk(Ψk, Ak) = Zk exp
(
−
1
2
(Ak,∆kAk)
)
ρ⋆k(Ψk,Ak) (57)
where
ρ⋆k(Ψk,Ak) =
∫
M−1k,bk exp
(
−bk|Ψk −Qk(A
∗
k−1,k, . . . ,A
∗
0,k)ψ|
2
)
exp
(
−(ψ¯, (Dek(A
∗
0,k) +mk)ψ)
)
dψ
k−1∏
j=0
dµCj (Aj)
(58)
Next for ai on T
−k
N+M−k define a
∗
j,k =
∑k
i=j ai and a potential Vk(Ψk, ψ, ak, · · · , a0) by
bk|Ψk −Qk(a
∗
k−1,k, . . . , a
∗
0,k)ψ|
2 + (ψ¯,Dek(a
∗
0,k)ψ)
=bk|Ψk −Qk(ak)ψ|
2 + (ψ¯,Dek(ak)ψ) + Vk(Ψk, ψ, ak, · · · , a0)
(59)
Note that Vk(Ψk, ψ, ak, 0, · · · , 0) = 0. If we evaluate at ai = (Ai)L−(k−i) for i = 0, . . . , k we get the
argument of the exponential in (58). Thus
ρ⋆k(Ψk,Ak) =
∫
M−1k,bk exp
(
−bk|Ψk −Qk(Ak)ψ|
2 − (ψ¯,Dek(Ak)ψ)
)
exp
(
−Vk(Ψk, ψ,Ak,Ak−1,L−1 , · · · ,A0,L−k)
)
dψ
k−1∏
j=0
dµCj (Aj)
(60)
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Now if we assume ek|∂Ak| is sufficiently small we can evaluate the fermion integral by (38). (This
assumption would not be suitable for iteration.) Defining ψk(Ak) ≡ Hk(Ak)Ψk this yields
ρ⋆k(Ψk,Ak) = Zk(Ak) exp(−(Ψ¯k, Dk(Ak)Ψk))ρ
•
k(Ψk, ψk(Ak),Ak) (61)
where for ψ,A on T−kN+M−k
ρ•k(Ψk, ψ,A) =
∫
exp
(
−Vk(Ψk, ψ + ψ
′,A,Ak−1,L−1 , · · · ,A0,L−k))
)
dµSk(A)(ψ
′)
k−1∏
j=0
dµCj (Aj) (62)
Note that ρ•k(Ψk, ψk(Ak),Ak) is actually just a function of Ψk, Ak but we find it convenient to keep
track of the dependence in the variables Ψk, ψk(Ak),Ak. This will be especially useful for local versions
later on.
Putting everything together we have
ρk(Ψk, Ak) = ZkZk(Ak) exp
(
−
1
2
(Ak,∆kAk)− (Ψ¯k, Dk(Ak)Ψk)
)
ρ•k(Ψk, ψk(Ak),Ak) (63)
This separates off a kinematic part, and we now proceed to the study ρ•k(Ψk, ψk(Ak)Ak) which is the
interaction part.
1.5 perturbation theory
For perturbation theory we introduce a parameter t and define instead of (58)
ρ⋆k(t,Ψk,Ak) =
∫
M−1k,bk exp
(
−bk|Ψk −Qk(A
∗
k−1,k(t), . . . ,A
∗
0,k(t))ψ|
2
)
exp
(
−(ψ¯, (Dek(A
∗
0,k(t)) +mk)ψ)
)
dψ
k−1∏
j=0
dµCj (Aj)
(64)
where
A∗j,k(t) = Ak + t
k−1∑
i=j
(Ai)L−(k−i) (65)
These reduce to the previous quantities at t = 1. We continue to assume ek|∂Ak| is sufficiently small,
repeat the steps in the last section, and find
ρ⋆k(t,Ψk,Ak) = Zk(Ak) exp(−(Ψ¯k, Dk(Ak)Ψk))ρ
•
k(t,Ψk, ψk(Ak),Ak) (66)
where
ρ•k(t,Ψk, ψ,A) =
∫
exp
(
−Vk(Ψk, ψ + ψ
′,A, tAk−1,L−1 , · · · , tA0,L−k))
)
dµSk(A)(ψ
′)
k−1∏
j=0
dµCj (Aj)
(67)
We study ρ•k(t) = ρ
•
k(t,Ψk, ψ,A) at t = 1 by expanding it around t = 0: ρ
•
k(1) = ρ
•
k(0)+ (ρ
•
k)
′(0)+
(ρ•k)
′′(0)/2+ . . . Write (67) as ρ•k(t) =< exp(−Vk(t) > where < · · · > indicates the Gaussian integrals.
Then ρ•k(0) =< exp(−Vk(0) >= 1 since Vk(0) = 0 and (ρ
•)′k(0) =< −V
′
k(0) >= 0 since each term in
V ′(0) is odd in some boson field. Thus the first non-trivial term (ρ•k)
′′(0)/2 which we study further.
(This is also the first non-zero term an expansion of the effective potential log(ρ•k(1)) around t = 0. )
Accordingly we define
Pk(Ψk, ψ,A) ≡
1
2
(ρ•k)
′′(0) =
1
2
< V ′k(0)
2 > −
1
2
< V ′′(0) > (68)
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The t derivatives can be evaluated as aj derivatives and we also use∫
Aj,L−(k−j)(z)Aj,L−(k−j)(w)dµCj (Aj) = L
k−jC˜j(L
k−jz, Lk−jw) ≡ C˜j,L−(k−j)(z, w) (69)
Then the boson fluctuation integrals can be evaluated as
Pk(Ψk, ψ,A)
=
1
2
k−1∑
j=0
∫
δVk
δaj(z)
(Ψk, ψ + ψ
′,A, 0)
δVk
δaj(w)
(Ψk, ψ + ψ
′,A, 0)C˜j,L−(k−j)(z, w)dµSk(A)(ψ
′)
−
1
2
k−1∑
j=0
∫
δ2Vk
δaj(z)δaj(w)
(Ψk, ψ + ψ
′,A, 0)C˜j,L−(k−j)(z, w)dµSk(A)(ψ
′)
(70)
Now do the fermion Gaussian integral, drop the no fermion part from Pk and call the rest P
+
k , and
we find
P+k (Ψk, ψ,A) =
1
2
k−1∑
j=0
∫
Jkj(z)C˜j,L−(k−j)(z, w)Jkj(w) −
∫
Jkj(z, w)C˜j,L−(k−j)(z, w)
−
k−1∑
j=0
∫
K¯kj(x, z)Sk(A;x, y)Kkj(y, w) C˜j,L−(k−j)(z, w)
(71)
where the vertices are
Jkj(z) =
∂Vk
∂aj(z)
(Ψk, ψ,A, 0) Jkj(z, w) =
∂2Vk
∂aj(z)∂aj(w)
(Ψk, ψ,A, 0)
K¯kj(x, z) =
∂2Vk
∂ψ(x)∂aj(z)
(Ψk, ψ,A, 0) Kkj(y, z) =
∂2Vk
∂ψ¯(y)∂aj(z)
(Ψk, ψ,A, 0)
(72)
The terms in (71) can be labeled by Feynman diagrams, see paper I.
We study Jkj,µ(z) = ∂Vk/∂aj,µ(z) further. This has two parts Jkj,µ(z) = JDkj,µ(z)+J
Q
kj,µ(z). The
classical part is
JDkj,µ(z) =
∂
∂aj,µ(z)
(ψ¯,Dek(A+
k−1∑
j=0
aj))ψ)|aj=0 =
∂
∂Aµ(z)
(ψ¯,Dek(A)ψ)
=iek ψ¯(z)(
r + γµ
2
) exp(iekL
−kAµ(z))ψ(z + L
−keµ)
−iek ψ¯(z + L
−keµ)(
r − γµ
2
) exp(−iekL
−kAµ(z))ψ(z)
(73)
The term is independent of j. If this were the only contribution we could resum and get the full
boson propagator
∑k−1
j=0 C˜j,L−(k−j) = Gk as in (26). Note that as k = N →∞ it approaches the usual
continuum current ieψ¯(z)γµψ(z).
The other part is an artifact of our renormalization group procedure. It is
J Qkj,µ(z) =
∂
∂aj,µ(z)
bk|Ψk −Qk(A+ a
∗
k−1,k−1, . . . ,A+ a
∗
0,k−1)ψ|
2|ak−1=0,...,a0=0
=
∂
∂aj,µ(z)
bk|Ψk −Qk(A, . . . ,A,A+ aj , . . . ,A+ aj)ψ|
2|aj=0
(74)
where there are j + 1 entries with A+ aj .
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Similar expressions hold for the other vertices in (72).
The expression P+k has no ultraviolet divergences, i.e. it is bounded as k →∞. This is true in this
global version even without the counterterms. In paper III we prove it for a local version, and in that
case the counterterms are needed.
1.6 single steps
We want to get an identity relating P+k and P
+
k+1, and this means investigating how the densities
change under a single RG transformation.
Start with the identity
ρ⋆k+1(t,Ψk+1,Ak+1) =
∫
dΨk dµCk(Ak) M
−1
k+1,b
exp
(
−
b
L
|Ψk+1,L −Qek(Q˜k(Ak+1,L + tAk))Ψk|
2
)
ρ⋆k(t,Ψk,Ak+1,L + tAk)
(75)
This can be proved by inserting the definition of ρ⋆k(t) on the right and using (35). We also use that
replacing Ak by Ak+1,L + tAk has the effect of replacing A∗j,k(t) by [A
∗
j,k+1(t)]L.
We would like to insert into this the expression (61) giving ρ⋆ in terms of a further reduced density
ρ•, and get a recursion relation for ρ•. However this expression for ρ⋆k is only valid with restrictions
on Ak which we cannot assume in the integral. For the moment we proceed formally.
Inserting (61) into (75) we have
ρ⋆k+1(t,Ψk+1,Ak+1) =
∫
dΨk dµCk(Ak)M
−1
k+1,b exp
(
−
b
L
|Ψ−Qek(Q˜k(A+ tAk))Ψk|
2
)
exp
(
−(Ψ¯k, Dk(A+ tAk)Ψk)
)
Zk(A+ tAk)ρ
•
k(t,Ψk, ψk(A+ tAk),A+ tAk)| Ψ=Ψk+1,L
A=Ak+1,L
(76)
Now define Vk, Uk, δHk by
Vk(Ψ,Ψk,A,Ak) =
b
L
|Ψ−Qek(Q˜k(A+Ak))Ψk|
2 + (Ψ¯k, Dk(A+Ak)Ψk)− {Ak = 0}
Zk(A+Ak) =Zk(A) exp(−Uk(A,Ak))
δHk(A,Ak) =Hk(A+Ak)−Hk(A)
(77)
We obtain
ρ⋆k+1(t,Ψk+1,Ak+1)
=Zk(A)
∫
dΨk dµCk(Ak)M
−1
k+1,b exp
(
−
b
L
|Ψ−Qek(Q˜kA)Ψk|
2 − (Ψ¯k, Dk(A)Ψk)
)
exp (−Vk(Ψ,Ψk,A, tAk)− Uk(A, tAk)) ρ
•
k(t,Ψk, ψk(A) + δHk(A, tAk)Ψk,A+ tAk)| Ψ=Ψk+1,L
A=Ak+1,L
(78)
Now make the translation Ψk → Ψk + Hk(A)Ψ ≡ Ψk + Ψ(A) This means that ψk(Ak+1,L) →
[ψk+1(Ak+1)]L + ψk(Ak+1,L). Using (47) and (48) and identifying a Gaussian measure we find
ρ•k+1(t,Ψk+1, ψk+1(Ak+1),Ak+1)
=
∫
dµΓk(A)(Ψk) dµCk(Ak) exp(−Vk(Ψ,Ψ(A) + Ψk,A, tAk)− Uk(A, tAk))
ρ•k(t,Ψ(A) + Ψk, [ψk+1(Ak+1)]L + ψk(A) + δHk(A, tAk)(Ψ(A) + Ψk), A+ tAk)| Ψ=Ψk+1,L
A=Ak+1,L
(79)
This is our recursion relation for ρ•k(t).
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Now take two derivatives of the last equation at t = 0 and obtain
Pk+1(Ψk+1, ψk+1(Ak+1),Ak+1) =
∫
Pk(Ψ(A) + Ψk, [ψk+1(Ak+1)]L + ψk(A), A)dµΓk(A)(Ψk)
+
1
2
∫
∂Vk
∂Ak(z)
(Ψ,Ψ(A) + Ψk,A, 0)C˜k(z, w)
∂Vk
∂Ak(w)
(Ψ,Ψ(A) + Ψk,A, 0)dzdw dµΓk(A)(Ψk)
−
1
2
∫
∂2Vk
∂Ak(z)∂Ak(w)
(Ψ,Ψ(A) + Ψk,A, 0)C˜k(z, w) dz dµΓk(A)(Ψk)| Ψ=Ψk+1,L
A=Ak+1,L
+ . . .
(80)
where . . . indicates no-fermion terms. Next we carry out the fermion integrals and drop the no fermion
terms to get the expression
P+k+1(Ψk+1, ψk+1(Ak+1),Ak+1)
=
[
P+k (Ψ(A), [ψk+1(Ak+1)]L, A)− (∆
Γ
Ψk
Pk)
+(Ψ(A), [ψk+1(Ak+1)]L, A)
+
1
2
∫
z,w
Jk(z)C˜k(z, w)Jk(w) − Jk(z, w)C˜k(z, w)
−
∫
z,w
∑
x,y
K¯k(z, x)Γk(A;x, y)Kk(w, y)C˜k(z, w)
]
Ψ=Ψk+1,L
A=Ak+1,L
(81)
where the single step vertices are
Jk(z) =
∂Vk
∂Ak(z)
(Ψ,Ψ(A),A, 0) Jk(z, w) =
∂2Vk
∂Ak(z)∂Ak(w)
(Ψ,Ψ(A),A, 0)
K¯k(z, x) =
∂2Vk
∂Ψk(x)∂Ak,µ(z)
(Ψ,Ψ(A),A, 0) Kk(z, x) =
∂2Vk
∂Ψ¯k(x)∂Ak,µ(z)
(Ψ,Ψ(A),A, 0)
(82)
and the notation is
(∆ΓΨkPk)(Ψ(A), [ψk+1(Ak+1)]L, A)
=
∑
x,y
Γk(A, x, y)
[
∂2
∂Ψk(x)∂Ψ¯k(y)
Pk(Ψ(A) + Ψk, [ψk+1(Ak+1)]L +Hk(A)Ψk, A)
]
Ψk=0
(83)
The equation (81) is the basic identity we are after. Although the derivation was formal we show
in appendix B that it is rigorously true provided ek+1|∂Ak+1| is sufficiently small.
We also need a variation of (81) in which vertices are localized in a region Θ ⊂ T−kN+M−k. First
define ρ⋆k,Θ(t) just as in (64) but now with A
∗
j,k(t) replaced by
A∗j,k(t,Θ) = Ak + tχΘ
k−1∑
i=j
(Ai)L−(k−i) (84)
where χΘ is the characteristic function of Θ. Then ρ
⋆
k,Θ(t) = Zk(Ak) exp(−(Ψ¯k, Dk(Ak)Ψk))ρ
•
k,Θ(t)
where ρ•k,Θ(t) defined as in (67) except that tAj,L−(k−j) is replaced by tχΘAj,L−(k−j) . Defining Pk,Θ =
(ρ•k,Θ)
′′(0)/2 we find
P+k,Θ(Ψk, ψ,A) =
1
2
k−1∑
j=0
∫
z,w∈Θ
Jkj(z)C˜j,L−(k−j)(z, w)Jkj(w) − Jkj(z, w)C˜j,L−(k−j)(z, w)
−
k−1∑
j=0
∫
z,w∈Θ
K¯kj(z, x)Sk(A;x, y)Kkj(w, y) C˜j,L−(k−j)(z, w)
(85)
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One can also proceed in single steps. One shows for Θ ⊂ T−k−1N+M−k−1 that ρ
•
k+1,Θ(t) and ρ
•
k,LΘ(t)
are formally related by an equation like (79) except that under the integral sign tAk is everywhere
replaced by tχΘAk. Taking two derivatives at t = 0 yields the identity
P+k+1,Θ(Ψk+1, ψk+1(Ak+1),Ak+1)
=
[
P+k,LΘ(Ψ(A), [ψk+1(Ak+1)]L, A)− (∆
Γ
Ψk
Pk,LΘ)
+(Ψ(A), [ψk+1(Ak+1)]L, A)
+
1
2
∫
z,w∈LΘ
Jk(z)C˜k(z, w)Jk(w) − Jk(z, w)C˜k(z, w)
−
∫
z,w∈LΘ
∑
x,y
K¯k(z, x)Γk(A;x, y)Kk(w, y)C˜k(z, w)
]
Ψ=Ψk+1,L
A=Ak+1,L
(86)
Again the derivation is formal, but the result is rigorous by the argument of appendix B.
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2 Localized flow
2.1 blocking
We also want to consider a version of our RG transformation in which the averaging is not done on
the whole torus, but in a sequence of successively smaller regions. The treatment follows Balaban,
O’Carroll, and Schor [14]. A difference is that they do not make the initial scaling to a unit lattice
as in (1). This means they are working up from a finer to a coarser lattice, whereas we are working
down from a coarser to a finer lattice.
First we define some blocking and unblocking operations. For Ω ⊂ T1n ⊂ T
0
n we defined a blocked
set BΩ ⊂ T0n by
BΩ = {x ∈ T0n : d(x,Ω) < L/2} (87)
Then QA on Ω depends on A on BΩ, written (QA)Ω = Q(ABΩ). A set Λ ⊂ T0n has the form BΩ iff
it is a union of L-blocks in T0n centered on points in T
1
n
For Λ ⊂ T0n we also define an unblocked Λ
′ ⊂ T1n by
Λ′ = UΛ = Λ ∩ T1n (88)
We have always UBΩ = Ω. If Λ = BΩ then BUΛ = Λ. Note that if Λ ⊂ T0n then BLΛ ⊂ T
0
n+1 and
L−1UΛ ⊂ T0n−1. More generally we define for Λ ⊂ T
0
n
BℓΛ =(BL)
ℓΛ ⊂ T0n+ℓ
UℓΛ =(L
−1U)ℓΛ ⊂ T0n−ℓ
(89)
We have UℓBℓΛ = Λ.
Our regions will be a sequence of the form
Λ = (Λ0, . . . ,Λk−1) (90)
where Λj ⊂ T0N+M−j is a union of LM0 = L
m0+1 blocks centered on Tm0+1N+M−j , m0 ≥ 1. We assume
the sets are decreasing in the sense that they satisfy one of the equivalent
B1Λj+1 ⊂ Λj Λj ⊂ U1Λj−1 = L
−1Λ′j−1 (91)
We also assume that for some positive integer r
d((L−1Λ′j−1)
c,Λj) ≥ rM0 (92)
whenever both subsets are non-empty. This insures that the corridor between successive regions is at
least a few M0 blocks wide.
We define in T0N+M−i
δΛi = L
−1Λ′i−1 − Λi (93)
Then with the convention Λk = ∅ we have the disjoint union
Λj = ∪
k
i=j+1Bi−jδΛi (94)
2.2 bosons
We want a generalization of the formula (9) for bosons in which the averaging over Aj is only done in
the region Λj . The starting point is
∫ k−1∏
j=0
dAj,ΛjN
−1
L−1Λ′
j
,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
Λ′
j
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
F (A0) (95)
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where NΛ,a = (2pi/a)3|Λ|/2. Break this up by (94)
N−1L−1Λ′
j
,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
Λ′
j
)
dAj,Λj
=
k∏
i=j+1
N−1L−1(Bi−jδΛi)′,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
(Bi−jδΛi)′
)
dAj,Bi−jδΛi
(96)
Change the order of the products
∏k−1
j=0
∏k
i=j+1 =
∏k
i=1
∏i−1
j=0 and evaluate the integral over δΛi by
∫ i−1∏
j=0
dAj,Bi−jδΛiN
−1
L−1(Bi−jδΛi)′,a
exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
(Bi−jδΛi)′
)
[. . . ]
=
∫
dA0,BiδΛiN
−1
δΛi,ai
exp
(
−
ai
2
|Ai −QiA0,L−i |
2
δΛi
)
[. . . ]
(97)
This follows from (208) in the appendix, and then (95) becomes
∫ k∏
i=1
N−1δΛi,ai exp
(
−
ai
2
|Ai −QiA0,L−i |
2
δΛi
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
F (A0)dA0,Λ0 (98)
Next scale A0 = ALk for A on T
−k
N+M−k and define Q
(k)
i = Qiσ
k−i
L , which is a i-fold averaging operator
from T−kN+M−k to T
0
N+M−i. Then we have that (98) is equal to
∫ k∏
i=1
N−1δΛi,ai exp
(
−
ai
2
|Ai −Q
(k)
i A|
2
δΛi
)(
−
1
2
(A, (−∆+ µ2k)A)
)
f(A)dAL−kΛ0 (99)
where f(A) = F (ALk). In this formula the spectator variables A0,Λc appear as AL−kΛc0 ≡ (A0,Λ
c
0
)L−k .
We introduce some notation. Let
A
′ =(A1,δΛ1 , · · · , Ak,δΛk )
Qk,ΛA =((Q
(k)
1 A)δΛ1 , · · · , (Q
(k)
k A)δΛk )
(100)
Note that since Λk = ∅ we have Ak,δΛk = Ak,L−1Λ′k−1 . These are multiscale objects consisting of
functions living on subsets δΛi ⊂ T0N+M−k. A norm on such objects is given by
|A′|2 =
k∑
i=1
|Ai,δΛi |
2 (101)
We also define a = (a1, . . . , ak) and NΛ,a =
∏k
i=1N
−1
δΛi,ai
. Then (99) can be written
∫
N−1
Λ,a
exp
(
−
1
2
|a1/2(A′ −Qk,ΛA)|
2
)(
−
1
2
(A, (−∆+ µ2k)A)
)
f(A)dAL−kΛ0 (102)
To evaluate this integral we again diagonalize the quadratic form, this time separating the variables
(A0,Λc ,A
′) or (AL−kΛc0 ,A
′) from AL−kΛ0 . Accordingly we introduce
∆#
k,Λ
= −∆+ µ2k +Q
T
k,ΛaQk,Λ (103)
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and with A ≡ (A0,Λc ,A
′)
Gk,Λ =[∆
#
k,Λ
]−1
L−kΛ0
Hk,ΛA =Gk,Λ(Q
T
k,ΛaA
′ + [∆]Λ,ΛcAΛc)|Λ=L−kΛ0
(A,∆k,ΛA) =(A
′,
[
a− aQk,ΛGk,ΛQ
T
k,Λa
]
A
′)− 2(QT
k,ΛaA
′, Gk,Λ[∆]Λ,ΛcAΛc)
+ (AΛc
[
(−∆+ µ2k)− [∆k]Λc,ΛGk,Λ[∆]Λ,Λc
]
AΛc)|Λ=L−kΛ0
(104)
Note that Qk,Λ vanishes on functions on L
−kΛc0 and thus Q
T
k,Λ
maps to functions on L−kΛ0. Making
the change of variables AL−kΛ0 → AL−kΛ0 +Hk,ΛA we find that (102) can be written
Zk,Λ exp
(
−
1
2
(A,∆k,ΛA)
)∫
f(A+Hk,ΛA) dµG
k,Λ
(AL−kΛ0) (105)
where
Zk,Λ =
∫
N−1
Λ,a
exp
(
−
1
2
(AΛ, G
−1
k,Λ
AΛ)
)
dAΛ|Λ=L−kΛ0 (106)
Our final identity is then (95) = (105). We are particularly interested in F = 1 in which case the
identity reads
∫ k−1∏
j=0
dAj,ΛjN
−1
L−1Λ′
j
,a exp
(
−
1
2
a
L2
|Aj+1,L −QAj |
2
Λ′
j
)
exp
(
−
1
2
(A0, (−∆+ µ
2
0)A0)
)
= Zk,Λ exp
(
−
1
2
(A,∆k,ΛA)
) (107)
2.3 fermions
For fermions pick a fixed background A on T−kN+M−k and consider integrals of the form
∫ k−1∏
j=0
dΨj,ΛjM
−1
L−1Λ′
j
,b exp
(
−
b
L
|Ψj+1,L −Q(Q˜jALk−j )Ψj |
2
Λj
)
exp
(
−(Ψ¯0, (De0(ALk) +m0)Ψ0)
)
F (Ψ0)
(108)
Doing the intermediate integrals as for bosons this can be written
∫ k∏
i=1
M−1δΛi,bi exp
(
−bi|Ψi −Qi(ALk−i)Ψ0,L−i |
2
δΛi
)
exp
(
−(Ψ¯0, (De0(ALk) +m0)Ψ0)
)
F (Ψ0)dΨ0,Λ0
(109)
Next scale ψ0 = ψLk for ψ on T
−k
N+M−k, and define Q
(k)
i (A) = Qi(ALk−i)σ
k−i
L . Then (109) is written
∫ k∏
i=1
M−1δΛi,bi exp
(
−bi|Ψi −Q
(k)
i (A)ψ|
2
δΛi
)
exp
(
−(ψ¯, (Dek(A) +mk)ψ)
)
f(ψ)dψL−kΛ0 (110)
where f(ψ) = F (ψLk). Here Ψ0,Λc appears as ψL−kΛc0 ≡ (Ψ0,Λ
c
0
)L−k .
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Next introduce
Ψ′ =(Ψ1,δΛ1 , · · · ,Ψk,δΛk)
Qk,Λ(A)ψ =((Q
(k)
1 (A)ψ)δΛ1 , · · · , (Q
(k)
k (A)ψ)δΛk )
(111)
and define
(Ψ
′
,Ψ′) =
k∑
i=1
(Ψ¯i,δΛi ,Ψi,δΛi) (112)
We also define b = (b1, · · · , bk) and MΛ,b =
∏k
i=1M
−1
δΛi,bi
. Then (110) is written
∫
M−1
Λ,b
exp
(
−(Ψ
′
−Qk,Λ(−A)ψ¯, b(Ψ
′ −Qk,Λ(A))ψ)
)
exp
(
−(ψ¯, (Dek(A) +mk)ψ)
)
f(ψ)dψL−kΛ0
(113)
Again we diagonalize the quadratic form. Let
D#k (A) = Dek(A) +mk +Qk,Λ(−A)
T
bQk,Λ(A) (114)
This operator is invertible on L−kΛ0 under certain assumptions on A and Λ which we explain in the
next section. Assuming it is invertible we define with Ψ = (Ψ0,Λc ,Ψ
′)
Sk,Λ(A) =[D
#
k (A)]
−1
L−kΛ0
Hk,Λ(A)Ψ =Sk,Λ(A)
(
Qk,Λ(−A)
T
bΨ′ − [Dek(A)]Λ,ΛcψΛc
)
||Λ=L−kΛ0
Hk,Λ(A)Ψ =Sk,Λ(A)
T
(
Qk,Λ(A)
T
bΨ
′
− ([Dek(A)]Λc,Λ)
T ψ¯Λc
)
||Λ=L−kΛ0
(Ψ,Dk,Λ(A)Ψ) =(Ψ
′
[
b− bQk,Λ(A)Sk,Λ(A)Qk,Λ(−A)
T
b
]
Ψ′)
+(ψ¯Λc , [Dek(A)]Λc,ΛSk,Λ(A)Qk,Λ(−A)
T
bΨ′)
+(Qk,Λ(A)
T
bΨ
′
, Sk,Λ(A) [Dek(A)]Λ,Λc ]ψΛc)
+(ψ¯Λc ,
[
(Dek(A) +mk)− [Dek(A)]Λc,ΛSk,Λ(A)[Dek(A)]Λ,Λc
]
ψΛc)|Λ=L−kΛ0
(115)
Now make the change of variables ψL−kΛ0 → ψL−kΛ0 +Hk,Λ(A)Ψ. Then (113) can be written
Zk,Λ(A) exp
(
−(Ψ,Dk,Λ(A)Ψ)
) ∫
f(ψ +Hk,Λ(A)Ψ) dµS
k,Λ(A)
(ψL−kΛ0) (116)
where
Zk,Λ(A) =
∫
M−1
Λ,b
exp
(
−(ψ¯Λ, [Sk,Λ(A)]
−1ψΛ)
)
dψΛ|Λ=L−kΛ0 (117)
Our final identity is then (108) = (116). In case F = 1 it says
∫ k−1∏
j=0
dΨj,ΛjM
−1
L−1Λ′
j
,b exp
(
−
b
L
|Ψj+1,L −Q(Q˜jALk−j )Ψj |
2
Λj
)
exp
(
−(Ψ¯0, (De0(ALk) +m0)Ψ0)
)
= Zk,Λ(A) exp
(
−(Ψ,Dk,Λ(A)Ψ)
)
(118)
19
3 Propagators
3.1 definitions
In this chapter our goal is to show that the propagators on T−kN+M−k
Gk,Λ =(−∆+ µ
2
k +Q
T
k,ΛaQk,Λ)
−1
L−kΛ0
Sk,Λ(A) =(Dek(A) +mk +Qk,Λ(−A)
T
bQk,Λ(A))
−1
L−kΛ0
(119)
exist and get estimates on their kernels. The basic tool is a multiscale random walk expansion. The
expansion for Dirac operators was developed by Balaban, O’Carroll, and Schor [14] based on earlier
work of Balaban [7], [8]. We give expansions both for Dirac operators and Laplacians. For Dirac
operators we follow [14] rather closely, but nevertheless have to go into considerable detail to get
results in the exact sharp form we want. (In addition the numerous misprints in [14] make it difficult
to quote results directly.)
We start with some definitions. To construct the inverses we need to respect the structure of the
averaging operators Qk,Λ = {Q
(k)
i (·)|δΛi}. Now (QiA)δΛi depends on A in the set L
−iBiδΛi and
hence the scaled version (Q
(k)
i A)δΛi depends on A in the set δΛ
(k)
i given by
δΛ
(k)
i = L
−kBiδΛi =


L−k(Λ0 −B1Λ1) i = 1
L−k(Bi−1Λi−1 −BiΛi) 1 < i < k
L−kBk−1Λk−1 i = k
(120)
Here for Λi ⊂ T0N+M−i the set BiΛi ⊂ T
0
N+M is its representative in the original unit lattice, which is
then scaled down to L−kBiΛi ⊂ T
−k
N+M−k. Since we have assumed that Λi is a union of LM0 blocks,
BiΛi is a union of L
i+1M0 blocks, L
−kBiΛi is a union of L
−k+i+1M0 blocks, and δΛ
(k)
i is a union of
L−(k−i)M0 blocks. The separation condition (92) insures that δΛ
(k)
i is at least a few layers wide.
We have the decomposition of L−kΛ0 ⊂ T
−k
N+M−k given by the disjoint union
L−kΛ0 =
k⋃
i=1
δΛ
(k)
i (121)
Let D0i be the L
−(k−i)M0 blocks in δΛ
(k)
i denoted , and let D
0 = ∪ki=1D
0
i . Then
L−kΛ0 =
k⋃
i=1
⋃
∈D0
i
 =
⋃
∈D0
 (122)
which is a partition of L−kΛ0 into blocks of various sizes. Actually it is convenient to modify this by
taking (for i ≥ 2 ) r0 layers of L−(k−i)M0 blocks in δΛ
(k)
i along the boundary of L
−kBi−1Λi−1 and
further subdividing them into L−(k−i+1)M0 blocks. We assume that r0 is some fraction of r so that
we do not exhaust δΛ
(k)
i . Let Di be the new L
−(k−i)M0 blocks. These are either in δΛ
(k)
i or δΛ
(k)
i+1
and we have
L−kΛ0 =
k⋃
i=1
⋃
∈Di
 =
⋃
∈D
 (123)
We will need partitions of unity concentrated on the sets  ∈ D. First take a smooth function g
on R3 so g has support in {x : |x| ≤ 2/3} and g = 1 on {x : |x| ≤ 1/3} and
∑
n∈Z3 g(x − n)
2 = 1.
Then if  is a Di block in the interior of
⋃
∈Di
 centered on y ∈ T
−(k−i)+m0
N+M−k , we define
h(x) = g
(
(x− y)
Lk−i
M0
)
(124)
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Then for x well inside
⋃
∈Di
 ∑
∈D
h(x)
2 = 1 (125)
For  ∈ Di blocks touching Di−1 blocks the scalings do not match. We require in this case that the
definition of h(x) be modified on any boundary face by taking the scaling L
k−(i−1)/M0 instead of
Lk−i/M0. (If  ⊂ δΛ
(k)
1 touches Λ
c
0 take L
k/3M0.) Then (125 ) holds for all x ∈ L−kΛ0.
Note that hh′ = 0 unless ,
′ touch.
We also define some enlargements of each L−(k−i)M0 cube  ∈ Di. We set
˜ =3M0L
−(k−i) cube centered on 

(n) =(1 + 2n)r1M0L
−(k−i) cube centered on 
(126)
for some r1 < r0. We have supp h ⊂ ˜.
Finally we introduce some modified distances on T−kN+M−k For long distances we use
dΛ(x, y) = infΓ:x→y
k∑
i=1
Lk−i|Γ ∩ δΛ
(k)
i | (127)
This is a genuine metric which weighs earlier regions more heavily. For short distances we use
d′(x, y) =
{
d(x, y) x 6= y
L−k x = y
(128)
This is not a real metric but it does satisfy the triangle inequality, and it does scale like d(x, y). It is
relevant because of its appearance in estimates like (29),(53).
We note the following estimates on integrals in T−kN+M−k. As usual
∫
dy[· · · ] =
∑
y L
−3k[· · · ]. The
estimates refer to L−(k−i) blocks ∆, smaller than the L−(k−i)M0 blocks .
Lemma 1 Let ∆ be an L−(k−i) block with 1 ≤ i ≤ k and let 0 ≤ α < 3∫
∆
d′(x, y)−αdy ≤ O(L−(3−α)(k−i)) (129)∫
∆
d′(x, y)−αd′(y, z)−αdy ≤ O(L−(3−α)(k−i))d′(x, z)−α (130)∫
∆
d′(x, y)−1d′(y, z)−2dy ≤ O(L−(k−i))d′(x, z)−1 (131)
Proof. For the first estimate note that if x is well outside ∆ then the integrand is bounded and we
get O(L−3(k−i)) which suffices. If x is in or near ∆ enlarge ∆ so it is centered on x and still has sides
O(L−(k−i)). The point with y = x contributes L−(3−α)k which suffices. Points with y 6= x can be
dominated by the R3 integral
∫
|y|≤O(L−(k−i))
|y|−αdy = O(L−(3−α)(k−i)).
For the second integral we split into two cases. The first is d′(x, y) ≥ d′(x, z)/2. Use this in the
first factor and then (129) gives the result. The second case is d′(x, y) < d′(x, z)/2. In this case we
have by the triangle inequality that d′(y, z) ≥ d′(x, z)/2. Use this in the second factor and again use
(129) to obtain the result.
For the last inequality regard the integrand as the product of d′(x, y′)−1d′(y′, z)−1 and d′(y′, z)−1
and use the Schwarz inequality.
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3.2 fermions
The random walk expansion for Sk,Λ(A, x, y) has the form
Sk,Λ(A, x, y) =
∑
ω:x→y
Sk,Λ,ω(A, x, y) (132)
Here we are summing over paths ω each of which is a sequence of adjacent cubes (blocks) 0, . . .n
from D. Equivalently a path ω is a sequence of links ((0,1), (1,2), . . . , (n−1,n) and the
adjacency condition is that that j,j+1 should touch, possibly only on corners, and including the
possibility j = j+1. The notation ω : x→ y means x ∈ ˜0, y ∈ ˜n. We let |ω| = n be the number
of links. If |ω| = 0 then there is just the single square 0.
Theorem 1 Let A satisfy
|∂A| ≤ CL3(k−i)/2p(ei) on δΛ
(k)
i (133)
for some constant C and p(ei) = log(e
−1
i )
p. Let M0 be sufficiently large and let ek be sufficiently small.
Then Sk,Λ(A, x, y) exists and has the random walk expansion (132). We have the bound for each path
|Sk,Λ,ω(A, x, y)| ≤O(1)(O(1)M
−1
0 )
|ω|d′(x, y)−2 exp(−O(1)dΛ(x, y)) (134)
and the bound for the full propagator
|Sk,Λ(A, x, y) ≤O(1)d
′(x, y)−2 exp(−O(1)dΛ(x, y)) (135)
In addition Sk,Λ,ω(A) and Sk,Λ(A, x, y) are gauge covariant, and Sk,Λ,ω(A) depends on A only in⋃
∈ω 
(5).
Remarks.
1. In exp(−O(1)dΛ(x, y)) the O(1) is independent of M0.
2. There is no condition on A itself, but only on ∂A. This important feature follows from the gauge
covariance as we will see. (And actually a condition on the field strength F = dA would suffice.)
3. It is possible that Λ is a sequence of the full tori, i.e. Λi = T
0
N+M−i. In this case dΛ(x, y) =
d(x, y) and we have the result (53) for Sk(A, x, y).
To prove the theorem we need a result for a single block.
Lemma 2 Under the same hypotheses for each Di block  there is an operator S
∗

(A) = S∗k,(A)
such that for x ∈ ˜((
Dek(A) +mk +Qk,Λ(−A)
T
b Qk,Λ(A)
)
S∗

(A)f
)
(x) = f(x) (136)
and for all x, y ∈ ˜
|S∗

(A, x, y)| ≤ O(1)d′(x, y)−2 exp(−O(1)dΛ(x, y)) (137)
In addition S∗

(A) is gauge covariant and depends on A only in (5)
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Assuming the lemma we have
Proof of theorem 1.
Part I. We define a parametrix on L−kΛ0
S∗(A) =
∑
∈D
hS
∗

(A)h (138)
Then thanks to (125) and (136)(
Dek(A) +mk +Qk,Λ(−A)
T
b Qk,Λ(A)
)
S∗(A) = I −
∑

R(A)S
∗

(A)h ≡ I −R (139)
where
R(A) = −
[(
Dek(A) +mk +Qk,Λ(−A)
T
b Qk,Λ(A)
)
, h
]
(140)
The inverse is now
Sk,Λ(A) = S
∗(A)(I −R)−1 = S∗(A)
∞∑
n=0
Rn (141)
provided the series converges. This can also be written
Sk,Λ(A) =
∞∑
n=0
∑
0,1,...,n
(
h0S
∗
0
(A)h0
) (
R1(A)S
∗
1
(A)h1
)
· · ·
(
Rn(A)S
∗
n
(A)hn
)
≡
∑
ω
Sk,Λ,ω(A)
(142)
In the last step we identify the random walk expansion by noting that the term vanishes unless all
pairs j ,j+1 are adjacent. The kernel Sk,Λ,ω(A, x, y) vanishes unless x ∈ supp h0 ⊂ ˜0 and
y ∈ supp hn ⊂ ˜n. The gauge covariance of Sk,Λ,ω(A) follows from that of S
∗

(A) and R(A), as
does the A dependence.
Part II. To estimate this expansion we need the following bound. For  ∈ Di
|(R(A)S
∗

(A))(x, y)| ≤ O
(
Lk−i
M0
)
d′(x, y)−2 exp(−O(1)dΛ(x, y)) (143)
To prove it we write R = R
D

+ RQ

where RD

= −[Dek , h] and R
Q

= −[QT
k,Λ
bQk,Λ, h] . We
have explicitly
(RD

(A)S∗

(A))(x, y) =
∑
x′
γx,x′L
keiekL
−kA(x,x′)(h(x)− h(x
′))S∗

(x′, y) (144)
where the sum is over nearest neighbors x′ of x. The result now follows by
Lk|h(x)− h(x
′)| ≤ sup
x
|∂h(x)| ≤ O
(
Lk−i
M0
)
(145)
and (137) and d′(x′, y) ≥ d′(x, y)/2 and dΛ(x
′, y) ≥ dΛ(x, y)− 1.
For the other term we have from (37) on T−iN+M−i
(Qi(−A)
T biQi(A)))(x, x
′) = exp
(
ieiA(Γ˜x,[x] ∪ Γ˜[x],x′)
)
χ(|x′ − [x]| ≤ 1/2) (146)
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where [x] is the unit lattice point at the center of the block containing x. Then for the scaled version
on T−kN+M−k
(Q
(k)
i (−A)
T biQ
(k)
i (A))(x, x
′) =L2(k−i)(Qi(−ALk−i)
T biQi(ALk−i))(L
k−ix, Lk−ix′)
=L2(k−i)bi exp (ieiALk−i(. . . ))χ(|x
′ − [x]| ≤ L−(k−i)/2)
(147)
where now [x] is the L−(k−i) lattice point at the center of the L−(k−i) block containing x. Now
 ⊂ δΛ
(k)
i ∪ δΛ
(k)
i+1 and the same is true for supp h ⊂ ˜. Hence the only contribution to R
Q

comes
from
(
Qk,Λ(−A)
T
b Qk,Λ(A)
)
(x, x′) =
{
(Q
(k)
i (−A)
T biQ
(k)
i (A))(x, x
′) x, x′ ∈ δΛ
(k)
i
(Q
(k)
i+1(−A)
T bi+1Q
(k)
i+1(A))(x, x
′) x, x′ ∈ δΛ
(k)
i+1
(148)
We concentrate on the first case, the other is similar. Then
(RQ

(A)S∗

(A))(x, y) = bi
∫
|x′−[x]|≤L−(k−i)/2
L2(k−i) exp (ieiALk−i(. . . )) (h(x)− h(x
′))S∗

(x′, y)
(149)
Now since |x− x′| ≤ L−(k−i)
|h(x)− h(x
′)| ≤ L−(k−i) sup
x
|∂h(x)| ≤ O(M
−1
0 ) (150)
we obtain
|(RQ

(A)S∗

(A))(x, y)| ≤O
(
L2(k−i)
M0
)∫
|x′−[x]|≤L−(k−i)/2
d′(x′, y)−2 exp(−O(1)dΛ(x, y))
≤O
(
Lk−i
M0
)
exp(−O(1)dΛ(x, y))
(151)
In the second step we use (129). Since d′(x, y) ≤ dΛ(x, y) + 1 the result follows.
Part III. Now we estimate the expansion. Besides the partition (122) we can also partition L−kΛ0
into smaller blocks ∆ of size L−(k−i) in δΛ
(k)
i . Then for ω = (0, . . . ,n)
Sk,Λ,ω(A, x, y) =
∑
∆1,...,∆n
∫
∆1
dx1 . . .
∫
∆n
dxn
(h0S
∗
0
(A)h0 )(x, x1)(R1S
∗
1
(A)h1)(x1, x2) · · · (RnS
∗
n
(A)hn)(xn, y)
(152)
We can restrict the sum to ∆j intersecting both ˜j−1 and ˜j . Now use the estimates (137), (143) to
obtain
|Sk,Λω(A, x, y)| ≤ (O(1)M0)
−n)
∑
∆1,...,∆n
∫
∆1
dx1 . . .
∫
∆n
dxn
(
d′(x, x1)
−2e
−O(1)dΛ(x,x1)
)(
Lk−i1d′(x1, x2)
−2e
−O(1)dΛ(x1,x2)
)
· · ·
(
Lk−ind′(xn, y)
−2e
−O(1)dΛ(xn,y)
)
(153)
Here ij is chosen by j ∈ Dij . Now use dΛ(xi, xi+1) ≥ dΛ(∆i,∆i+1) − 2 where the distance is from
the center of the cubes. Then repeatedly use the estimate
Lk−ij
∫
∆j
d′(xj−1, xj)
−2d′(xj , xj+1)
−2dxj ≤ O(d
′(xj−1, xj+1)
−2) (154)
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which follow from (130). Here we use that ˜j is contained in δΛij ∪ δΛij+1, hence so is ∆j and hence
it is either a L−(k−ij) or a L−(k−ij−1) block. We also use the estimate∑
∆1,...,∆n
e
−O(1)dΛ(x,∆1)e
−O(1)dΛ(∆1,∆2) . . . e
−O(1)dΛ(∆n,y) ≤ (O(1))n exp
(
−O(1)dΛ(x, y)
)
(155)
For this see [7], lemma 2.1. These estimates yield the bound on Sk,Λ,ω(A, x, y). For the bound on
Sk,Λ(A, x, y) we sum over paths. The factor (O(1)M0)
−n is sufficient to control the sum if M0 is
sufficiently large.
proof of lemma 2
part I. We need to invert
(
Dek(A) +mk +Qk,Λ(−A)
T
bQk,Λ(A)
)
on a single block. Inverting with
straight Dirichlet boundary conditions makes it awkward to get estimates, so we use a kind of soft
Dirichlet conditions, following [14] and the construction of the theorem.
Given Λ we take a fixed Di cube  ⊂ T
−k
N+M−k. Then define a decreasing sequence of cubes
Ω() = (Ω0(), . . . ,Ωk−1()) (156)
with Ωj() ⊂ T0N+M−j . In reverse order they are specified by
Ωj =∅ j > i
Ωi() =UiL
k

(2) ∩ Λi
Ωi−1() =Ui−1L
k

(3)
d((L−1Ω′j−1())
c,Ωj()) =r1M0 j = i− 1 . . . 1
(157)
where the cube L−1Ω′j−1() is required to be centered on Ωj(). (If i = k then Ωi() = ∅.)
Now with δΩj() = L
−k(Bj−1Ωj−1()−BjΩj()) we have for j = 1, . . . , k
δΩ
(k)
j () =∅ j > i+ 1
δΩ
(k)
i+1() =
(2) ∩ L−kBiΛi
δΩ
(k)
i () =
(3) − ((2) ∩ L−kBiΛi)
d(L−k(Bj−1Ωj−1())
c, L−kBjΩj()) ≤L
−(k−j)r1M0
(158)
Here we use that Lk(3) is a 7r1M0L
i cube and so has the form Bi˜ for some 7r1M0 cube ˜ and
hence BiUi = I on this set. We have also used d(B1X,B1Y ) ≤ Ld(X,Y ) and (B1X)
c = B1X
c. We
note that
d(L−kΩ0()
c,(3)) ≤
i∑
j=1
L−(k−j)r1M0 ≤ 2r1M0L
−(k−i) (159)
which implies that L−kΩ0() ⊂ (5).
We now define
S∗

(A) =SΩ()(A) =
[
Dek(A) +mk +QΩ()(−A)
T
bQΩ()(A)
]−1
L−kΩ0()
(160)
if it exists.
Before considering existence we prove that (160) satisfies (136). It suffices to show that for x ∈ ˜(
QΩ()(−A)
T
bQΩ()(A)f
)
(x) =
(
Qk,Λ(−A)
T
b Qk,Λ(A)f
)
(x) (161)
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Recall that ˜ ⊂ δΛ
(k)
i ∪ δΛ
(k)
i+1. If x ∈ ˜ ∩ δΛ
(k)
i+1 then x ∈ ˜ ∩ L
−kBiΛi ⊂ δΩi+1() and the left side
of (161) is
(
Q
(k)
i+1(−A)
T bi+1 Q
(k)
i+1(A)f
)
(x) which agrees with the right side of (161). If x ∈ ˜∩ δΛ
(k)
i
then x ∈ ˜ − L−kBiΛi ⊂ δΩi() and the left side of (161) is
(
Q
(k)
i (−A)
T bi Q
(k)
i (A)f
)
(x) which
agrees with the right side of (161). Thus (161) is true.
part II.We are going to treat S∗k,(0) first and we start with some definitions atA = 0. Let Sj = Sj(0)
and Qj = Qj(0) and S
(k)
j = σ
−1
Lk−j
Sj (σ
−1
Lk−j
)T which is the representation of Sj on T
−k
N+M−k. We have
S
(k)
j ≡ σ
−1
Lk−j
( D(0) +mj +Q
T
j bjQj )
−1 (σ−1
Lk−j
)T
=( D(0) +mk +Q
(k)T
j bjQ
(k)
j )
−1
(162)
and the bound from (53)
|(S
(k)
j )(x, y)| = |L
2(k−j)Sj(L
k−jx, Lk−jy)| ≤ O(1)d′(x, y)−2 exp(−O(1)Lk−jd(x, y)) (163)
We also consider the mixed operator for suitable Y ⊂ T−kN+M−k
[S
(k)
j ]Y =
(
D(0) +mk + [Q
(k)T
j bjQ
(k)
j ]Y c + [Q
(k)T
j+1 bj+1Q
(k)
j+1 ]Y
)−1
(164)
This has the alternate representation from [14] .
[S
(k)
j ]Y =σ
−1
Lk−j
(
Sj + b
2
jSjQ
T
j [ Dj(0) +
b
L
QTQ]−1
UjLkY
QjSj
)
(σ−1
Lk−j
)T
S
(k)
j + b
2
jS
(k)
j Q
(k)T
j [ Dj(0) +
b
L
QTQ]−1
UjLkY
Q
(k)
j S
(k)
j
(165)
To estimate this we take the bound from [14] for z, w ∈ T0N+M−j
|
[
Dj(0) +
b
L
QTQ
]−1
X
(z, w)| ≤ exp(−O(1)d(z, w)) (166)
Then the expression in parentheses in (165) has a kernel which is O(1)d′(x, y)−2 exp(−O(1)d(x, y)).
(Even without the short distance singularity for the second term.) Thus after scaling we have again
|[S
(k)
j ]Y (x, y)| ≤ O(1)d
′(x, y)−2 exp(−O(1)Lk−jd(x, y)) (167)
part III. Now we show S∗

(0) exists and get an estimate on the kernel. First define a parametrix on
L−kΩ0()
S#() =
∑
′⊂D()
h′S
#
′
()h′ (168)
Here D() = ∪jDj() is a partition of of L
−kΩ0() = ∪jδΩ
(k)
j () defined by dividing δΩ
(k)
j () into
cubes of size L−(k−j)M0 and then further subdividing cubes touching δΩ
(k)
j−1(). Then Dj() is the
set of new L−(k−j)M0 cubes. These are contained in δΩ
(k)
j ∪ δΩ
(k)
j+1. We define S
#
′
() as follows. If

′ ∈ Dj() and (′)(2) does not intersect L−kBjΩj() then we define S
#
′
() = S
(k)
j . More generally
we define
S#
′
() = [S
(k)
j ]Y Y = (
′)(2) ∩ L−kBjΩj() (169)
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This use of whole lattice inverses would not be suitable for A 6= 0 since it would not be local in A.
Then S#
′
() provides a local inverse in the sense that for x ∈ ˜′((
Dek(0) +mk +QΩ()(0)
T
bQΩ()(0)
)
S#
′
()f
)
(x) = f(x) (170)
Check this as in (161). If ′ ∈ Dj and x, y ∈ ˜′ we have from (167)
|S#
′
()(x, y)| ≤ O(1)d′(x, y)−2 exp(−O(1)dΩ()(x, y)) (171)
Now we compute
(Dek(0) +mk +Q
T
Ω()bQΩ())S
#() = I −
∑
′
R#
′
()S#
′
()h′ ≡ I −R
#() (172)
where
R#
′
() = −
[
(Dek(0) +mk +Q
T
Ω()b QΩ()), h′
]
(173)
The inverse on L−kΩ0() is then
S∗

(0) = S#()(I −R#())−1 = S#()
∞∑
n=0
(R#())n (174)
if it converges. This can also be written
S∗

(0) =
∞∑
n=0
∑
0,1,...,n
(h0S
#
0
()h0)(R
#
1
()S#
1
()h1) · · · (R
#
n
()S#
n
()hn) (175)
Convergence is demonstrated just as before and gives
|S∗

(0, x, y)| ≤ O(d′(x, y)−2) exp
(
−O(1)dΩ()(x, y)
)
(176)
Now consider x, y ∈ L−kΩ0() ⊂ (5). Assuming 5r1 < r0 we have (5) ⊂ δΛ
(k)
i ∪ δΛ
(k)
i+1. Then
dΩ()(x, y) ≥ O(1)L
(k−i)d(x, y) ≥ O(1)dΛ(x, y) (177)
and we have the result (137) we need.
part IV. We continue to consider  ∈ Di and now study S∗(A) for A 6= 0. At first suppose that
instead of the bound on ∂A we have for some C
|A| ≤ CL(k−i)/2p(ei) on δΛ
(k)
i (178)
The same bound holds on δΛ
(k)
i ∪ δΛ
(k)
i+1 since p(ei+1) < p(ei). Hence the bound holds on ˜
(5) and
hence on L−kΩ0(), the region we are working in.
Let
v(A,A
′) = [Dek(A) +mk +QΩ()(−A)
T
bQΩ()(A)]
−[Dek(A)
′ +mk +QΩ()(−A
′)T bQΩ()(A
′)]
(179)
Then S∗

(A) exists if the series
S∗

(A) = S∗

(0)
(
∞∑
n=0
(v(A, 0)S
∗

(0))n
)
(180)
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converges.
To show convergence we need to estimate the kernel (v(A, 0)S
∗

(0))(x, y). Again there are two
parts coming from v(A, 0) = v
D

(A, 0) + vQ

(A, 0). For the first term
(vD

(A, 0)S∗

(0))(x, y) =
∑
x′
γx,x′L
k(eiekL
−kA(x,x′) − 1)(S∗

(0))(x′, y) (181)
which is bounded by
|(vD

(A, 0)S∗

(0))(x, y)| ≤O(1)ek sup |A| d
′(x, y)−2 exp(−O(1)dΩ()(x, y))
≤O(1)ekCL
(k−i)/2p(ei) d
′(x, y)−2 exp(−O(1)dΩ()(x, y))
=O(1)CLk−ieip(ei) d
′(x, y)−2 exp(−O(1)dΩ()(x, y))
(182)
The second term has the form for x ∈ δΩ
(k)
j () ⊂ L
−kΩ0(), j ≤ i+ 1:
(vQ

(A, 0)S∗

(0))(x, y)
=L2(k−j)bj
∫
|x′−[x]|≤L−(k−j)/2
(
exp(iejALk−j (Γ˜z,[z] ∪ Γ˜[z],z′)− 1
)
|
z=Lk−jx
z′=Lk−jx′
(S∗

(0))(x′, y)
(183)
The contour has length bounded by one and so we have bound
| (exp(iejALk−j (. . . )− 1) | ≤ ej sup |ALk−j | ≤ CL
−(i−j)/2ejp(ei) ≤ O(1)Ceip(ei) (184)
and hence
|(vQ

(A, 0)S∗

(0))(x, y)| ≤O(1)CL2(k−j)eip(ei)
∫
|x′−[x]|≤L−(k−j)/2
d′(x, y)−2 exp(−O(1)dΩ()(x, y))
≤O(1)CLk−jeip(ei) exp(−O(1)dΩ()(x, y))
(185)
Combining the two bounds we have for x ∈ δΩ
(k)
j ()
|(v(A, 0)S
∗

(0))(x, y)| ≤ O(1)CLk−jeip(ei)d
′(x, y)−2 exp(−O(1)dΩ()(x, y)) (186)
Now we can estimate the expansion. Dividing δΩ
(k)
j () into blocks ∆ of size L
−(k−j) and hence
L−kΩ0() into blocks of various sizes we have
S∗

(A, x, y) =
∞∑
n=0
∑
∆1,...,∆n
∫
∆1
dx1 . . .
∫
∆n
dxn
(S∗

(0, x, x1)(v(A)S
∗

(0))(x1, x2) · · · (v(A)S
∗

(0))(xn, y)
(187)
We use our estimate (186) as well as (154) and (155) and find
|S∗

(A, x, y)| ≤
(
∞∑
n=0
(O(1)Ceip(ei))
n
)
d′(x, y)−2 exp(−O(1)dΩ()(x, y))
≤O(1)d′(x, y)−2 exp(−O(1)dΩ()(x, y))
(188)
Here we use that ei < ek is assumed sufficiently small. By (177) we can replace exp(−O(1)dΩ()(x, y))
by exp(−O(1)dΛ(x, y)) to complete the proof in this case.
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part V. Finally we extend the result to the case |∂A| ≤ CL3(k−i)/2p(ei) on δΛ
(k)
i , and hence the same
bound on L−kΩ0(). Instead of (180) we use
S∗

(A) = S∗

(A¯)
(
∞∑
n=0
(
v(A, A¯)S
∗

(A¯)
)n)
(189)
where A¯ is the average of A over L−kΩ0(). Now A¯ is pure gauge and can be written A¯ = dλ. and
Since the propagator is gauge invariant we have
S∗

(A¯, x, y) = e−iekλ(x)S∗

(0, x, y)e−iekλ(y) (190)
which satisfies the same bound (176) as S∗

(0, x, y). Also
|A − A¯| ≤ 11r1M0L
−(k−i) sup |∂A| ≤ C′L(k−i)/2Cp(ei) (191)
for a new constant C′. This is a bound of the form we assumed on the field in part IV. One can then
show that v(A, A¯)S
∗

(A¯) satisfies the same bound (186) used in part IV. Thus we can repeat part
IV with the same result. This completes the proof of the lemma and the theorem.
As a corollary we consider perturbation by a complex background field A′. We need a bound on
A′ itself, not just ∂A′.
Corollary 1 Let A be real and satisfy |∂A| ≤ CL3(k−i)/2p(ei) on δΛ
(k)
i and let A
′ be complex and
satisfy |A′| ≤ CL(k−i)/2p(ei) on δΛ
(k)
i . Then S
∗

(A +A′) and Sk,Λ,ω(A +A
′) and Sk,Λ(A +A
′) all
exist, are analytic in A′, and satisfy the A′ = 0 bounds (134),(135), (137), now with larger constants.
Proof. It suffices to prove the result for S∗

(A+A′), the others follow. We make the expansion
S∗

(A+A′) = S∗

(A)
(
∞∑
n=0
(v(A+A
′,A)S∗

(A))
n
)
(192)
The bound on ∂A gives control over S∗

(A) by the theorem and the bound on complex A′ can be used
to show that v(A+A
′,A)S∗

(A) satisfies (186). Here we use also
| exp(iekL
−kA′)| ≤ exp(ekL
−k(CL(k−i)/2p(ei)) ≤ exp(Ceip(ei)) ≤ 2 (193)
Now repeat part IV of the lemma and get the result.
3.3 bosons
The treatment for bosons is similar, but easier since there is no background field. The random walk
expansion for the boson propagator has the form
Gk,Λ(x, y) =
∑
ω:x→y
Gk,Λ,ω(x, y) (194)
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Theorem 2 Let M0 be sufficiently large. Then Gk,Λ exists and has the random walk expansion (194).
We have
|Gk,Λ,ω(x, y)| ≤O(1)(O(1)M
−1
0 )
|ω|d′(x, y)−1 exp(−O(1)dΛ(x, y))
|Gk,Λ(x, y)| ≤O(1)d
′(x, y)−1 exp(−O(1)dΛ(x, y))
(195)
If x ∈ δΛ
(k)
i then
|∂Gk,Λ,ω(x, y)| ≤O(1)(O(1)M
−1
0 )
|ω|(Lk−id′(x, y)−1 + d′(x, y)−2) exp(−O(1)dΛ(x, y))
|∂Gk,Λ(x, y)| ≤O(1)(L
k−id′(x, y)−1 + d′(x, y)−2) exp(−O(1)dΛ(x, y))
(196)
The proof depends on the lemma:
Lemma 3 Under the same hypotheses for each Di block  there is an operator G
∗

such that for
x ∈ ˜:
(
(
−∆+ µ2k +Q
T
k,ΛaQk,Λ
)
G∗

f)(x) = f(x) (197)
and for x, y ∈ ˜
|G∗

(x, y)| ≤O(1)d′(x, y)−1 exp(−O(1)dΛ(x, y))
|∂G∗

(x, y)| ≤O(1)(Lk−id′(x, y)−1 + d′(x, y)−2)) exp(−O(1)dΛ(x, y))
(198)
Assuming the lemma we prove the theorem.
Proof. The random walk expansion has the form
Gk,Λ =
∞∑
n=0
∑
0,1,...,n
(h0G
∗
0
h0)(R1G
∗
1
h1) · · · (RnG
∗
n
hn)
≡
∑
ω
Gk,Λ,ω
(199)
where now
R = −
[
(−∆+ µ2k +Q
T
k,ΛaQk,Λ), h
]
(200)
We write R = R
∆

+RQ

and estimate for  ∈ Di
|(R∆

G∗

)(x, y)| =|(−∆h)(x)G
∗

(x, y) + (∂h)(x)∂G
∗

(x, y) + (∂Th)(x)∂
TG∗

(x, y)|
≤O(1)M−10
(
L2(k−i)d′(x, y)−1 + Lk−id′(x, y)−2
)
exp(−O(1)dΛ(x, y))
(201)
The same bound holds easily for |(RQ

G∗

)(x, y)| and hence it holds also for |(RG
∗

)(x, y)|.
Now we follow the proof of theorem 1. The only difference is in the short distance estimates which
we modify as follows . Instead of (154) we have by (129), (130), (131)∫
∆j
(
L2(k−ij)d′(xj−1, xj)
−1 + Lk−ijd′(xj−1, xj)
−2
)
(
L2(k−ij)d′(xj , xj+1)
−1 + Lk−ijd′(xj , xj+1)
−2
)
dxj
≤ O(L2(k−ij))d′(xj−1, xj+1)
−1 +O(Lk−ij )d′(xj−1, xj+1)
−2
(202)
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As we repeat this estimate we have to adjust the i in the factor Lk−i so that neighbors match. But
since |ij − ij+1| ≤ 1 this costs at most O(L2n) which we can afford. In the last step since |i − i0| ≤ 1
the inequality is∫
∆1
d′(x, x1)
−1
(
O(L2(k−i))d′(x1, y)
−1 +O(Lk−i)d′(x1, y)
−2
)
dx1 ≤ O(1)d
′(x, y)−1 (203)
The rest of the proof is as before and gives the result for Gk,Λ,ω and Gk,Λ. For the bounds on ∂Gk,Λ,ω
and ∂Gk,Λ the last step is∫
∆1
(
Lk−id′(x, x1)
−1 + d′(x, x1)
−2
) (
L2(k−i)d′(x1, y)
−1 + Lk−id′(x1, y)
−2
)
dx1
≤ O(1)(Lk−id′(x, y)−1 + d′(x, y)−2)
(204)
to complete the proof.
The lemma is proved in much the same way. One follows parts I-III of lemma 3 modifying the
short distance behavior as indicated above.
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A Averaging operators
A.1 bosons
We consider the k-step boson averaging operator defined recursively in (12) by Q0 = id and
Qk+1 = σL−1Q Qk σL (205)
Then we have
Lemma 4 ∫
dAk N
−1
k+1,aN
−1
k,ak
exp
(
−
a
2L2
|Ak+1,L −QAk|
2
)
exp
(
−
ak
2
|Ak −QkAL|
2
)
=N−1k+1,ak+1 exp
(
−
ak+1
2
|Ak+1 −Qk+1A|
2
) (206)
Proof. Shift the integration variable Ak → Ak +QkAL, identify Qk+1, and then the left side can be
written with Φ = Ak+1 −Qk+1A∫
dAk N
−1
k+1,aN
−1
k,ak
exp
(
−
a
2L2
|ΦL −QAk|
2
)
exp
(
−
ak
2
|Ak|
2
)
=const exp
(
−
a
2
|Φ|2
) ∫
dAk exp
(
−
a
L2
(QTΦL, Ak)
)
exp
(
−
1
2
(Ak, (ak +
a
L2
QTQ)Ak)
)
=const exp
(
−
a
2
|Φ|2
)
exp
(
a2
2L4
(QTΦL, (ak +
a
L2
QTQ)−1QTΦL)
)
=const exp
(
−
a
2
|Φ|2
)
exp
(
a2
2L2
(Φ, (ak +
a
L2
)−1Φ)
)
=const exp
(
−
ak+1
2
|Φ|2
)
(207)
Here we have used QQT = I and ak+1 = aak/(ak + aL
−2) . Since the left side integrates to one, the
right side integrates to one which means the constant must be N−1k+1,ak+1 and we have the result.
We also use a local variation of this result. Let Λ ⊂ T0N+M−k−1 so LΛ ⊂ T
1
N+M−k and the blocked
set B1Λ ⊂ T0N+M−k. Then with NΛ,a = (2pi/a)
3|Λ|/2 we have∫
dAk,B1Λ N
−1
Λ,aN
−1
B1Λ,ak
exp
(
−
a
2L2
|Ak+1,L −QAk|
2
LΛ
)
exp
(
−
ak
2
|Ak −QkAL|
2
B1Λ
)
=N−1Λ,ak+1 exp
(
−
ak+1
2
|Ak+1 −Qk+1A|
2
Λ
) (208)
A.2 fermions
For fermions the multiple averaging Qk(ak−1, . . . , a0) depend on fields ak−1, . . . , a0 all on T
−k
N+M−k.
and are defined recursively in (33) by Q0 = id and
Qk+1(ak, . . . , a0) = σL−1 Qek(Q˜ak,L) Qk(ak−1,L, . . . , a0,L) σL (209)
Then we have
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Lemma 5 ∫
dΨkM
−1
k+1,bM
−1
k,bk
exp
(
−
b
L
|Ψk+1,L −Qek(Q˜kak,L)Ψk|
2
)
exp
(
−bk|Ψk −Qk(ak−1,L, . . . , a0,L)ψL|
2
)
=M−1k+1,bk+1 exp
(
−bk+1|Ψk+1 −Qk+1(ak, . . . , a0)ψ|
2
) (210)
Remark. If we take aj,L = (Aj)L−(k−j) for Aj on T
−j
m+N−j then we recover the version (35) quoted
in the text .
Proof. First shift Ψk → Ψk + Qk(ak−1,L, . . . , a0,L)ψL and Ψ¯k → Ψ¯k + Qk(−ak−1,L, . . . ,−a0,L)ψ¯L
and identify Qk+1(ak, . . . , a0). Then left side can be written with Φ = Ψk+1 −Qk+1(ak, . . . , a0)ψ and
Φ¯ = Ψ¯k+1 −Qk+1(−ak, . . . ,−a0)ψ¯ and A = Q˜kak,L :∫
dΨkM
−1
k+1,bM
−1
k,bk
exp
(
−
b
L
|ΦL −Qek(A)Ψk|
2
)
exp
(
−bk(Ψ¯k,Ψk)
)
=const exp(−b(Φ¯,Φ))
∫
dΨk exp(−
b
L
(Qek(A)
T Φ¯L,Ψk)) exp(−
b
L
(Ψ¯k, Qek(−A)
TΦL))
exp(−(Ψ¯k, [bk +
b
L
Qek(−A)
TQek(A)]Ψk))
=const exp(−b(Φ¯,Φ)) exp(
b2
L2
(Qek(A)
T Φ¯L, [bk +
b
L
Qek(−A)
TQek(A)]
−1Qek(−A)
TΦL))
=const exp(−b(Φ¯,Φ)) exp(
b2
L
(Φ¯, (bk +
b
L
)−1Φ))
=const exp(−bk+1(Φ¯,Φ))
(211)
Here we have used Qek(A)Qek (−A)
T = I and bk+1 = bbk/(bk + bL
−1). Since the left side integrates
to one, the right side integrates to one which means the constant must beM−1k+1,bk+1 and we have the
result.
We also want to work out an explicit expression for Qk(ak−1, . . . , a0). First for k = 1 we consider
Q1(a0) = σ
−1
L Qe0(a0,L)σL and compute it as
((Q1(a0)ψ)(y) =L
−3
∑
|x−Ly|<L/2
exp (ie0a0,L(ΓLy,x))ψ(x/L)
=
∫
|x−y|<1/2
exp (ie0a0,L(ΓLy,Lx))ψ(x)
=
∫
|x−y|<1/2
exp (ie1a0(Γy,x))ψ(x)
(212)
Here we have used e1 = L
1/2e0 and
AL(ΓL) = L
1/2A(Γ) (213)
For the general case we need some definitions. Recall that Q˜j maps from functions on T
−j
N+M−j to
T
0
N+M−j For j ≤ k we also consider the scaled version σL−(k−j)Q˜jσLk−j which is a map from functions
on T−kN+M−k to T
−(k−j)
N+M−k and is also denoted Q˜j. Also given y ∈ T
0
N+M−k and x ∈ T
−k
N+M−k with
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|x − y| ≤ 1/2 we define a sequence of points x0 = x, x1, . . . , xk−1, xk = y where xj is the point in
T
−(k−j)
N+M−k such that |x − xj | < L
−(k−j)/2. Finally let Γxj+1,xj be the standard contour in T
−(k−j)
N+M−k
taking xj to xj+1.
Lemma 6
(Qk(ak−1, · · · , a0)ψ)(y) =
∫
|x−y|<1/2
exp

iek k−1∑
j=0
(Q˜jaj)(Γxj+1,xj)

ψ(x) (214)
Proof. By induction. We know it is true for k = 1 and assuming it is true for k we compute
(Qk+1(ak, · · · , a0)ψ)(y
′) =
=L−3
∫
|x−Ly′|<L/2
exp(iek(Q˜kak,L)(ΓLy′,xk)) exp

iek k−1∑
j=0
(Q˜jaj,L)(Γxj+1,xj )

ψ(x/L) (215)
Now make the change of variables x = Lx′. Then xj = Lx
′
j and we obtain
(Qk+1(ak, · · · , a0)ψ)(y
′) =
=
∫
|x′−y′|<1/2
exp

iek(Q˜kak,L)(ΓLy′,Lx′
k
) + iek
k−1∑
j=0
(Q˜jaj,L)(ΓLx′
j+1,Lx
′
j
)

ψ(x′)
=
∫
|x′−y′|<1/2
exp

iek k∑
j=0
(Q˜jaj,L)(ΓLx′
j+1,Lx
′
j
)

ψ(x′)
(216)
with x′j+1 = y
′. Now we use (213) and ek+1 = L
1/2ek to write this as
(Qk+1(ak, · · · , a0)ψ)(y
′) =
∫
|x′−y′|<1/2
exp

iek+1 k∑
j=0
(Q˜jaj)(Γx′
j+1,x
′
j
)

ψ(x′) (217)
which is the statement for k + 1.
B Perturbation identities
Our goal is to prove the identity (81). We start with the recursion relation (75) for ρ⋆k(t,Ψk,Ak) and
introduce under the integral sign the characteristic function
χ
(
Ak
p(tek)
)
=
∏
x,µ
χ
(
Ak,µ(x)
p(tek)
)
(218)
Here χ is a smooth functions satisfying χ = 1 on [−1/2, 1/2] and χ = 0 outside [−1, 1], and p(e) =
[log(e−1)]p. This is a continuous function for t ≥ 0 if we set χ(Aµ(x)/p(tek))|t=0 = 1. The new
recursion relation defines new functions which we call σ⋆k(t,Ψk,Ak). Thus we have
σ⋆k+1(t,Ψk+1,Ak+1) =
∫
dΨk dµCk(Ak) χ
(
Ak
p(tek)
)
M−1k+1,b
exp
(
−
b
L
|Ψk+1,L −Qek(Q˜k(Ak+1,L + tAk))Ψk|
2
)
σ⋆k(t,Ψk,Ak+1,L + tAk)
(219)
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The starting function for k = 0 is again exp(−(Ψ0, (De0(A0) +m0)Ψ0)). One can show inductively
that σ⋆k(t,Ψk,Ak) is a bounded analytic function of Ak on a neighborhood of the real axis, and that
it is a continuous function of t ≥ 0, smooth for t > 0.
Lemma 7 The derivatives of σ⋆k(t,Ψk,Ak) at t = 0 exist and are equal to those of ρ
⋆
k(t,Ψk,Ak).
Proof. (after [12]) We suppose it is true for k and establish it for k + 1. The point is that the
derivatives of χ(Ak/p(tek)) do not contribute, and we focus on this aspect.
Consider the first derivative of σ⋆k+1(t). Since it is continuous at zero we can find the derivative at
zero by taking the limit from positive values. The contribution from the characteristic function has
the form
lim
t→0+
∫
dΨk dµCk(Ak)
d
dt
χ
(
Ak
p(tek)
)
M−1k+1,b
exp
(
−
b
L
|Ψk+1,L −Qek(Q˜k(Ak+1,L + tAk))Ψk|
2
)
σ⋆k(t,Ψk,Ak+1,L + tAk)
= lim
t→0+
∫
dµCk(Ak)
d
dt
χ(
Ak
p(tek)
)f(t,Ak)
(220)
where f(t,Ak) is a bounded continuous function. We must show that this limit is zero.
Now
d
dt
χ
(
Ak,µ(x)
p(tek)
)
= χ′
(
Ak,µ(x)
p(tek)
)
Ak,µ(x)
p(tek)
−pt−1
p(tek)1/p
(221)
is O(t−1) which is not sufficient by itself. However the integrand vanishes if |Ak,µ(x)| < p(tek)/2 for
all x, µ. Thus the expression is dominated by
O(t−1)
∑
x,µ
∫
|Ak,µ(x)|≥p(tek)/2
dµCk(Ak) ≤ O(t
−1e−p(tek))→ 0 (222)
Higher derivatives can be treated in the same way.
Next assuming ek|∂Ak| is sufficiently small we may define σ•k(t,Ψk, ψk(Ak),Ak) by
σ⋆k(t,Ψk,Ak) = Zk(Ak) exp(−(Ψ¯k, Dk(Ak)Ψk))σ
•
k(t,Ψk, ψk(Ak),Ak) (223)
Then σ•k(t,Ψk, ψk(Ak),Ak) and ρ
•
k(t,Ψk, ψk(Ak),Ak) have the same derivatives at t = 0. In particular
(σ•k)
′′(0)/2 = (ρ•k)
′′(0)/2 = Pk.
Now we can prove (81) which we repeat:
Lemma 8 Let ek+1|∂Ak+1| be sufficiently small. Then
P+k+1(Ψk+1, ψk+1(Ak+1),Ak+1)
=
[
P+k (Ψ(A), [ψk+1(Ak+1)]L, A)− (∆
Γ
Ψk
Pk)
+(Ψ(A), [ψk+1(Ak+1)]L, A)
+
1
2
∫
z,w
Jk(z)C˜k(z, w)Jk(w) −
1
2
∫
z,w
Jk(z, w)C˜k(z, w)
−
∫
z,w
∑
x,y
K¯k(z, x)Γk(A;x, y)Kk(w, y)C˜k(z, w)
]
Ψ=Ψk+1,L
A=Ak+1,L
(224)
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Proof. In (219) insert the expression (223) for σ⋆k(t,Ψk,Ak+1,L+tAk). This representation is possible
because ek|∂(Ak+1,L + tAk)| is small. The first term is small by our assumption and the second term
is small by the characteristic function since
tek|∂Ak| = tek|∂HkAk| ≤ O(tek) sup |Ak| ≤ O(tekp(tek)) (225)
Next we carry out the steps in section 1.6. These were formal for ρ•k but are now rigorous. This yields
instead of (79)
σ•k+1(t,Ψk+1, ψk+1(Ak+1),Ak+1)
=
∫
dµΓk(A)(Ψk) dµCk(Ak)χ
(
Ak
p(tek)
)
exp (−Vk(Ψ,Ψ(A) + Ψk,A, tAk)− Uk(A, tAk))
σ•k(t,Ψ(A) + Ψk, [ψk+1(Ak+1)]L + ψk(A) + δHk(A, tAk)(Ψ(A) + Ψk), A+ tAk)| Ψ=Ψk+1,L
A=Ak+1,L
(226)
Now take two derivatives at t = 0. The derivatives of χ(Ak/p(tek)) do not contribute as we have
explained. The derivatives of σ•k, σ
•
k+1 give Pk, Pk+1, and the derivatives of Vk give Jk,Kk. The
details are explained in the text.
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