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ABSTRACT
Spatial expansions have shaped the evolutionary history of many organisms, from microbes to
humans. These expansions are usually described by two types of reaction-diusion waves: pulled
waves, which are driven by growth at the edge of the expansion, and pushed waves, which are
driven by the bulk. In my dissertation, I investigate how demographic uctuations aect uc-
tuations in genetic composition and population density when waves transition from pulled to
pushed.
First, I show that the variance of the uctuations decreases with the population size, follow-
ing a logarithmic dependence for pulled waves or a power law dependence for pushed waves.
However, for weakly pushed waves the exponent is small and the uctuations large, while for
strongly pushed waves, the variance of the uctuations decreases inversely proportional to the
population size. I also show that these scaling regimes are present in populations with arbitrary
density-dependent growth and dispersal.
Second, I show that the dierent rates of genetic diversity loss in the dierent classes of waves
are a result of the genealogical structure of the population transitioning from a Bolthausen –Sznit-
man to a Kingman coalescent as the wave changes from pulled to pushed. Importantly, all of these
results are independent of the dispersal and growth models and are controlled by a universal pa-
vii
rameter: the ratio of the expansion velocity to the geometric mean of the dispersal and growth
rates at low density. Thus, cooperative dispersal and growth could have a large impact on evolu-
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sition between no Allee eect and a weak Allee eect; it is also distinct from the
transition between propagation into unstable and metastable state. For c∗/N >
1/2, the relative stability of the populated and unpopulated states changes, and
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uctuations of f(t) lead to the loss of genetic di-
versity as seen by the decline of H(t)—the probability to sample two dierent
alleles; see Eq. (3.9). After a short transient, the decay of heterozygosity H(t) is
exponential in time, similar to the dynamics of a stationary well-mixed popula-
tion. Thus, the rate of diversity loss can be quantied by an eective population
size Ne. Here, r(n) and D(n) are give by Eqs. (3.5) and (3.4) with r0 = 10
−3
,
B = 0,N = 104,m0 = 0.05, andA1 = 3. . . . . . . . . . . . . . . . . . . . 52
xvi
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arates semi-pushed from fully-pushed expansions. Depending on the value of
ν, expansions are classied as either pulled (ν = 1, red-shaded region), semi-
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A.1 Semi-pushed waves occupy a sizable region in the parameter space. The
panels show the expansion velocity as a function of cooperativity for two alter-
native models of Allee eect. Even though the transition from pulled to fully-
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velocities obtained by numerically solving Eq. (1.1) with the growth rate from
the predator satiation model dened by Eq. (A.126). (B) shows the results for a
model of cooperative extracellular digestion dened by Eq. (A.127), which was
solved as described in Ref. [66], usingm = 0.1 and df = 2. . . . . . . . . . . 135
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A.2 Foci of growth, ancestry, and diversity spatially segregate in semi-pushed
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A.4 For fully-pushed waves, theoretical predictions agree with the simulation
results without any tting parameters. The diusion constant of the front
Df and the rate of diversity loss Λ are shown with circles for two values of coop-
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theory: Eq. (A.67) for Df and Eq. (A.103) for Λ. The simulation results are for
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A.6 Correction to wave velocity also shows a transition between semi-pushed
and fully-pushed waves. (A) The average position of the front increases lin-
early with time for both pulled and pushed expansions. (B) The velocity of the
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uctuations below its deterministic value vd.
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A.7 The rate of diversity decay for deterministic fronts. (A) The average het-
erozygosity, H , is a measure of diversity equal to the probability to sample two
distinct genotypes in the population and is well-dened for both uctuating
and deterministic fronts. The decay of genetic diversity is exponential in time:
H ∼ e−Λt for both pulled and pushed waves. (B) For deterministic pulled
waves, Λ ∼ ln−6N from Eq. (A.121), while, for fully-pushed waves, Λ ∼ N−1
from Eq. (5). To quantify the dependence of Λ on N , we t Λ ∼ Nαh . The
dashed red line shows that even though αh should equal 0 for pulled waves, the
limited range of N results in a dierent value of αh ≈ −0.51. (C) The depen-
dence of the scaling exponent on cooperativity identies the same three classes
of waves as in Fig. 5C for uctuating fronts. The transitions between the wave
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A.8 Comparison between deterministic and uctuating fronts. The circles
show the dependence of Λ on N for both stochastic and deterministic simu-
lations of population fronts, and the lines show the corresponding theoretical
predictions from Eqs. (A.117) and (A.120). It is clear that the theory correctly
captures the contribution of the front uctuations to the rate of genetic drift.
For this gure, we chose the value of cooperativity well within the class of semi-
pushed waves to avoid the contribution of the crossover behavior near the transi-
tion to pulled and fully-pushed waves. The simulation results are for the growth
rate specied by Eq. (A.1) with ρ∗ = −0.3. . . . . . . . . . . . . . . . . . . . 142
A.9 Corrections to velocity in deterministic and stochastic fronts. (A) Theo-
retical predictions for the scaling of ∆v with N for deterministic (Eq. (A.122))
and uctuating fronts (Eq. (A.117)). Note that αv gradually changes between 0
and −2 for deterministic fronts and does not exhibit a transition between two
distinct behaviors. In contrast, αv for stochastic fronts clearly shows that the
scaling is very dierent for fully-pushed and semi-pushed waves. (B) Theoreti-
cal predictions for the scaling of Λ with N for deterministic (Eq. (A.120)) and
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Reaction-diusion models are widely used to study wave-like phenomena across many disci-
plines. Their applications range from phenomena describe chemical reactions and ame prop-
agation [37, 59, 60, 177] to invasions and epidemics [55, 84, 125, 128], and even non-spatial phe-
nomena, such as Darwinian evolution and dynamics on networks [22, 24, 71, 126, 158, 176].
Motivated by this wide range of applications, a large body of theory has been developed in
order to understand the dynamics of traveling fronts in reaction-diusion systems. Early work
focused on deterministic dynamics. Specically, it was found that the expansion velocity for a
large class of models, known as pulled waves, is only determined by the linearized equation which
describes the edge of the expansions [58, 102]. Since the linearized equation for the density has the
same form in all systems, many properties of pulled waves, such as the relaxation to steady-state
and the velocity corrections to due to changes in the reaction term
1
, are universal [177]. Following
these remarkable results, much of the work in the eld of deterministic reaction-diusion waves
has centered on identifying the conditions under which the propagation is described by the pulled
wave solution [177].
Beginning with the important work of A.N. Stokes [168], a second class of traveling waves was
discovered. These waves—known as pushed waves—have a higher velocity than the pulled wave
velocity, due to positive density feedback in the reaction term [177]. Later, it has been found that
positive density-dependent diusion also leads to pushed waves and that many of their properties
are independent of whether there is a positive feedback in the reaction or diusion term [76,
1
As their name implies, reaction-diusion models describe the change in concentration of a substance due to
diusion and reaction processes. In this dissertation, the emphasis will be on applying such models to microbial,
plant, and animal populations. In these contexts, we typically use the terms dispersal and growth instead of diusion
and reaction. We use this distinction to emphasize that while the mathematical models we use are the same, the
underlying natural phenomena are very dierent.
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94]. Understanding the properties of these waves if of great practical importance as many natural
systems have such a positive density feedback. In physics, for example, this occurs when a system
is prepared in a metastable state, as in the case of a supercooled liquid. In such state, the reaction
term is initially negative and small perturbations in the liquid density are suppressed. However,
if the perturbations are large enough, crystalline domains can emerge locally. As the crystal phase
has a lower overall free energy than the liquid phase, these domains spread until the whole liquid
transitions to a solid. Similar mechanisms can give rise to pushed waves in chemical reactions [111,
112] and chemical signaling during the early stages of development in embryos [179]. In expanding
populations, positive density-dependent growth—known as an Allee eect in ecology [2]—, has
been documented in many species [36]. Likewise, density-dependent dispersal has been observed
in plants [3, 113], arachnids [49], birds [119], and mammals [119].
Despite their wide applicability, most results concerning pushed waves are limited to narrow
sets of models and are much less general than the corresponding results for pulled waves. Since the
velocity of pushed waves is determined by the high-density regions in the bulk—where nonlinear-
ities in growth and diusion cannot be ignored—their properties can typically only be found by
solving the full nonlinear reaction-diusion problem. As a result, most studies on pushed waves
focus on special cases which can be solved exactly or on numerical solutions of specic models.
One of main results in this dissertation is to show that despite the importance of nonlinear terms
in the propagation of pushed waves, many of their properties are independent of the form of the
nonlinearity or even whether it is present in the diusion or reaction terms.
A second major aim of this dissertation is to study the propagation of traveling waves in the
presence of noise. Fluctuations in traveling waves arise due to the randomness associated with dis-
crete events such chemical reaction or birth and deaths. This microscopic stochasticity manifests
itself in many macroscopic properties of the wave including its velocity, the diusive wandering
of the front position, and the loss of genetic diversity [25, 77, 82, 120, 157]. Thus, the central ques-
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tion which will be addressed in this work is: How do growth and diusion aect the stochastic
properties of traveling fronts?
1.1 DETERMINISTIC REACTION-DIFFUSION FRONTS
We begin our discussion of traveling waves by rst looking at deterministic expansions. Our main
goal is to explain the dierence between pulled and pushed waves. Despite considerable work on
the topic, it is easy to conate related but distinct properties of traveling waves, and few concise
and self-contained accounts are available in the literature. Here, we only provide minimal and
mostly intuitive discussion following Ref. [177], which is one of the most lucid and comprehen-
sive reviews on propagating reaction-diusion fronts.
The distinction between pulled and pushed waves arises already at the level of deterministic
reaction-diusion equations, so stochastic eects are not considered in this section. Specically,








where r(n) is the per capita growth rate that is negative for largen, but could be either positive or
negative at small n. Except for possibly n = 0, we assume that there is only one other stable xed
point of dn/dt = r(n)n at n = N , where N is the carrying capacity. We further assume that
the initial conditions are suciently localized, e.g. n(0, x) is strictly zero outside a nite domain.
Under these assumptions, the long time behavior of n(t, x) is that of a traveling wave:
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n(t, x) = n(ζ),




and our main task is to determine the wave velocity v and the shape of the front in the comoving
reference frame n(ζ). Throughout this paper, we focus on the right-moving part of the expan-
sion; the behavior of the left-moving expansion is completely analogous.
Reduced equation for traveling wave solutions
By substituting Eq. (1.2) into Eq. (1.1), we obtain the necessary condition on v and n(ζ):
Dn′′ + vn′ + r(n)n = 0, (1.3)
where primes denote derivatives with respect to ζ . The solutions of Eq. (1.3) clearly have a trans-
lational degree of freedom, i.e., if n(ζ) is a solution, then n(ζ + const) is a solution. We can
eliminate this degree of freedom by choosing the references frame such that n(0) = N/2. The
general solution of Eq. (1.3) then has only one remaining degree of freedom, which corresponds
to the value of n′(0). For a given v, the existence of the solution depends on whether the value
of n′(0) can be adjusted to match the boundary conditions specied by Eq. (1.2).
Depending on the behavior of the solution at ζ → ±∞, each boundary condition may or
may not provide a constraint on the solution and, therefore, remove either one or zero degrees of
freedom. To determine the number constraints, we linearize Eq. (1.3) near each of the boundaries.
Behavior near the boundaries
For ζ → −∞, we let u = N − n and obtain:
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Nu = 0, (1.4)

























Here, we used subscript b to indicate that we refer to the behavior of the population bulk. Because
the carrying capacity is an attractive xed point, dr/dn is negative atn = N , and therefore k > 0
and q < 0. We then conclude that the boundary condition at ζ → −∞ requires that Cb = 0
and thus selects a unique value of n′(0).
Next, we analyze the behavior at the front and linearize Eq. (1.3) for small n:
Dn′′ + vn′ + r(0)n = 0, (1.7)
which has the following solution:
















Waves propagating into a metastable state are pushed
The implications of Eq. (1.9) depend on the sign of r(0). For a strong Allee eect (r(0) < 0),
that is when the wave propagates into a metastable state, we nd that k > 0 and q < 0. In
consequence, the boundary condition requires thatC = 0 and imposes an additional constraint.
For an arbitrary value of v this constraint cannot be satised because the value of n′(0) is already
determined by the behavior in the bulk. However, there could be a value of v for which the
constraints in the bulk and at the front are satised simultaneously. This special v is then the
velocity of the wave. Because the value of v depends population dynamics throughout the wave
front, the propagation into a metastable state is classied as a pushed wave.
Infinite number of solutions for propagation into an unstable state
For r(0) > 0, i.e. when the wave propagates into an unstable state, the analysis is more subtle
because the behavior at the front does not fully constrain the velocity of the wave. To demonstrate
this, we draw the following two conclusions from Eq. (1.9). First, v must be greater or equal to
vf = 2
√
Dr(0); otherwise, the solutions are oscillating around zero as ζ → +∞ and violate the
biological constraint that n ≥ 0. Second, both k and q are positive for v ≥ vf, so the solution
decays to 0 for arbitrary A and C . Thus, the boundary condition at the front does not impose
an additional constraint, and one can nd a solution of Eq. (1.3) satisfying Eq. (1.2) for arbitrary
v ≥ vf.
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Fisher waves—a simple case of pulled waves
The multiplicity of solutions for r(0) > 0 posed a great challenge for applied mathematics,
statistical physics, and chemistry, and its resolution greatly stimulated the development of the
theory of front propagation. The simplest context in which one can show that the wave velocity
is unique is when there is no Allee eect, i.e. r(0) ≥ r(n) for all n ∈ (0, N). This condition
guarantees that the expansion velocity for Eq. (1.1) is less or equal than the expansion velocity for







Moreover, we show below that the upper bound on v from the linearized dynamics coincides
with the lower bound imposed by Eq. (1.9). Thus, the velocity of the wave is 2
√
Dr(0). This
analysis was rst carried out in Ref. [102] for an equation, which is now commonly known as
the Fisher, Fisher-Kolmogorov, or Fisher-Kolmogorov-Petrovskii-Piskunov equation [58, 102].
Therefore, we refer to waves with r(0) ≥ r(n) as Fisher or Fisher-like waves. Since the expansion
of the population is determined by the linearized dynamics, Fisher waves are pulled.
The upper bound on the velocity from the linearized equation can be obtained for an arbi-
trary initial condition via the standard technique of Fourier and Laplace transforms [177]. How-
ever, it is much simpler to use an initial condition for which a closed form solution is available.
The results of such an analysis are completely general because the velocity of the wave should
not depend on the exact shape of n(0, x) at least when the population density is zero outside a
nite domain. So, we make a convenient choice of n(0, x) = δ(x), where δ(x) is the Dirac delta









To determine the long-time behavior, it is convenient to shift into a comoving reference

















From the rst exponential term, it immediately clear that the wave velocity must be equal to
2
√
Dr(0); otherwise the population size will either exponentially grow or decline as t→ +∞.
As we said earlier, this result demonstrates that the upper and the lower bounds on v coincide
with each other and uniquely specify the expansion velocity.
The last exponential term in Eq. (1.12) further shows that the wave prole decays exponen-






consistent with Eq. (1.9) for v = vf.
Finally, the middle exponential term in Eq. (1.12) describes the transition from a sharp density
prole at t = 0 to the asymptotic exponential decay of n(ζ). For ζ < 2
√
Dt, this term is order
one, and the front is well approximated by the asymptotic exponential prole. For ζ > 2
√
Dt,
the Gaussian term becomes important, and the shape of the front is primarily dictated by the
diusive spreading from the initial conditions. Thus, the linear spreading dynamics builds up a
gradual decay of the population density starting from a much sharper population front due to
localized initial conditions.
The steepness of the front created by the linearized dynamics is very important for the tran-
sition from pulled to pushed waves, so we emphasize that Eq. (1.13) species the lower bound on
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the rate of exponential decay of the population density. Indeed, Eq. (1.12) indicates that n decays
no slower than e−kfζ at all times.
Transition between pulled and pushed regimes of propagation into an unstable state
Up to here, we have shown that waves are pushed when the Allee eect is strong, but the waves
are pulled when there is no Allee eect. Now, we shift the focus to the remaining case of the
weak Allee eect and show that the transition from pulled to pushed waves occurs when the
growth at intermediate n is suciently high to support an expansion velocity greater than the
linear spreading velocity vf.
To understand the origin of pushed waves, we need to consider the behavior of the population
density near the front for v > vf. Equations (1.8) and (1.9) predict that n(ζ) is a sum of two
exponentially decaying terms with dierent decay rates: One term decays with the rate k > kf,
but the other with the rate q < kf. This behavior is in general inconsistent with the solution
of the linearized dynamical equation (1.10). Indeed, our analysis of a localized initial condition
suggests and more rigorous analysis proves [177] that n(t, x) decays to zero at least as fast as kf.
Therefore, we must require thatC = 0 just as in the case of propagation into a metastable state.
The extra requirement makes the problem of satisfying the boundary conditions overdeter-
mined. As a result, there are two alternatives. First, there could be no solutions for any v > vf. In
this case, the expansion must be pulled because it is the only feasible solution. Second, a special
value of v exists for which the boundary conditions at ζ → ±∞ can be satised simultaneously.
In this case, the wave is pushed because the pulled expansion at low n is quickly overtaken by the
faster expansion from the bulk.
For completeness, we also mention that initial conditions that are not localized and decay
asymptotically as e−k̃x with k̃ < kf lead to pulled expansions with v = 1/2vf(k̃/kf + kf/k̃) >
vf. This result immediately follows from the solution of Eq. (1.10) using either Laplace transforms
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or a substitution of an exponential ansatz n = e−k̃(x−vt). Discreteness of molecules or individu-
als, however, make such initial conditions impossible, so the wave propagation with v > vf can
only describe transient behavior for initial conditions with a slow decay at large x.
Summary
To summarize, we have shown that all waves propagating into a metastable state are pushed, and
their prole decays as e−kζ at the front with k given by Eq. (1.9). Propagation into an unstable
state could be either pulled or pushed depending on the relative strength of the growth behind
vs. at the front. Pushed waves expand with v > vf, and their prole decays as e
−kζ
. In contrast,
pulled waves expand with v = vf, and their prole decays as e
−kfζ
. In general, the class of a
wave propagating into an unstable state cannot be determined without solving the full nonlinear
problem (Eq. (1.1) or Eq. (1.3)). However, there are a few rigorous results that determine the class
of the wave from simple properties of r(n). To the best of our knowledge, the most general result
of this type is that waves are always pulled when there is no Allee eect.
1.2 GENETIC DRIFT IN WELL-MIXED POPULATIONS
We now turn our attention to models that account for demographic stochasticity. In the con-
text of expanding populations, we will mainly be interested in how demographic noise changes
the genetic composition of the population. To introduce the key concepts which will be used
throughout this work, we will rst consider well-mixed populations and limit the discussion to
neutral markers, i.e. genotypes that do not dier in tness.
Fluctuations in population size
Demographic uctuations in the sizen(t) of a well-mixed population arise due to the randomness
of births and deaths. The simplest and most commonly used assumption is that an independent
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decision is made for each organism on whether it dies or to reproduces [32, 34]. In a short time
interval ∆t, the number of births and deaths are therefore two independent Poisson random vari-
ables with mean and variance equal to µb(n)n∆t for births and to µd(n)n∆t for deaths. Here,
µb(n) and µd(n) are the per capita rates of birth and death respectively. Since the change in the
population size is the dierence between these two independent random variables, we conclude
that the mean change of n is [µb(n) − µd(n)]n∆t and the variance is [µb(n) + µd(n)]n∆t.






[b(n) + d(n)]nη(t), (1.14)
where η(t) is the Itô white noise, i.e. 〈η(t1)η(t2)〉 = δ(t1 − t2). In the following, we denote
ensemble averages by angular brackets, and use δ(t) for the Dirac delta function.
The assumption that births and death events are independent random variables is however
too restrictive. For example, the number of birth always equals the number of deaths in the classic
Wright-Fisher model, which exhibits no uctuations in n as a result. In addition, the number of
births or deaths could deviate from the Poisson distribution and therefore have the variance not






where r(n) is the dierence between the birth and death rates, andγn characterizes the strength of
the demographic uctuations. The value of γn can be easily determined from model parameters
because γnn∆t is the sum of the variances of births and deaths during ∆t minus twice their
covariance.
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Fluctuations in population composition
Genetic drift arises because the choice of the genotype that is aected by a specic birth or death
event is random. This randomness does not lead to a change in the average abundance of neutral
genotypes, but induces a random walk in the space of population compositions described by the
species fractions {fi}. It is easy to show that both births and deaths contribute equally to the
increase in the variance of fi in a short time interval ∆t [16, 32, 34], so the strength of the genetic
drift depends only on the total number of updates due to both births and deaths: γf (n)n∆t,
where γf = µb(n)+µd(n). Since probability to choose genotype i for an update is proportional
to its current fraction in the population fi(t), the number of updates for each genotype will be
given by a multinomial distribution with γf (n)n∆t trials and outcome probabilities given by








with the covariance structure of the noises ηi specied by
〈ηi(t1)ηj(t2)〉 = δ(t1 − t2)






, i 6= j.
(1.17)
The factor of 1/n under the square root in Eq. (1.16) arises because a single birth or death event
changes the frequency of the genotype at most by 1/n. The dependence on fi reects the proper-
ties of the multinomial distribution and ensures that the sum of fi does not uctuate and remains
equal to 1.
Since genetic drift and demographic uctuations are independent from each other, i.e.
〈η(t1)ηi(t2)〉 = 0,
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and Eqs. (1.15), (1.16), and (1.17) completely specify population dynamics. In particular, one can
easily obtain the dynamical equations for the genotype abundances ni by dierentiating ni =
fin.

















where 〈η̃i(t1)η̃j(t2)〉 = δijδ(t1 − t2); we use δij to denote the Kronecker delta, i.e. the identity
matrix. This alternative denition arises naturally when one derives the equations for fi starting
from the dynamical equations for species abundances ni and shows that
∑
j fj is constant more
clearly. We provide this formulation only for completeness and do not use in the following.
Relationships between demographic fluctuations and genetic drift
For the simple processes of uncorrelated births and deaths described by Eq. (1.14), one can show
that γf (n) = γn(n) [32, 34], but this is equality does not hold in general. For example, in the
simulations that we describe below γf is independent of n, but γn monotonically decreases to
zero as the population size approaches the carrying capacity. Nevertheless, in a wide set of mod-
els, γf (0) = γn(0) because the dynamics of dierent genotypes becomes uncorrelated at low
population densities and their uctuations are determined by γ0 = µb(0) + µd(0). As a result,
the uctuations in pulled and semi-pushed waves depends only on γ0 when the carrying capacity
is large enough to justify the asymptotic limit.
Exceptions to γf (0) = γn(0) are in principle possible, for example, when many cycles of
birth and death occur without an appreciable change in the total population. Such dynamics
could arise when a slow and quasi-deterministic niche construction is required to increase the
current limit on the population size.
For completeness, we also mention that the dynamical equations for ni take a particularly
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where 〈η̃i(t1)η̃j(t2)〉 = δijδ(t1 − t2). Thus, for simple birth-death models, the uctuations in
genotype abundances are independent from each other as expected. Although Eq. (1.19) is often
used as a starting point for the analysis [79], it does not capture the full complexity of possible
eco-evolutionary dynamics.
1.3 THE COALESCENT
Figure. 1.1: Picture of lineages of a hypo-
thetical sample of twelve individuals under
a Kingman coalescent. Each lineage is repre-
sented by a vertical line, with points higher in the
graph corresponding to times further in the past.
The theory discussed so far describes the dy-
namics of allele frequencies forward in time.
Often in practice, however, researchers only
have access to the genetic composition at the
present time. Nevertheless, we expect that pat-
terns of genetic diversity in the present pop-
ulation should be inuenced by evolution in
the past. The mathematical framework that is
commonly used to infer past evolutionary dy-
namics from current data is known as coales-
cent theory.
The coalescent was rst introduced by
Kingman to describe the lineages in a Wright
–Fisher model backward in time [101]. The
distinguishing feature of Kingman’s model is that only pairwise mergers between events are al-
lowed. This property is a direct consequence of the assumptions of the Wright–Fisher model
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and, indeed, it can be shown that the statistical properties of lineages in the Kingman coalescent
are the same as those in the Wright –Fisher model [14]. Fig. 1.1 shows a representation of a King-
man coalescent for a sample size of twelve. The graph is very similar to a genealogical tree of the
population and we will use both both terms when referring to the dynamics of lineages in the
past. In the gure, the vertical direction represents time into the past. Thus, moving up the tree,
lineages coalesce whenever a common ancestor is found. Going back enough into the past leads
to the common ancestor of the entire sample, represented by the root of the tree.
The Kingman coalescent has many properties that make it easy to calculate dierent distri-
butions of branch lengths, which often form the basis of statistical tests. In particular, it has been
used in practice to derive statistical tests of neutrality and to infer mutation rates and population
sizes from genetic samples [64, 65, 75, 169].
While the Kingman coalescent is the most widely used inference model in practice, subse-
quent studies have analyzed extensions of this model [18, 149]. In particular, it has been shown
that, given a few mild assumptions, all coalescents are particular instances of a general Λ-coalescent,






Choosing the distribution Λ(x) then species the coalescent. For example, we can recover
the Kingman coalescent by choosing
Λ(x) = δ(x), (1.21)
when the merger rates become
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λb,k = δk,2. (1.22)
1.4 OVERVIEW OF DISSERTATION
The major aim of this dissertation is to understand how population expansion are inuenced
by demographic uctuations and to what extent both of these aect genetic drift. In the most















Compared to Eq. (1.1), the equation above has wider applicability, describing populations
with density-dependent dispersal, which we model through D(n), and accounting for demo-
graphic uctuations, which we model as in Eq. (1.15).
The bulk of the dissertation consists of two parts. In Chapter 2 we consider a special case
of Eq. (1.23) with D(n) = const. Using simulations and analytical techniques we show that
the rate of genetic diversity loss, Λ, divides expansions into three distinct classes. Unlike in well-
mixed populations, where Λ ∼ N−1, previous work on pulled waves showed Λ ∼ log−3N in
expanding populations [26]. It was also established that stochastic pushed waves have very dif-
ferent properties than their pulled counterparts [25, 122]. However, how these properties aect
genetic diversity in pushed waves was not systematically examined [82, 157]. Therefore, we in-
vestigate how genetic diversity, but also the diusive wandering of the front and corrections to
the front velocity due to noise, change when the expansion transitions from pulled to pushed.
Surprisingly, we nd three distinct classes of waves, whose behavior is determined by the scaling
of Λ with the carrying capacity N . Consistent with previous results, we nd Λ ∼ log−3N in
pulled waves. But in the case of pushed waves, we nd two scaling regimes. For waves whose
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expansion velocity is close to vF—which we call semi-pushed—the rate of diversity loss scales as
power law with N , with an exponent−1 < αH < 0. On the other hand, when the expansion
velocity is much greater than vF , we recover the scaling Λ ∼ N−1 from well-mixed populations.
These expansions we call fully pushed. We also show that, for any growth model r(n), these scal-
ing regimes and their exponents are determined by a single parameter: the ratio of the expansion
velocity to the Fisher velocity v/vF .
The second major part of the dissertation extends the previous analysis to models with arbi-
trary density dependence in both growth and dispersal, given by Eq. (1.23). In ecology especially,
density-dependent dispersal has been extensively studied, as many species are known to have it
[119]. In Chapter 3 we show that the eects of positive density dependence in dispersal on uctu-
ations of the population density and the genetic composition are completely analogous to those
studied in Chapter 2. Indeed, we nd that positive density-dependent dispersal increases the ef-
fective population size of the frontNe
2
and that this increase is a result of a change in scaling from
Ne ∼ log3N in pulled expansions, to Ne ∼ Nα, with 0 < α < 1 in semi-pushed expansions,
andNe ∼ N in fully pushed expansions. We also nd that the same tuning parameter ν = v/vF
controls the scaling of Ne with N , even when D(n) and r(n) vary independently. Using per-
turbation theory we determine the transitions between each class and the exponents α exactly,
as a function of ν. Finally, we construct a phase plot for Eq. (1.23) as a function of the strength
of density dependence in both dispersal and growth, and show that expansions on the isoclines
ν = const. obey the same scaling.
Finally, in Chapter 4 we turn to the question of the genealogical structure of expanding pop-
ulations in each of the three classes. In particular, we show that the transitions between the three
classes mark transitions in the coalescent, from one with multiple mergers in pulled expansions,
to a Kingman coalescent in fully pushed expansions.
2
In order to more closely follow conventions used in ecology and evolution, we measure the strength of genetic





POPULATIONS WITH NONLINEAR GROWTH AND
CONSTANT DISPERSAL
ABSTRACT
Epidemics, ame propagation, and cardiac rhythms are classic examples of reaction-diusion
waves that describe a switch from one alternative state to another. Only two types of waves are
known: pulled, driven by the leading edge, and pushed, driven by the bulk of the wave. Here, we
report a distinct class of semi-pushed waves for which both the bulk and the leading edge con-
tribute to the dynamics. These hybrid waves have the kinetics of pushed waves, but exhibit giant
uctuations similar to pulled waves. The transitions between pulled, semi-pushed, and fully-
pushed waves occur at universal ratios of the wave velocity to the Fisher velocity. We derive these
results in the context of a species invading a new habitat by examining front diusion, rate of
diversity loss, and uctuation-induced corrections to the expansion velocity. All three quanti-
ties decrease as a power law of the population density with the same exponent. We analytically
calculate this exponent taking into account the uctuations in the shape of the wave front. For
fully-pushed waves, the exponent is -1 consistent with the central limit theorem. In semi-pushed
waves, however, the uctuations average out much more slowly, and the exponent approaches
0 towards the transition to pulled waves. As a result, a rapid loss of genetic diversity and large
uctuations in the position of the front occur even for populations with cooperative growth and
other forms of an Allee eect. The evolutionary outcome of spatial spreading in such populations
could therefore be less predictable than previously thought.
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2.1 INTRODUCTION
Wave-like phenomena are ubiquitous in nature and have been extensively studied across many
disciplines. In physics, traveling waves describe chemical reactions, kinetics of phase transitions,
and uid ow [4, 10, 37, 48, 59, 150, 160, 177]. In biology, traveling waves describe invasions,
disease outbreaks, and spatial processes in physiology and development [17, 22, 29, 55, 81, 84, 91,
104, 125, 128, 132, 170]. Even non-spatial phenomena such as Darwinian evolution and dynamics
on networks can be successfully modeled by waves propagating in more abstract spaces such as
tness [22, 24, 71, 126, 158, 176].
The wide range of applications stimulated substantial eort to develop a general theory of
traveling waves that is now commonly used to understand, predict, and control spreading phe-
nomena [22, 55, 84, 91, 115, 125, 171, 177]. A major achievement of this theory was the division of
traveling waves into two classes with very dierent properties [25, 48, 66, 96, 97, 115, 125, 134, 168,
177]. The rst class contains waves that are “pulled” forward by the dynamics at the leading edge.
Kinetics of pulled waves are independent from the nonlinearities behind the front, but extremely
sensitive to noise and external perturbations [133, 134, 177]. In contrast, the waves in the second
class are resilient to uctuations and are “pushed” forward by the nonlinear dynamics behind the
wave front.
Fluctuations in traveling waves arise due to the randomness associated with discrete events
such chemical reaction or birth and deaths. This microscopic stochasticity manifests in many
macroscopic properties of the wave including its velocity, the diusive wandering of the front
position, and the loss of genetic diversity [25, 77, 82, 120, 157]. For pulled waves, these quan-
tities have been intensely studied because they show an apparent violation of the central limit
theorem [23–25, 77, 79, 82, 96, 133, 134, 157, 177]. Naively, one might expect that uctuations self-
average, and their variance is, therefore, inversely proportional to the population density. Instead,
the strength of uctuations in pulled waves has only a logarithmic dependence on the population
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density. This weak dependence is now completely understood and is explained by the extreme
sensitivity of pulled waves to the dynamics at the front [25, 77, 79, 177].
Figure. 2.1: Waves transition from pulled to pushed as growth becomes
more cooperative. (A) shows the expansion velocity as a function of coopera-
tivity for the growth rate specied by Eq. (2.3). For low cooperativity, expansions
are pulled and their velocity equals the Fisher velocity. Beyond the critical value
of B = 2, expansions become pushed and their velocity exceeds vf. Note that
the region of high growth is at the leading edge of the front in pulled waves (B),
but in the interior of the front in pushed waves (C). This dierence is due to the
dependence of the growth rate on the population density. For low cooperativity,
the growth rate is maximal at low population densities, but, for high cooperativ-
ity, the growth rate is maximal at intermediate population densities. In all pan-
els, the exact solution of Eq. (2.1) is plotted; D = 0.625 for both panels B and
C; r0 = 0.01 and B = 1 in panel B, and r0 = 0.0032 and B = 12.5 in panel
C.
A complete understanding is however lacking for uctuations in pushed waves [24, 82, 96, 97,
133, 134, 157, 177]. Since pushed waves are driven by the dynamics at the bulk of the wave front, it
is reasonable to expect that the central limit theorem holds, and uctuations decrease as one over
the population density N . Consistent with this expectation, the 1/N scaling was theoretically
derived both for the eective diusion constant of the front [120] and for the rate of diversity
loss [82]. Numerical simulations conrmed the 1/N scaling for the diusion constant [98], but
showed a much weaker dependence for the rate of diversity loss [82]. Ref. [98], however, consid-
ered only propagation into a metastable state, while Ref. [82] analyzed only one particular choice
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of the nonlinear growth function. As a result, it is not clear whether the eective diusion con-
stant and the rate of diversity loss behave dierently or if there are two distinct types of dynamics
within the class of pushed waves.
The latter possibility was anticipated by the analysis of how the wave velocity changes if one
sets the growth rate to zero below a certain population density [97]. This study found that the
velocity correction scales as a power law of the growth-rate cuto with a continuously varying
exponent. If the cuto was a faithful approximation of uctuations at the front, this result would
suggest that the central limit theorem does not apply to pushed waves. Stochastic simulations,
however, were not carried out in Ref. [97] to test this prediction.
Taken together, previous ndings highlight the need to characterize the dynamics of pushed
waves more thoroughly. Here, we develop a unied theoretical approach to uctuations in reaction-
diusion waves and show how to handle divergences and cutos that typically arise in analytical
calculations. Theoretical predictions are tested against extensive numerical simulations. In simu-
lations, we vary the model parameters to tune the propagation dynamics from pulled to pushed
and determine how the front diusion, diversity loss, and wave velocity depend on the popula-
tion density. Our main result is that the simple pulled vs. pushed classication does not hold.
Instead, there are three distinct classes of traveling waves. Only one of these classes shows weak
uctuations consistent with the central limit theorem. The other two classes exhibit large uctu-
ations because they are very sensitive to the dynamics at the leading edge of the wave front.
2.2 MODEL
Traveling waves occur when a transport mechanism couples dynamics at dierent spatial loca-
tions. The nature of these wave-generating processes could be very dierent and ranges from
reactions and diusion in chemistry to growth and dispersal in ecology. The simplest and most
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widely-used model of a reaction-diusion wave
1








γn(n)n η(t, x), (2.1)
which, in the context of ecology, describes how a species colonizes a new habitat [58, 102, 125, 166,
177]. Here, n(t, x) is the population density of the species,D is the dispersal rate, and r(n) is the
density-dependent per capita growth rate. The last term accounts for demographic uctuations:
η(t, x) is a Gaussian white noise, and γn(n) quanties the strength of demographic uctuations.
In simple birth-death models, γn is a constant, but we allow for an arbitrary dependence on n
provided that γn(0) > 0. The origin of the noise term and its eects on the wave dynamics are
further discussed in Sec. IV of the SI.
Pulled waves occur when r(n) is maximal at small n; for example, when the growth is logis-
tic: r(n) = r0(1 − n/N) [125, 177]. Here, r0 is the growth rate at low densities, and N is the
carrying capacity that sets the population density behind the front. For pulled waves, the expan-
sion dynamics are controlled by the very tip of the front, where the organisms not only grow at
the fastest rate, but also have an unhindered access to the uncolonized territories. As a result, the
expansion velocity is independent of the functional form of r(n) and is given by the celebrated




Expression 2.2, to which we refer as the Fisher velocity, can be dened for any model with r(0) >
0 even when the expansion is not pulled. We show below that vf provides a useful baseline for
comparing dierent types of waves.
1
Throughout the paper we use the term reaction-diusion wave to describe propagating fronts that connect
two states with dierent population densities. Reaction-diusion models, especially with several components, also
describe more intricate phenomena such as periodic waves, spatio-temporal chaos, and pulse propagation. While
some of our results could be useful in these more general settings, our theory and numerical simulations are limited
to regular fronts only.
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Figure. 2.2: Ancestral lineages occupy distinct locations in pulled and
pushed waves. (A) illustrates the xation of a particular genotype. Initially, a
unique and heritable color was assigned to every organism to visualize its ances-
tral lineage. There are no tness dierences in the population, so xations are
caused by genetic drift. (B) and (C) show the probability that the xed genotype
was initially present at a specic position in the reference frame comoving with
the expansion. The transition from pulled to pushed waves is marked by a shift
in the xation probability from the tip to the interior of the expansion front.
This shift indicates that most ancestral lineages are focused at the leading edge
in pulled waves, but near the middle of the front in pushed waves. The xation
probabilities were computed analytically, following Refs. [82, 157], as described
in Sec. III of the SI. We used D = 0.625 for both panels B and C; r0 = 0.01
andB = 1 in panel B, and r0 = 0.0032 andB = 12.5 in panel C.
Pushed waves occur when a species grows best at intermediate population densities [125, 177].
Such non-monotonic behavior of r(n) arises through a diverse set of mechanisms and is known as
an Allee eect in ecology [114, 178]. Most common causes of an Allee eect are cooperative feed-
ing, collective defense against predators, and the diculty in nding mates at low population
densities [36, 39, 109, 173]. The velocity of pushed waves is always greater than Fisher’s predic-
tion (v > vf) and depends on all aspects of the functional form of r(n) [125, 177].












where B is the strength of cooperativity. For this model, the exact solutions are known for the
expansion velocity and the population density prole; see SI(Sec. II) and Ref. [6, 57, 125]. ForB ≤
2, expansions are pulled, and the expansion velocity equals vf, which is independent ofB. That
is cooperativity does not always increase the expansion velocity even though it always increases
the growth rates at high densities. For B > 2, expansions are pushed, and v increases with B.
Figure 2.1A illustrates this transition from pulled to pushed waves as cooperativity is increased.
In Methods and SI(Sec. II), we also present several alternative models of an Allee eect and show
that our conclusions do not depend on a particular choice of r(n).
Increasing the value of cooperativity beyondB = 2 not only makes the expansion faster, but
also shifts the region of high growth from the tip to the interior of the expansion front (Fig. 2.1BC).
This shift is the most fundamental dierence between pulled and pushed waves because it indi-
cates the transition from a wave being “pulled” by its leading edge to a wave being “pushed” by
its bulk growth.
The edge-dominated dynamics make pulled waves extremely sensitive to the vagaries of re-
production, death, and dispersal [25, 133, 134, 177]. Indeed, the number of organisms at the lead-
ing edge is always small, so strong number uctuations are expected even in populations with a
large carrying capacity, N . These uctuation aect both physical properties, such as the shape
and position of the wave front, and evolutionary properties, such as the genetic diversity of the
expanding population.
2
Consistent with these expectations, experiments with pulled waves re-
ported an unusual roughness of the expansion front [48] and a rapid loss of genetic diversity [80,
107].
The transition from “pulled” to “pushed” dynamics is also evident in the number of organ-
isms that trace their ancestry to the leading edge vs. the bulk of the front. The expected number
2
We refer to genetic drift and genetic diversity as an evolutionary property because they occurs only in systems
where agents can be assigned heritable labels. In contrast, front wandering occurs in any physical system and can be
quantied even when all agents are indistinguishable as is the case in chemical processes.
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of descendants has been determined for any spatial position along the front for both pulled and
pushed waves [82, 118, 157, 180]. For pulled waves, only the very tip of the expansion contributes
to future generations. On the contrary, the organisms at the leading edge leave few progeny in
pushed waves, and the population descends primarily from the organisms in the region of high
growth. This shift in the spatial patterns of ancestry has a profound eect on species evolution.
In pulled waves, only mutations near the very edge of the expansion have an appreciable xation
probability, but the entire expansion front contributes to evolution in pushed waves (Fig. 2.2).
Figure. 2.3: Fluctuations are much stronger in pulled than in pushed
waves. The top row compares front wandering between pulled (A) and
pushed (B) expansions. Each line shows the position of the frontXf(t) in a single
simulation relative to the mean over all simulations in the plot. The bottom row
compares the strength of genetic drift between pulled (C) and pushed (D) expan-
sions. We started the simulations with two neutral genotypes equally distributed
throughout the front and then tracked how the fraction of one of the genotypes
changes with time. This fraction was computed from 300 patches centered onXf
to exclude the uctuations well behind the expansion front.
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Fixation probabilities and, more generally, the dynamics of heritable markers provides an im-
portant window into the internal dynamics of a reaction-diusion wave [180]. When the markers
are neutral, i.e. they do not aect the growth and dispersal of the agents, the relative abundance
of the markers changes only stochastically. In population genetics, such random changes in the
genotype frequencies are known as genetic drift. To describe genetic drift mathematically, we
introduce the relative fraction of one of the genotypes in the population f(t, x). The dynamics
















f(1− f) ηf (t), (2.4)
where γf (n) > 0 is the strength of genetic drift.
Equation (2.4) preserves the expectation value of f , but the variance of f increases with time
until one of the absorbing states is reached. The two absorbing states are f = 0 and f = 1, which
correspond to the extinction and xation of a particular genotype respectively. The uctuations
of f and front position are shown in Fig. 2.3. Both quantities show an order of magnitude dier-
ences between pulled and pushed waves even though the corresponding change in cooperativity
is quite small.
Although the dierence between pulled and pushed waves seems well-established, little is
known about the transition between the two types of behavior. In particular, it is not clear how
increasing the nonlinearity of r(n) transforms the patterns of uctuations and other properties
of a traveling wave. To answer this question, we solved Eqs. (2.1) and (2.4) numerically. Specif-
ically, our simulations described the dynamics of both the population density and the relative
abundance of two neutral genotypes. The former was used to estimate the uctuations in the
position of the front, and the latter was used to quantify the decay rate of genetic diversity. In
simulations, the species expanded in a one-dimensional array of habitable patches connected by
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dispersal between the nearest neighbors. Each time step consisted of a deterministic dispersal and
growth followed by random sampling to simulate demographic uctuations and genetic drift (see
Methods and Sec. XIII in the SI). By increasing the cooperativity of the growth rate, we observed
a clear transition from pulled (v = vf) to pushed (v > vf) waves accompanied by a dramatic
reduction in uctuations; see Fig. 2.3.
2.3 RESULTS
Figure. 2.4: Front wandering identies a new class of pushed waves.
(A) Fluctuations in the front position can be described by simple diusion for
both pulled and pushed waves. (B) The front diusion is caused by the number
uctuations, so the eective diusion constant, Df , decreases with the carrying
capacity, N . For pulled waves, Df ∼ ln−3N [25], while, for pushed waves, Df
can decrease much faster as N−1 [120]. We quantify the scaling of Df with N
by the exponent αd equal to the slope on the log-log plot shown. The overlap
of the two red lines highlight the fact that, even though αd should equal 0 for
pulled waves, the limited range ofN results in a dierent value of αd ≈ −0.33.
(C) The dependence of the scaling exponent on cooperativity identies two dis-
tinct classes of pushed waves.
Fluctuations provide an easy readout of the internal dynamics in a traveling wave, so we de-
cided to determine how they change as a function of cooperativity. Because the magnitude of the
uctuations also depends on the population density, we looked for a qualitative change in this de-
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pendence while varying B. In particular, we aimed to determine whether population dynamics
change gradually or discontinuously at the transition between pulled and pushed waves.
Spatial wandering of the front
We rst examined the uctuations of the front position in the comoving reference frame. The
position of the frontXf was dened as the total population size in the colonized space normalized





n(t, x)dx. As expected [25, 120, 133, 177], Xf performed
a random walk due to demographic uctuations in addition to the average motion with a con-
stant velocity (Fig. 2.3AB). For both pulled and pushed waves, the variance of Xf grew linearly
in time (Fig. 2.4A), i.e. the front wandering was diusive and could be quantied by an eective
diusion constantDf .
The magnitude of the front wandering is expected to depend strongly on the type of the
expansion [25, 120, 133, 177]. For pulled waves, Ref. [25] found that Df ∼ ln−3N , but a very
dierent scaling Df ∼ N−1 was predicted for certain pushed waves [120]; see Fig. 2.4B. Given
that pulled and pushed waves belong to distinct universality classes, it is easy to assume that the
transition between the two scaling regimens should be discontinuous [25, 82, 120, 133, 157, 177].
This assumption, however, has not been carefully investigated, and we hypothesized that there
could be an intermediate regime with Df ∼ Nαd . From simulations, we computed how αd
changes with B and indeed found that pushed waves have intermediate values of αd between 0
and−1 whenB ∈ (2, 4) (Fig. S3).
The dependence of the scaling exponent on the value of cooperativity is shown in Fig. 2.4C.
For large B, we found that αd is constant and equal to −1, which is consistent with the previ-
ous work [120]. Below a critical value of cooperativity, however, the exponent αd continually
changes with B towards 0. The critical cooperativity is much larger than the transition point
between pulled and pushed waves, so the change in the scaling occurs within the class of pushed
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waves. This transition divides pushed waves into two subclasses, which we termed fully-pushed
and semi-pushed waves. For pulled waves, we found that αd is independent of B, but our esti-
mate of αd deviated slightly from the expected value due to the nite range of N in the simula-
tions (compareNαd and ln−3N ts in Fig. 2.4B).
Loss of genetic diversity
Our analysis of the front wandering showed that pushed waves consist of two classes with a very
dierent response to demographic uctuations. To determine whether this dierence extends
to other properties of expansions, we turned to genetic drift, a dierent process that describes
uctuations in the genetic composition of the front. Genetic drift occurs even in the absence of
front wandering (see Sec. III in the SI and Ref. [129]), so these two properties are largely indepen-
dent from each other and capture complementary aspects related to physical and evolutionary
dynamics in traveling waves.
3
We quantied genetic uctuations by the rate at which genetic diversity is lost during an
expansion. The simulations were started in a diverse state with each habitable patch containing an
equal number of two neutral genotypes. As the expansion proceeded, the relative fractions of the
genotypes uctuated and eventually one of them was lost from the expansion front (Fig. 2.3C). To
capture the loss of diversity, we computed the average heterozygosityH , dened as the probability
to sample two dierent genotypes at the front. Mathematically,H equals the average of 2f(1−
f), where f is the fraction of one of the genotypes in an array of patches comoving with the front,
and the averaging is done over independent realizations. Consistent with the previous work [25,
82], we found that the heterozygosity decays exponentially at long times: H ∼ e−Λt for both
pulled and pushed waves (Fig. 2.5A). Therefore, the rate Λ was used to measure the strength of
3
Front wandering and genetic drift are in general coupled because both arise due to the randomness of birth and
death. The two processes are however not identical because the uctuations in the total population density could
dier from the uctuations in the relative frequency of the genotypes. For example, in the standard Wright-Fisher
model, only genetic drift is present since the total population size is xed; see SI(Sec. III) for further details.
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genetic drift across all values of cooperativity.
By analogy with the front wandering, we reasoned that Λ would scales as Nαh for large N ,
and αh would serve as an eective “order parameter” that distinguishes dierent classes of trav-
eling waves. Indeed, Ref. [25] showed that Λ ∼ ln−3N for pulled waves, i.e. the expected αh
is zero. Although no conclusive results have been reported for pushed waves, the work on adap-
tation waves in tness space suggests αh = −1 for fully-pushed waves [24]. Our simulations
conrmed both of these predictions (Fig. 2.5B) and showed Λ ∼ Nαh scaling for all values of
cooperativity.
The dependence ofαh onB shows that genetic uctuations follow exactly the same pattern as
the front wandering (Fig. 2.5C). In particular, both exponents undergo a simultaneous transition
from αh = αd = −1 to a continual dependence on B as cooperativity is decreased. Thus,
genetic uctuations also become large as waves switch from fully-pushed to semi-pushed. In
the region of pulled waves, αd and αh are independent of B, but their values deviate from the
theoretical expectation due to the nite range of N explored in the simulations. Overall, the
consistent behavior of the uctuations in the position and composition of the front strongly
suggests the existence of two classes of pushed waves, each with a distinct set of properties.
The origin of semi-pushed waves
We next sought an analytical argument that can explain the origin of the giant uctuations in
semi-pushed waves. In the SI(Sec. VI and VIII), we explain and extend the approaches from
Refs. [82] and [120] to compute Df and Λ using a perturbation expansion in 1/N . The main
results are
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Figure. 2.5: Genetic diversity is lost at dierent rates in pulled, semi-
pushed waves, and fully-pushed waves. (A) The average heterozygosity, H ,
is a measure of diversity equal to the probability to sample two distinct geno-
types in the population. For both pulled and pushed expansions, the decay of
genetic diversity is exponential in time: H ∼ e−Λt, so we used Λ to measure
the strength of genetic drift. (B) Genetic drift decrease with N . For pulled
waves, Λ ∼ ln−3N [25], while, for fully-pushed waves, we predict that Λ ∼
N−1; see Eq. (2.5). To quantify the dependence of Λ on N , we t Λ ∼ Nαh .
The dashed red line shows that even though αh should equal 0 for pulled waves,
the limited range ofN results in a dierent value ofαh ≈ −0.33. (C) The depen-
dence of the scaling exponent on cooperativity identies the same three classes of
































Here, primes denote derivatives; ζ = x − vt is the coordinate in the reference frame comoving
with the expansion; ρ(ζ) = n(ζ)/N is the normalized population density prole in the steady
state; v is the expansion velocity; D is the dispersal rate as in Eq. (2.1); and γn and γf are the
strength of demographic uctuations and genetic drift, which in general could be dierent (see
Sec. III in the SI).
TheN−1 scaling that we observed for fully-pushed waves is readily apparent from Eqs. (2.5).
The prefactors of 1/N account for the dependence of microscopic uctuations on the carrying
capacity, and the ratios of the integrals describe the relative contribution of the dierent locations
within the wave front.
For fully-pushed waves, the integrands in Eqs. (2.5) vanish both in the bulk and at the lead-
ing edge, so Λ andDf are controlled by the number of organisms within the wave front. Hence,
the N−1 scaling can be viewed as a manifestation of the central limit theorem, which predicts
that the variance in the position and genetic diversity of the front should be inversely propor-
tional to the eective population size of the front. To test this theory, we calculated the integrals
in Eqs. (2.5) analytically for the model specied by Eq. (2.3); see Sec. VI and VIII in the SI. These
exact results show excellent agreement with our simulations (Fig. S4) and thus conrm the valid-
ity of the perturbation approach for fully-pushed waves.
Why does the N−1 scaling break down in semi-pushed waves? We found that the integrals
in the numerators in Eqs. (2.5) become more and more dominated by large ζ as cooperativity
decreases, and, at a critical value of B, they diverge. To pinpoint this transition, we determined








+ r(0)ρ = 0, (2.6)
where we replaced n by ρ and shifted into the reference frame comoving with the front. Equa-
tion (2.6) is linear, so the population density decreases exponentially at the front as ρ ∼ e−kζ .










with vf as in Eq. (2.2) (see Sec. II and Sec. IX in the SI). From the asymp-
totic behavior ofρ, it is clear that the integrands in the numerators in Eqs. (2.5) scale ase(2v/D−3k)ζ ,
and the integrals diverge when v/D = 3k/2. The integrals in the denominators converge for all
pushed waves.
The divergence condition can be stated more clearly by expressing k in terms of v and then
solving for the critical velocity vcritical. From this calculation, we found that the transition from
fully-pushed to semi-pushed waves occurs at a universal ratio of the expansion velocity v to the







This result does not rely on Eq. (2.3) and holds for any model of cooperative growth.
The ratio v/vf increases with cooperativity and serves as a model-independent metric of the
extent to which a wave is pushed. Equation (2.7) and the results below further show that this
metric is universal, i.e. dierent models with the samev/vf have the same patterns of uctuations.
We can then classify all reaction-diusion waves using this metric. Pulled waves correspond to the





, waves are semi-pushed, and fully-pushed
waves occur when v/vf ≥ 32√2 . Fully-pushed waves also occur when r(0) < 0; see Sec. X in the
SI. Such situations are called propagation into metastable state in physics [177] and strong Allee
eect in ecology [36]. Because the growth rate at the front is negative, vf does not exist, and the
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expansion proceeds only due to the growth in the bulk, where the uctuations are small.
Properties of semi-pushed waves
Although the perturbation theory breaks down for v < vcritical, we can nevertheless estimate the
scaling exponentsαd andαh by imposing an appropriate cuto in the integrals in Eqs. (2.5). One
reasonable choice of the cuto is ρc ∼ 1/N , which ensures that there is no growth in patches
that have fewer than one organism. In Sec. IX of the SI, we show that this cuto is appropriate for
deterministic fronts withγn = 0, but a dierent cuto is needed for uctuating fronts withγn >
0.
The need for a dierent cuto had been recognized for a long time both from simulations [97]
and theoretical considerations [25]. However, a method to compute the cuto has been devel-
oped only recently. For pulled waves, the correct value of the cuto was obtained in Ref. [77]
using a nonstandard moment-closure approximation for Eq. (2.1). We extended this method to




see Sec. IX in the SI. Note that the value of the cuto depends not only on the absolute number of
organisms, but also on the shape and velocity of the front. This dependence arises because popu-
lation dynamics are much more sensitive to the rare excursions of the front ahead of its determin-
istic position than to the local uctuations of the population density; see Sec. IX in the SI and [25].
Since front excursions occur into typically unoccupied regions, we nd that ρc < 1/N and,
therefore, genetic drift and front wandering are stronger than one would expect from ρc = 1/N .
Upon applying the correct cuto to Eqs. (2.5), we nd that the uctuations in semi-pushed
waves have a power-law dependence on N with a nontrivial exponent between 0 and −1. The
exponent is the same for both Λ andDf and depends only onv/vf. Overall, our theoretical results
can be summarized as follows
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αd = αh =

























In the case of pulled waves, our cuto-based calculation not only predicts the correct values
of αd = αh = 0, but also reproduces the expected ln
−3N scaling (Sec. X in the SI).
To test the validity of the cuto approach, we compared its predictions to the simulations
of Eq. (2.3) and two other models of cooperative growth; see Fig. 2.6, Methods, and Fig. S5.
The simulations conrm that the values of αd and αh are equal to each other and depend only
on v/vf. Moreover, there is a reasonable quantitative agreement between the theory and the data,
given the errors in αd and αh due to the nite range ofN in our simulations.
The success of the cuto-based calculation leads to the following conclusion about the dy-
namics in semi-pushed waves: The uctuations are controlled only by the very tip of the front
while the growth and ancestry are controlled by the front bulk (see Figs. 2.1C and 2.2C). Thus, the
counter-intuitive behavior of semi-pushed waves originates from the spatial segregation of dier-
ent processes within a wave front. This segregation is not present in either pulled or fully-pushed
waves and signies a new state of the internal dynamics in a traveling wave.
Corrections to the expansion velocity due to demographic fluctuations
Finally, we examined how the expansion velocity depends on the strength of demographic uctu-
ations. To quantify this dependence, we computed ∆v, the dierence between the actual wave
velocity v and the deterministic wave velocity vd obtained by setting γn = 0 in Eq. (2.1). The
perturbation theory in 1/N shows that ∆v ∼ Nαv with αv equal to αd = αh (see Sec. VII in
the SI). Thus, we predict 1/N scaling for fully-pushed waves and a weaker power-law dependence
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Figure. 2.6: The universal transition from semi-pushed to fully-pushed
waves. For three dierent models on an Allee eect, the scaling exponents for
the heterozygosity and front diusion collapse on the same curve when plotted
as a function of v/vf. Thus, v/vf serves as a universal metric that quanties the
eects of cooperativity and separates semi-pushed from fully-pushed waves. We
used used squares and plus signs for the model specied by Eq. (2.3), triangles
and crosses for the model specied by Eq. (A.129), inverted triangles and stars for
the model specied by Eq. (A.130), and the red line for the theoretical prediction
from Eq. (2.5).
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for semi-pushed waves with the exponent given by Eq. (2.8)
4
. Our simulations agreed with these
results (Fig. S6) and, therefore, provided further support for the existence of two distinct classes
of pushed waves.
Historically, corrections to wave velocity have been used to test the theories of uctuating
fronts [97, 133, 177]. For pulled waves, the scaling ∆v ∼ ln−2N was rst obtained using the 1/N
growth-rate cuto [23]. This calculation yielded the right answer because the correct value of the
cuto ρc ∼ (1/N)
1
v/Dk−1
reduces to 1/N in the limit of pulled waves.5 It is then natural to ex-
pect that the approach based on the 1/N cuto must fail for pushed waves. Indeed, Kessler et
al. [97] extended the cuto-based approach to pushed wave and obtained results quite dierent
from what we report here. They analyzed deterministic fronts and imposed a xed growth-rate
cuto. Upon setting the value of this cuto to 1/N , one obtains that αv changes continuously
from 0 to −2 as cooperativity increases. Thus, for some values of cooperativity, the decrease
with N is faster than would be expected from the central limit theorem. This clearly indicates
that uctuations rather than the modication of the growth rates play the dominant role. In
Sec. X of the SI, we show that the approach of Ref. [97] supplemented with the correct value of
the cuto ρc ∼ (1/N)
1
v/Dk−1
captures the dependence of ∆v onN for semi-pushed waves. We
also explain why this approach does not apply to fully-pushed waves, in which ∆v is not sensi-
tive to the growth dynamics at the expansion edge, but is instead controlled by the uctuations
throughout the wave front. The SI also provides a detailed comparison of the rate of diversity
loss in uctuating vs. deterministic fronts (Sec. X and Figs. S7, S8 and S9).
4
Note that, for pulled waves, v − vd ∼ ln−2N , which is dierent from the ln−3N scaling of Df and Λ [25,
77]. All three quantities, however, scale identically withN for semi- and fully-pushed waves
5
For pulled waves, ∆v depends on ln ρc, so any power-law dependence of ρc on N leads to the same scaling
with N . The coecient of proportionality between ∆v and ln−2N is, however, also universal, and the correct
value is obtained only for ρc ∼ 1/N .
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2.4 DISCUSSION
Spatially extended systems often change through a wave-like process. In reaction-diusion sys-
tems, two types of waves have been known for a long time: pulled and pushed. Pulled waves
are driven by the dynamics at the leading edge, and all their properties can be obtained by lin-
earizing the equations of motion. In contrast, the kinetics of pushed waves are determined by
nonlinear reaction processes. The distinction between pulled and pushed waves has been further
supported by the recent work on the evolutionary dynamics during range expansions [82, 157].
In pulled waves, mutations spread only if they occur at the expansion edge, but the entire front
contributes to adaptation in pushed waves.
A natural conclusion from the previous work is that all aspects of the wave behavior are deter-
mined by whether the wave is pulled or pushed. Here, we challenged this view by reporting how
uctuation patterns change as the growth of a species becomes more nonlinear. Our main nding
is that both front wandering (a physical property) and genetic drift (an evolutionary property)
show identical behavior with increasing nonlinearity and undergo two phase transitions. The
rst phase transition is the classic transition between pulled and pushed waves. The second phase
transition is novel and separates pushed waves into two distinct subclasses, which we termed fully-
pushed and semi-pushed waves.
The dierences between the three wave classes can be understood from the spatial distribu-
tion of population dynamics. The transition from pulled to semi-pushed waves is marked by a
shift of growth and ancestry from the edge to the bulk of the front (Fig. S2). In pulled waves, the
expansion velocity is determined only by the growth rate at the expansion edge, while the velocity
of semi-pushed waves depends on the growth rates throughout the front. Similarly, all organisms
descend from the individuals right at the edge of the front in pulled, but not in semi-pushed
waves, where any organism at the front has a nonzero probability to become the sole ancestor of
the future generations. The transition from semi- to fully-pushed waves is marked by an addi-
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tional change in the spatial pattern of uctuations. In fully-pushed waves, the wandering of the
front arises due to the uctuations in the shape of the entire wave front. Similarly, genetic drift at
all regions of the wave front contributes to the overall uctuations in genotype frequencies. The
dynamics of semi-pushed wave are dierent: Both the bulk processes and rare excursions of the
leading edge control the rate of diversity loss and front wandering. As a result, semi-pushed waves
possess characteristics of both pulled and pushed expansions and require analysis that relies on
neither linearization of the reaction-diusion equation nor on an eective averaging within the
wave front.
The shift of the uctuations from the front to the bulk of the wave front explains the dierent
scalings of uctuations with the population density,N . In fully-pushed waves, uctuations obey
the central limit theorem and decrease with the carrying capacity as N−1. This simple behavior
arises because all processes are localized in a region behind the front. The number of organisms
in this region grows linearly with N , so the variance of the uctuations scales as N−1. The cen-
tral limit theorem seems not to apply to semi-pushed waves, for which we observed a nontrivial
power-law scaling with variable exponents. The new scaling reects the balance between the large
uctuations at the leading edge and the localization of the growth and ancestry processes behind
the front. The departure from the N−1 scaling is the strongest in pulled waves, where all pro-
cesses localize at the tip of the front. Since the number of organisms at the leading edge is always
close to 1, the uctuations are very large and decrease only logarithmically with the population
size.
The dierent scalings of uctuations with population density may reect the dierent struc-
ture of genealogies in pulled, semi-pushed, and fully-pushed waves. Although little is known
about the structure of genealogies in the context of range expansions, we can nevertheless pro-
pose a conjecture based on an analogy with evolutionary waves in tness space. Similar to range
expansions, evolutionary waves are described by a one-dimensional reaction-diusion equation,
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where the role of dispersal is assumed by mutations, which take populations to neighboring re-
gions of the tness space. The growth rate in evolutionary waves, however, depends not only on
the local population density, but also on the location itself because the location of an organisms is
its tness. Despite this important dierence, evolutionary waves and range expansions have strik-
ing similarities. Some evolutionary waves driven by frequent adaptive mutations are similar to
pulled waves because their velocity is controlled by the dynamics at the wave edge, and their rate
of diversity loss scales as ln−3N [24, 25, 43, 126, 127, 158, 176]. Approximately neutral evolution
is in turn similar to pushed waves because its dynamics is controlled by the entire population,
and the rate of diversity loss scales as N−1 [24, 72]. The transition between these two regimes is
not fully understood [24, 72], and range expansions might provide a simpler context in which to
approach this problem.
Based on the above similarity and the known structure of genealogies in evolutionary waves, it
has been conjectured that genealogies in pulled waves are described by the Bolthausen-Sznitman
coalescent with multiple mergers [14, 24, 26, 43, 72, 101, 126, 127, 181]. For fully-pushed waves
we conjecture that their genealogies are described by the standard Kingman coalescent with pair-
wise merges. The Kingman coalescent was rigorously derived for well-mixed populations with
arbitrary complex demographic structure [101], so it is natural to expect that it should apply to
fully-pushed waves, where all of the dynamics occur in a well-dened region within the wave
front. The structure of genealogies in semi-pushed waves is likely to be intermediate and could
be similar to that of a Λ−coalescent with multiple mergers [14, 24]. Although these conjectures
are in line with the results for evolutionary waves [24, 26, 72], their applicability to range expan-
sions requires further study, which we hope to carry out in the near future. Given that genealogies
can be readily inferred from population sequencing, they could provide a convenient method to
identify the class of a wave and characterize the pattern of uctuations.
Our analysis of diversity loss and front wandering also revealed surprising universality in
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pushed waves. Because pushed waves are nonlinear, their velocity and front shape depend on all
aspects of the growth rate, and it is natural to assume that there are as many types of pushed waves
as there are nonlinear growth functions. Contrary to this expectation, we showed that many con-
sequences of nonlinearities can be captured by a single dimensionless parameter v/vf. This ratio
was rst used to distinguish pulled and pushed waves, but we found that v/vf also determines the
transition from semi-pushed to fully-pushed waves and the magnitude of the uctuations. We
therefore suggest that v/vf could be a useful and possibly universal metric of the extent to which
an expansion is pushed. Such a metric is needed to compare dynamics in dierent ecosystems and
could play an important role in connecting the theory to empirical studies that can measure v/vf
suciently accurately.
In most ecological studies, however, the measurements of both the observed and the Fisher
velocities have substatial uncertainty. Our results caution against the common practice of using
the approximate equality of v and vf to conclude that the invasion is pulled. The transition to
fully-pushed waves occurs at v/vf = 3/(2
√
2) ≈ 1.06, which is very close to the regime of
pulled waves v/vf = 1. Therefore, expansions with velocities that are only a few percent greater
than vf could behave very dierently from pulled waves, e.g., have orders of magnitude lower rates
of diversity loss. Given that Allee eects arise via a large number of mechanisms and are usually
dicult to detect [13, 36, 109], it is possible that many expansions thought to be pulled based
on v ≈ vf are actually semi- or even fully-pushed. The utility of v/vf for distinguishing pulled
from semi-pushed waves could, therefore, be limited to systems where accurate measurements
are possible such as waves in physical systems or in well-controlled experimental populations.
Identifying fully-pushed waves based on the velocity ratio is, however, more straightforward be-
cause v substantially grater than vf unambiguously signals that the wave is fully-pushed and that
the uctuations are weak.
The somewhat narrow range of velocity ratios for semi-pushed waves, 1 < v/vf . 1.06, does
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not imply that semi-pushed waves are rare. Indeed, the entire class of pulled waves is mapped to a
single point v/vf = 1 even though a large number of growth functions lead to pulled expansions.
For the growth function in Eq. (2.3), pulled and semi-pushed waves occupy equally sized regions
in the parameter space: B ∈ [0, 2] for pulled and B ∈ (2, 4) for semi-pushed waves. We exam-
ined several other models of cooperative growth in the SI(Sec. XII and Fig. S1), including the one
that describes the observed transition from pulled to pushed waves in an experimental yeast pop-
ulation [66]. For all models, we found that pulled, semi-pushed, and fully-pushed waves occupy
regions in the parameter space that have comparable size. Thus, all three classes of waves should
be readily observable in cooperatively growing populations.
2.5 CONCLUSIONS
Despite the critical role that evolution plays in biological invasions [17, 47, 74, 104, 110, 137, 146,
156, 163, 171], only a handful of studies examined the link between genetic diversity and species
ecology in this context [82, 118, 129, 157]. The main result of the previous work is that Allee ef-
fects reduce genetic drift and preserve diversity. This conclusion, however, was reached without
systematically varying the strength on the Allee eect in simulations and was often motivated by
the behavior of the xation probabilities rather than the diversity itself. Our ndings not only
provide rm analytical and numerical support for the previous results, but also demonstrate that
the simple picture of reduced uctuations in pushed waves does not accurately reect the entire
complexity of the eco-evolutionary feedback in traveling waves. In particular, we showed that the
strength of genetic drift varies greatly between semi-pushed and fully-pushed waves. As a result,
even a large Allee eect that makes the expansion pushed could be insucient to substantially
slow down the rate of diversity loss.
Beyond specic applications in the evolution and ecology of expanding populations, our
work provides an important conceptual advance in the theory of uctuations in reaction-diusion
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waves. We showed that there are three distinct classes of traveling waves and developed a unied
approach to describe their uctuations. In fully-pushed waves, uctuations throughout the en-
tire wave front contribute to the population dynamics. In contrast, the behavior of pulled and
semi-pushed waves is largely controlled by rare front excursions, which can be captured by an ef-
fective cuto at low population densities. Both the contribution of the dynamics at the leading
edge and the value of the cuto depend on the ratio of the wave velocity to the Fisher velocity.
This dependence explains the transition from giant, ln−3N , uctuations in pulled waves to reg-
ular 1/N uctuations in fully-pushed waves. Extensions of our analytical approach could poten-




POPULATIONS WITH NONLINEAR GROWTH AND
NONLINEAR DISPERSAL
ABSTRACT
Theory predicts rapid genetic drift during invasions, yet many expanding populations maintain
high genetic diversity. We nd that genetic drift is dramatically suppressed when dispersal rates
increase with the population density because many more migrants from the diverse, high-density
regions arrive at the expansion edge. When density dependence is weak or negative, the eective
population size of the front scales only logarithmically with the carrying capacity. The depen-
dence, however, switches to a sublinear power law and then to a linear increase as the density
dependence becomes strongly positive. We develop a unied framework revealing that the transi-
tions between dierent regimes of diversity loss are controlled by a single, universal quantity: the
ratio of the expansion velocity to the geometric mean of dispersal and growth rates at expansion
edge. Our results suggest that positive density dependence could dramatically alter evolution in
expanding populations even when its contributions to the expansion velocity is small.
3.1 INTRODUCTION
Range expansions and range shifts have become a central theme in population biology because
they oer unique opportunities to study rapid adaptation and eco-evolutionary feedback [45, 54,
85, 144]. Range expansions are also of great practical interest because they describe the spread of
pathogens [21], disease vectors [136], and agricultural pests [148]. Predicting and controlling the
outcome of expansions requires a rm understanding of their evolutionary dynamics. Indeed,
expansion velocities could increase more than ve-fold due to the evolution of faster dispersal
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[147] or decrease due to the rapid accumulation of deleterious mutations at the expansion edge
[20].
The latter scenario is caused by repeated bottlenecks at the expansion frontier—one example
in a wider class of phenomena known as founder eects [53, 167]. Genetic drift due to the founder
eect controls not only the ecacy of natural selection, but also the amount of genetic diversity
on which selection can act. In particular, large reductions in diversity are known to negatively
impact the resilience of species to environmental stress [89, 159], resistance to parasites [90], and
adaptation to climate change [93, 151, 162]. Thus, the founder eect is a key determinant of the
evolutionary potential of an expanding population.
The strength of the founder eect is often inferred from the reduction in neutral genetic di-
versity at the range margin compared to the population core [155]. In some case, this reduction
is dramatic, and a single clone takes over the expansion front [87]. Most empirical studies, how-
ever, report only a marginal reduction of 10-30 % in genetic diversity [46]. These observations are
inconsistent with many theoretical studies and the naive expectation of low eective population
size due to a small number of propagules at the leading edge [82, 167, 183]. A number of mech-
anisms have been proposed to resolve this paradox [61, 161]. For example, diversity loss could be
mitigated by multiple introductions [46] or the bottlenecks could be less severe if the expansion
rate is limited by the rate at which suitable habitat becomes available [129]. The latter scenario
could be applicable to range shifts during climate change or expansion following an ice age. While
these and other mechanisms could resolve the discrepancy in some specic instances, here we fo-
cus on density-dependent growth and dispersal as a more general factor that can control the rate
of genetic drift at the expansion front.
Positive density-dependent growth at low population densities, commonly known as an Allee
eect, oers a promising explanation for the high genetic diversity of expanding populations
[183]. Previous studies have shown that population inux from the core region reduces bottle-
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necks and increases the front eective population size [82, 157]. Recently, it was found that the ef-
fective population size could be proportional to the carrying capacity or scale sublinearly—either
logarithmically or as a power law [15]. The scaling is also very sensitive to the Allee eect strength.
As a result, eective population size can increase by orders of magnitude in response to a mod-
erate suppression of low-density growth. Since growth density dependence is rarely examined in
studies which measure genetic diversity, it is possible that Allee eects are responsible for high
genetic diversity in many expanding populations.
Compared to density-dependent growth, density-dependent dispersal received little atten-
tion in the context of diversity loss during expansions. This lack of attention most likely reects
the technical diculties of studying dispersal, both analytically and in the wild, rather than its
ecological relevance. Indeed, nontrivial density dependence of dispersal on population density
has been documented in many organisms, including plants (Echinops sphaerocephalus, Lythrum
alatum, Monarda [istulosa) [3, 113], arachnids(Erigone arctica) [49], birds (Parus major, Sitta
europeae, Larus ridibundus) [119], and mammals (Cervus elaphus, Capreolus capreolus, Marmota
olympus) [119]. The origins of these strategies are also quite diverse, from cooperative responses
to avoid starvation [172] to mechanisms for population regulation to reduce overcrowding [49].
Here, we address this open problem and show that positive density-dependent dispersal can pre-
serve genetic diversity. This result is rst established via computer simulations with two neutral
alleles invading a patchy one-dimensional landscape. We then formulate a continuum descrip-
tion based on the generalized Fisher-Kolmogorov equation and derive an explicit formula for the
eective population size of the front. Our analytical treatment diers from previous work which
relied on spatial discretization of the population density or the separation of the expansion front
into the fully-colonized and newly established populations [139, 167]. Therefore, our results could
be used to suggest new ways to study population dynamics in continuous space.
Our theory unies density dependence in dispersal and growth and shows that both processes
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can be treated on the same footing, with only a minor increase in complexity. More importantly,
we predict that the scaling of the eective population size with the carrying capacity depends on
a single quantity—the ratio of the expansion velocity to the geometric mean of the growth and
dispersal rates at low densities. In other words, most aspects of density dependence are fully cap-
tured just by the expansion velocity itself. This emergent universality is conrmed by numerical
simulations of a diverse set of models with density dependence in growth and dispersal.
The main implication of our work is that even relatively weak positive density dependence in
either dispersal or growth can prevent rapid diversity loss during range expansion. For example,
the rate of genetic drift can be two orders of magnitude slower in species that expanded only
10% faster than they would in the absence of positive density dependence. Hence, weak density-
dependent growth and dispersal could be an overlooked explanation for the surprisingly high
genetic diversity of expanding species [52, 88, 156, 161].
3.2 METHODS
Model
We simulate range expansions using a variant of the stepping-stone model [99, 106]. The model
consists of a one-dimensional array of islands (demes) with carrying capacity N . To quantify
genetic drift, it is sucient to consider a model with two alleles. We denote the density of each
allele by nt,xi , where i ∈ {1, 2}. Each generation, the densities are updated in three steps. In the












wherent,x = nt,x1 +n
t,x
2 is the total population density, andm(n) is the dispersal probability. The
right hand side of Eq. (3.1) represents the expected change in allele densities due to dispersal. We
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assume movement is isotropic, and thus the probabilities of moving to the left and right demes
are identical. Models which violate this assumption are briey discussed in Sec. B.1 of the SI.
Throughout, we focus on parameter regimes which are well described by a continuum model.
In this regime, the assumption that m(n) only depends on the density in the source deme nt,x
is not restrictive because alternative models can be cast in the same form as Eq. (3.1) (see SI, Sec.
B.1).






where r(n) is the per capita growth rate.
The third step accounts for stochasticity in dispersal and growth. This step is performed by
drawing ni for the next generation from a trinomial distribution










where Trinomial(M, p1, p2) is a trinomial distribution with M tries and success probabilities
equal to p1 and p2 for alleles 1 and 2, respectively [56]. The above procedure is equivalent to
two successive draws from a binomial distribution. The rst draw accounts for demographic
uctuations and determines total population density n = Bin(N, n̂1+n̂2
N
). The second draw
accounts for genetic drift and determines the genetic composition: n1 = Bin(N,
n̂1
n
) and n2 =
n − n1. This procedure is computationally ecient and enforces a strict carrying capacity in
the population bulk. At the edge of the expansion, where the densities are small, the stochastic
dynamics are equivalent to the commonly used Poisson distribution for the number of ospring.
Many studies, both theoretical and experimental, have used linear or power law dependencies
to describe density-dependent dispersal [7, 70, 94]. To capture a wide range of possible depen-
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wherem0 is a baseline dispersal probability, andAb quanties the strength of density dependence
(dispersal cooperativity). The sign of Ab controls whether the density dependence is negative
(Ab < 0) or positive (Ab > 0). The former is known to enhance unevenness in the spatial
distribution of the population and leads to spatial patterning [28, 117]. In contrast, the latter
describes strategies that reduce population clustering and helps mitigate competition within the
population [94]. The exponent b controls the shape ofm(n): for b 1, the function increases
sharply at low densities, while for b  1 most of the increase occurs when n is close to the
carrying capacity (Fig. 3.4a).
Logistic growth provides an excellent description of the growth dynamics for many species
[11, 40, 164]. However, this simple model neglects cooperative interactions and other mechanisms
that generate an Allee eect [66]. To capture this additional complexity we chose a widely used











where r0 is the low-density growth rate, andB is the Allee eect strength (growth cooperativity).
For B ≤ 0 there is no Allee eect. For B > 0, we have a weak Allee eect that becomes more
pronounced asB increases. In such cases, growth rates at low densities are substantially reduced
and multiple introductions take place before the population is established at a new location. As
a result, the founder eect is greatly suppressed.
The growth model described by Eq. (3.5) does not account for the important case of a strong
Allee eect, where the growth rate is negative at low population densities. We do not consider
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strong Allee eect explicitly because it has no analog to models with density-dependent dispersal.
Furthermore, previous work has shown that the scaling of the eective population size of the
front for populations with a strong Allee eect is the same as for largeB in Eq. (3.5) [15].
Expansions are simulated in a xed box of size L = 300 demes, which moves with the front
such that the box remains approximately half full. This procedure saves computational resources
by excluding demes that are either empty or too far behind the front to aect the genetic compo-
sition of the front. The eect of this approximation on our results is small if the front width is
much less than the box size (see SI, Sec. B.7). In our case, the typical size of the front width is ten
demes, which is an order of magnitude less than L.
Continuum limit
Because of the discrete nature of our simulations, an analytical treatment of the dynamics of the
heterozygosity is dicult. However, we can make progress by taking the continuum limit of our
model, which is a valid approximation when r0  1 and
√
m0/r0  1. In Sec. B.7 of the SI,






[D(n)ni] + r(n)ni +
√
γn(n)ni ηi(t, x), (3.6)
where ηi(t, x) is a Gaussian white noise with unit variance, ni(t, x) is the density of allele i at
time t and position x (which are now continuous variables).
The growth term r(n) is the same as in the discrete model apart from an extra factor of the














where ∆x is the distance between neighboring demes. The placement of the dispersal function
D(n) inside both derivatives emerges naturally from our microscopic model, but it is not an extra






], is equivalent to changing the denition ofD(n) (see [121] and SI, Sec. B.1).
Measuring the strength of genetic drift
We start with a state of maximum diversity by assigning one allele to each individual with equal
probability (Fig. 3.1a). A complete description of the evolutionary dynamics involves the allele
frequency f(t, x) = n1(t, x)/n(t, x), which depends on both space and time. The spatial vari-
ation, however, can be neglected on the long time scale of diversity loss (see [82] and [79] for
derivation). This approximation assumes that the spatial relaxation of f(t, x) is much faster than
the time to xation, which is valid for largeN . The accuracy of replacing f(t, x) by f(t) is illus-
trated in Fig. 3.1a, which shows that spatial variation in f is much smaller than the change in allele
frequency which occurs over time. Thus, we can replace f(t, x) by the spatial average1 dened by
f(t) =
∑
x n(t, x)f(t, x)∑
x n(t, x)
. (3.8)
To quantify the rate of diversity loss we introduce the “heterozygosity”
H(t) = 〈f(t)[1− f(t)]〉, (3.9)
where 〈·〉 is the ensemble average over independent simulations. For populations of haploid asex-
uals considered here, the heterozygosity represents the probability of randomly choosing two dif-
ferent alleles from the population. After a short transient,H(t) decays exponentially in time [15,
82]
1
Other ways to compute the average are possible and may be more appropriate in dierent contexts. We discuss
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Figure. 3.1: Genetic drift at the expansion front is described by the average
allele frequency. (a) shows how one of the two alleles reaches xation starting
from the initial condition. Note that, at each time point, the spatial variation
in the allele frequency is much smaller than the variation between time points.
Thus, the composition of the front is well-described by the average fraction of the
rst allele. The solid line shows the total population density normalized by the
carrying capacity. The two colors indicate how this population density is parti-
tioned between the two alleles. (b) shows the temporal uctuations of the average
allele frequency f(t) dened by Eq. (3.8). The color reects the proportion of
the rst allele (green). (c) The uctuations of f(t) lead to the loss of genetic di-
versity as seen by the decline of H(t)—the probability to sample two dierent
alleles; see Eq. (3.9). After a short transient, the decay of heterozygosity H(t) is
exponential in time, similar to the dynamics of a stationary well-mixed popula-
tion. Thus, the rate of diversity loss can be quantied by an eective population
size Ne. Here, r(n) and D(n) are give by Eqs. (3.5) and (3.4) with r0 = 10
−3
,
B = 0,N = 104,m0 = 0.05, andA1 = 3.
H(t) ∼ e−t/Ne . (3.10)
We refer to the timescale of this decay as the eective population sizeNe, by drawing an anal-
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ogy with the dynamics in a well-mixed population. This analogy is known to be imperfect [31, 41,
152, 165] because some aspects of population dynamics could be distinct from the Wright-Fisher
model. Nevertheless,Ne serves as a convenient and intuitive measure for the rate of genetic drift
at the front.
3.3 RESULTS
Positive density-dependent dispersal suppresses the founder eect
To determine how density-dependent dispersal aects genetic drift in an expanding population,
we simulated range expansions withm(n) = m0(1+A1n/N) and determinedNe for both pos-
itive and negative values ofA1 (see Methods, Measuring the strength of genetic drift). The results
of these simulations are shown in Fig. 3.2. We found that while negative density-dependent dis-
persal (A1 < 0) has a negligible eect onNe, the eect of positive density dependence (A1 > 0) is
quite dramatic. Indeed, increasingA1 from 1 to 2.5 resulted inNe changing by an order of mag-
nitude. Moreover, the rate of change in the eective population size increases as the dependence
becomes stronger.
These results show that the founder eect can be inuenced just as much by dispersal as by
an Allee eect. Next, we aim to uncover the connection between these two mechanisms and
how dispersal aects diversity loss. To gain a deeper insight into these processes we extend the
theoretical framework used in previous studies [15, 82] to the case of density-dependent dispersal.
Deterministic dynamics: pulled and pushed fronts
Reaction-diusion fronts of the type given by Eq. (3.6) have been studied extensively in the ab-






[D(n)n] + r(n)n. (3.11)
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Figure. 3.2: Diversity loss can be dramatically reduced by positive density-
dependent dispersal. The dots represent the eective population size inferred
from stochastic simulations with dierent strength of the density dependence in
dispersal and averaged over 1000 independent runs. The line is cubic spline which
we show as a guide to the eye. Here, r(n) is given by Eq. (3.5) and m(n) by the
linear model in Eq. (3.4), withN = 106,B = 0,m0 = 0.05, and r0 = 0.001.
Depending on the expansion velocity, these fronts fall into two classes: pulled and pushed
waves. The velocity of pulled waves is given by the classic Fisher formula vF = 2
√
D(0)r(0),
which can be derived by linearizing Eq. (3.11) for small n. Since the low density edge of the front
determines the expansion velocity, these fronts are said to be “pulled" by the leading edge. Con-
versely, pushed waves expand with v > vF , as if they are “pushed" by the nonlinearities in the
bulk.
Most investigations into these expansions have focused on constant dispersal, and have ex-
amined how the growth function r(n) aects the velocity [6, 12, 23, 97, 125]. However, it has
been suggested that the transition between pulled and pushed fronts could occur due to either
growth or dispersal density dependence [177]. Several recent studies corroborate this conclusion
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[83, 94, 182]. In particular, an exact analytical solution forvwas obtained in [94] for a linearD(n),
which showed the existence of a transition between pulled and pushed waves. A more extensive
discussion of the dierences between pulled and pushed fronts, emphasizing density-dependent
dispersal, can be found in Sec. B.2 of the SI.
Stochastic dynamics: Eective population size
Most previous work on genetic drift in expanding populations has focused on pulled fronts [26,
71, 77]. These studies have shown that pulled expansions exhibit large uctuations in allele fre-
quencies, leading to small eective population sizes, which scale asNe ∼ log3N [26, 77]. Recent
work extended these results and identied two distinct subclasses of pushed waves, with dierent
scaling of Ne with N [15]. However, these studies only considered the case of constant dispersal
rates. Here, we derive a complete theory of genetic drift during range expansions that accounts
for arbitrary density dependence in dispersal and growth.
In Sec. B.4 of the SI, we generalize the calculations from [15] to density-dependent dispersal.
The calculation relies on treating the front deterministically up to an appropriately chosen cuto
at low densities. Surprisingly, we nd that the scaling of Ne with the carrying capacity has the
exact same form as was found in [15] for the case of constant dispersal. To lowest order in N−1,
























where we have dened the normalized expansion velocity
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a b
Figure. 3.3: Theory predicts three distinct regimes of diversity loss. (a) For
negative or weakly-positive density dependence, the expansions are pulled, and
their velocity depends only on the growth and dispersal at low densities. Thus,
the normalized velocity, ν strictly equals one for a range of the cooperativity. The
transition to pushed waves is marked by ν > 1, which increases with coopera-





separates semi-pushed from fully-pushed expansions. Depending on the value
of ν, expansions are classied as either pulled (ν = 1, red-shaded region), semi-









shaded region). The dierences between these three wave classes are illustrated
in (b), which shows the dependence of the eective population size on the car-
rying capacity predicted by Eq. (3.12). For fully-pushed waves, Ne increases lin-
early with N (slope one on the log-log plot). For semi-pushed waves, Ne ∼ Nα
with α ∈ (0, 1) that depends only on ν. For pulled waves, Ne ∼ ln3N . In
(a), we show the exact solution of Eq. (3.11) for D(n) = D0(1 + A1n/N) and
r(n) = r0(1 − n/N) from [94]. In (b), we sketch the asymptotic scaling pre-







An intuitive interpretation of ν is the ratio between the actual velocity of the expansion v and
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the velocity inferred from Fisher’s formula.
2
In Sec. B.4 of the SI we compute the constants C1, C2, and C3 analytically and show that,
to leading order, they are independent of N . However, these constants are model dependent
and, in particular, depend on the details of the uctuations in allele frequencies (See SI, Secs.
B.3 and B.4). In addition, subleading corrections due to nite N and discreteness—which have
a relatively small eect on the scaling—play an important part in determining these constants.
Therefore, we focus our analysis on the functional dependenceNe(N) from Eq. (3.12) and treat
the constantsCi as tting parameters.
Two critical values of ν divide expansions into three regimes (Fig. 3.3a). For low values of
cooperativity, the expansions are pulled and the logarithmic scaling of Ne with N is now well
established [15, 26, 77]. At higher values of the cooperativity, we nd two types of pushed waves:
semi-pushed waves, for which Ne scales as a sublinear power law in N , and fully-pushed waves,
for which we recover the well-mixed scalingNe ∼ N (Fig. 3.3b).
The surprising implication of Eq. (3.12) is that the type of the expansion and the scaling of
Ne withN depend on a single quantity, the normalized velocity ν. In particular, it is of no conse-
quence whether high values of ν arise due to nonlinear dispersal or an Allee eect. Furthermore,
all complexity ofD(n) and r(n) are fully encoded in ν.
Testing universality
We performed two tests of the universal behavior of Ne with N predicted by Eq. (3.12). First,
we checked that dierent dispersal models lead to the same scaling and that the scaling exponent
matches the prediction from Eq. (3.12). We chose three dierent models of dispersal shown in
Fig. 3.4a. For each of the three classes, we chose the value of the dispersal cooperativity Ab such
2
The astute reader may have noticed that the Fisher velocity vF = 2
√
r(0)D(0) is not well-dened in the case
of a strong Allee eect, where r(0) < 0. [15] have shown that, in the case of constant dispersal, such expansions are




Figure. 3.4: Simulations of dierent dispersal models conrm theoretical
predictions for Ne(N). (a) illustrates D(n) for three models with dierent
exponent b, which controls how quickly dispersal increases with the population
density; see Eq. (3.4). (b) shows Ne(N) obtained from computer simulations.
The symbols are the same as in (a) and indicate the dispersal model. The lines
are theoretical predictions. The exponents are computed from Eq. (3.12) and
the unknown proportionality constants are adjusted for the best t. For visual
clarity, we chose the model parameters such that all three semi-pushed waves have
the same ν, so the green lines are parallel to each other. The agreement between
the theory and the three models is shown more clearly in the inset where Ne is
normalized by the tting constant Ci from Eq. (3.12). The collapse of the data
conrms that the scaling exponent depends only on ν and not on the details of
the dispersal model. Stochastic simulations were done using m0 = 0.05 and
r0 = 0.001, and averaged over 1000 runs.
that the value of ν was the same. Figure 3.4b shows the results, which quantitatively agree with
the scaling predicted by Eq. (3.12) (SI, Table S1).
Second, we tested that density dependence in both growth and dispersal determine the scaling
only through the normalized velocity ν. To do this, we simulated expansions with the linear




of points in the A1B-plane which have the same scaling of Ne with N (Fig.
3.5a). Simulations indeed conrmed this prediction in all three regimes (Fig. 3.5b).
a b
Figure. 3.5: Positive density dependence in both growth and dispersal have
the same eect on diversity loss. (a) illustrates how positive density depen-
dence in dispersal and growth aect expansion velocity. Lines of constant velocity
are shown with thin solid lines. Note that all pulled waves have the same velocity.
The crosses mark the parameters chosen for the simulations in panel (b). The
dierent expansion classes are indicated with color. (b) shows Ne(N) for dier-
ent values of A1 and B taken along velocity isoclines in each of the three wave
classes (crosses in a). The thin lines are the best linear ts to the data. Within
each class, the lines are parallel to each other conrming that the scaling expo-
nents depend on cooperativity only through ν and not through A1 and B sep-
arately. The velocities in (a) were obtained by numerically integrating Eq. (3.11)
withD(n) given by Eq. (3.4) and r(n) by Eq. (3.5). The crosses in (a) are equidis-






, and ν = 1.3.
3
For pulled expansions (ν = 1), the locus of constant velocity is a surface in theA1B-plane.
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Diusive motion of the front
In addition to genetics, other properties of the front could be controlled by density dependence
in growth or dispersal. For instance, demographic noise leads to a diusive motion in the position
of the expansion front [133]. In Sec. B.5 of the SI, we analytically compute the eective diusion
constant Df of this motion. Similar to previous results [15, 26], we nd that D
−1
f scales with
N in the same way as Ne. Thus, the behavior of both evolutionary (Ne) and ecological (Df )
properties of the expansion falls into one of the three distinct classes, depending on the value of
the normalized velocity ν.
3.4 DISCUSSION
Density-dependent dispersal has been found in empirical studies across the natural world—from
plants and animals [3, 119] to insects and microbes [44, 49, 95, 113]. Both theoretical and empirical
studies have shown that optimal dispersal strategy can oer signicant selective advantage, and
even ensure the ultimate survival of the species [38, 94, 139, 174]. While the evolution of disper-
sal strategies has been extensively studied, the reverse problem—and in particular, the eect of
density-dependent dispersal on evolution—has largely been unexplored. Here we have addressed
this question in the context of range expansions.
We found that positive density-dependent dispersal dramatically reduces the rate of diversity
loss, while negative density dependence has little eect. The intuition behind this result is that
the ux of immigrants from the population core become comparable to the ux of early coloniz-
ers. To explain this behavior quantitatively, we computed the eective population size Ne for a
general model with arbitrary density dependence in dispersal and growth. Using this theory, we
showed that the change in the eective population size is caused by two transitions, both marked
by changes in the scaling ofNe with the carrying capacityN .
Weak or negative density dependence in either growth or dispersal results in pulled expan-
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sions with ν = 1 and Ne ∼ ln3N . Expansions become semi-pushed as the strength of density
dependence increases and ν exceeds 1. Although semi-pushed waves rely on dispersal and growth
behind the expansion edge, their population dynamics are still highly stochastic and Ne grows
as a sublinear power law of N . Further increase in the strength of the density dependence leads




> 1). The uctua-
tions in fully-pushed waves are suppressed, and Ne ∼ N . Thus, the naive expectation that the
eective population size is given by the number of organisms at the front is only valid for range
expansions with strong positive density-dependent growth or dispersal. Since the strength of the
density dependence is fully encoded in ν, one can determine the class of the range expansion by
comparing the observed expansion velocity to the Fisher velocity expected from the growth and
dispersal rates at low population densities [58, 102].
The linear scaling ofNe with the population size we observe in fully-pushed waves is similar
to the result of [167]. However, in deriving this result, Slatkin and Excoer relied on approxi-
mating the propagation by successive founder events, in which the population at the edge of the
expansion reaches carrying capacity before the next deme is colonized. While this approximation
is frequently made in the literature [138–140, 145], our results highlight an important limitation
of this approach. The approximation eectively divides the front into fully-colonized and newly
established populations, and reduces the evolutionary dynamics to those of a two deme model.
The loss of diversity in the population can then either be limited by migration—and hence in-
dependent of N—or by the time for diversity loss within one deme—which is proportional to
N . The nontrivial scaling we observe for pulled and semi-pushed waves is a consequence of the
broad distribution of xation probabilities across the expansion front (see [15], SI, Secs. IX and
X). Thus, to capture the correct behavior of these waves, it is necessary to consider the full dy-
namics across the width of the front.
Our results suggest an untested possibility of dierent genealogies in pulled, semi-pushed,
62
and fully-pushed expansions. In well-mixed populations, distinct scaling ofNe withN is known
to be a manifestation of fundamentally dierent structure of the genealogical trees. The Ne ∼
ln3N scaling in pulled waves is identical to that in large populations evolving due to weak, but nu-
merous benecial mutations. The genealogies in such rapidly adapting populations are described
by the Bolthausen-Sznitman coalescent with multiple mergers [18]. The standard Ne ∼ N scal-
ing is observed, for example, for strictly neutral evolution, which leads to the Kingman coalescent
for ancestral lineages [100]. These two analogies suggest that the genealogies of expanding pop-
ulations are described by a family of Λ-coalescents that has Bolthausen-Sznitman and Kingman
coalescents as two limiting cases for pulled and fully-pushed waves respectively. If this conjecture
is correct, we can gain a better understanding of the eco-evolutionary dynamics of range expan-
sions by analyzing the properties of genealogical trees that go beyond the rate of diversity loss.
Many of our results parallel those for density-independent dispersal in [15]. This previous
work examined the dependence ofNe onN in populations with an Allee eect. For strong Allee
eect they foundNe ∼ N , while for weak Allee eect their results coincide with Eq. (3.12) with
D(n) = const.However, it is a highly nontrivial result of our work that density-dependent dis-
persal and growth have similar eects on population dynamics and can be treated in a unied way.
In particular, the functional dependence of Ne and Df on N , and many subsequent ecological
and evolutionary processes in an expanding population are controlled by a single quantity, the
normalized velocity ν. To determine ν, one needs to measure only three quantities: the expan-
sion velocity v, the dispersal rate at low densitiesD(0), and the growth rate at low densities r(0).
Once ν is known it can be used to predict the xation probabilities of neutral mutations or the
amount of genetic diversity in the population. Even more importantly, ν can be used to compare
dierent species or dierent environments. Such standardization would allow researchers to sep-
arate the intrinsic dynamics of the population from their specic biological characteristics such
as the genetic architecture.
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An important limitation of our study is that we neglect the evolution of dispersal and growth
rates due to natural selection. While this is a good approximation for some species [19, 86, 116],
there are also many examples of rapid adaptation during range expansions [62, 130, 143, 147, 184,
185]. Evolutionary changes depend on the details of the tradeo between dispersal, reproduction,
and competition [27], but often include dramatic increase in dispersal, which has been observed
in both natural and laboratory populations [130, 143].
Some adaptations do not aect ν and therefore have should have only marginal impact on
the neutral diversity. For example, greater motility [62] and longer dispersal distance [185] in-
crease v and vf by the same amount and thus leave ν invariant. In contrast, adaptations that
modify the density dependence of dispersal or growth [51, 63, 184] should change ν and poten-
tially alter the universality class of the range expansion. In general, such eco-evolutionary feed-
back requires further analysis, but our theory can still provide useful insights in two limiting
cases. When evolutionary change is very slow, one could describe the strength of genetic drift
with a time dependent ν. Conversely, if the relevant traits change rapidly at rst, but then stay
relatively constant, the evolved value of ν should provide an accurate description of subsequent
evolutionary dynamics.
Although we focused exclusively on neutral mutations, our work makes important predic-
tions about the rate of adaptation during range expansions, which strongly depends on the eec-
tive population size of the front. For smallNe, the population accumulates deleterious mutations
via Muller’s ratchet [30, 124], while for largeNe only benecial mutations reach xation [35, 42,
68, 135]. Therefore, we expect greater potential for adaptations in strongly pushed expansions.
We also predict that substantial expansion load [140] should occur primarily in populations with
weak positive density dependence in dispersal and growth.
Another important factor inuencing the course of evolution is the relationship between a
phenotypic change and the corresponding selective coecient. Density-dependence can dramat-
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ically aect this relationship for some traits. For example, selection for greater dispersal strongly
depends on the magnitude of the Allee eect [105, 175]. Mutations increasing dispersal rate have
a larger selective advantage in pulled compared to pushed expansions. Moreover, a suciently
strong Allee eect can even change the direction of evolution and lead to a gradual decline of the
dispersal rate. Thus, the strength of selection, eective population size, and potentially other fac-
tors have to be considered in order to determine how density dependence in dispersal or growth
aect the rate of adaptation.
In addition to adaptation during expansions, other questions not addressed in this study
can be considered. For example, our approach can be extended to include anisotropic density-
dependent dispersal and long range dispersal kernels, both of which are known to be relevant in
certain expansions [1, 21, 33]. Likewise, the eects of sexual reproduction and of dierent mating
systems can also be investigated. We hope to analyze these processes in more detail in the future.
How populations maintain genetic diversity during expansions—also known as the genetic
paradox of invasions—has been a major question in evolutionary ecology [141]. This paradox
hinges on the studies of pulled expansions, which indeed have a small eective population size
that grows only logarithmically with the number of organisms at the expansion front. For fully-
pushed expansions, however, the paradox disappears completely because the eective population
size is comparable to the census population size of the front, and the rate of diversity loss is there-
fore exceedingly slow. In this paper, we have shown that pushed expansions and weak genetic drift
are quite generic in the presence of positive density dependence in growth and dispersal. How
common pulled, semi-pushed, and fully-pushed expansions are in the wild is an important and
fascinating topic for future investigations. However, given the prevalence of density dependence
in both dispersal and growth reported in eld studies [108, 119], it is possible that a strong founder
eect is more of an exception rather than a rule.
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CHAPTER 4
GENEALOGIES IN MODELS OF EXPANDING
POPULATIONS
In this chapter, we discuss some preliminary results regarding the structure of genealogies in
pulled and pushed waves.
4.1 OFFSPRING DISTRIBUTION FOR EXPANDING POPULATIONS
In this section, we show how the genealogy of an expanding population can be mapped to an
eective well-mixed population with a broad ospring distribution. We only consider the case of
density-independent dispersal here, but the argument is analogous when D depends on n. We







We assume the population is comprised ofmneutral subtypes with relative frequenciesfi(t, x)
and
∑m















where ζ ≡ x − vt is the spatial coordinate in the comoving reference frame. We can write the
general solution for f(t, ζ) as:





i (t, ζ) + ..., (4.3)
where we have kept the two eigenvectors of the operator in Eq. (4.2) with the slowest decay times.
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For large N , the timescale τ1 is always smaller than the coalescence time Tc, and represents the
time for an arbitrary distribution of neutral alleles to "mix" with the other individuals in the front
and reach its steady state distribution. We will, therefore, refer to τ1 as the mixing time of the
front.
Previous work has shown that limt→∞ f(t, ζ) = u(ζ), whereu(ζ) is the xation probability
of a new mutant that originates at position ζ . If we interpret u(ζ) as the frequency of ospring
of an individual at position ζ in the whole population, and use f(t, ζ) ≈ f (0) for t & τ1, we can
think of the population of the wave as an eective well-mixed population with a broad ospring
distribution p(u), and generation time τ1. The relation between the frequency of ospringu can
then be computed using
p(u)du ∝ n(ζ)dζ, (4.4)

















From Eq. (4.5) we can easily check a few special cases. For pulled waves, v/vF = 1 and we
have p(u) ∝ u−2. This distribution has a divergent mean and leads to Bolthausen-Sznitman






, and the ospring distribution
changes continuously from u−2 to u−3. Finally, in the fully-pushed waves, decreases at least as
fast as u−3. In this case, the population is described by a Kingman coalescent [14].
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Cuto in ospring distribution
The above argument applies for deterministic dynamics ofn(t, x). However, it is not clear whether
models with stochastic dispersal and growth behave the same way. Previously, we argued that
stochasticity can be incorporated by using an eective cuto in the population density [15], which












. Using this cuto gives we can compute the maximum





q N−1 = O(1). (4.8)
Therefore the cuto does not depend on N, and does not inuence the properties of coales-
cent for u  1. However, this does not exclude a nite cuto at some uc < 1, which would
change the frequency of very rare uctuations, were a fraction . 1 of lineages merge during one
generation. A more detailed calculation is needed to check for this.
Deterministic waves
However, if we apply the same reasoning when n(t, x) is discrete but changes deterministically,











Looking backward in time, umax represents the largest fraction of lineages in the population
that can coalesce over the generation time τ1. Since for pushed waves q < k, this shows that in
the limit ofN →∞
p(u)→ δ(u), (4.11)
and the genealogical tree converges to a Kingman coalescent. This prediction is particularly
striking since we have shown that the coalescence time still has a power law scaling with N even
for deterministic fronts [15].
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Figure. 4.1: Genealogies transition from Bolthausen-Sznitman to King-
man coalescent as expansions go from pulled to pushed.
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Figure. 4.2: Genealogies of expansions without demographic uctuations
in the population density are described by a Kingman coalescent.
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APPENDIX A
APPENDICES TO CHAPTER 2
Supplemental Information (SI) provides additional results and explanations that further support
the classication of reaction-diusion waves into pulled, semi-pushed, and fully-pushed waves.
SI can be roughly divided into two parts. The rst part (up to “Cutos for deterministic and
uctuating fronts”) mostly reviews previous ndings while the second part contains mostly new
results. We describe the content of each part in more detail below.
The goal of the rst half is to introduce common notation, clarify terminology, and state
the results in a way that makes it easy to compare theoretical predictions to simulations, experi-
ments, and eld studies. The rst two sections summarize the standard theory of deterministic
reaction-diusion waves and explain the terms that physicists and ecologists use for cooperative
growth. The third section discusses the patterns of ancestry in reaction-diusion waves. The
fourth section introduces demographic uctuations and genetic drift paying special attention to
distinguishing uctuations in population density from uctuations in the genetic composition
of the population. This distinction is not always drawn in the literature, but is important for ap-
plying the theory to specic populations. Sections V-VIII develop a perturbation theory in 1/N
to compute ∆v,Df , and Λ. The only new results here are the second order perturbation theory
for ∆v and the expressions forDf and Λ for exactly solvable models.
The second half of the SI begins with section IX, which shows how to regularize the pertur-
bation theory by introducing an eective cuto at low population densities. The value of the
cuto diers between deterministic and uctuating fronts and is a nontrivial result from our
work. The following section contains our main arguments for the existence of the three distinct
classes of reaction-diusion waves. This section combines the results of the perturbation the-
ory with an appropriate cuto and provides the derivation of the scaling exponents αv, αd, and
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αh. The separation between foci of growth, ancestry, and diversity is discussed in Section XI.
Section XII discusses the parameter range for pulled, semi-pushed and fully-pushed waves in dif-
ferent models. The details of computer simulations and data analysis are given in Section XIII.
The nal section of the SI contains additional results from simulations. In particular, we show
that (i) the perturbation theory agrees with simulations for fully-pushed waves without any ad-
justable parameters; (ii) the scaling of ∆v withN is the same as for Df and Λ; (iii) the predicted
scaling exponents match simulation results for both deterministic and uctuating fronts. In this
section, we also show that waves propagating into a metastable state are fully-pushed.
A.1 CLASSIFICATION OF THE GROWTH RATE R(N) IN PHYSICS
AND ECOLOGY: METASTABILITY AND ALLEE EFFECTS
Here, we introduce the terminology used to characterize the growth term in Eq. (5) in physics
and ecology.
The physics literature typically distinguishes between propagation into an unstable state when
r(0) > 0 and propagation into a metastable state when r(0) < 0. The main dierence between
these two cases is their response to small perturbations. For r(0) > 0, the introduction of any
number of organisms into an uncolonized habitat results in a successful invasion, so n = 0 is an
unstable state. In contrast, for r(0) < 0, invasions fail when the number of introduced organ-
isms is suciently small. Large introductions, however, do result in an invasion, so n = 0 is a
metastable state. Since n = N is stable against any perturbation, it is referred to as a stable state.
When n = 0 and n = N are the only states stable against small perturbations, r(n) is often
termed bistable.
In ecology, populations with a metastable state at n = 0 (r(0) < 0) are said to exhibit a
strong Allee eect. When r(0) > 0, the growth dynamics is further classied as exhibiting either
a weak Allee eect or no Allee eect. A population exhibits no Allee eect if r(0) ≥ r(n) for all
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n; otherwise, it exhibits a weak Allee eect. A common example of r(n) without an Allee eect
is the logistic growth, for which r(n) decays monotonically from r0 at n = 0 to 0 at n = N .
A.2 DETERMINISTIC THEORY AND CLASSIFICATION OF REAC-
TION - DIFFUSION WAVES
In this section we give a few concrete examples of models where the transition from pulled to
pushed waves can be shown analytically. We also show how two of the dierent models in Chapter
2 are related and introduce some useful notation which is used throughout this Appendix.
Example of pulled and pushed waves in exactly solvable models
We conclude this section by illustrating the transition from pulled to pushed waves in an exactly
solvable model. Our main goal is to provide an concrete example for the abstract concepts dis-
cussed so far. In addition, the models presented below are used in simulations and to explicitly
calculate the diusion constant of the front and the rate of diversity loss in the regime of fully-
pushed waves.












where g0 sets the time scale of growth, N is the carrying capacity, and n
∗
is a parameter that
controls the strength of an Allee eect. For every value of n∗, the growth function r(n) can be
classied in one of three types: no Allee eect, weak Allee eect, or strong Allee eect. The growth
function does not exhibit an Allee eect when r(0) ≥ r(n) for all n ∈ (0, N). For the model
dened above, the region of no Allee eect corresponds to n∗/N ≤ −1. When an Allee eect
is present, one distinguished between a strong Allee eect, r(0) < 0, and a weak Allee eect,
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Allee threshold, n∗/N (−∞,−1] (−1,−0.5] (-0.5, 0] (0, 0.5)
Allee eect none weak strong
Stability of invaded state unstable metastable
Type of expansion pulled pushed
Table A.1: Comparison of wave type, state stability, and Allee eect for
an exactly solvable model of range expansions given by Eq. (A.1). Note that
the transition from pulled to pushed waves does not coincide with a change in
the type of growth. In particular, the pulled-pushed transition is distinct from
the transition between no Allee eect and a weak Allee eect; it is also distinct
from the transition between propagation into unstable and metastable state. For
c∗/N > 1/2, the relative stability of the populated and unpopulated states
changes, and the expansion wave propagates from n = 0 state into n = N
state.
r(0) ≥ 0. Thus, the Allee eect is weak for n∗/N ∈ (−1, 0] and strong for n∗ > 0. In the latter
case, n∗ represents the minimal population density required for net growth and is known as the
Allee threshold. In the following, we will refer to n∗ as the Allee threshold regardless of its sign.



















Forn∗ > 0, we expect a unique pushed wave, so Eq. (A.2) must provide the desired solution.
For n∗/N < −1, we know that the wave must be pulled with v = vf = 2
√
−Dg0n∗/N and
k = kf =
√
−g0n∗/(ND). To identify the transition between pulled and pushed waves, we
equate the two expressions for the velocity and obtain that the critical value of the Allee threshold
is given by n∗/N = −1/2. Thus, the transition between pulled and pushed waves occurs within
the region of a weak Allee eect in agreement with the general theory developed above. The
behavior of this exactly solvable model is summarized in Table A.1.
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Connection to the model of cooperative growth in the main text
The model of cooperative growth that we dened in the main text (Eq. (3)) is a simple reparam-
eterization of Eq. (A.1) with r0 = −g0n∗/N and B = −N/n∗. In consequence, r(n) exhibits
no Allee eect forB ≤ 1 and a weak Allee eect forB > 1. A strong Allee eect is not possible
for any B because r(0) > 0. Hence, the wave always propagates into an unstable state. This
model choice was convenient for us because it ensures that the transition between semi-pushed
and fully-pushed waves is unambiguously distinct from the transition between propagation into
unstable and metastable states.
The transition between pulled and pushed waves occurs at B = 2. For pushed waves (B >





























Although Eq. (3) is equivalent to Eq. (A.1), our computer simulations of these models reveal
complementary information because they explore dierent cuts through the parameter space. In
particular, when we varyB in one model, we change both g0 and n
∗/N in the other model. Sim-
ilarly, changes inn∗/N modify both r0 andB. Concordant results for the two parameterizations
indicate that the transitions from pulled to semi-pushed and from semi-pushed to fully-pushed
waves are universal and do not depend on the precise denition of cooperativity or the strength
of an Allee eect.
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Other exactly solvable models
For completeness, we also mention that exact solutions for pushed waves are known for a slightly
more general class of r(n) than the quadratic growth function discussed so far. The following
results are from Ref. [142], which is an excellent resource for exactly solvable models of traveling
waves.





































The transition point from semi-pushed to fully-pushed waves follows from these results and
the condition that v =
√
9/8vf. The value of this critical Allee threshold is given by n
∗/N =
−[2(b + 1)]−1/b. Finally, the transition from weak to no Allee eect occurs at n∗ = −N and
from weak to strong Allee eect at n∗ = 0.
Comments on notation
For all models of r(n), it is sometimes convenient to use the normalized population density ρ =
n/N . For the exactly solvable models introduced above, it is also convenient to dene ρ∗ =
n∗/N . This notation is used in the main text and in the following sections.
We can also now be more precise about the denitions of population bulk, front, interior
regions of the front, and the leading edge, which we use throughout the paper. The population
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bulk is dened the region where n is close to N and Eq. (1.5) holds. Similarly, the leading edge,
the tip of the front, front edge, etc. refer to the region of n  N , where Eq. (1.8) holds. The
region with intermediate n is termed as the front or more precisely as the interior region of the
front or the bulk of the front. We tried to avoid using the generic term front whenever that can
cause confusion between the leading edge and the interior region of the front.
A.3 DYNAMICS OF NEUTRAL MARKERS AND FIXATION PROBA-
BILITIES
Heritable neutral markers provide a window in the internal dynamics of an expanding popula-
tion. These dynamics can be studied either forward in time or backward in time. The former ap-
proach describes how the spatial distribution of neutral markers changes over time and provides
an easy way to compute the xation probabilities of neutral mutations. The latter approach de-
scribes the patterns of ancestry that emerge during a range expansion and provides a natural way
to infer population parameters from genetic data. The main goal of this section is to demonstrate
that both forward-in-time and backward-in-time dynamics fundamentally change at the transi-
tion from pulled to pushed waves. In pulled waves, all organisms trace their ancestry to the very
tip of the expansion front, which is also the only source of successful mutations. In contrast, the
entire expansion front contributes to the evolutionary dynamics in pushed waves. This section
contains no new results except for the analytical calculation of the xation probabilities in the
exactly solvable models. The discussion largely follows that in Refs. [82] and [157]. Our main
goal here is to introduce the notation to be used in the following sections and explain how the
patterns of ancestry depend on cooperativity.
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Forward-in-time dynamics
Let us consider a subpopulation carrying a neutral marker i and describe how its population
density ni(t, x) changes forward in time. Since the growth and migration rates are the same for







where, as before, n is the total population density, which is given by n =
∑
i ni if all individuals
are labeled by some marker.
To isolate the behavior of neutral markers from the overall population growth, it is conve-
nient to dene their relative frequency in the population: fi = ni/n. From Eqs. (1.1) and (A.7),












The new advection-like term arises from the nonlinear change of variables and accounts for a
larger change in fi due to immigration from regions with high population density compared to
regions with low population density. The main eect of the new term is to establish a “ow” of
fi from the posterior to the anterior of the front.
It is also convenient to shift into the comoving reference frame (see Eq. (1.2)) in order to
focus on the dynamics that occurs at a xed position within the front region rather than at a















We now drop the index i because, for the rest of this section, we focus on the frequency of a
single marker, which we denote simply by f(t, ζ). In the following, we also assume that n(t, ζ)
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has reached the steady-state given by Eq. (1.3). The evolutionary dynamics are typically much
slower than ecological dynamics, so the initial transient in the dynamics of n could be neglected.








which was rst demonstrated in Refs. [82] and [157].












and replace ∂f/∂t by the right hand side of Eq. (A.9). The numerator can then be simplied via
the integration by parts to eliminate the derivatives of f with respect to ζ in favor of f . This leads
to the cancellation of all the terms and thereby proves that π does not depend on time.
The conservation onπmakes it quite straightforward to determine the xation probabilities,
the spatial distribution of ancestors, and the contribution of dierent parts of the front to the
neutral evolution. We now discuss each of these results separately.
Fixation probabilities
Since only spatial derivatives of f enter Eq. (A.9), we conclude that f = const is a solution that
describes the steady state after migration has smoothed out the spatial variations in the initial


















At the level of deterministic dynamics, this result captures how the nal fraction of a genotype
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depends on its initial distribution in the population. Genetic drift, however, leads to the extinc-
tion of all but one genotype, so f(t, ζ) should be interpreted as the average over the stochastic
dynamics (one can take the expectation value of both sides of Eq. (A.29) below). Since the ex-
pected value of f is 1 times the probability of xation plus 0 times the probability of extinction,
we immediately conclude that the xation probability equals π. Thus, given the initial distribu-
tion of a neutral marker f(0, ζ), we can obtain its xation probability by evaluating the integrals
in Eq. (A.10) at t = 0.
We can also express this result in terms of the absolute abundance of the neutral marker
ni (here we keep the subscript to distinguish ni from the total population density). Since fi =








For a single organism present at location ζ0, we can approximate ni as δ(ζ − ζ0) and thus







Contribution to neutral evolution by dierent regions of the front
From Eq. (A.14), we can determine how dierent regions contribute to the neutral evolution
during a range expansion. Neutral evolution proceeds through two steps: rst a random muta-
tions appears somewhere in the population and second the frequency of the mutation uctu-
ations until the mutation either reaches xation or becomes extinct. For a given mutation, the
probability that it rst occurred at location ζ is proportional to n(ζ), and its xation probabil-






Spatial distribution of ancestors
Finally, we note that the last result also represents the probability that the ancestor of a randomly
sampled individual from the population used to live at location ζ suciently long ago. To demon-
strate this, we label all individuals between ζ and ζ + dζ at a long time in the past and note that
the probability of a random individual to have its ancestor at ζ equals the expected number of
labeled descendants. Since the long time limit of f is given by π, we immediately conclude that






Backward-in-time dynamics and the patterns of ancestry
To characterize the patterns of ancestry in a population, it is convenient to describe the dynamics
of ancestral lineages backward in time. Following the approach of Ref. [82], we show below that
the probability S(τ, ζ) that an ancestor of a given individual lived at position ζ time τ ago is
















Here, the diusion term randomizes the position of the ancestor; the term proportional to
v pushes the ancestor towards the tip of the wave and reects the change into the comoving ref-
erence frame; the last term pushes the ancestor towards the population bulk and reects the fact
that the ancestor is more likely to have emigrated from the region where the population density
is higher. For large τ , it is easy to check that these forces balance and result in a stationary distri-
bution S(ζ) given by Eq. (A.15). Note that, unlike in Eq. (A.9) for the dynamics of f , the right
hand side of Eq. (A.16) contains a divergence of a ux and, therefore, preserves the normalization
of S, i.e.
∫
S(τ, ζ)dζ = const. Indeed, the probability that an ancestor was present somewhere
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in the population must always equal to one.
The derivation of Eq. (A.16) from Eq. (A.9) follows the standard procedure for changing
from the forward-in-time to the backward-in-time description [67, 153] and consists of three steps.
The rst step is to dene the “propagator” function that can describe both forward-in-time and
backward-in-time processes. We denote this function asG(td, ζd; ta, ζa) and dene it as the prob-
ability that a descendant located at ζd at time td originated from an ancestor who lived at time
ta at position ζa. On the one hand, with td and ζd xed, G can be viewed as a function of ta
and ζa that species the probability distribution of ancestor location at a specic time. On the
other hand, with ta and ζa xed, G can be viewed as a function of td and ζd that describes the
spatial and temporal dynamics of the expected frequency of the descendants from all organisms
that were present at ζa at time ta. This two-way interpretation follows from the labeling thought-
experiment that we used to derive S(ζ) using the forward-in-time formulation.
In the second step, we claim that G obeys the same equation as f(t, ζ), i.e. Eq. (A.9). This





whereLζd is the linear operator from the right hand side of Eq. (A.9), and we used the subscript
ζd to indicate variable on which the operator acts.
The third step is to derive an equation forG that involves only the ancestor-related variables.
To this purpose, we consider an innitesimal change in ta,
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G(td, ζd; ta − dt, ζa) =
+∞∫
−∞
G(td, ζd; ta, ζ
′)G(ta, ζ




G(td, ζd; ta, ζ
′)[G(ta − dt, ζ ′; ta − dt, ζa)




G(td, ζd; ta, ζ
′)[δ(ζ ′ − ζa) + dtLζ′δ(ζ ′ − ζa)]dζ ′
(A.18)
where we used the Markov property of the forward-in-time dynamics, then Eq. (A.17), and nally
the fact that G(t, ζa; t, ζd) = δ(ζa − ζd), which immediately follows from the denition of G.






G(td, ζd; ta, ζ
′)Lζ′δ(ζ ′ − ζa)dζ ′. (A.19)
Finally, we integrate by parts to transfer the derivatives in Lζa from the delta function onto







δ(ζ ′ − ζa)L+ζ′G(td, ζd; ta, ζ
′)dζ ′ = L+ζaG(td, ζd; ta, ζa), (A.20)
where, L+ζa is the operator that results from the integration by parts and is known as the adjoint
operator ofLζa .
Equation (A.20) is the desired backward-in-time formulation that involves only the ancestor-
related variables. To see that it is equivalent to Eq. (A.16), one needs to explicitly compute L+ζa ,
substitute the denition of τ = td − ta, and change the notation fromG to S.
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Fixation probabilities and ancestry in pulled vs. pushed waves
We conclude this section by comparing the xation probabilities and patterns of ancestry in
pulled and pushed waves. We focus on S(ζ) as a typical example; other quantities, e.g., u(ζ)
can be analyzed in the same fashion.
Up to a constant factor, S(ζ) is given by n2(ζ)evζ/D. For large negative ζ , the exponential
factor tends rapidly to zero indicating that the bulk of the wave contributes little to the neutral
evolution and is unlikely to contain the ancestor of future generations. This conclusion applies
to both pulled and pushed waves. The behavior at the front is more subtle because n(ζ) → 0
and evζ/D → +∞ as ζ → +∞. To determine the scaling of S(ζ) at the front, we replace n by
its asymptotic form e−kζ and obtain that
S(ζ) ∝ e−ζ(2k−v/D) ∝ e−ζ(k−q), (A.21)
where the last expression follows from the fact that v = D(k + q); see Eq. (1.9).
For pushed waves, k > q so the tip of the front makes a vanishing contribution to the neutral
evolution. Therefore, the main contribution to S(ζ) must come from the interior regions of the
front. In fact, for the exactly solvable model specied by Eq. (A.1), one can express ζ in terms of






(1− ρ)1−2ρ∗ , (A.22)
where ρ = n/N , and ρ∗ = n∗/N . This result clearly demonstrates that S(ζ) is peaked at
intermediate population densities (specically at ρ = (1 + 2ρ∗)/2).
For pulled waves, k = q, and n2(ζ)evζ/D → const as ζ → +∞. Thus, every point arbi-
trarily far ahead of the front contributes equally to the neutral evolution. Since the region ahead
of the front is innite, the relative contribution of the bulk and the interior of the front must
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be negligible compared to that of the leading edge. A more careful analysis requires one to im-
pose a cuto on ζ at suciently low densities so that S(ζ) can be normalized. We show how to
introduce such a cuto in section IX.
In summary, we determined xation probabilities and patterns of ancestry, which are plot-
ted in Fig. 2 of the main text. We also compared the dynamics in pulled and pushed waves and
found that they are driven by distinct spatial regions of the front. In pulled waves, the very tip
of the front not only “pulls” the wave forward, but also acts as the focus of ancestry and the sole
source of successful mutations. In pushed waves, however, the entire front contributes to both
the expansion dynamics and evolutionary processes. We refer the readers to Ref. [77, 82, 157] for
the original derivations of these results and further discussion.
Evaluation of integrals
Let us briey explain how one can evaluate the integrals that appear in Eq. (A.15) and in similar
equations for the diusion constant of the front and the rate of diversity loss. The main insight is
to change the independent variable from ζ to ρusing equation Eq. (A.2). The following formulas










































(1− ρ)−2ρ∗ = Be(1 + 2ρ∗, 1− 2ρ∗). (A.24)
The integrals of this type can be evaluated in the complex plane. Specically, one can equate the













An alternative method to evaluate the integrals is to use the following properties of the gamma









Using these formulas, we can evaluate all beta functions of the type Be(n+ z,m− z), where n
andm are positive integers and z ∈ (0, 1). The general expressions are















, m > 1.
(A.27)
A.4 DEMOGRAPHIC FLUCTUATIONS AND GENETIC DRIFT
In this section, we describe how to move beyond the deterministic approximation in Eqs. (1.1)
and (A.8) and account for the eects of demographic uctuations and genetic drift. Because the
magnitude of the uctuations depends on the details of the reproductive process, we need to
introduce two additional functions of the population density γn(n) and γf (n) that describe the
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strength of uctuations in the population size and composition respectively.
It is straightforward to extend the discussion from 1.2 to spatial populations where n and
fi depend on both t and x. The net result is that Eqs. (1.1) and (A.8) acquire stochastic terms

























The noise-noise correlations are specied by the following equations
〈η(t1, x1)ηi(t2, x2)〉 = 0, (A.30)
〈η(t1, x1)η(t2, x2)〉 = δ(t1 − t2)δ(x1 − x2), (A.31)
and
〈ηi(t1, x1)ηj(t2, x2)〉 = δ(t1− t2)δ(x1−x2)
[






Note that, in Eqs. (A.28) and (A.29), we omitted a noise term that accounts for the ran-
domness of migration (or diusion in the context of chemical reactions). Such noise inevitably
arises when each organisms makes an independent decision on whether to migrate to a particular
nearby site. Because this noise conserves the number of individual it appears as a derivative of




〈χi(t1, x1)χj(t2, x2)〉 = δijδ(t1 − t2)δ(x1 − x2), and χi are uncorrelated with η and ηi [120].
Migration noise does not typically lead to any new qualitative dynamics, and we will show be-
low it leads to the same scaling of the uctuations with the bulk population densityN . Moreover,
migration noise is often negligible compared to genetic drift. For example, it can be neglected
when the migration rate is small or the number of organisms at the dispersal stage is much larger
then the number of reproducing adults (compare the number of seeds vs. the number of trees).
We do not consider migration noise further because it is absent in our computer simulation. For
the sake of simplicity and greater computational speed, we chose to perform the migration update
deterministically.
A.5 CORRECTION TO THE WAVE VELOCITY, V , DUE TO A CUT-
OFF
How do demographic uctuations modify the dynamics of wave propagation? This question is
central to our paper and has generated signicant interest in nonequilibrium statistical physics.
Most early studies explored how demographic stochasticity modies the expansion velocity [23,
97, 133, 134, 176]. While velocity corrections are small and likely negligible in the context of range
expansions, they are essential for the description of evolving populations, which are often mod-
eled as traveling waves in tness space [77, 158, 176]. More importantly, wave velocity serves a
salient and easy to measure observable that has been frequently used to test the theories of uctu-
ating fronts. This section shows how to compute the corrections to wave velocity using pertur-
bation theory. All results in this section have been derived previously in Refs. [5, 120, 122, 134, 154,
177]. Our main goal here is to introduce the relevant notation and to explain the perturbation
theory in the simplest context.
Because non-linear stochastic equations are notoriously dicult to analyze, a direct calcula-
tion of v is challenging, and several approximate approaches were developed instead [177]. In this
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section, we describe the simplest of these approaches that imposes a cuto on the growth rate
below a certain population density nc:
rcutoff(n) = r(n)θ(n− nc), (A.33)
where θ(n) is the Heaviside step function, which equals one for positive arguments and zero for
negative arguments.
Although the value of nc must reect the strength of the demographic uctuations, it is not
entirely clear how to determine nc a priori. A natural guess is to set nc to one over the size of
the patch size in simulations so that no growth occurs in regions where the expected number of
individuals is less than one. However, this choice does not capture the full complexity of demo-
graphic uctuations as shown in section IX. For now, we keepnc as an unspecied parameter and
focus on the corrections to v due to the change in the growth rate specied by Eq. (A.33). The
position of the cutto where the deterministic prole reachesnc is denoted as ζc, i.e. n(ζc) = nc.
The corrections tov can be computed using a perturbation expansion in ∆r(n) = rcutoff(n)−
r(n). This approach has been developed by dierent groups either for computing the corrections
due to a cuto or for computing the diusion constant of the front [5, 120, 122, 134, 154, 177].
Let us rst introduce a convenient notation for the perturbation expansion that is also used in
the following sections, where the perturbation is a stochastic variable rather than a deterministic
cuto. All quantities that solve the deterministic, unperturbed problem (Eq. (1.1) or Eq. (1.3))
are denoted with subscript d. All quantities that solve the full, perturbed problem are denoted
without a subscript. And, the dierences between the two types of quantities are denotes with
∆.














+ nr(n) + n∆r(n). (A.35)
We seek the solution correct to the rst order in ∆r via the following ansatz
n(t, x) = nd(x− vdt−∆vt) + ∆n(x− vdt−∆vt), (A.36)
where ∆n is the correction to the shape of the stationary density prole, and ∆v is the correction
to the expansion velocity.
The zeroth order in perturbation theory yields the unperturbed equation:
Dn′′d + vdn
′
d + rnd = 0, (A.37)
which is automatically satised by our choice of nd.
To obtain the equations for the next order, we expand ∂n/∂t as
∂n
∂t
≈ −vdn′d − n′d∆v − vd∆n′, (A.38)




≈ Dn′′d + ∆n′′, (A.39)
and the growth term as
rcutoff(n)n ≈ ndr(nd) + r(nd)∆n+ r′(nd)nd∆n+ nd∆r(nd). (A.40)
As before, we use primes to denote derivatives of functions of a single argument.
The resulting equation for the rst order in perturbation theory reads
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+ r(nd) + r
′(nd)nd, (A.42)
is the linear operator that acts on the comoving spatial variable ζ = x− vt = x− (vd + ∆v)t.
Although Eq. (A.41) has two unknowns ∆n and ∆v, both quantities can be determined
simultaneously because the solution for ∆n exists only for a specic value of ∆v. The constraint
on ∆v comes from the fact that Lp has an eigenvalue equal to zero and, therefore, its image does
not span the entire space of functions possible on the right hand side of Eq. (A.41). As a result,
∆v must be chosen to make−nd∆v − nd∆r lie in the image of Lp.
The zero mode of Lp originates from the translational invariance of the unperturbed prob-
lem, for which bothnd(ζ) andnd(ζ+const) are solutions. Therefore, there should be no restor-
ing force from the dynamical equation for ∆n that eectively translates the front by an innites-
imal distance δζ . Since nd(ζ+ δζ) ≈ nd(ζ) +n′d(ζ)δζ , we expect that ∆n ∝ n′d(ζ) should not
alter the left hand side of Eq. (A.41). Consistent with reasoning, the dierentiation of Eq. (A.37)
with respect to ζ shows that Lpn
′
d = 0. Thus, Lp indeed has a zero mode with n
′
d being the right




To compute ∆v, we multiply both sides of Eq. (A.41) by L(ζ) and integrate over ζ . Since




















which is the main result of this section.
The solvability condition that we used to compute ∆v has a simple interpretation: All per-
turbations that act along the zero eigenmode of Lp accumulate unattenuated and contribute to
the translation of the front, i.e. to ∆v rather than to ∆n. This fact can be seen more clearly from
the time-dependent perturbation theory that we use in sections VI and VII to compute the dif-
fusion constant of the front and the corrections to the wave velocity due to demographic noise
rather than a cuto.
A.6 DIFFUSION CONSTANT OF THE FRONT,DF
While a cuto can account for changes in the velocity due to demographic uctuations, it can-
not capture the uctuations in the front shape and position. In this section, we describe the
stochastic properties of the front using an extension of the perturbation theory developed above.
Originally developed in Refs. [122] and [120, 154], this approach shows that the position of the
front performs a random walk that can be described by an eective diusion constant. Following
Ref. [120], we derive the general formula for Df given by Eq. (5) of the main text and evaluate it
explicitly for the exactly solvable models introduced in the beginning of the SI. The calculations
for the exactly solvable models are the only new results in this section.
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Perturbation theory for demographic fluctuations
The calculation follows exactly the same steps as in section V. We begin by restating Eq. (A.28) in














In this section, we use the normalized population density ρ = n/N instead of n to indicate that
the stochastic term is small and scales as 1/
√
N . We also introduce a more compact notation for
the noise strength Γ to avoid taking explicit derivatives of
√
γn(ρ)ρ.
We seek the solution of Eq. (A.46) in the following form
ρ(t, x) = ρd(x− vdt− ξ(t)) + ∆ρ(t, x− vdt− ξ(t)), (A.48)
where ρd is the deterministic stationary solution satisfying Eq. (1.3), ξ(t) is the shift in the front
position due to uctuations, and ∆ρ(t, ζ) accounts for the eect of the perturbation on the
front shape. Because the perturbation, Γη, is time dependent, ∆ρ explicitly depends on time in
addition to the dependence on t through the comoving coordinate ζ = x− vdt− ξ(t).
To the rst order in perturbation theory, there are no terms due to the special rules of Itô
calculus, and we obtain the following expansions for the deterministic terms in Eq. (A.46)
∂ρ
∂t
















and the growth term as
r(ρ)ρ ≈ ρdr(ρd) + r(ρd)∆ρ+ r′(ρd)ρd∆ρ. (A.51)
For functions with a single argument, primes denote derivatives with respect to that argument.
As before, the zeroth order of the perturbation theory is automatically satised, and the rst
non-trivial equation arises at the rst order:
∂∆ρ
∂t




where Lp is the same as in Eq. (A.42).
To obtain the equation for ξ, we multiply both sides byL(ζ), the left eigenvector of Lp with















We now use the fact that
∫ +∞
−∞ L(ζ)∆ρ(ζ)dζ = 0. The projection of ∆ρ onL vanishes because
translations of ρd are excluded from the uctuations of the front shape and are instead included
through ξ(t). Imposing this condition is also necessary for the perturbation theory to be self-
consistent. Otherwise, according to Eq. (A.53),
∫∞
−∞ L∆ρdζ would perform an unconstrained
random walk and grow arbitrarily large, which would violate the assumption that ∆ρ is small.
After imposing
∫ +∞
−∞ L∆ρdζ = 0, we obtain
ξ′(t) = − 1√
N
∫ +∞






From Eq. (A.54), it immediately follows that
〈ξ′(t)〉 = 0. (A.55)
Thus, there are no corrections to the wave velocity at this order in the perturbation theory,
and the motion of the front position is a random walk.
The deviation between the position of the front relative to the deterministic expectation is
given by ξ, which we obtain by integrating Eq. (A.54):











To determine the diusion constant of front wandering, we evaluate the mean square dis-















































where we used Eq. (A.56) to express ξ(t) and Eq. (A.31) to average over the noise.
Finally, we substitute the expression for L(ζ) from Eq. (A.43) and use the explicit form of Γ



















which was originally derived in Refs. [122] and [120, 154].
Perturbation theory for migration fluctuations
The analysis that we performed to compute Df due to demographic noise can be easily gener-
alized to account for the noise in migration; see the discussion below Eq. (A.32). This was rst

























n is a unit-strength, delta-correlated, Gaussian noise that enters the equa-
tion for the total population density n =
∑
i ni of all neutral genotypes. Note that, for the stan-
dard diusion, γm(ρ) = const, but we allow the dependence on ρ because it does not aect the
calculation below.
The solution for ξ acquires an additional term due to migration uctuations:






























































The higher order derivatives of ρ appear in the second term due to the integration by parts that is
necessary to remove derivatives from the delta function due to 〈χ(t1, ζ1)χ(t2, ζ2)〉. See Ref. [120]
for the original derivation and further details.
It is now clear that the qualitative behavior of the two terms in Eq. (A.62) is the same. In-
deed, the denominators are identical, and the integrands in the numerators have the same scaling
behavior at the front, where divergences could occur. To see this, one can substitute the asymp-
totic behavior of the population density, ρ ∼ e−kζ , and conrm that both numerators scale as
e−ζ(3k−2vd/D). Thus, the transition from fully-pushed to semi-pushed waves leads to the diver-
gence of both integrals, and the scaling exponent αd is the same for both migration and demo-
graphic uctuations. For simplicity, only demographic uctuations are considered in all other
sections of this paper.
Results for exactly solvable models
In the regime of fully-pushed waves, we can evaluateDf explicitly for the exactly solvable models
introduced in section I. The details of these calculations are summarized in the subsection on
integral evaluation at the end of section III.









(1− 4ρ∗) (3− 4ρ∗)
ρ∗ (1− 2ρ∗) (1− ρ∗)2
tan 2πρ∗, (A.63)




Note that the choice of γn(n) is not specied by the deterministic model of population
growth and needs to be determined either from the microscopic dynamics or from empirical
observations. For models formulated in terms of independent birth and death rates, γn(n) is a
constant on the order of 1/τ , where τ is the generation time. However, dierent γn are possible.
For example, our simulations that are based on the Wright-Fisher model haveγf = γ
0
n(1−n/N),









(1− 4ρ∗) (3− 4ρ∗)
ρ∗ (1− ρ∗) (1− 2ρ∗)
tan 2πρ∗. (A.64)
For the same model of an Allee eect, the contribution of the noise due to migration with
γm = γ
0










(1 + ρ∗) (1 + 7ρ∗) (1− 4ρ∗) (3− 4ρ∗)
ρ∗ (1− 2ρ∗) (1− ρ∗)2
tan 2πρ∗ (A.65)
assuming γn = 0.
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for the model of cooperative growth dened in the main text with γn = γ
0
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for the model of cooperative growth dened in the main text with γn = γ
0
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for the model of cooperative growth dened in the main text with γm = γ
0
m = const and
γn = 0.
A.7 CORRECTION TO VELOCITY DUE TO DEMOGRAPHIC FLUC-
TUATIONS
In this section, we compute the correction to the wave velocity directly from the stochastic for-
mulation in Eq. (A.46) instead of relying on a growth-rate cuto at low densities. Our main
nding is that, for pushed waves, the scaling of ∆v with N coincides1 with that of front diu-
sion constantDf and the rate of diversity loss Λ. Note that this result cannot be obtain from the
cuto-based calculation of ∆v without knowing the correct dependence of nc on v/vf. Thus,
the calculation of ∆v in the stochastic model provides an additional insight in the dynamics of
uctuating fronts. To the best of our knowledge, the results presented in this section are new.
Because the rst order correction to v is zero (See Eq. (A.54)), we proceed to the second order
in perturbation theory. In this calculation, it is convenient to distinguish the contributions to ζ
and ∆ρ that come from the dierent orders of the perturbative expansion:
ζ = x− vdt− ξ(1)(t)− ξ(2)(t),
ρ(t, ζ) = ρd(ζ) + ∆ρ(1)(t, ζ) + ∆ρ(2)(t, ζ),
(A.69)
where the order is indicated by a subscript in brackets. For fully-pushed waves, we expect that the
rst order corrections ξ(1)(t) and ∆ρ(1)(t, ζ) scale as 1/
√
N , and the second order corrections
ξ(2)(t) and ∆ρ(2)(t, ζ) scale as 1/N . Therefore, we expand all terms in Eq. (A.46) up to order
1
The scaling behavior of ∆v is dierent for pulled waves because ∆v ∼ ln−2N ; see Ref. [23, 25, 133, 177].
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1/N .
For ∂ρ/∂t, we obtain
∂ρ
∂t





























arises due to the Itô formula of stochastic calculus, which prescribes






is non-zero because the displacement of a random walk grows as
√
dt.
Using Eqs. (A.54) and (A.57), we express this derivative in terms of Df , which we know to the





= 2Df . (A.71)
The expansion of other terms is more straightforward and does not involve any additional terms















Γ(ρ) ≈ Γ(ρd) + Γ′(ρd)∆ρ(1),
(A.72)
where we kept only the terms that scale at most as 1/N and used |ρ=ρd to indicate that the expres-
sion to the left is evaluated at ρ = ρd. Upon choosing ∆ρ(1) and ξ(1) that satisfy the rst order






















The value of ξ′(2) needs to be chosen to satisfy the solvability condition, which we obtain by
multiplying both sides of Eq. (A.73) by L(ζ), integrating over ζ , and requiring that ∆ρ(2) has
























The correction to the velocity, ∆v, can now be obtained by averaging Eq. (A.74) over η and
substituting the explicit expression for L(ζ) from Eq. (A.43):






















Note that 〈∆ρ(1)η〉 = 0 and, therefore, 〈∆ρ(1)ξ′〉 = 0 because ∆ρ(1)(t, ζ) depends only on
η(t̃, ζ) with t̃ < t and 〈η(t̃, ζ)η(t, ζ)〉 = 0.2 The rst term could be further simplied through
integration by parts in the numerator, assuming that the integrals converge:
2
This simplication is specic to the Itô calculus and does not occur in Stratonovich’s formulation. The results
of course do not depend on the type of calculus used as long as all calculations are carried using the same calculus
and the initial problem statement is correctly formulated. In population dynamics, demographic uctuations aect

















To complete the calculation of ∆v, we need to obtain ∆ρ(1) by solving Eq. (A.52). Before
performing this calculation, let us state the main ndings and discuss their implications. For
fully-pushed waves, we nd that ∆ρ(1) ∼ 1/
√
N , and all integrals in Eq. (A.76) converge. Thus,
∆v ∼ 1/N in this regime. For semi-pushed waves, one needs to apply a cuto at large ζ to
ensure convergence. We show that the divergence of the last term in Eq. (A.76) does not exceed
that of Df . Thus, the leading behavior is controlled by the rst term, and the scaling of ∆v
coincides with that of Df . The scaling behavior of ∆v and Df is slightly dierent for pulled
waves: ∆v ∼ ln−2N andDf ∼ ln−3N ; see Ref. [23, 25, 133, 177].
The calculation of ∆ρ(1) can be simplied by transforming Eq. (A.52) into a Hermitian form.
This is accomplished by the following change of variables that eliminates the term linear in ∂/∂ζ
from Lp:
∆ρ(1)(t, ζ) = e
− vdζ
2D Ψ(t, ζ). (A.77)
Equation (A.52) then takes the following form
∂Ψ
∂t




















+ r(ρd) + r
′(ρd)ρd. (A.79)
We solve Eq. (A.78) using the method of separation of variables. Let us denote the eigenvalues
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and normalized eigenvectors of Hp by λl and hl respectively. The index l labels both discrete
and continuous parts of the spectrum of Hp such that λl are in the decreasing order; l = 0












































Here, we assumed that the front has been propagating for a very long time and, therefore, set the
lower integration limit of the integral over t̃ to−∞. The next step is to substitute the solution















































Equation (A.83) is further simplied by carrying out the integration over ζ in the last term














Note that, a0 = 0 consistent with the solvability condition that ∆ρ(1) has a vanishing pro-
jection on the zero mode.























































Since the eigenvectors hl decay at least as fast as h0 ∼ e
vdζ
2D ρ′d(ζ) as ζ → +∞, all the integrands
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in Eq. (A.88) decay faster than e−(3k−2vd/D)ζ . For fully-pushed waves, all the integrals converge,
and the correction to the velocity scales as 1/N . For semi-pushed waves, the term withDf shows
the fastest divergence with the cuto and, therefore, determines the scaling of ∆v withN .
A.8 RATE OF DIVERSITY LOSS, Λ
In this section, we describe how genetic diversity is lost during a range expansion and provide the
derivation of Eq. (5) from the main text, which was rst derived in Ref. [82]. For simplicity, we
consider an expansion that started with two neutral genotypes present throughout the popula-
tion and determine how the probability to sample two dierent genotypes at the front decreases
with time. The calculation of Λ is based on the perturbation theory in 1/N and relies on a mean-
eld assumption that n(t, x) can be approximated by 〈n(t, x)〉. This analysis is asymptotically
exact for fully-pushed waves and could be extended to semi-pushed and pulled waves by applying
a cuto at large ζ as we show in section IX. The current section contain no new results except for
the calculation of Λ in exactly solvable models of fully-pushed waves.
Forward-in-time analysis of the decay of heterozygosity
We quantify the genetic diversity in the population by the average heterozygosity:
H(t, ζ1, ζ2) = 〈f(t, ζ1)[1− f(t, ζ2)] + [1− f(t, ζ1)]f(t, ζ2)〉, (A.89)
which is the probability to sample two dierent genotypes at positions ζ1 and ζ2 in the comoving
reference frame at time t. Here, f denotes the frequency of one the two genotypes; the frequency
of the other genotype is 1− f .
To obtain a closed equation for the dynamics ofH , we assume thatn(t, ζ) is given by its non-
uctuating stationary limit, n(ζ), from Eq. (1.3). Then, we dierentiate Eq. (A.89) with respect





















we note that the rst term in Eq. (A.90) follows from the rules of regular calculus, but the last term
arises due to the Itô formula of stochastic calculus, which prescribes how to compute derivatives
of nonlinear functions; see Refs. [67, 106, 131, 153]. This last term encapsulates the eect of genetic
drift and ensures that genetic diversity decays to zero due to the xation of one of the genotypes.
SinceH obeys a linear equation, it will decay to zero exponentially in time with the decay rate
given by the solution of the following eigenvalue problem:




where we seek the smallest Λ or alternatively the largest eigenvalue of the operator on the right
hand side.
We compute Λ perturbatively by treating 1/N as a small parameter. To the zeroth order, we
can neglect the last term in Eq. (A.92) because it scales as 1/N . Without the sink term, Eq. (A.90)
admits a constant stationary solution (H(t, ζ) = const), so the smallest decay rate is zero. Thus,
the zeroth order solution of Eq. (A.92) reads
Λ = 0,
R(ζ1, ζ2) = 1.
(A.93)
Because Lζ contains terms linear in ∂∂ζ , the operator in Eq. (A.92) is not Hermitian. There-
fore, we also needL(ζ1, ζ2), the left eigenvector ofLζ1 + Lζ2 , to compute the rst order correc-
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tion. It is not dicult to guess L(ζ1, ζ2) because it corresponds to the right eigenvector of the
adjoint operator, and we already obtained the stationary distribution for ∂S/∂τ = L+ζ S when
we discussed the patterns of ancestry. SinceLζ1 andLζ2 act on dierent variables, the sought-after
eigenfunction is the product of the eigenfunctions of these two operators:















−∞ dζ2L(ζ1, ζ2)R(ζ1, ζ2)
. (A.95)
We now use the expressions of L(ζ1, ζ2) andR(ζ1, ζ2) from Eqs. (A.93) and (A.94) and ob-












which becomes identical to Eq. (5) in the main text upon substituting n = Nρ. This result was
rst obtained in Ref. [82].
For fully-pushed waves, all the integrals in Eq. (A.96) converge and one can obtain the depen-
dence of Λ on model parameters by dimensional analysis. Specically, each factor ofn contributes
a factor ofN , and each dζ contributes a width of the front (the integrands rapidly tend to zero in
the bulk and the leading edge). In total, Λ is inversely proportional to the product ofN and front
width, i.e. to the number of individuals at the front. This result is quite intuitive because, in well-
mixed populations, the rate of diversity loss scales as the total population size, and Λ−1 is often
denoted as an eective population size [69]. Thus, the neutral evolution in a fully-pushed wave
could be approximated by that in a well-mixed population consisting of all the organisms at the
front. In contrast, only the very tip of the front drives the evolutionary dynamics in semi-pushed
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and pulled waves.
Equation (A.96) also suggests that the deterministic approximation for n(t, ζ) that we made
in Eq. (A.90) is asymptotically exact for fully-pushed waves. Indeed, the main contribution to
the integrals in Eq. (A.96) comes for the interior regions of the front, where the uctuations in
n are small compared to the mean population density.
Finally, we note that one can avoid using the perturbation theory for non-Hermitian opera-
tors to derive Eq. (A.95). Specically, one can recast (Lζ1 +Lζ1) in a Hermitian form by nding a
functionβ(ζ) such that (Lζ1 +Lζ1)β(ζ1)β(ζ2)Ψ(t, ζ1, ζ2) = β(ζ1)β(ζ2)HΨ(t, ζ1, ζ2), where
H is a Hermitian operator, which contains no terms linear in ∂/∂ζ1 or ∂/∂ζ2. Then, the substi-
tution: H(t, ζ1, ζ2) = β(ζ1)β(ζ2)Ψ(t, ζ1, ζ2) converts Eq. (A.92) into a Hermitian eigenvalue
problem.




















































where h0(ζ) is the eigenvector corresponding to the zero eigenvalue. This eigenvector is easily
obtained from the reverse transformation fromH to Ψ and the fact thatH = const is the right
eigenvector of the original operator, (Lζ1 + Lζ1).
Since the eigenvalues ofH coincide with the eigenvalues of (Lζ1 +Lζ1), one can compute Λ














It is now easy to see that Eqs. (A.97) and (A.98) lead to the same expression for Λ as in Eq. (A.96).
Backward-in-time analysis of lineage coalescence
To complement the forward-in-time analysis, we show how Λ can be computed by tracing ances-
tral lineages backward in time. One advantage of this approach is that it provides a more intuitive
explanation of Eq. (A.96). The discussion of this approach closely follows Ref. [82].
We motivate the backward-in-time approach by considering howH can be estimated from its
denition as the probability to sample two dierent genotypes. To determine whether the geno-
types are dierent, we trace their ancestral lineages backward in time and observe that only two
outcomes are possible: Either the lineages never interact with each other until they hit the initial
conditions or the lineages coalesce, i.e. converge on the same ancestor, at some point during the
range expansion. In the former case, the probability to be dierent is determined by the initial
heterozygosity of the population. In the latter case, the probability to be dierent is zero because
we do not allow mutations. Thus, H(t, ζd1 , ζ
d
2 ) is intimately related to the probability S
(2)
that
two lineages sampled at time t at positions ζd1 and ζ
d
2 have not coalesced up to time τ into the past
and were present at ζa1 and ζ
a
2 at time t− τ ; the superscripts distinguish between the positions of
the descendants and the ancestors. To simplify the notation, we suppress descendent-related vari-
ables, drop the subscripts, and write this probability as S(2)(τ, ζ1, ζ2). We keep the superscript
to distinguish S(2) from S, which denotes the position of a single ancestral lineage.
The dynamical equation forS(2) can be derived either from the forward-in-time formulation













where the rst term describes the motion of the two ancestral lineages, and the last term accounts
for the lineage coalescence. As expected, the rate of coalescence events is inversely proportional
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to the local eective population size n/γf ; see [69, 101, 181]. Because the linear operators on the
right hand side of Eqs. (A.99) and (A.90) are adjoint to each other, their eigenvalues coincide.
Therefore, the temporal decay of S(2) is exponential in τ with the decay rate equal to Λ.
The expression for Λ that we obtained previously (see Eq. (A.96)) is much easier to interpret







where we used Eq. (A.15) to express Λ in terms ofS(ζ), the stationary distribution of the location
of a single ancestral lineage. We can now see that the eective coalescence rate, Λ, is given by the
sum of the local coalescence rates, γf/n, weighted by the probability that two lineages are present
at the same location, S2. Thus, the rst order perturbation theory is equivalent to assuming
that the positions of the two ancestral lineages are uncorrelated with each other and distributed
according to their stationary distribution S(ζ).
The last results also claries the dierence between pulled, semi-pushed, and fully-pushed
waves. For pulled waves, S(ζ) is peaked at the leading edge and, since the coalescent rate peaks
at the same location, the neutral evolution is driven by the very tip of the front. In semi-pushed
waves, S(ζ) is peaked in the interior of the front, but the 1/n increase in the coalescence rates
at the front is suciently strong to keep all coalescent events at the front edge. Finally, in fully-
pushed waves, the decay of S2(ζ) at the front is stronger than the increase in the coalescence
rates, and most coalescence events occur in the interior of the front. Thus, the focus of diversity
is located in the interior of the front in fully-pushed waves, but at the front edge in pulled and
semi-pushed waves.
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Explicit results for Λ in exactly solvable models and connection
In the regime of fully-pushed waves, we can evaluate Λ explicitly for the exactly solvable models










for the model specied by Eq. (A.1) withγf (n) that does not depend onn and is equal toγ
0
f . Note
that the choice of γf (n) is not specied by the deterministic model of population growth and
needs to be determined from the microscopic dynamics, from phenomenological considerations,
or empirically. For most commonly used models, γf (n) is a constant. In our simulations, this
constant is 1/(aτ), where τ is the generation time and a is the spatial scale over which genetic
drift is correlated. However, dierent γf are possible. For example, γf = γ
0
f (1 − n/N) could
be appropriate for models that allow no births or deaths once the population has reached the
carrying capacity. In such models γf (N) = 0, and genetic drift operates only at the front.










































A.9 CUTOFFS FOR DETERMINISTIC AND FLUCTUATING FRONTS
The integrands that appear in the expressions for ∆v, Df , and Λ diverge near the front edge in
pulled and semi-pushed waves. Since there are no organisms suciently far ahead of the front,
these divergences are technical artifacts that do not represent the actual dynamics of the traveling
wave. For example, in our calculation of Λ, the divergence appears because we approximate the
wave front by the stationary, deterministic prole, n(ζ), from Eq. (1.3). In this section, we show
how to remove these divergences by applying a cuto at large ζ . The value of the cuto, ζc, scales
as ln(N)/q for uctuating fronts, but as ln(N)/k for deterministic fronts with γn = 0; k and q
are given in Eq. (1.9). The derivation of ζc ∼ ln(N)/q is the main new result in this section.
Cuto for deterministic fronts
A cuto for the growth rate was rst introduced in the context of pulled waves [177]. The primary
motivation for the cuto was to compute the corrections to the wave velocity and to resolve the
velocity-selection problem, i.e. to explain why the simulations of discrete entities never exhibit
waves with velocities greater than vf even though such solutions are possible in the continuum
limit.
The naive argument for a cuto is that there should be no growth in areas where the aver-
age number of individuals falls below one per site in lattice models or one per typical dispersal
distance in models with continuous space. We denote the relevant spatial scale, i.e. the distance
between lattice sites or the dispersal distance, by a, so the cuto density is 1/a. Since, at such low
densities, the front shape is well approximated by the asymptotic solution n ∼ Ne−kζ , the value





While this cuto regularizes all the integrals and captures the gross eects of the stochastic
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dynamics, it is not quantitatively accurate for uctuating fronts. Previous studies showed sig-
nicant dierences between the predictions of Eq. (A.105) and simulations and argued that the
factor multiplying ln(N) in Eq. (A.105) should be dierent from 1/k [97]. The main goal of this
section is to derive the correct cuto for uctuating fronts.
Before proceeding with uctuating fronts, however, it is important to point out that Eq. (A.105)
prescribes the correct cuto for deterministic models with discrete entities [123]. In such mod-
els, the main eect of discreteness is simply the absence of growth for n < 1/a, and, therefore,
Eq. (A.105) does apply. Our simulations show clear dierences in the scaling of ∆v and Λ with
N for deterministic and uctuating fronts (Fig. A.8). Moreover, these dierences are explained
entirely by the dierent cutos that one needs to apply for uctuating and deterministic fronts.
Cuto for fluctuating fronts
Analysis of uctuating fronts is a challenging problem that is typically addressed by matching
the nonlinear quasi-deterministic dynamics at the bulk of the front and the linear, but stochas-
tic dynamics at the front edge [158]. Recently, a more rigorous approach has been developed in
Refs. [77, 79], which relies on modifying the reaction-diusion model to ensure that the hier-
archy of moment equations closes exactly. The details of this approach are suciently technical
and tangential to the main issues discussed in this paper, so we do not discuss them here. Instead,
we refer the readers to Ref. [77] for a self-contained presentation of the new method.
For our purpose, the most useful result from Ref. [77] is that the deterministic equation for
the steady-state density prole needs to be modied as









see Eq. (10) in Ref. [77].
The only dierence between Eq. (A.106) and Eq. (1.3) is an additional term, which, as we show
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below, eectively imposes a cuto on the growth rate. To quantify the magnitude of the new






















Note that the rst three terms in Eq. (A.106) are of the same order at the front, so any one of
them could be used to deneE.

















where, in the last equality, we made the dependence on all dimensional quantities explicit by












To obtain the scaling behavior of E for large ζ , we approximate ρ as e−kζ and replace v/D
by k + q (see Eq. (1.9))
E ∼ e−ζ(k−v/D) ∼ eqζ . (A.110)
Note that q is dened in Eq. (1.8) as the decay rate for the solution of Eq. (1.7) that is inconsistent
with the boundary conditions. Therefore, q corresponds to the unphysical part of the solution for
ρ and does not directly enter the asymptotic behavior of the population density. In the following,
q is often used instead of v to make the formulas more compact.
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We now determine the cuto ζc for all subtypes of traveling waves. The main idea is to check
whether the solution of Eq. (1.3) is consistent with the addition of a term due to front uctuations
in Eq. (A.106). If the solution is consistent, then no cuto is necessary. If the solution is not
consistent, then it can be valid only up to some critical ζ , which acts as an eective cuto.
Cuto for pushed waves expanding into a metastable state
When the invaded state is metastable, the low-density growth rate is negative, and, therefore,
q < 0; see Eq. (1.9). In consequence, E → 0 as ζ → +∞, and front uctuations have a
negligible eect on wave dynamics. Thus, no cuto is necessary, i.e. ζc = +∞.
Cuto for pushed waves expanding into an unstable state
When the invaded state is unstable, q is positive, and E diverges as ζ → +∞. This contradicts
Eq. (A.106), where all terms need to cancel out. To satisfy the equation, ρmust decay faster than
e−kζ at the front beyond some critical ζc, so that E never becomes much greater than one. The
value of ζc is then determined by the solution ofE(ζc) = 1 with the deterministic approximation























This is the most important result of this section because it determines the novel scaling behavior
of ∆v,Df , and Λ in semi-pushed waves. To the best of our knowledge, Eq. A.111 is a new nding.
Since q < k, uctuating fronts have a larger ζc than deterministic fronts and a lower normal-
ized cuto density ρc ∼ e−kζc ∼ N−k/q < N−1. The applicability of the continuum theory
for ρ < 1/N seems counter-intuitive, not only because the expected number of organisms at a
site falls below one, but also because uctuations should appreciably modify the prole density
at least when ρ < 1/
√
N , i.e. well before the naive 1/N cuto. The key problem with this ar-
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gument is that it assumes a continual front and neglects the possibility that a suciently large
group of organisms can occasionally expand well ahead of the deterministic front [26, 81]. Such
front excursions prevent a sharp cuto in the population density below 1/N . More importantly,
they signicantly amplify both genetic drift and front wandering. In the continuum theory, this
increase in uctuations is captured by greater ζc, which increases both Λ and Df . The probabil-
ity of front excursions is controlled not only by the intensity of demographic uctuations, but
also by other parameters of the population dynamics. In particular, ρc depends on cooperativity
through v/vf. Inclusion of this dependence is necessary to accurately describe the dynamics of
semi-pushed waves.
Cuto for pulled waves










Note, however, that there are two important dierences in the calculation for pulled com-
pared to semi-pushed waves. First, the integral I diverges and needs to be cut o at ζc. Sec-
ond, the front shape also acquires corrections due to the cuto and needs to be determined self-
consistently. This sensitivity of the front shape originates from the degeneracy k = q that occurs
in pulled waves. In the continuum limit, this degeneracy modies the scaling of ρ from e−kfζ to
kfζe
−kfζ
. For a uctuating front, however, the wave velocity deviates slightly from vf, and the
correction to the front shape is dierent.
The shape of the front can be obtained by setting the growth rate to zero for ζ > ζc and


















where we shifted ζc in the argument of the sine by 1/kf, which does not change the asymptotic
scaling of the exponential term, but avoids setting the left hand side to zero. To solve Eq. (A.114),
we treat (kfζc)
3
as a small perturbation compared to
r(0)N
γn(0)kf
and obtain that, up to additive nu-

























Note that the second order term cannot be neglected in the calculation of ∆v,Df , and Λ because
these quantities have terms that scale both linearly and exponentially with ζc. Equation (A.115)
was rst motivated phenomenologically in Ref. [25] and then derived more rigorously in Ref. [77].
A.10 SCALING OF ∆V ,DF, AND Λ IN PULLED, SEMI-PUSHED, AND
FULLY-PUSHED WAVES
In this section, we synthesize the results of the perturbation theory for ∆v, Df , and Λ and sup-
plement them with an appropriate cuto ζc when needed. We show that pushed waves consist of
two distinct classes. In fully-pushed waves, the uctuations scale as 1/N consistent with the cen-
tral limit theorem, but, in semi-pushed waves, non-trivial power scaling occurs. The exponent of
this power law depends only on v/vf and is the same for ∆v, Df , and Λ. For completeness, also
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provide the corresponding results for pulled waves and models with deterministic fronts. While
most results of the perturbation theory are not new, the synthesis of these results, the application
of an appropriate cuto, and the discovery of semi-pushed waves are novel contributions of this
paper.
The main results of the perturbation theory are given by Eq. (A.88) for the correction to
wave velocity, by Eq. (A.58) for the eective diusion constant of the front, and by Eq. (A.96)
for the rate of diversity loss. All of these equations, have a similar form and contain a ratio of
two integrals. Both integrals converge for ζ → −∞, but they could diverge for ζ → +∞.
At the front, the integrands in the numerator scale as e−(3k−2v/D)ζ , and the integrands in the
denominators scale as e−(2k−v/D)ζ ; therefore, the integrals in the denominators always converge
when the integrals in the numerators converge. Since the ratio of k to v/D depends on the degree
to which the growth is cooperative, the integrals could change their behavior as cooperativity
is varied. A change from convergence to divergence in either of the integrals corresponds to a
transitions between dierent classes of waves. Below we consider each class separately.
1/N scaling in fully-pushed waves
The class of fully-pushed waves is dened by the requirement that all integrals converge. In this
case, the perturbation theory is well-posed without a cuto and provides not only the scaling,
but also the exact values of ∆v, Df , and Λ. Straightforward dimensional analysis shows that all
three quantities scale as 1/N , i.e. the central limit theorem holds.
The convergence of integrals requires that kD/v is greater than 2/3. For waves expanding
into an metastable state, kD/v > 1 (see Eq. (1.9)), so these waves are always fully-pushed. For
expansions into an unstable state, it is convenient to express the convergence condition only as a







where vf = 2
√
Dr(0) is the linear spreading velocity. We emphasize that vf serves only as conve-
nient notation for 2
√
Dr(0); in particular, the wave is not pulled, and the wave velocity is greater
than vf.
Equation (A.116) immediately implies that not every pushed wave is fully-pushed. Indeed,
only v > vf is required for a wave to be pushed, which is a weaker condition than Eq. (A.116).
Because v/vf increases with cooperativity, fully-pushed waves occur once cooperativity exceeds a
certain threshold.
We can also express the condition that kD/v > 2/3 in terms of k and q using Eq. (1.9).
Because v/D = k+ q, this convergence condition is equivalent to k > 2q. For all pushed waves,
k > q, but a stronger inequality is required for fully-pushed waves. Note that q < 0 for waves
propagating into a metastable state, so k > q is satised.
Finally, we discuss the eects of a cuto derived in the previous section. For expansions into
a metastable state, ζc = +∞, i.e. no cuto is necessary. For expansions into an unstable state, the
theory suggest a nite cuto: ζc ∼ ln(N)/q. Note, however, that the application of this cuto in
the formulas for ∆v,Df , and Λ only produces subleading corrections to the 1/N scaling because
convergent integrals are insensitive to small changes in their upper limit of integration.
Nα scaling in semi-pushed waves
We now proceed to the second class of pushed waves, for which the integrals in the numerators
diverge, i.e. v <
√
9/8vf. We term the waves in this class semi-pushed because the uctuations
at the front make a signicant contribution to their dynamics. Note that the integrals in the
denominators converge for all pushed waves because kD/v > 1/2; see Eq. (1.9).
To estimate the scaling of ∆v, Df , and Λ, we cut o the integrals in the numerators at ζc ∼
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where we used Eqs. (1.9), (A.96), (A.109), and (A.111). The calculations forDf and ∆v are essen-
tially the same.
Logarithmic scaling in pulled waves
The remaining possibility is that the integrals diverge in both numerators and denominators.
This is the case for pulled waves because vf = 2kfD. To compute the asymptotic scaling of Df
and Λ, we use (A.58) and (A.96) together with the cuto from Eq. (A.115) and the prole shape


















This completes our discussion of dierent scaling regimes in uctuating fronts.
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Scaling of Λ withN in deterministic fronts








establish a small population far ahead of the deterministic front. To understand the eect of
such uctuations, we now examine the properties of deterministic fronts, where γn = 0, but
there is a cuto on the growth rate below ρc ∼ 1/N . Since deterministic fronts do not uctuate,
their diusion constant is zero. Genetic drift, however, occurs even without any uctuations in
the total population size, so the rate of diversity loss is well-dened. Therefore, we focus on the
scaling of Λ withN in this subsection.
Our analysis of fully-pushed waves remains unchanged because all the integrals converge, and
a cuto is not required. Thus, Λ ∼ N−1 for fully-pushed waves with or without demographic
uctuations. Moreover, the transition point between fully-pushed and semi-pushed waves re-
mains the same because it depends on the behavior of the integrands in Eq. (A.96) rather than on
the value of the cuto.
For semi-pushed waves, ζc does enter the calculation and changes the value of α. For deter-
















Similarly to our results for the uctuating fronts, αdeterministic approaches 0 and −1 near the
transitions to pulled and fully-pushed waves. Within the class of semi-pushed waves, however,
αdeterministic is less than α for uctuating fronts (|αdeterministic| > |αfluctuating|), that is genetic
drift is amplied by front uctuations.
For pulled waves, we nd that
Λ ∼ γf (0) ln−6(N/kf), (A.121)
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which further supports the fact that genetic drift is weaker without front uctuations.
The ln−6N scaling was previously suggested for the diusion constant of pulled waves based
on the incorrect application of the naive cuto [133]. Moreover, simulations that limited the
extent of demographic uctuations indeed observed thatDf ∼ ln−6N [123].
Comparison of ∆v in deterministic vs. fluctuating fronts
We close this section by comparing velocity corrections for deterministic and uctuating fronts.
This comparison highlights the conceptual challenges that we resolved in order to describe the
stochastic dynamics of range expansions and provides a useful perspective on the potential pitfalls
in approximating a uctuating front by a deterministic front with a cuto. Because corrections
to velocity have been a subject of intense theoretical study [23, 25, 97, 133, 177], the following
discussion also claries the connection between our and previous work.
The standard approach to computing ∆v is to impose a zero growth rate below a certain
population density; typically ρc = 1/N . The deterministic reaction-diusion equation is then
solved separately for ζ < ζc and ζ > ζc, and the solutions are matched at ζ = ζc. This approach
is thought to be largely correct because it yields the right scaling of ∆v ∼ ln−2N for pulled
waves [23], which have been the primary subject of research. Our calculation of the cuto, how-
ever, shows that the agreement between ρc and 1/N for pulled waves is rather accidental because
these two quantities are dierent for all other wave classes. Moreover, further work on pulled
waves showed that 1/N cuto is insucient to describe all of their properties, and the second
term on the right hand side of Eq. (A.115) is necessary [25]. This result was rst obtained from
phenomenological considerations [25], but was later derived more rigorously via an approach
that also justied the existence of the cuto [77].
The calculation of ∆v based on a xed growth-rate cuto at ρc was extended to pushed waves
by Kessler et al. [97], who found that3
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The same result is obtained from the rst order perturbation theory (Eq. (A.45)) with ρc =
1/N . By numerically solving a reaction-diusion equation with an imposed growth-rate cut-
o, Ref. [97] conrmed that Eq. (A.122) provides an accurate prediction for ∆v in deterministic
fronts, but the applicability of Eq. (A.122) to uctuating fronts has not been investigated.
Our ndings show that there are two qualitative dierences between the predictions of Eq.
(A.122) and the actual behavior of uctuating fronts (Fig. A.9A). First, Eq. (A.122) predicts that
the exponent αv changes gradually from 0 to −2 as the strength of the Allee eect increases4.
Between these two limiting cases, there are no transitions that would indicate the existence of
distinct classes of pushed waves. Second, Eq. (A.122) misses the 1/N scaling of ∆v in the regime
of highly cooperative growth, where the central limit theorem applies because the properties of
the wave are determined by the dynamics in the interior of the front rather than at the leading
edge.
The origin of these discrepancies is dierent for semi-pushed and fully-pushed waves. For
semi-pushed waves, the dierent behavior of deterministic and uctuating front comes from the
dependence of the cuto on the strength of the Allee eect (Eq. (A.117)). Indeed, Eq. (A.45)
and the results from Ref. [97] reproduce the correct scaling of ∆v withN (Eq. (A.117)) once we
substitute ρc = N
−k/q
instead of the ρc = N
−1
. For fully-pushed waves, this approach still
produces unrealistic scaling with αv < −1 because both the rst order perturbation theory and
the approach in Ref. [97] assume that the main contribution to ∆v comes from the stochastic
dynamics of the tip of front. The dynamics of fully-pushed waves are, however, controlled by the
uctuations throughout the front, and, therefore, cannot be described by an eective cuto. This
parison with other results in this paper.
4
At the boundary with pulled waves,αv = 0, andαv = −2 for the maximal strength of the Allee eect at which
the invasion can still proceed (v > 0)
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is clearly demonstrated by the second order perturbation theory (Eq. (A.88)), which shows how
the 1/N scaling, expected from the central limit theorem, emerges from the stochastic dynamics
at the entire front.
Thus, replacing the full stochastic dynamics by a deterministic front with a cuto can fail
to describe population dynamics both because the value of the cuto has a nontrivial depen-
dence on model parameters and because the dominant contribution of uctuations may not be
restricted to the leading edge of the reaction-diusion wave.
A.11 PRECISE DEFINITIONS OF THE FOCI OF GROWTH, ANCES-
TRY, AND DIVERSITY
In this section, we consolidate the results obtained above on the spatial distribution of growth,
ancestry, diversity processes within the wave front. We also provide the precise denitions of the
foci of growth, ancestry, and diversity.
The spatial distribution of the per capita growth rate is given by
growth distribution ∼ r(n(ζ)). (A.123)
The mode of this distribution is the focus of growth. For monotonically decreasing r(n), the
focus of growth is at the very edge of the front, i.e. at ζ = ζc, but it is in the interior of the front
otherwise.
The spatial distribution of the most recent common ancestor of the entire population at the
front is given by Eq. (A.15):
ancestry distribution = S(ζ) ∼ n2(ζ)evζ/D. (A.124)
The mode of this distribution is the focus of ancestry, which is the most likely location of the
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most recent common ancestor. The focus of ancestry is located at ζ = ζc for pulled waves and in
the interior of the front for pushed waves.
To characterize the contribution of the dierent regions of the front to genetic diversity, we
consider the spatial distribution of the locations where two ancestral lineages coalesce. That is
we consider the spatial location of the most recent common ancestor of two randomly sampled
individuals. From Eq. (A.100), it follows that this distribution is given by
diversity distribution = C(ζ) ∼ γf (n(ζ))
n(ζ)
S2(ζ) ∼ γf (n(ζ))n3(ζ)e2vζ/D. (A.125)
The mode of this distribution is the focus of ancestry. The focus of diversity is located at ζ = ζc
for pulled and semi-pushed waves and in the interior of the front for fully-pushed waves.
The denitions above are somewhat arbitrary as one could have used the mean or median
of the corresponding distributions rather than the mode in dening the foci of ancestry and di-
versity. The precise denitions of foci are, however, irrelevant for understanding the dierences
in wave properties because the spatial distributions fundamentally change at the transitions be-
tween dierent wave classes. For pulled waves, the distribution of ancestor S(ζ) becomes inde-
pendent of ζ for large positive ζ . Therefore, the distribution is not normalizable, and eectively
all the weight of the distribution is concentrated on large positive values of ζ . In consequence,
both the mean, median, and the mode are at large positive ζ . Thus, the transition from pulled
to pushed waves is marked by a fundamental change in the distribution and an innite jump in
the focus of ancestry. A similar transition occurs for the focus of diversity as waves transition
from semi-pushed to fully-pushed. For fully-pushed waves, C(ζ) is normalizable and peaked at
a well-dened value of ζ . For semi-pushed waves, C(ζ) diverges at large ζ and is therefore not
normalizable. The weight of the distribution shifts to very large ζ , so we described this transition
as the shift in the focus of diversity from the bulk to the edge of the front.
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The focus of growth is less informative because waves could still be pulled even when the
growth is not maximal at the very edge of the front. Nevertheless, the transition from pulled to
pushed waves is marked by a nonzero contribution of growth throughout the front to the wave
velocity, so one can loosely speak of a shift in growth from the edge to the bulk of the front.
Figure A.2 graphically summarizes how the locations of dierent processes change as waves
transition from pulled, to semi-pushed, and to fully-pushed waves.
A.12 PREVALENCE OF SEMI-PUSHED WAVES
The range of velocities of semi-pushed waves appears to be small from 1.00 to about 1.06 times
the Fisher velocity. Therefore, one might be tempted to conclude that semi-pushed waves are
rare. Below we show that this conclusion is not justied.
While the ratio of wave velocity to Fisher velocity is a universal metric of cooperativity, it
does not faithfully represent the size of the parameter space. Indeed, the entire region of pulled
waves collapses to a single point v/vf = 1. Pulled waves of course occur for more than a single
parameter: The growth rate could include an arbitrary density-dependence as long as it decreases
with population density, and the growth rate could even be mildly cooperative. Because semi-
pushed waves are bordering pulled waves, the parameter space also undergoes compression when
mapped into the space of v/vf. To illustrate this, we consider three models of the growth rate:
the cooperative model from the main text (Eq. (3)), a completely dierent model with predator
satiation, and a model of an experimental system that was recently used to show a transition from
pulled to pushed waves [66].
For the model in the manuscript, the growth rate is given by r(n) = r0(1 − n/N)(1 +
Bn/N). Here, parameter B represents cooperativity in the growth rate and controls the transi-
tion from pulled to pushed waves. For this model, pulled waves occurs for B between 0 and 2,
semi-pushed waves for B between 2 and 4, and fully-pushed waves for B greater than 4. Thus,
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the extensively-studied pulled waves and the newly-discovered semi-pushed waves occupy regions
in the parameter space of exactly the same size. This model can be parameterized dierently, see
Eq. A.1. For this parameterization, the region of pulled waves occurs for n∗/N < −0.5, semi-
pushed waves for n∗/N between −0.5 and −0.25, and fully-pushed waves for n∗/N between
−0.25 and 0.5. From this comparison of essentially the same models, it is clear that the size of
a region in the parameter spaces depend on the type of parameterization, but, generically, semi-
pushed waves occupy about as much parameter space as pulled and fully-pushed waves.
To demonstrate, that the above conclusion is not specic to the cooperative model studied in
the manuscript, we considered a completely dierent mechanism behind pushed waves: namely,










Below the Allee threshold n∗, the population experiences a high per capita death rate d from pre-
dation, but, aboven∗, the limited number of predators cannot keep up with the prey, and the per
capita death rate declines. We found that pulled waves occur for n∗/N greater than 0.35, semi-
pushed waves forn∗/N between 0.08 and 0.35, and fully-pushed waves forn∗/N less than 0.08;
see Fig. A.1A. In this model, semi-pushed waves occupy a larger region in the parameter space than
fully-pushed waves, supporting the conclusion that all three types of waves are likely to occur in
nature. In drawing this conclusion, we assumed that probability distribution of parameters such
asB or n∗/N is uniform in the parameter space. While this is certainly a gross approximation, it
could be more accurate than the assumption that the values of v/vf are uniformly distributed.
Finally, we analyzed the model of cooperative yeast growth in sucrose from Ref. [66]. As far as
we know, this is the only study that both measured the wave velocity and parameters necessary to
determine v/vf and also varied the environmental parameter (sucrose concentration) to change
the mode of propagation from pulled to pushed. Because the computational growth model in
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Ref. [66] showed excellent agreement with the experimental data, we used the model instead
of the actual data to compare the regions in the parameter space occupied by the three classes of
waves. This model is described in detail in Ref. [66], but is briey summarized below. The expan-
sions occur in a one-dimensional metapopulation with discrete cycles of migration and growth.
The dynamics during the growth cycle is described by the following set of dierential equations


























The behavior of this model is illustrated in Fig. A.1B. We found that pulled waves occur for
a sucrose concentration between 0 and 0.004%, semi-pushed waves for a sucrose concentration
0.004 to 0.4%, and fully-pushed waves for a sucrose concentration between 0.4% and 2%, which
was the upper value of the sugar explored in the study; presumably very high concentrations of
sucrose become toxic. Thus, semi-pushed waves occur in a substantial part of the parameter space
for this experimental population.
Overall, we believe all three wave classes could be readily observed in nature, but further em-
pirical work is necessary to test this hypothesis. We also think that this conclusion should hold
for physical systems. Indeed, the quadratic r(n) from Eq. (3) corresponds to the quartic poten-
tial function V (n) = − d
dn
(r(n)n), which is a common model for phase transitions. External
parameters such as temperature or chemical potential can changeB and drive the transition be-
tween dierent wave classes. Since the ranges ofB for pulled and semi-pushed waves are the same,
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so should be the ranges of the external parameter. Therefore, one should be able to observe both
types of waves.
A.13 COMPUTER SIMULATIONS
In this section, we explain the details of our computer simulations and the subsequent data anal-
ysis. The code used to run the simulations as well as the data and scripts used to generate the
gures can be found at https://github.com/gbirzu/pulled_pushed_waves.git
A.14 SIMULATION ALGORITHM AND GROWTH MODELS
The simulations in Figs. 2.3-2.5 were carried out for the growth model dened by Eq. (2.3). In
Fig. 2.6, we also used two other growth models to demonstrate that our results do not depend on



























where N > 0 is the carrying capacity, g0 > 0 sets the time scale of growth, and c
∗
is the Allee
threshold, which could assume both positive and negative values; see SI(Sec. II).
We simulated range expansions of two neutral genotypes in a one-dimensional habitat mod-
eled by an array of patches separated by distance a; the time was discretized in steps of duration
τ . Thus, the abundance of each genotype was represented as ni(t, x), where i ∈ {1, 2} is the
index of the genotype, and t and x are integer multiples of τ and a. Each time step, we updated
the abundance of both genotypes simultaneously by drawing from a multinomial distribution
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with N trials and probability pi to sample genotype i. The values of pi reected the expected




ni(t, x− a) + (1−m)ni(t, x) + m2 ni(t, x+ a)
N(1− r(ñ)τ)
, (A.131)
where ñ = m
2






n2(t, x+ a) is the total population density after dispersal. Note that p1 + p2 < 1 in patches,
where the population density is less than the carrying capacity.
In the continuum limit, when r(n)τ  1 and ka  1, our model becomes equivalent to
Eq. (2.1) for the population density and to Eq. (2.4) for the relative fraction of the two genotypes
with D = ma2/2, γn = (1 − n/N)/τ , and γf = 1/(aτ). For simplicity, we set both a and τ
to 1 in all of our simulations. We used r0 = g0 = 0.01 andm = 0.25 for all simulations, unless
noted otherwise. These values were chosen to minimize the eects of discreteness of space and
time while preserving computational eciency.
Interpretation of the simulations as the Wright-Fisher model with vacancies
Deterministic migration between patches followed by the Wright-Fisher sampling provides one of
the most ecient ways to simulate population dynamics. In its standard formulation, the Wright-
Fisher model cannot simulate population growth because it assumes that the population size is
xed at the carrying capacity. To overcome this diculty, we generalized the Wright-Fisher model
by considering the number of vacancies, i.e. the dierence between the carrying capacity N and
the total population densityn, as the abundance of an additional species. With this modication,
the total abundance of the two genotypes can increase at the expense of the number of vacancies.
Following Ref. [82], the growth of the population was modeled by introducing a tness dif-
ference between the vacancies and the actual species. Specically, the tness of the two genotypes
was set towi = 1 and the tness of the vacancies was set towv = 1−r(n)/(1−n/N). The prob-
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ability to sample genotype i was then proportional to the ratio of wi to the mean tness of the
population w̄ = n/N+wv(N−n)/N = 1−r(n), which explains why we used 1/(1−r(n)τ)
instead of 1 + r(n)τ in Eq. (11).
Simulations of deterministic fronts
We also simulated range expansions without demographic uctuations (γn = 0), but with ge-
netic drift. In these simulations, the total population density was updated deterministically:
n(t+ τ, x) = b(p1 + p2)Nc , (A.132)
where pi are the same as in Eq. (11), and byc denotes the oor function, which is equal to the
greast integer less than y. The abundances of the two neutral genotypes were then determined
by Binomial sampling with n(t+ τ, x) trials and pi/(p1 + p2) probability of choosing genotype
i.
For all simulationsm = 0.25 and r0 = g0 = 0.01 were used, unless noted otherwise.
Boundary and initial conditions
The most direct approach to simulating a range expansion is to use a stationary habitat, in which
the range expansion proceeds from one end to the other. This approach is however expensive
because the computational times grows quadratically with the duration of the simulations. In-
stead, we took advantage of the fact that all population dynamics are localized to the vicinity of
the expansion front and simulated only a region of 300 patches comoving with the expansion.
Specically, every simulation time step, we shifted the front backward if the total population in-
side the simulation array narray exceeded 150N , i.e. half of the maximally possible population
size. The magnitude of the shift was equal to b(narray − 150N)/Nc+ 1. The population den-
sity in the patches that were added ahead of the front was set to zero, and the number of the
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individuals moved outside the box was stored, so that we could compute the total number of in-
dividuals ntot in the entire population including both inside and outside of the simulation array.
Our choice of 300 patches in the simulation array was sucient to ensure that at least one patch
remained always unoccupied ahead of the expansion front and that the patches shifted outside
the array were always at the carrying capacity.
We initialized all simulations by leaving the right half of the array unoccupied and lling the
left half to the carrying capacity. In each occupied patch, we determined the relative abundance
of the two neutral genotypes by sampling the binomial distribution withN trials and equal prob-
abilities of choosing each of the genotypes.
Duration of simulations and data collection
To ensure that we can access the exponential decay of the average heterozygosity, simulations
were carried out for 2
√
N generations for pulled waves and forN generations for pushed waves.
Although, for pulled waves, the expected timescale of heterozygosity decay is ln3N , we chose a
longer duration of simulations to account for possible deviations from this asymptotic scaling.
In all simulations, the minimal simulation time was set to 104 time steps.
For each simulation, we saved the total population size ntot and the population heterozy-
gosity h at 1000 time points evenly distributed across the simulation time. These were used to
compute VarXf andH by averaging over 1000 independent simulation runs.
Computing front velocity
The velocity of the front was measured by ttingntot/N to vt+ const. For this t, we discarded
the rst 10% of the total simulation time (1000 generations for the shortest runs) to account for
the transient dynamics. The length of the transient is the largest for pulled waves and is specied











Thus, discarding time points prior to t ∼ 1/r0 was sucient to eliminate the transient dynamics
in all of our simulations.
Computing the diusion constant of the front
To measureDf , we discarded early time points as described above and then tted Var{ntot/N}
to 2Dft+ const.
Computing heterozygosity and the rate of its decay







[n1(t, x) + n2(t, x)]2
, (A.134)
where the sum is over x within the simulation array. The average heterozygosity H was then
obtained by averaging over independent simulation runs. To compute Λ we tted lnH to−Λt+
const.
The transient, non-exponential, decay of H lasted much longer compared to the transient
dynamics of v and VarXf ; in addition, our estimates of H had large uncertainty for large t be-
cause only a few simulation runs had non-zero heterozygosity at the nal time point. To avoid
these sources of error, we restricted the analysis H(t) to t ∈ (ti, tf). The value of tf was chosen
such that at least 50 simulations had non-zero heterozygosity at t = tf . The value of ti was cho-
sen to maximize the goodness of t (R2) between the t toH ∼ e−Λt and the data subject to the
constraint that tf − ti > 1000. The latter constraint ensured that we had a sucient number of
uncorrelated data points to carry out the tting procedure.
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Computing the scaling exponents forDf , Λ, and v − vd
To quantify the dependence ofDf , Λ, and v− vd onN , we tted a power-law dependence using
linear regression on log-log scale. Because the power-law behavior is only asymptotic and did not
match the results for lowN , the exponents were calculated using the data only forN > 104.
For the velocity corrections, we also needed to determine the value of vd. This was done by
maximizing the goodness of t (R2) between the simulation results and theoretical predictions.
A.15 SUPPLEMENTAL RESULTS AND FIGURES
In this section, we present additional simulation data that further supports and claries the con-
clusions made in the main text. Of particular interest is the comparison between deterministic
and uctuating fronts and the results for an alternative model of an Allee eect that can describe
propagation into a metastable state (strong Allee eect).
Figure A.1 shows that the semi-pushed waves occupy a sizable region in the parameter space
for two additional models of an Allee eect: one with predator satiation and one with cooperative
breakdown of sucrose by yeast.
Figure A.2 graphically summarizes how the locations of dierent processes change as waves
transition from pulled, to semi-pushed, and to fully-pushed waves.
Figure A.3 shows the data that we used to conclude that uctuations in semi-pushed waves
exhibit dierent scaling behavior compared to pulled and fully-pushed waves. Figure A.4 demon-
strates that the perturbation theory accurately predicts not only the scaling withN , but also the
exact values ofDf and Λ for fully-pushed waves.
The scaling properties of fully-pushed waves that propagate into a metastable state are shown
in Fig. A.5. This gure also illustrates the transition from pulled to semi-pushed and then to fully-
pushed waves in an alternative model of an Allee eect.
Figure A.6 shows that the transition between dierent wave classes can also be detected from
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the small corrections to the wave velocity due to demographic uctuations.
Genetic drift in deterministic fronts is examined in Fig. A.7, and Fig. A.8 compares the scaling
behavior of Λ withN in deterministic vs. uctuating fronts.
Finally, Fig. A.9 contrasts the behavior of ∆v and Λ in uctuating vs. deterministic fronts.
For Λ, both deterministic and stochastic fronts show a transition between large uctuations in
semi-pushed waves and regular 1/N uctuations in fully-pushed waves. Moreover, both deter-
ministic and stochastic fronts have quite similar values α for semi-pushed waves. In contrast,
the behavior of ∆v is qualitatively dierent. Only stochastic fronts exhibit a transition between
large uctuations and 1/N scaling. For deterministic fronts,αv smoothly decreases with the Allee
threshold and does not signal the existence of two types of pushed waves. Thus, neglecting front
uctuations has a fundamentally dierent eect on Λ and ∆v. For Λ, the transition between
fully-pushed and semi-pushed waves is indicated by the divergence of the integrals in the pertur-
bation theory. Front uctuations simply modify the cuto necessary to regularize these integrals
and changeα only quantitatively. For ∆v, on the other hand, the cuto is the sole cause of slower
expansion velocity of deterministic fronts. For semi-pushed waves, which are sensitive to the dy-
namics at the front edge, the cuto qualitatively captures the nontrivial power law dependence
of ∆v on N. The cuto, however, cannot account for velocity corrections in fully-pushed waves
because ∆v arise due to uctuations throughout the whole front and the contribution from the
front edge is negligible.
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Figure. A.1: Semi-pushed waves occupy a sizable region in the parame-
ter space. The panels show the expansion velocity as a function of cooperativ-
ity for two alternative models of Allee eect. Even though the transition from
pulled to fully-pushed waves requires a modest change in wave velocity, it requires
a substantial change in the parameter controlling the cooperativity of growth.
(A) shows the velocities obtained by numerically solving Eq. (1.1) with the growth
rate from the predator satiation model dened by Eq. (A.126). (B) shows the re-
sults for a model of cooperative extracellular digestion dened by Eq. (A.127),
which was solved as described in Ref. [66], usingm = 0.1 and df = 2.
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Figure. A.2: Foci of growth, ancestry, and diversity spatially segregate
in semi-pushed waves. The three panels compare the spatial distribution of
growth, ancestry, and diversity among pulled, semi-pushed, and fully-pushed
waves. The color gradient shows how the per-capita growth rate changes along
the wave front. The ancestry curve shows the distribution of the most recent
common ancestor of the entire population at the front, which is the same as the
probability of a neutral mutation arising at a particular location and then reach-
ing xation. The diversity curve shows the spatial distribution of the most recent
common ancestor of two individuals sampled randomly from the front. In other
words, this curve shows the probability that two ancestral lineages coalesce at a
specic location at the front. Thus, the maximum of the diversity curve corre-
sponds to the location that contributes most to the rate of diversity loss. The
colored dots show the positions of foci of growth (green), ancestry (red), and di-
versity (purple). In both pulled and pushed waves these foci are colocalized, but
they are spatially separated in semi-pushed waves. As a result of this, semi-pushed
waves posses characteristics of both pulled and pushed waves. The color gradient
and the curves are theoretical predictions from Eqs. (A.1), (A.124), and (A.125) us-
ing the growth model dened by Eq. (A.1); D = 0.125, g0 = 0.01, ζc = 30.
The values ofn∗/N used were -1.0, -0.4 and 0 for pulled, semi-pushed, and fully-
pushed, respectively.
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Figure. A.3: Dependence of Df and Λ on N for all three classes of waves.
Circles show the results from the simulations, and dashed lines show the ts of
the expected asymptotic scaling: power law for pushed waves and ln−3N for
pulled waves. The simulation results are for the growth rate specied by Eq. (3).
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Figure. A.4: For fully-pushed waves, theoretical predictions agree with
the simulation results without any tting parameters. The diusion con-
stant of the front Df and the rate of diversity loss Λ are shown with circles for
two values of cooperativity B. Both values of B are greater than the minimal
cooperativity required for fully-pushed waves. The solid lines are the predictions
of the perturbation theory: Eq. (A.67) for Df and Eq. (A.103) for Λ. The sim-
ulation results are for the growth rate specied by Eq. (3), with r0 = 0.01 and
m = 0.25.
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Figure. A.5: Waves propagating into a metastable state are fully-pushed.
This gures shows the scaling exponents αD and αH for an alternative model
of an Allee eect specied by Eq. (A.1). A strong Allee eect is possible in this
model, so the waves can propagate both into an unstable and metastable states
depending on whether the Allee threshold is negative or positive. Note that, both
the diusion constant of the front and the rate of diversity loss scale as 1/N for
fully-pushed waves irrespective of the stability of the invaded state. The transi-
tion between pulled and semi-pushed waves occurs at ρ∗ = −0.5 and between
semi-pushed and fully-pushed waves at ρ∗ = −0.25.
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Figure. A.6: Correction to wave velocity also shows a transition between
semi-pushed and fully-pushed waves. (A) The average position of the front
increases linearly with time for both pulled and pushed expansions. (B) The ve-
locity of the front is reduced by demographic uctuations below its deterministic
value vd. For pulled waves, v − vd ∼ ln−2N , while, for pushed waves, v − vd
decreases as a power law N−αv . (C) The dependence of αv on cooperativity is
the same as for αD and αH. In particular, v(N) clearly shows that the class of
pushed waves consists of two subclasses: fully-pushed waves with v−vd ∼ 1/N
and semi-pushed waves with αD ∈ (−1, 0). Similar to other gures, the limited
range of N in simulations makes logarithmic scaling for pulled waves also con-
sistent with a power-law with a small negative exponent. The simulation results
are for the growth rate specied by Eq. (3).
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Figure. A.7: The rate of diversity decay for deterministic fronts. (A) The
average heterozygosity, H , is a measure of diversity equal to the probability to
sample two distinct genotypes in the population and is well-dened for both uc-
tuating and deterministic fronts. The decay of genetic diversity is exponential in
time: H ∼ e−Λt for both pulled and pushed waves. (B) For deterministic pulled
waves, Λ ∼ ln−6N from Eq. (A.121), while, for fully-pushed waves, Λ ∼ N−1
from Eq. (5). To quantify the dependence of Λ on N , we t Λ ∼ Nαh . The
dashed red line shows that even though αh should equal 0 for pulled waves, the
limited range of N results in a dierent value of αh ≈ −0.51. (C) The depen-
dence of the scaling exponent on cooperativity identies the same three classes
of waves as in Fig. 5C for uctuating fronts. The transitions between the wave
classes occur at the same values of B, but the values of the exponents for semi-
pushed waves are slightly dierent.
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Figure. A.8: Comparison between deterministic and uctuating fronts.
The circles show the dependence of Λ onN for both stochastic and determinis-
tic simulations of population fronts, and the lines show the corresponding the-
oretical predictions from Eqs. (A.117) and (A.120). It is clear that the theory cor-
rectly captures the contribution of the front uctuations to the rate of genetic
drift. For this gure, we chose the value of cooperativity well within the class of
semi-pushed waves to avoid the contribution of the crossover behavior near the
transition to pulled and fully-pushed waves. The simulation results are for the
growth rate specied by Eq. (A.1) with ρ∗ = −0.3.
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Figure. A.9: Corrections to velocity in deterministic and stochastic
fronts. (A) Theoretical predictions for the scaling of ∆v with N for deter-
ministic (Eq. (A.122)) and uctuating fronts (Eq. (A.117)). Note that αv grad-
ually changes between 0 and−2 for deterministic fronts and does not exhibit a
transition between two distinct behaviors. In contrast, αv for stochastic fronts
clearly shows that the scaling is very dierent for fully-pushed and semi-pushed
waves. (B) Theoretical predictions for the scaling of Λ with N for determinis-
tic (Eq. (A.120)) and uctuating fronts (Eq. (A.117)). In contrast to (A), the re-
sults for Λ show the existence of two subclasses of pushed waves for both deter-
ministic and uctuating fronts. Within the semi-pushed class, there is a quan-
titative dierence between αh for deterministic and uctuating fronts. In both
panels, we used the growth model from Eq. (A.1) to show the behavior of the ex-
ponents across all possible strengths of an Allee eect, which include propagation
into unstable as well as into metastable state.
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APPENDIX B
APPENDICES TO CHAPTER 3
This Supplemental Information (SI) contains an expanded description of our computer simula-
tions and data analysis, and detailed derivations of the results from the main text. In addition,
exact analytical results are derived for some models of density-dependence.
B.1 DENSITY-DEPENDENCE AND POSITIVE FEEDBACK IN MOD-
ELS OF RANGE EXPANSIONS
Isotropic dispersal
We model population movement using a costless, short-ranged dispersal function in the contin-
uum limit. These assumptions imply that the change in the population density due to dispersal
























BothD(n) and D̃(n) can be interpreted as eective diusion constants and are related by
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D(n) = D̃(n) + D̃′(n)n. (B.4)
In our analytical derivation, we use D(n) because this form of dispersal can be more eas-
ily converted to a Hermitian operator (see Sec. B.4). In our simulations, we use the other form
because dispersal that only depends on the population density at the source deme is naturally
described by D̃(n) = m(n)/2. Note that we used the simpler notation D(n) in the main text
for the model given by Eq. (B.3). However, throughout the SI, we follow the convention given
by Eqs. (B.3) and (B.2).
Anisotropic dispersal
Our results concern populations with isotropic dispersal. However, there are many cases in na-
ture of anisotropic dispersal, such as chemotaxis in bacteria for example [1]. A full discussion of
these phenomena would need to account for environmental sources of biased dispersal, such as
a chemoattractant in the case of bacteria, and is beyond the scope of the present paper. Here, we
only mention that when the probability of moving to the left and right demes in Eq. (3.1) in the










[c(n)n] + r(n)n. (B.5)
The extra term compared to Eq. (3.11) accounts for anisotropy, which in principle can be
density-dependent. In the case of c(n) = c0 = const., the extra term corresponds to a shift in
the comoving reference frame coordinate ζ ′ = x − vt − c0t, and all of our results remain the
same in the new reference frame. For a discussion of arbitrary c(n), see [125] and the references
therein.
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B.2 TRAVELING WAVE SOLUTIONS: PULLED AND PUSHED EXPAN-
SIONS
In this section, we explain the dierence between pulled and pushed waves emphasizing the role
of dispersal. Prior work on this topic largely assumes density-independent dispersal and considers
how the fronts change due to nonlinear growth. Most of the results, however, can be extended
to density-dependent dispersal. Below, we only provide a minimal heuristic discussion based on
the approach from [15] (SI, Sec. II). A more thorough presentation of these ideas can be found
in [177].












Assuming suciently localized initial conditions, this equation admits a traveling wave solu-
tion of the following form:
n(t, x) = n(ζ),
ζ = x− vt,
(B.7)
where without loss of generality we focus on the right-moving part of the expansion.
Upon substituting Eq. (B.7) into Eq. (B.6), we obtain the equation for v and n(ζ):
[D(n)n′]′ + vn′ + r(n)n = 0, (B.8)






The solutions of Eq. (B.8) clearly have a translational degree of freedom, i.e., if n(ζ) is a solu-
tion, then n(ζ + const) is a solution. We can eliminate this degree of freedom by choosing the
references frame such that n(0) = N/2. The general solution of Eq. (B.8) then has only one re-
maining degree of freedom, which corresponds to the value of n′(0). For a given v, the existence
of the solution depends on whether the value of n′(0) can be adjusted to match the boundary
conditions specied by Eq. (B.9).
Depending on the behavior of the solution at ζ → ±∞, each boundary condition may or
may not provide a constraint on the solution and, therefore, remove either one or zero degrees
of freedom. To determine the number of constraints, we linearize Eq. (B.8) near each of the
boundaries.
Behavior near the boundaries
For ζ → −∞, we let u = N − n and obtain:
D(N)u′′ + vu′ + r′(N)Nu = 0, (B.10)


















Here, we used subscript b to indicate that we refer to the behavior of the population bulk. Because
the carrying capacity is an attractive xed point, dr/dn is negative at n = N , whileD(N) > 0,
and therefore k > 0 and q < 0. We then conclude that the boundary condition at ζ → −∞
requires thatCb = 0 and thus selects a unique value of n
′(0).
Next, we analyze the behavior at the front and linearize Eq. (B.8) for small n:
D(0)n′′ + vn′ + r(0)n = 0, (B.13)
which has the following solution:















The implications of Eq. (B.15) depend on the sign of r(0). When r(0) < 0 (strong Allee
eect), q < 0 and therefore one needs to set C = 0. This constraint uniquely determines the
wave velocity (see [50] for proof). Such waves are classied as pushed because the linearization of
Eq. (B.6) has only solutions that decay in time.
For r(0) > 0, the analysis is more subtle because, naively, the behavior at the front does not
fully constrain the velocity of the wave. Indeed, one can nd a solution of Eq. (B.8) satisfying
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Eq. (B.7) for arbitrary v ≥ 2
√
r(0)D(0). For pulled waves, q = k and the minimum velocity
is selected by the growth dynamics of the linearization of Eq. (B.6), which can be proved exactly










To understand the origin of pushed waves, we need to consider the behavior of the population
density near the front for v > vf. Equations (B.14) and (B.15) predict that n(ζ) is a sum of two
exponentially decaying terms with dierent decay rates: one term decays with the rate k > kf,
but the other with the rate q < kf. Note that we use vF = and kF dened above as a convenient
parameter combination, even though they do not describe the velocity or the decay rate of the
population density of the pushed front.
Rigorous analysis of the linearized equation for the front shows that n(t, x) must decay to
zero with a rate at least as large as kf [177]. Therefore C must be zero. This extra requirement
makes the problem of satisfying the boundary conditions overdetermined. As a result, there are
two alternatives. First, there could be no solutions for anyv > vf. In this case, the expansion must
be pulled because it is the only feasible solution. Second, a special value of v exists for which the
boundary conditions at ζ → ±∞ can be satised simultaneously. In this case, the wave is pushed
because the pulled expansion at lown is quickly overtaken by the faster expansion from the bulk.
To summarize, expansions can be either pulled or pushed depending on the relative strength
of the growth and dispersal behind vs. at the front. Pushed waves expand with v > vf, and their
prole decays as e−kζ . In contrast, pulled waves expand with v = vf, and their prole decays as
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ζe−kfζ . In general, the class of a wave cannot be determined without solving the full nonlinear
problem given by Eq. (B.8).
B.3 DYNAMICS OF NEUTRAL MARKERS AND FIXATION PROBA-
BILITIES
Heritable neutral markers provide an easy way to study the changes in genetic diversity that oc-
cur during a population expansion. These dynamics can be studied either forward-in-time or
backward-in-time. Here, we mostly focus on forward-in-time dynamics. A more complete dis-
cussion of the dierences between the two approaches can be found in [15] (SI, Sec. III). The goal
of this section is to introduce the notation that we use in the following sections and explain how
density-dependent dispersal aects the dynamics of neutral alleles.
Deterministic dynamics of a neutral marker
We consider an expanding population composed of two subpopulations labeled by a neutral ge-
netic marker inherited from parent to ospring. In the following we study two alleles for sim-
plicity, but the results can easily be generalized to an arbitrary number of alleles [15, 106]. Since














i ni is the total population density. It is convenient to dene the relative frequency
of one of the markers: f = n1/n. Taking the time derivative of f and using (B.6) and (B.18) gives


















The new advection-like term arises from the nonlinear change of variables and reects the
larger change in f due to dispersal from locations with higher population density. The net eect
of this term is a “ow" of f from the back to the tip of the expansion. It is convenient for further





















The equations derived in the previous subsection apply to deterministic fronts. However, ge-
netic diversity is lost due to genetic drift, an inherently stochastic process. Here, we present the
equations for n and f taking into account demographic uctuations and genetic drift. Because
the uctuations depend on the details of the reproductive process, we introduce two new func-
tions of the population density: γn(n) and γf (n), that describe the strength of uctuations in
n and f . The derivation of the stochastic equations for n(t, ζ) and f(t, ζ) is analogous to the




































ηf (t, ζ). (B.22)
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B.4 EFFECTIVE POPULATION SIZE OF THE FRONT
Forward-in-time dynamics of the heterozygosity
We measure the genetic diversity in the expansion front usingH(t)—the average heterozygosity.
To derive an expression for H(t), we follow [82] and [15] and introduce the spatially-resolved
heterozygosity
H(t, ζ1, ζ2) = 〈f(t, ζ1)[1− f(t, ζ2)] + f(t, ζ2)[1− f(t, ζ1)]〉, (B.23)
where 〈·〉 denotes the average over independent realizations. As dened,H(t, ζ1, ζ2) is the prob-
ability of sampling dierent genotypes from location ζ1 and ζ2 in the co-moving reference frame.
We use the shorter term heterozygosity throughout to refer toH(t, ζ1, ζ2) when it is unlikely to
cause confusion.
To solve for H , we assume the uctuations are small enough that we can approximate the
front prole by the deterministic solution given by Eq. (B.6), i.e. ρ(t, ζ) ≈ ρd(ζ). Taking the
time derivative of (B.23) and substituting
∂f
∂t
from (B.22) we obtain
∂H
∂t
= [Lζ1 + Lζ2 ]H −
γf (ρd)
Nρd



















The equation for H is a linear dierential equation, which can be solved by eigenvector de-
composition. At long times, the solution is described by the eigenvector with the largest eigen-
value, which we identify with −1/Ne, following Eq. (8). In general, it is dicult to nd the
eigenvalue of the full problem, but in the limit of large N , the last term in Eq. (B.24) can be
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dζ1dζ2δ(ζ1 − ζ2)γf [ρd(ζ1)]ρd(ζ1) L(ζ1, ζ2)R(ζ1, ζ2)∫
dζ1dζ2L(ζ1, ζ2)R(ζ1, ζ2)
, (B.26)
whereL(ζ1, ζ2) andR(ζ1, ζ2) are the left and right eigenvectors of the operatorLζ1 + Lζ2 with
the largest eigenvalues.
Determining the left and right eigenvectors
The expression derived previously in Eq. (B.26) represents a formal solution for Ne. In order to
compute a solution we need to nd R(ζ1, ζ2) and L(ζ1, ζ2). Note that we must use only the
negative spectrum of the operatorLζ1 + Lζ2 , sinceH is bounded. The spectrum, therefore, has
an upper bound at zero. It is relatively easy to show by inspection that an eigenvector with zero
eigenvalue exists, so we use this as a starting point of our analysis.
We begin with the right eigenvector, which is the solution to the equation
[Lζ1 + Lζ2 ]R(ζ1, ζ2) = 0, (B.27)
which can be solved immediately:
R(ζ1, ζ2) = 1. (B.28)
From Eq. (B.28) we can deriveL(ζ1, ζ2) by standard methods. This derivation can be found
in standard textbooks on the Fokker-Planck equation, such as [153] (see also Sec. V in the SI of
[15] for an analogous derivation for constant D). Here, we skip these technical details and give
the nal result:
154





































In the expressions above, we explicitly account for the integration constant from the integral
over [D(ρd)]
−1
by introducing the lower integration limitµ. Note that the contribution from the
lower limit in the numerator is canceled by the denominator and the expression is independent
of µ.
Scaling ofNe in pulled, semi-pushed, and fully-pushed expansions
Clearly, if the integrals in Eq. (B.30) converge thenNe ∼ N . As we now show, a dierent scaling
appears if one of the integrals is divergent. This can be seen by considering the integral in the
denominator. All factors in the integrand saturate at constant values or go to zero in the limit of
ζ → −∞. Therefore, if the integral fails to converge it can only do so in the limit ζ → +∞. In
this limit, ρd(ζ) decays exponentially (see Eq. (B.14)). It is convenient to express the decay rate











Introducing the exponential solution from above into Eq. (B.30) and keeping only the dom-
inant factors gives the asymptotic behavior of the eective population size:
Ne ∝ N
 +∞∫ e vdζ2D(0)(1−3√1− 1ν2 )dζ
−1 . (B.32)
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The divergence identied in Eq. (B.32) is due to the region of the front where ρd(ζ) 1. In
actual populations, this region is nite and no divergence occurs. We can account for this in our
continuum theory by imposing a cuto on the population density. A naive choice for the cuto
is ζc such that ρd(ζc) =
1
Na
, where a is some length scale comparable to the size of a deme. Note
that ζc is the position of the last unoccupied deme. However, this naive cuto fails to account for
the large uctuations in the density at the edge of the expansion. The correct expressions were





[ln(Nw) + 3 ln ln(Nw)] , ν = 1, (B.34a)
1
q
ln(Nw), ν > 1, (B.34b)
wherew ∼ 1/k is the eective width of the front and q is given by Eq. (B.15).
Substituting Eqs. (B.34) into (B.30) gives the formula for the eective population size from

























































Demographic uctuations, represented by the stochastic term in Eq. (B.21), lead to a stochastic
wandering of the front. In this section, we show that this wandering is diusive and derive the
general formula for the diusion constantDf . The derivation is an extension of the perturbation
theory developed by [122] and [120, 154]. The presentation closely follows the analogous calcula-
tion in [15] (SI, Sec. VI). We would also like to point the reader to a potentially relevant [9] that
used an alternative method to obtain corrections to front velocity.
Perturbation theory for demographic fluctuations




















We seek a solution to Eq. (B.36) of the form
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ρ(t, x) = ρd(x− vdt− ξ(t)) + ∆ρ(t, x− vdt− ξ(t)), (B.38)
where vd and ρd are given by the solution of the deterministic equation (Γ = 0). Substituting
Eq. (B.38) into Eq. (B.36) results in the equation for ∆ρ
∂∆ρ
∂t


































To solve (B.39) we use the fact thatLf has a pair of left and right eigenvectors with zero eigen-
value. We denote them by Lf and Rf , respectively. We shown below that the existence of these
eigenvectors is a consequence of the translational symmetry in Eq. (B.6).

















We now use the fact that
∫ +∞
−∞ Lf (ζ)∆ρ(ζ)dζ = 0. The projection of ∆ρ on Lf vanishes be-
cause we separated translations of ρd from shape uctuations in Eq. (B.38) are excluded from the
uctuations of the front shape and are instead included through ξ(t). Otherwise, according to
Eq. (B.41),
∫∞
−∞ Lf∆ρdζ would perform an unconstrained random walk and grow arbitrarily
large, which would violate the assumption that ∆ρ is small. After imposing
∫ +∞
−∞ Lf∆ρdζ = 0,
we obtain
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ξ′(t) = − 1√
N
∫ +∞





From Eq. (B.42) it is immediately clear that
〈ξ′(t)〉 = 0. (B.43)
Therefore, the translational motion of the front is stochastic and unbiased. To characterize this








where Xf is the position if the front. Substituting Eq. (B.42) into Eq. (B.44) gives the formal











To nd Lf we rst nd Rf and then obtain Lf by transforming operator Lf into Hermitian
form. It is easy to check that Rf (ζ) = ρ
′
d(ζ). This can be seen from the following heuristic
argument. Since the unperturbed problem is translationally invariant, any shift in the deter-
ministic front solution ρd(ζ) is also a solution. In particular, for an innitesimal shift we have
ρd(ζ + δζ) ≈ ρd(ζ) + ρ′d(ζ)δζ . Thus, we expect a perturbation ∆ρ ∝ ρ′d(ζ) should leave the
left hand side of Eq. (B.39) unchanged. This can only happen ifRf (ζ) ∝ ρ′d(ζ).
We now proceed to nd the corresponding left eigenvector. This can be done by nding a
function β(ζ) such that
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Lf = eβ(ζ)Hfe−β(ζ), (B.46)
andHf is a Hermitian operator. BecauseHf is Hermitian, the left and right eigenvectors coincide
and can be denoted by ψ. Then it can be easily shown that
Lf (ζ) = e
−β(ζ)ψ(ζ),




Lf (ζ) = e
−2β(ζ)ρ′d(ζ). (B.48)











Finally, upon substituting (B.49) and (B.48) into Eq. (B.45) we arrive at the nal expression































As we have already shown, ρd(ζ) ∝ e−kζ when ζ → +∞. Therefore, ρ′d(ζ) ∝ e−kζ as well
and the analysis of the integrals in Eq. (B.50) is completely analogous to the one forN−1e , and the
same scaling regimes apply.
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B.6 EXACTLY SOLVABLE MODELS
Given importance of exact solutions for testing simulations and analytical calculations, we present
a few exactly solvable models of range expansions with density-dependent dispersal. Note that
exact solutions for Ne and Df can only be obtained for fully-pushed expansions, as the results
from Eq. (B.30) in the main text only give the asymptotic scaling in the case of semi-pushed and
pulled expansions. Even so, these results allow us to understand the dependence ofNe with all of
the model parameters, which can give valuable insights into the nature of genetic drift and spatial
uctuations in these models.
Throughout this section we assume γn(ρ) = γ
0
n(1− ρ) and γf (ρ) = γ0f , which provide the
correct continuum description of our simulations (see Sec. B.7). Note that exact solutions can
also be obtained for other forms of gammas (see Secs. VI and VIII of SI in [15])
We begin with the model presented in the main text and dened by the following equations:
D(ρ) = D0 (1 + Aρ) ,
r(ρ) = r0(1− ρ).
(B.51)
Recently, exact solutions for the expansion velocity and steady-state prole for this model
were found [94]. The exact solution shows that the wave is pulled for A < 2 and pushed for































To the best of our knowledge, this is the only model in which a transition from a pulled to
a pushed wave due to density-dependent dispersal can be demonstrated analytically. Using this
model, we can obtain analytical expressions forNe andDf in the fully-pushed regime. Introduc-




vF in Eq. (B.53) gives the condition for the expansion to be fully-pushed:
A > 4. (B.54)
In this regime, the eective population size and the eective diusion constant of the front





































k = p+ q − 1. (B.58)
In this case, since D(0) = 0, the waves are always fully-pushed. The exact solutions for the












, ζ < 0




















































, 2 + z
)]2 . (B.62)
B.7 COMPUTER SIMULATIONS
In this section, we explain the details of our computer simulations and the subsequent data anal-
ysis.
We simulated range expansions of two neutral genotypes in a one-dimensional habitat mod-
eled by an array of patches separated by distance ∆x; the time was discretized in steps of duration
∆t. Thus, the abundance of each genotype was represented asnt,xi , where i ∈ {1, 2} is the index
of the genotype, and t and x are integer multiples of ∆t and ∆x. Each time step, we updated the
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abundance of both genotypes simultaneously by drawing from a multinomial distribution with
N trials and probability pi to sample genotype i. The values of pi were chosen such that piN































which is the expected total population density after dispersal, but before growth. For sim-
plicity, we set both ∆x and ∆t to 1 in all simulations.
Mapping simulation parameters to continuum model
To nd the reaction-diusion equation corresponding to our simulation algorithm we perform
a Taylor expansion of the population density:
ni(t+ ∆t, x) = ni(t, x) + ∆t
∂ni
∂t




























where we kept terms up to rst order in ∆t and second order in ∆x.
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Substituting (B.65) into Eq. (B.63) and summing over the two genotypes gives the equation































In the continuum limit, when r(n)∆t  1 and k∆x  1, our model becomes equivalent















Note thatD(n) = D̃(n) + D̃′(n)n as discussed in Sec. B.1.
Boundary and initial conditions
The most direct approach to simulating a range expansion is to use a stationary habitat, in which
the range expansion proceeds from one end to the other. This approach is, however, inecient
because the computational time grows quadratically with the duration of the simulation. In-
stead, we took advantage of the fact that all population dynamics are localized near the expansion
front and simulated only a region of 300 patches comoving with the expansion. Specically, every
simulation time step, we shifted the front backward if the total population inside the simulation
165
array narray exceeded 150N , i.e. half of the maximally possible population size. The magnitude
of the shift was equal to b(narray − 150N)/Nc+ 1. The population density in the patches that
were added ahead of the front was set to zero, and the number of the individuals moved outside
the box was stored, so that we could compute the total number of individuals ntot in the entire
population including both inside and outside of the simulation array.
Our choice of 300 patches in the simulation array was sucient to ensure that at least one
patch remained always unoccupied ahead of the expansion front and that the patches shifted
outside the array were always at the carrying capacity. While neglecting the eect of patches deep
inside the bulk is an approximation, its eect is relatively small if the size of the box is large com-
pared to the front width. This can be seen from Eq.(B.30), where the contribution of the bulk to
the two integrals decays exponentially as e−kb|ζ|. In our case, 1/kb is of the order of 10 patches
and, thus, the error in determiningNe is negligible.
We initialized all simulations by leaving the right half of the array unoccupied and lling the
left half to the carrying capacity. In each occupied patch, we determined the relative abundance
of the two neutral genotypes by sampling from the binomial distribution withN trials and equal
probabilities of choosing each of the genotypes.
Computing front velocity
The velocity of the front was measured by ttingntot/N to vt+ const. For this t, we discarded
the rst 10% of the total simulation time (1000 generations for the shortest runs) to account for
the transient dynamics. The length of the transient is the largest for pulled waves and is specied










Thus, discarding time points prior to t ∼ 1/r0 was sucient to eliminate the transient dynamics
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in all of our simulations.
Computing heterozygosity and the rate of its decay
For each time point, the heterozygosityH was computed using Eqs. (3.8) and (3.9) from the main
text. The averaging in Eq. (B.23) was done over independent runs, andNe was extracted by tting
lnH to−t/Ne + const.
There are several ways to compute the average allele frequency of the front f(t). In the main
text, we use the ratio of the number of alleles to the population size of the whole front, as given







n1(t, x) + n2(t, x)
, (B.70)
whereNnonzero is the number of occupied patches. Because the spatial uctuations in f(t, x) are
small over timescales of orderNe (Fig. 3.1), both approaches give identical results (Fig. B.1).
While the approaches are equivalent, in practice, either one may be more appropriate de-
pending on context of the study. In bacterial colonies, for example, it is much easier to sequence
the entire colony front and compute the ratio of the dierent alleles using Eq. (3.8). In range ex-
pansions—such as the spread of the gypsy moth (Lymantria dispar) across North America—it
might be more appropriate to compute the allele frequency locally, at dierent position along the
front, and average frequencies using Eq. (B.70).
A third possibility, of averaging the local heterozygosity at dierent positions along the front,
is incorrect as it underestimates the true heterozygosity. This can be seen by considering the spa-
tial and ensemble average explicitly. Thus, we can write the front heterozygosity as
H(t) = 2〈f(1− f)〉, (B.71)
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where f represents the spatial average of the allele frequency and 〈·〉 is the ensemble average.
Comparing Eq. (B.71) to the spatially averaged heterozygosity gives
H(t, x)−H(t) = 2〈f(1− f)〉 − 2〈f(1− f)〉 = 2(f 2 − f 2) ≤ 0. (B.72)
Because of the initial transient dynamics and large uncertainty in H for large t, due to the
small number of replicas with H > 0, we restricted the analysis of H(t) to t ∈ (ti, tf ). The
value of tf was chosen such that at least 50 simulations had non-zero heterozygosity at t = tf .
The value of ti was chosen to maximize the goodness of t (R
2
) between the t to H ∼ e−t/Ne
and the data subject to the constraint that tf − ti > 1000. The latter constraint ensured that
we had a sucient number of uncorrelated data points for carrying out the tting procedure to
determineNe.
Comparison between simulations and theory
Table S1 shows a comparison between the theoretical prediction and the exponents obtained by
tting the data in Fig. 4 (main text). In the fully-pushed regime, the data are consistent with
the linear scaling predicted by the theory. In the semi-pushed regime, the agreement is less good
for the square root density-dependence and, to a lesser extent, for the linear density-dependence.
This may reect a larger contribution of the subleading corrections to Ne in these models. For
pulled waves, the asymptotic log3N scaling sets in at very large values of N , as demonstrated in
[25]. Nevertheless, as Figs. 4 and 5 show, our simulations are consistent with Ne ∼ log3N , as
predicted by theory.
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expansion class ν D(n) Theory exponent Best t exponent
semi-pushed 1.03 D0(1 + A1/2
√
n/N) 0.63 0.55± 0.01
semi-pushed 1.03 D0(1 + A1n/N) 0.63 0.58± 0.04
semi-pushed 1.03 D0(1 + A2n
2/N2) 0.63 0.65± 0.04
fully-pushed 1.5 D0(1 + A1/2
√
n/N) 1 0.98± 0.03
fully-pushed 1.5 D0(1 + A1n/N) 1 1.01± 0.04
fully-pushed 1.5 D0(1 + A2n
2/N2) 1 0.98± 0.04
Table B.1: Comparison between theoretical predictions and best t for
dierent models of dispersal. The best t exponents were obtained by pre-
forming a least squares t of the data to the power law y(x) = axb, using
the curve_fit function from the scipy package (version 1.1; [92]). The errors in
the exponents represent two standard deviations.











Figure. B.1: Dierent methods for calculating the average allele frequency
f(t) are equivalent. Solid black line shows the heterozygosity calculated as in the
main text, using Eqs. (3.9) and (3.8), and symbols show the heterozygosity calcu-
lated from the spatial average of allele frequencies given by Eq. (B.70). Stochas-
tic simulations were averaged over 1000 runs, using the following parameters:
m0 = 0.05,A1 = 3.33, r0 = 10
−3
,B = 0, andN = 104.
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