In this work we study partial differential equations defined in a domain that moves in time according to the flow of a given ordinary differential equation, starting out of a given initial domain. We first derive a formulation for a particular case of partial differential equations known as balance equations. For this kind of equations we find the equivalent partial differential equations in the initial domain and later we study some particular cases with and without diffusion. We also analyze general second order differential equations, not necessarily of balance type. The equations without diffusion are solved using the characteristics method. We also prove that the diffusion equations, endowed with Dirichlet boundary conditions and initial data, are well posed in the moving domain. For this we show that the principal part of the equivalent equation in the initial domain is uniformly elliptic. We then prove a version of the weak maximum principle for an equation in a moving domain. Finally we perform suitable energy estimates in the moving domain and give sufficient conditions for the solution to converge to zero as time goes to infinity
Introduction
In a standard setting for many partial differential equations of mathematical physics, one usually assumes that the physical process being described occurs in a fixed domain of the physical space. This includes many equations describing the motion of fluids for example, despite the fact that particle fluids and hence fluid subdomains actually move with time. Of course there are some other problems,such as free boundary problems, in which the physical domain of the PDE changes with time. In all these problems the motion of particles or subdomains occurs according to an unknown velocity field with is actually one of the main unknowns of the problem.
In this paper we assume some intermediary situation in which each point of a given initial domain Ω 0 ⊂ R n , moves in time according to some prescribed autonomous vector field. Hence at later times the domain Ω 0 evolves into a diffeomorphic domain Ω(t) (which is not excluded to coincide with Ω 0 itself!). In particular, topological properties of the domain are preserved along time. However the geometrical evolution of the domain can be very complex; for example one can consider the evolution of the open set Ω 0 in R 3 with the vector field of the Lorenz equations in a chaotic regime.
Our goal is the to describe some sensible class of PDEs to be consider in such a family of moving domains. We choose then to describe balance equations in moving domains, which result from conservation principles and which have natural applications to conservation of mass, momentum, energy etc. For such equations one must then give some suitable definition of solution.
After giving a convenient meaning of solution for both balance and general parabolic equations, we prove that such equations can be solved using available results.
Then we investigate, on some particular, although significative examples of equations in moving domains, basic tools in the analysis of parabolic equations such as the (weak) maximum principle and energy estimates. In particular we obtain sufficient conditions on the equations and on the moving domains, that guarantee that the solutions converge to zero as time goes to infinity.
Moving domains
We assume that each point x of an original given domain (smooth open set) Ω 0 ⊂ R n , starting at time t = 0 moves following a curve t −→ Y (t; x), in R n . Moreover we assume this curve is a solution of the autonomous system of ODEs
for some given smooth vector velocity field V : R n −→ R n . Even more and for simplicity we assume that all solutions of (2.1) are defined for all t ∈ R.
Hence, for t ∈ R, we have a deformation map
which is a diffeormorphism that satisfies the group properties φ(0) = I, φ(t + s) = φ(t) • φ(s) for all t, s ∈ R. In particular φ(−t) is the inverse of φ(t). Therefore, the original domain Ω 0 is deformed into the domains Ω(t) = φ(t)Ω 0 t ∈ R and the boundaries satisfy ∂Ω(t) = φ(t) ∂Ω 0 . Also, any smooth subdomain W 0 of Ω 0 is also deformed into
and its boundary is given by ∂W (t) = φ(t)∂W 0 . The next results gives geometrical information about the deformations above.
Lemma 2.1 With the above notations, for x 0 ∈ ∂Ω 0 then φ(t)x 0 ∈ Ω(t) and
is an isomorphism in R n that transforms the tangent plane in x 0 ∈ ∂Ω 0 , that we denote T x 0 ∂Ω 0 , into the tangent plane to ∂Ω(t) at φ(t)x 0 , T φ(t)x 0 ∂Ω(t).
Proof. Just note that if z(s) is a curve in ∂Ω 0 with z(0) = x 0 , then z ′ (0) = v 0 is a tangent vector at x 0 (and conversely). Hence, w(s) = φ(t)(z(s)) is a curve in ∂Ω(t), with w(0) = y 0 and w
is a tangent vector at ∂Ω(t) .
We also recall the following Definition 2.2 A matrix η(t) is a fundamental matrix of the linear system
iff each column of η(t) is a solution of (2.2) and η(t) is nonsingular.
Observe that in particular, η ′ (t) = A(t)η(t). Then we have Lemma 2.3 If η(t) is a fundamental matrix of (2.2), then
is a fundamental matrix of the adjoint system
where * denotes the adjoint matrix.
and use (2.2).
The following result is obtained from classical results in ODEs, see [4] .
and Dφ(0) = I, where
then we have the Abel-Liouville-Jacobi formula
In particular, for
Remark 2.5 Observe that if W 0 ⊂ Ω 0 and W (t) = φ(t)W 0 then the measure of W (t) satisfies
In particular, if div( V ) = 0 then the measure is preserved, that is,
and we say the flow of (2.1) is contractive.
and we say the flow if expansive. For example for a linear flow, that is, V (x) = Mx for a given matrix M, we have
is the trace of M, that is the sum of all eigenvalues of M.
Then we have the following result that complements Lemma 2.1.
Corollary 2.6 Assume x 0 ∈ ∂Ω 0 and consider
is an outward vector at y 0 . That is, ((Dφ(t)) * x 0 ) −1 is a linear isomorphism in R n that transforms the normal space at x 0 ∈ ∂Ω 0 , which we denote, N x 0 , into the normal space to Ω(t) at y 0 ∈ ∂Ω(t), which we denote N y 0 .
Proof. From Lemma 2.1 a normal vector at y 0 = φ(t)(x 0 ) ∈ ∂Ω(t) , n, must satisfty
Hence we can take n such that ((Dφ(t)x 0 ) * ) n = n(x 0 ) which gives the result.
Balance equations
The following notations will be used throughout the paper.
, a sufficiently smooth region with boundary ∂W (t). Then the time variation of the amount of T in W (t) is given by
T (y, t) dy which is computed below. Note that this is the classical Reynolds Transport theorem, [6, 3, 5] .
Proposition 3.2 With the notations above, we have that
can be written by either one of the following equivalent expressions
Now we will derive the Balance Equations for the quantity T (y, t). In fact we have
where f (y, t) represents the rate of production/consumption of T per unit volume in W (t) and J is the vector field of the flow of T across the boundary of W (t). Hence the divercence theorem leads to
Hence, (3.4) and the Proposition above leads to Proposition 3.3 Under the assumptions and notations above, the magnitud T satisfies the balance equations in the moving domains, if and only if the following equivalent conditions are satisfied:
Proof. First, equating (3.2) and (3.4) we get
is a diffeormorphism and W 0 is arbitrary, we get (3.5). Now, using y = φ(t)x we get in the right hand side of (3.4)
equating to (3.1) and using that W 0 is arbitrary, we get (3.6).
Boundary and initial conditions
As we consider Dirichlet boundary conditions and using
As for the initial condition we have, since φ(0) = I,
Thus, (3.5) and (3.6), with boundary and initial conditions read, respectively,
In fact we use (4.2) to define a solution of (4.1), i.e.
T (y, t) satisfies (4.1) ⇔ T (x, t) satisfies (4.2).
5 Balance equations without diffusion
No flux and no diffusion: pure inertia
With the previous notations, assume div y ( J ) = 0 then the following problems are equivalent
Then we have 
and
respectively.
Proof. The solution of (5.2) is obtained by solving a linear nonhomogeneous ODE
for each x ∈ Ω 0 . From this the solution of (5.1) is immediate.
Remark 5.2 Assume in particular that there are no source terms, that is, f = 0. Hence in (5.1) we have
Thus, if moreover div( V ) = 0 then
and T remains constant along the paths of the flow. On the other hand if the flow is expansive then T (y, t) decreases along the paths of the flow, while it increases if the flow is contractive.
Flux and no diffusion: transport equations
Below we use ψ(t) = φ −1 (t) = φ(−t).
Proposition 5.3 If we assume
J(y, t) = a(y, t)T (y, t) y ∈ Ω(t) with a C 1 scalar field a : R n × R → R then the balance equations (4.1) and (4.2) read
T (y, t) + div y (T (y, t) . V (y)) + ∇ y T (y, t). a(y, t) + div y ( a(y, t))T (y, t) = f (y, t) y ∈ Ω(t)
which are equivalent, where
Proof. Note that (5.3) follows by direct computation from (4.1) using div y ( a(y, t) T (y, t)) = ∇ y T (y, t). a(y) + T (y, t)div y ( a(y, t)).
On the other hand, for (5.4) we have to write div y (a(y, t)T (y, t)) in terms of x. For this we observe that since x = ψ(t)y we have T (y, t) = T (ψ(t)y, t) and then
and ∇ y T (y, t) = ∇ x T (x, t)Dψ(t)y. Thus, ∇ y T (y, t). a(y, t) = ∇ x T (x, t) (Dψ(t)y . a(y, t)) and hence
∇ y T (y, t). a(y, t) = ∇ x T (x, t)(Dψ(t)y · a(y, t)) = ∇ x T (x, t) b(x, t).
Now we show that under some natural geometrical conditions (5.4) (and hence (5.3)) can be solved by using characteristics. Note that we now disregard boundary conditions. Proposition 5.4 Assume that for all time and y ∈ ∂Ω(t), we have < a(y, t), n 0 (y) >≤ 0 where < ·, · > is the scalar product and and n 0 (y) is the unit outward normal vector at y.
Then (5.3) and (5.4) have a unique solution.
Proof. For (5.4) we use the method of characteristics. Hence, for x 0 ∈ Ω 0 we define curves defined on some interval I containing 0
So from (5.4) we choose t ′ (s) = 1, t(0) = 0,
which gives t(s) = s and
which has a solution because b ∈ C 1 (R n ). Hence, from (5.6) and (5.4)
whose solution is given by
In the computation above we need the solution of (5.6) not to leave Ω 0 . Thus, if X(t) reaches the boundary of Ω 0 at time t 0 at the point y 0 = x(t 0 ) ∈ ∂Ω 0 , the tangent vector to the characteristic curve at this point is X ′ (t 0 ) = b(x 0 , t 0 ), and therefore if it points inward, that is, if
then it will remain in Ω. Note now that from (5.8)
where we have used Corollary 2.6 and the assumption of this Proposition. With this (5.7) gives the values of the solution in the moving domain.
Balance equations with diffusion
Recalling the equivalent equations (4.1) and (4.2) we have Proposition 6.1 Assume the flux vector field is given by
for some k > 0, then (4.1) and (4.2) read
Proof. Clearly div y ( J) = −k∆T (y, t) for y ∈ Ω(t) and we get (6.1). Now for (6.2), we have from (5.5),
Hence,
3) and by (5.5), we get
and we get in (6.3)
and we get the result.
Concerning the main part in (6.2) we have the following Proposition 6.2 With the notations above, the term
can be written in divergence form.
Remark 6.3 Note that now (6.2) can be written as
Parabolic PDEs in moving domains
Now we consider general parabolic equations in moving domains. That means that the equations are not necessarily balance equations. Hence, we consider
∂T ∂y i (y, t) . g i (y, t) + c(y, t)T (y, t) = f (t, y) y ∈ Ω(t)
T (y, t) = 0 y ∈ ∂Ω(t) ∀t T (y, 0) = T 0 (y) y ∈ Ω 0 (7.1) with k > 0 and given smooth c(y, t) and g(y, t) = (g i (y, t) , . . . , g n (y, t)). Note that this equation contains (6.1) as a particular case.
Then we have the following result whose proof follows from the computation in the sections above.
Proposition 7.1 With the notations above (7.1) is equivalent to
h(x, t) = ( g(x, t) . ∇ y ψ 1 (t)y, . . . , g(x, t) . ∇ y ψ n (t)y), y = φ(t)x.
Now we are in a position to proof that (7.1) is well posed.
Proposition 7.2 Under the assumptions above, if the initial data satisfies
then (7.2) and (7.1) have a unique solution.
Proof. Observe that in (7.2)
Then we show below that this is a positive definite matrix. In fact for ξ ∈ R n , ξ = 0, we have
since (Dψ(t)y) t is non singular. Also, from (2.3), the eigenvalues of Dφ(t) are bounded and bounded away from 0 for all t ∈ [0, T ] and so are the eigenvalues of Dψ(t). Therefore there exist α = α(T ) > 0 such that (Dψ(t)y) t ξ 2 ≥ α ξ 2 . Using this, the smoothness of the coefficients and the results in [1, 2] , we get that (7.2) has a unique smooth solution and so does (7.1).
Maximum principle
In this section we show that the parabolic equations in moving domains possess the maximum principle. We will show this on the particular example of the heat equation
witha a sufficiently smooth coefficient a(y, t). Then we have Proposition 8.1 With the assumption above, if
and α(t) ≤ a(y, t) ∀y ∈ Ω(t) ∀t for some smooth α(t). Then
Proof. We multiply (8.1) by the negative part of T , T − (y, t), and integrate in Ω(t), to get
∆T (y, t) . T − (y, t) dy+
a(y, t). T (y, t). T − (y, t) dy = 0.
Using (3.3) for (T − ) 2 and the fact that T − (y, t) = 0 in ∂Ω(t), because T (y, t) = 0 in ∂Ω(t), we have
− (y, t) = 0 for y ∈ Ω(t) and t ≥ 0 as claimed.
Energy estimates
Hence, denotingȲ (t) =
Ω(t)
T (y, t) dy we have dȲ dt (t) + α(t)Ȳ (t) ≤ 0 and Gronwall's lemma gives
T (y, t) dy ≤ e Proof. Multiply (9.1) by T (y, t) and integrate in Ω(t), to get
∂T ∂t (y, t)T (y, t) dy −
∆T (y, t)T (y, t) dy + Ω(t) a(y, t) T 2 (y, t) dy = 0.
Using (3.3) , the boundary conditions and the Green's formula we have 
