Wireless sensor networks have been widely used in industrial environment. High reliability and real-time requirement are two main characteristics of wireless industrial sensor networks. Each flow can be transmitted to its destination on time by allocation node's transmission slots. However, when transmission conflict occurs, the flow may miss its deadline and generate errors. To address this issue, we introduce MU-MIMO technique into industrial networks and propose a heterogeneous network model. Based on this model, we propose a slot analyzing algorithm (SAA) to guarantee the schedulability of networks. In considering of network cost, SAA also reduces the number of MU-MIMO nodes by slot analyzing. Evaluation results show the effectiveness and efficacy of our approach.
Introduction
Wireless industrial sensor networks are emerging as a new generation of communication infrastructure for industrial process monitoring and control [9, 13] . Compared to conventional process control systems, industrial wireless sensor networks have the potential to save costs and enhance reliability. Based on the features of industrial wireless sensor networks, industrial standards such as Wire-lessHART [3] , ISA100 [1] and WIA are used extensively [10] .
Since industrial systems demand a high degree of reliability and real-time requirements in communications, traditional wireless sensor networks (or WSNs, for short) cannot be applied directly. We are required to allocate transmission slots and channels for each node before the system works. Lots of studies focus on this issue to improve the schedulability of industrial networks [12, 14] . However, the scheduling methods cannot always guarantee the schedulability of networks (when several flows are conflicting at one node, low priority flow may miss its deadline).
To ensure the schedulability of industrial networks, we introduce multi-user multiple-input and multiple-output (or MU-MIMO, for short) technique into wireless industrial sensor networks. For a MU-MIMO node with two antennas, it can receive and send packets simultaneously. The current study makes the following key contributions: 1. To our best knowledge, this is the first study to solve transmission conflict problem in industrial networks with MU-MIMO technique. 2. We first propose a CNSA method to obtain the candidate node set, and then a SAA method has been proposed to improve the schedulability of networks. SAA also reduces sensor nodes in candidate node set by slot analyzing. 3. The simulation results show that our method can guarantee the schedulability of networks with MU-MIMO nodes.
The rest of the paper is organized as follows. Section 2 performs a literature review of previous works. Section 3 presents the system model, which contains network model, fixed priority scheduling policy and MU-MIMO technique. Section 4 proposes the statement of our problem, and we propose our method in Sect. 5. Finally, Sect. 6 provides performance evaluation results and Sect. 7 concludes the paper.
Related Works
The first real-time transmission scheduling in wireless industrial networks has been studied in the literature [11] , it first formulates the end-to-end real-time transmission scheduling problem based on the characteristics of WirelessHART networks, then the authors proof of NP-hardness of the problem. At last, several scheduling algorithms have been proposed. Based on this study, Refs. [12, 14] study end-to-end delay analysis in WirelessHART networks. Reference [15] analyzes the schedulability of mixed-criticality industrial networks. However, all these studies are based on traditional nodes. The sensor node in these networks can only receive/send one packet at one time slot.
Kong et al. [8] propose a mzig technique to improve the performance of sensor node. Based on mzig, sensor node can receive several packets at the same slot. Reference [6] implements a prototype of CrossZig for the low-power IEEE 802.15.4 in a software-defined radio platform. Chen et al. [4] propose an incastcollision-free data collection protocol, named iCore, to address the many-to-one collision problem in low-duty-cycle WSNs. However, mzig can not receive and send several packets at the same time.
The feasibility of employing MIMO technique in WSNs is envisioned in [16] . To reduce date transmission time for mobile date collection, Ref. [17] introduces MU-MIMO into WSNs. However, only a few studies are focused on MU-MIMO technique in WSNs. Our research, therefore, addresses the schedulability of wireless industrial sensor networks by MU-MIMO technique.
System Model
We consider a heterogeneous wireless industrial sensor network consisting of field devices (both MU-MIMO sensor nodes and traditional sensor nodes), one gateway, and one centralized network manager. Our system consists of three aspects. We first propose a network model that is abstracted away from mainstream industrial network standards. Then, we derive FP scheduling in the industrial network. Finally, in order to improve the schedulability of industrial networks, we introduce a MU-MIMO technique.
Network Model
In this subsection, we propose our network model. Without loss of generality, our model has the same salient features as WirelessHART and WIA, which make it particularly suitable for process industries:
Limiting Network Size. Experiences in process industries have shown the daunting challenges in deploying large-scale WSANs. Typically, 80-100 field devices compose a WirelessHART network with one gateway.
Time Division Multiple Access (TDMA). In industrial wireless sensor networks, time is synchronized and slotted. Because the length of a time slot allows exactly one transmission, TDMA protocols can provide predictable communication latencies and real-time communication.
Route and Spectrum Diversity. To mitigate physical obstacles, broken links, and interference, the messages are routed through multiple paths. Spectrum diversity gives the network access to all 16 channels defined in the IEEE 802.15.4 physical layer and allows per-time slot channel hopping. The combination of spectrum and route diversity allows a packet to be transmitted multiple times, over different channels and different paths, thereby handling the challenges of network dynamics in harsh and variable environments at the cost of redundant transmissions and scheduling complexity [11] .
Handling Internal Interference. Industrial networks allow only one transmission in each channel in a time slot across the entire network, thereby avoiding the spatial reuse of channels. Thus, the total number of concurrent transmissions in the entire network at any slot is no greater than the number of available channels [5] .
With the above features, the network can be modeled as a graph G = (V, E, m), in which the node set V represents the network devices (all sensor nodes in our model are fixed), E is the set of edges between these devices (transmission links), and m is the number of channels. The number of sensor nodes is N . There are two kinds of sensor nodes in our model: ordinary nodes and MU-MIMO nodes. Each ordinary node in our system is equipped with a half-duplex omnidirectional radio transceiver that can alternate its status between transmitting and receiving. MU-MIMO nodes can receive and transmit packets from several paths (the transmission capacity of MU-MIMO node depends on how many antennas on the node). Each packet transmits though the network under source routing.
Fixed Priority Scheduling in Industrial Networks
In this subsection, we provide an overview of the fixed priority (or FP, for short) scheduling under wireless industrial sensor networks to analyze system schedulability. FP scheduling is a commonly adopted policy in practice for real-time CPU scheduling, cyber-physical systems, and industrial networks [7] . In FP scheduling policy, each job priority is pre-allocated by network controller, and the transmission is scheduled based on this priority.
In wireless industrial networks, some sensor nodes generate sensory data and transmit it to network destination periodically. Each periodic end-to-end communication between a source and a destination is called a flow. We denote the number of flows as n, the flow set can be denoted as
is the number of hops from the source to the destination; and pi is the transmission path of F i . We assume the priority of each flow is the same with its number. That is F 1 has the highest priority in the network. There are two kinds of delay in industrial wireless sensor networks, which can be summarized as follows:
1. Channel contention: each channel is assigned to one transmission across the entire network in the same slot. 2. Transmission conflicts: whenever two transmissions conflict, the transmission that belongs to the lower-priority job must be delayed by the higher-priority one, regardless of how many channels are available. It is important to note that one node can perform only one operation (receiving or transmitting) in each slot.
In real-time system, one task is schedulable when it can be executed completely before its deadline. Hence, the flow could be scheduled when all the packets generated by the flow can arrive destination before their relative deadlines. Then we define the network is schedulable as all flows in a network can be scheduled.
MU-MIMO in Industrial Networks
Industrial networks as a form of WSNs applications has higher requirements on real-time and reliability, we introduce Multi-user multiple-input and multipleoutput (MU-MIMO) technique into industrial networks. MU-MIMO is promising for wireless transmissions since they can improve the average user spectral efficiency [18] . By mounting multiple antennas on a single sensor node, it can receive and transmit simultaneously. The feasibility of employing MU-MIMO technique in wireless sensor networks is envisioned in [17] . Figure 1 is an example of MU-MIMO node deals with transmission conflict. F 1 and F 2 send packets to the same destination simultaneously. We introduce MU-MIMO to solve this issue. The flows can be scheduled by replacing V 3 with MU-MIMO node. In considering of the power consumption and cost of MU-MIMO node is much higher than normal node, we cannot deploy MU-MIMO node in the entire network. 
Problem Statement
Given a wireless industrial sensor network G = (V, E, m) , the flow set F and the FP scheduling algorithm, our objective is to improve network schedulability by using a few number of MU-MIMO nodes. We first analyze the schedulability of the network. Then if the network cannot be scheduled, we replace several node with MU-MIMO nodes and guarantee the network can be scheduled. The challenges for this issue are listed as follows, 1. When the network is deployed We can easily determine which flow misses its deadline. However, each flow's schedulability is interrelated with others. Then, how can we decide which nodes should be replaced with MU-MIMO nodes? 2. As described in the previous section, the power consumption and cost of MU-MIMO node is much higher than normal node. It's unreasonable and unworthy to deploy a lot of MU-MIMO nodes when the network can be scheduled. Hence, how to meet the requirements of networks with a small number of MU-MIMO nodes is another challenge for this issue.
Algorithm
In this section, we study the issue of how to improve network schedulability with the a small number of MU-MIMO nodes. We first screen out the nodes may be replaced with MU-MIMO nodes and define candidate node as follows:
Definition 1 (Candidate Node). We define candidate node as the node which can occur transmission conflict. As Fig. 1 shown, the path of F 1 and F 2 intersect at V 3, transmission conflict may occurs at this node. Then V 3 is a candidate node.
After obtain the candidate node set, we then determine witch node should be replaced.
Searching Candidate Node
Industrial network consists by a lots of sensor nodes, we study how to select candidate nodes in this subsection. Transmission conflict occurs at the path overlap of flows. As Fig. 2 shown, there are two types of overlaps (without considering the flow's direction).
Fig. 2. Transmission conflict.
Lemma 1. When the paths of flows have overlapping region, the overlap nodes are the candidate of MU-MIMO nodes. We denote the candidate node set as Λ, hence, the node on each flow's path can be denoted as λ i .
Proof. Transmission conflict can only occur at the overlapping region obviously. We can solve this issue by MU-MIMO nodes. We have account for the conflicts caused by the first type with Fig. 1 . For the transmission conflict caused by the second type, as Fig. 2 shown, there are two nodes (V 1 and V 2) on both F 1 and F 2 in the second type of overlap. When the transmission conflict occurs at this part, we can improve the schedulability by replacing both V 1 and V 2 with MU-MIMO nodes. Hence, when the paths of flows have overlapping region, the overlap nodes are the candidate of MU-MIMO nodes.
Hence, we propose a Candidate Node Searching Algorithm (or CNSA, for short) to search the set of candidate node as follows, We search the candidate nodes by traversing the paths of flows in the entire network, if the node is not noly on one flow's path, we join this node into the candidate node set Λ. Obviously, the time complexity of CNSA is O(F 2 ).
Reducing Candidate Node Set
After obtaining candidate node set, we reduce the number of nodes in this set to lower network cost. Since not all candidate node could occur transmission conflict, we then analyze the schedulability of industrial networks in one superframe (we can obtain superframe as the lowest common multiple of t i , i ∈ F ).
The flows may be conflicted when they have path overlaps. As Fig. 3 shown, two periodic flows transmit on the network, and they conflict at the second and third slots in the first period. There are two kinds of methods to address transmission conflict. The first method is to adjust slots allocation. However, this is unsuitable for the network which can not be scheduled (in this example, the network cannot be scheduled if the deadline of F i is 4); The other method is to reallocate slots for each node after replacing conflict nodes with MU-MIMO nodes (in this example, the network can be scheduled when we replace node V 5 with MU-MIMO node). Then we propose a Slot Analyzing Algorithm (or SAA, for short) to improve the schedulability of networks by replacing nodes in Λ with MU-MIMO nodes. When the network cannot be scheduled, we need to improve the schedulability by MU-MIMO nodes. Since MU-MIMO nodes support receive/send packets at the same time slot, we first allocate slots for each node without considering transmission conflict (we allocate channel for each translation by FP scheduling policy). Then we replace conflict nodes with MU-MIMO nodes to guarantee network schedulability. Obviously, it is unnecessary and high-cost to replace all the nodes in candidate node set. Hence, SAA reduces the number of MU-MIMO nodes in Λ by slot analyzing. The pseudo code of SAA is as follows,
Algorithm 2. Slot Analyzing Algorithm
Require: the characters for each flow Fi; the candidate node set Λ = {λi}, i ∈ F ; Ensure: the schedulability of networks;
1: reallocation slots for each nodes. 2: for each flow i do 3:
if the flow cannot be scheduled then 4:
find the intersection nodes and reallocate slots for Fi without considering transmission conflict. 5: else 6:
retain the original allocation. 7: end if 8: end for 9: for each node λi ∈ Λ do 10:
if λi has two or more than two transmissions in the same time slot in one superframe then 11:
λi need to be replaced; 12: else 13:
remove λi out of Λ; 14:
end if 15: end for 16: return Λ;
We reallocation the transmission time slots for each node by the schedulability of each flow (lines 1-8). If the flow cannot be scheduled, we find the intersection nodes and reallocate slots for this flow without considering transmission conflict. Otherwise, we retain the original allocation. Then we analyze transmission slot for each node in Λ (lines 9-16). When the node in Λ has more than one transmission at the same time slot, that is transmission conflict occurs at this node. We need to replace this node with MU-MIMO node. Otherwise, we remove this node out of Λ. At last, we return Λ as the nodes which need to be replaced. Obviously, we can obtain the theorem as follows, Theorem 1. The network can be scheduled with SAA when the number of channels is no less than the number of flows (m¿n).
Proof. When there are k flows conflict at node A, we denote the flow with the highest priority as F 1 , and the flow with the lowest priority as F k . F 1 transmits firstly and cannot be delayed at node A. Otherwise, the other flows must wait to F 1 and may generate delay. For flow F i , i ∈ k, it will miss its deadline and cannot be scheduled when c i + del i > d i , where del is the delay slots. By SAA, we can eliminate delays caused by transmission conflicts. k flows can transmit simultaneously when m > n. Since each flow's transmission hops c is not larger than its deadline d. We can guarantee all the flows can be scheduled. Hence, the network can be scheduled with SAA when the number of channels is no less than the number of flows.
Experiment
In this section, we conduct experiments to evaluate the performance of our proposed methods. Our approach is compared with the traditional FP algorithm without MU-MIMO nodes. We compare both accept ratio and the number of MU-MIMO nodes. We use accept ratio to represent the schedulability of networks. When all flows can be scheduled, the accept ratio is 1, else is 0. To illustrate the applicability of our method, for each parameter configuration, several test cases are generated randomly.
Our simulations also use the utilization u to control the workload of the entire network. To make flow sets available, we specify the network utilization U = u i (U < 1), and the UUniFast algorithm [2] is used to generate each flow's utilization u i (u i = ci ti ). The result generated by the UUniFast algorithm follows a uniform distribution and is neither pessimistic nor optimistic for the analysis [2] .
As Fig. 4(a) shown, network accept ratio is decreased by FP scheduling policy (n = 15, N = 50, m = 16). That is because the idle resources are reduced when network utilization increased. The latency tolerance of packet is reduced with the idle resources. The network can be scheduled under SAA in any situations by increasing the number of MU-MIMO nodes. Figure 4(b) is the relationship between the number of MU-MIMO nodes and utilization. Obviously, SAA can reduce the number of MU-MIMO nodes on the premise of the network is schedulable. However, neither the number of candidate nodes nor MU-MIMO nodes have an obvious tendency. That is because network utilization not only about the period of flow (t) but also transmission hops (c). We need to regenerate transmission path for each flow to satisfy network utilization. Hence, the number of candidate nodes is up and down. Because of MU-MIMO node is chosen from the candidate node set, the number of MU-MIMO nodes is always less than the number of candidate nodes.
We repeat this simulation for the situation that all flows can be scheduled as Fig. 5 shown. The number of candidate nodes is fixed when we increase network utilization by only adjusting the period of flow (that is because there is only one test in this simulation, and each flow's transmission path does not vary). At the beginning, there is no MU-MIMO node in the network since the network can be scheduled without MU-MIMO nodes. When we increase the network utilization, transmission conflict occurs. To guarantee the schedulability of system, we need more MU-MIMO nodes in this system.
The ratio is reduced with the number of flows under FP scheduling policy. In addition, both the number of candidate nodes and MU-MIMO nodes are increased with the increasing of flows. The reason is the number of intersections is increased with the number of flows, which occurs more transmission conflicts in the network. The network needs more MU-MIMO nodes to guarantee the schedulability of networks. Figure 7 are the relationship between accept ratio/the number of MU-MIMO nodes and the number of nodes (U = 0.3, n = 15, m = 16). All these results can illustrate that SAA can guarantee the schedulability of networks. In addition, the number of MU-MIMO nodes is no larger than the number of candidate nodes no matter under which conditions.
Conclusion
In this paper, we make key contributions to real-time transmission scheduling in wireless industrial sensor networks: (1) we first introduce MU-MIMO technique into industrial networks and analyze the characters of MU-MIMO node in industrial networks; (2) we analyze the transmission paths and obtain the candidate node set; (3) based on the characters of MU-MIMO node, we propose SAA to guarantee the schedulability of networks, in addition, SAA can also reduce the number of candidate nodes. Simulation results show that our scheduling algorithm and analysis have more performance than existing scheduling policy. In the future work, we will study the schedulability of industrial network under the condition of limited number of antennas, and implement it in a real network.
