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Deformation of accessory parameters, quasimodular forms,
and Eichler integrals
Gabriele Bogo
Abstract
We define new operators on the space of quasimodular forms from certain dif-
ferential equations related to the uniformization of hyperbolic punctured spheres.
We show that the action of these operators on M˜∗(Γ) can be described in terms
of well-known derivations on M˜∗(Γ) and Eichler integrals of cusp forms of weight
four. Finally, we relate the new operators to a classical construction in Teichmüller
theory, and rediscover a special case of a theorem of Ahlfors on quasiconformal
mappings.
Introduction
In the classical approach to the uniformization of Riemann surfaces, modular forms
appear as solutions of certain differential equations called uniformizing differential equa-
tions. In the case of a genus zero hyperbolic surface X ≃ H/Γ, i.e., an n-punctured
sphere (n ≥ 3), the uniformizing differential equation can be determined from the locata-
tion of the punctures of X up to n− 3 complex coefficients called accessory parameters.
There exists a unique choice of the accessory parameters, called the Fuchsian value, that
makes the differential equation so created the uniformizing one. The determination of
the Fuchsian value, traditionally called the accessory parameters problem, is a difficult
problem, and it is still completely open.
Now consider the accessory parameters as free parameters. From a Frobenius ba-
sis of solutions of the differential equation, we can construct a function Q(ρ, t) and
a certain series expansions fˆ(ρ, t) whose coefficients depend on the accessory parame-
ters ρ = (ρ0, . . . , ρn−3)
fˆ(ρ, t) =
∞∑
m=0
Fn(ρ)Q(ρ, t)
n.
This expansion defines locally a holomorphic function of Q(ρ, t). When ρ takes the
Fuchsian value ρF , i.e., the differential equation is the uniformizing one, we have
Q(ρ, t)
∣∣
ρ=ρF
= Q(ρF , t) = rq, q = e
2piiτ , τ ∈ H, (1)
for a certain non-zero r ∈ C. If we set fm := r
mFm(ρF ), then the function
f(τ) :=
∞∑
m=0
fmq
m. (2)
is defined and holomorphic on the upper half-plane. It is a modular form of weight one
(more generally a k-th root of a weight k modular form) with respect to the uniformizing
Fuchsian group Γ ⊂ SL2(R).
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This paper is the first step in the study of the Taylor expansion of fˆ(ρ, t) with respect
to ρ at the Fuchsian value ρF :
fˆ(ρ, τ) =
∞∑
m≥0
fˆm(τ)(ρ− ρF )
m, fˆm(τ) :=
1
m!
∂mfˆ(ρ, t)
∂ρm
|ρ=ρF . (3)
From uniformization theory, as explained above, we know that fˆ0(τ) = f(τ), but we
have no information about the higher derivatives. In the following we will study the first
dervative fˆ1(τ); it turns out, as expected, that fˆ1(τ) is not a modular form. However,
it can be described in terms of quasimodular forms and certain intergrals of modular
forms.
To give an example of our result, we compute the first derivative fˆ1(τ) numerically
in a concrete case. The Riemann surface X = P1 \ {∞, 1, 0, 1/9}, is uniformized as
X ≃ H/Γ1(6) with Hauptmodul
t(τ) =
η(τ)3η(6τ)9
η(2τ)3η(3τ)9
= q − 4q2 + 10q3 − 20q4 + · · · ∈ Z[q].
The Fuchsian value for X is ρF = 1/3 (there is only an accessory parameter in this case)
and we have r = 1 in (1). The function in (2) is a modular form f ∈M1(Γ1(6)) and has
a description as an eta product:
f(τ) =
η(2τ)η(3τ)6
η(τ)2η(6τ)3
= 1 + 3q + 3q2 + 3q3 + 3q4 + · · · ∈ Z[q].
We study the expansion of fˆ(ρ, t) in (3) in this special case. The first derivative is
fˆ1(τ) =
∂fˆ(ρ, t)
∂ρ
|ρ=ρF = 9q +
45
2
q2 +
21
2
q3 +
27
4
q4 +
1341
100
q5 −
777
100
q6+
+
160677
4900
q7 +
473229
9800
q8 −
90271
9800
q9 −
34509
9800
q10+
16670883
1185800
q11 +
327249
24200
q12 + · · · .
The Fourier expansion of fˆ1 is no longer in Z[q], and the denominators seem to grow
fast. Let us look more closely at the above computation. By definition
∂fˆ(ρ, t)
∂ρ
=
∑
n≥0
∂
∂ρ
(
Fn(ρ)Q(ρ, t)
n
)
(4)
=
∑
n≥0
∂Fn(ρ)
∂ρ
Q(ρ, t)n +
1
Q(ρ, t)
∂Q(ρ, t)
∂ρ
∑
n≥0
nFn(ρ)Q(ρ, t)
n. (5)
We study the last two summands separately. Define
fˆ ′(ρ, t) = DQf := Q(ρ, t)
∂fˆ(ρ, t)
∂Q(ρ, t)
.
When ρ = ρF this becomes the usual derivation in H given by q(d/dq) = (2pii)
−1d/dτ
where q = e2pii. Then
1
Q(ρ, t)
∂Q(ρ, t)
∂ρ
∑
n≥0
nFn(ρ)Q(ρ, t)
n =
1
Q(ρ, t)
∂Q(ρ, t)
∂ρ
f ′(ρ, t).
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For ρ = ρF we have
1
Q(ρF , t)
∂Q(ρ, t)
∂ρ
|ρ=ρF = 8q +
9
2
q2 + 2q3 −
9
8
q4 −
108
125
q5 −
1
2
q6 +
288
343
q7 +
9
32
q8 + · · · .
This expansion has much simpler denominators. In particular, if we multiply the
coefficient of qn by n3 we get an expansion in Z[q]. This operation correspond to ap-
plying the differential operator DQ three times to the function
1
Q(ρF ,t)
∂Q(ρ,t)
∂ρ
and then
substitute ρ = ρF .
Comparing the q-expansions of the above expression with the ones of f(τ) and t(τ)
it turns out that
D3Q
(
1
Q(ρF , t)
∂Q(ρ, t)
∂ρ
)∣∣∣
ρ=ρF
=
f(τ)2
2pii
dt(τ)
dτ
is a modular form of weight four, specifically a cusp form. We denoted this cusp form
by h and we denote by h˜ its Eichler integral. Then(
1
Q(ρ, t)
∂Q(ρ, t)
∂ρ
∑
n≥0
nFn(ρ)Q(ρ, t)
n
)∣∣∣
ρ=ρF
= 2f ′(τ)h˜(τ),
where f ′(τ) = (2pii)−1df(τ)/dτ. Similarly, we can analyze the other summand(∑
n≥0
∂Fn(ρ)
∂ρ
Q(ρ, t)n
)∣∣∣
ρ=ρF
= 9q+
153
2
q2+105q3 +
543
4
q4+
36057
200
q5−
17607
250
q6+ · · · .
and discover that it is equal to f(τ)h˜′(τ).
The final reult is
fˆ1(τ) =
∂fˆ(ρ, t)
∂ρ
∣∣∣
ρ=ρF
= f(τ)h˜′(τ) + 2f ′(τ)h˜(τ).
In this paper we prove this kind of statements in greater generality. For a generic
n-punctured sphere X ≃ H/Γ, we will define n− 3 operators ∂i,Q on the space of quasi-
modular forms M˜∗(Γ) from the accessory parameters ρ0, . . . ρn−4 of the uniformization
of X. Recall that M˜∗(Γ) has an sl2(C)−module structure given by three well-known
derivations D (differentiation), W (weight operator), and δ (delta operator). Our main
result is the following.
Theorem. Let Γ ⊂ SL2(R) be such that H/Γ is isomorphic to an n-punctured sphere.
There exists a basis {h0, . . . , hn−3} of S4(Γ) such that, for every g ∈ M˜∗(Γ),
∂i,Qg = 2h˜iDg + h˜
′
i Wg + h˜
′′
i δg, i = 0, . . . , n− 4,
where h˜i is the Eichler integral of hi.
The paper is structured as follows. In the Section 1 we explain Poincaré’s first ap-
proach to the uniformization of Riemann surfaces, and how to construct modular and
quasimodular forms from a Frobenius basis of solution of the uniformizing differential
equation. A quick review of quasimodular forms and their sl2(C) structure is also in-
cluded.
Sections 2,3,4 contains the definition of the operators ∂i,Q (and another closely related
operator) and the proof of the main result. More specifically, in Section 2 we study the
3
derivative with respect to the accessory parameters of the solutions of the differential
equations related to the uniformization. In Section 3 we define the operators ∂i,Q and ∂i,T
on certain deformations of quasimodular forms and study their action. In Section 4, we
specialize the results of the previous sections to the ring of quasimodular forms and
prove the main theorem.
The deformation of the Fuchsian value of the accessory parameter we study is closely
related to the deformation of the complex structure on the punctured sphere X. This
observation is made precise in Section 5. We relate the action of the operator ∂i,Q, when
restricted to the Hauptmoduln, to a classical construction in Teichmüller theory. This
will eventually justify the presence, in the main theorem, of Eichler integrals of weight
four cusp forms (quadratic differentials). As a corollary we will rediscover, in the special
case of genus zero surfaces, a result of Ahlfors on quasiconformal maps.
1 Classical uniformization theory, modular forms, and quasi-
modular forms
1.1 Uniformization of punctured spheres and modular forms
In the following we briefly recall the classical relation between the uniformization of
hyperbolic Riemann surfaces and linear differential equations in the genus zero case. A
good reference for the general theory is the book [7].
Let X := P1r{α1, α2, . . . , αn−2, αn−1 = 0, αn =∞}, where xi ∈ Cr{0} and xi 6= xj
if i 6= j, be an n-punctured sphere, n ≥ 3. In the first approach to the uniformization of
Riemann surfaces, Klein [4] and Poincaré [6] related the study of the universal cover X˜
of X to the following family of linear differential equations
d2y(t)
dt2
+
(
1
4
n−1∑
j=1
1
(t− αj)2
+
1
2
n−1∑
j=1
mj
(t− αj)
)
y(t) = 0 , (6)
where m0, . . . ,mn−1 are complex parameters, called accessory parameters, subject to
the following relations1:
n−1∑
j=1
mj = 0,
n−1∑
j=1
αjmj = 1−
n
2
. (7)
The main reason to consider these differential equations is the following: every local
biholomorphism X˜ → C arises from the analytic continuation of the ratio of two linearly
independent solutions of (6). Poincaré conjectured the existence of a unique choice
mF = (m1, . . . ,mn) of the accessory parmeters, called the Fuchsian value, such that the
induced map on the universal cover is a global biholomorphism X˜ → H. The differential
equation corresponding to the choice of the Fuchsian value of the accessory parameters
is called the uniformizing differential equation. Up to now, nobody was able to prove
directly the existence of the Fuchsian value, nor to compute it; the later proof of the
uniformization theorem, obtained with different methods, did not shed light on the
nature of the Fuchsian value. The problem, given X, of determining the Fuchsian value
for the uniformization of X is known as the accessory parameters problem.
1In the literature often appears another parameter mn associated to the puncture at∞; it is defined
from the asymptotic expansion of the rational function in (6) as t 7→ ∞. It turns out that mn can be
expressed in terms of m1, . . . ,mn and the punctures α1, . . . , αn−1 as mn =
∑n−1
j=1
αj(1 +mjαj).
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Our interest in the classical theory of uniformization is motivated by its close con-
nection with modular forms. The projective monodromy group Γ¯ of the uniformizing
differential equation is the Deck group of the covering H → X, so it is a discrete sub-
group of the group Aut(H) ≃ PSL2(R). The multivalued function y2(t)/y1(t) : X → H,
defined by the ratio of two independent solutions y1, y2 of the uniformizing equation,
is the inverse of the covering map t : H → X, where the function t ∈ M !0(Γ) is an
Hauptmodul for the group Γ. If τ denotes the coordinate on H, it turns out that any
holomorphic solution y(t) of the uniformizing differential equation is locally (in τ) of the
form y(t) = f(τ), where f is a modular form (better, a k-root of a weight k modular
form) on the group Γ.
Note that, since H/Γ ≃ X, the monodromy group Γ is torsion-free and has n in-
equivalent cusps. These cusps are mapped by t to the punctures of X. In particular,
since we fixed∞ to be a puncture of X, the Hauptmodul t has its unique pole at a cusp.
We normalize t by fixing its value at the cusp at ∞ to be
t(∞) = 0. (8)
In this way, the cusp at ∞ is related to the solutions in t = 0 of the uniformizing
differential equation.
In the following, instead of (6) we will consider the following differential equation:
L :=
d
dt
(
P (t)
d
dt
y(t)
)
+
(n−3∑
i=0
ρit
i
)
y(t), P (t) =
n−1∏
j=1
(t− αj), (9)
where ρn−3 = (1−n/2)
2 and ρ0, . . . , ρn−4 are complex parameters called modular acces-
sory parameters. Two second order linear ODEs on X are called projectively equivalent
if the ratio of independent solutions of the differential equations define the same function
on the universal cover X˜. In [2] the following easy lemma is proved.
Lemma 1. Let X = P1r{α1, . . . , αn−2, αn−1 = 0, αn =∞}, and P (t) =
∏n−1
j=1 (t− αj).
The differential equations (6) and (9) are projectively equivalent if and only if the acces-
sory parameters m1, . . . ,mn−1 and ρ0, . . . , ρn−3 satisfy the following relations
mj = Rest=αj
(
4
∑n−3
i=0 ρit
i + P ′′(t)
2P (t)
)
, j = 1, . . . , n− 1.
It follows that the differential equations (6) and (9) play the same role from the
point of view of the uniformization of X. The reason why we choose to work with (9) is
contained in the following proposition [2].
Proposition 1. Let X be a punctured sphere, and let Γ ⊂ SL2(R) denote the monodromy
group of the uniformizing differential equation (9). Then
1. Any holomorphic solution of (9) lifts to a function f : H→ C such that f0 := f
2 is
a weight two modular form f0 ∈M2(Γ). The modular form f0 has zeros only at one
cusp, the one where the Hauptmodul t has its pole. In particular, f0 is non-zero
on H.
2. Let f0 ∈M2(Γ) be as in 1. For every k ≥ 0, the holomorphic functions
fk0 t
i, i = 0, . . . , k(n − 2)
give a basis of the space M2k(Γ) of holomorphic modular forms of weight 2k.
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We can construct the modular form f0 in Proposition 1 from a Frobenius basis
of solutions of the uniformizing differential equation (9). We show it in the case of
four-punctured sphere for simplicity, but of course the same applies to every punctured
sphere.
Consider Xα := P
1 r {∞, 1, 0, α−1}. The uniformizing differential equation for Xα
can be written in the following form
P (t)
d2Y (t)
dt2
+ P ′(t)
dY (t)
dt
+ (t− ρˆ)Y = 0, (10)
where ρˆ is the accessory parameter. In the following, we will consider ρˆ and the rescaled
parameter ρ := αρˆ as formal parameters.
Using the standard Frobenius method, we can find in a neighborhood of the regular
singular point t = 0 of (10) a basis of solutions {y(t), yˆ(t)} where y(t) is holomorphic,
and yˆ(t) has a logarithmic singularity in t = 0. We normalize the Frobenius basis by
assigning, in t = 0, the values 1 and 0 to y(t) and to the holomorphic part of yˆ(t)
respectively. The chosen basis is then given by the following power series:
y(ρ, t) =
∑
n≥0
an(ρ)t
n = 1 + ρt+
1
4
(ρ2 − 2ρ(α + 1)− α)t2 + · · · ,
yˆ(ρ, t) = log(t)y(t) +
∑
n≥0
bn(ρ)t
n = log(t)y(t) + (−2ρ+ α+ 1)t+ · · · .
The coefficients an = an(ρ), bn = bn(ρ) of the series expansions of y, yˆ are computed
from the following linear recursions (Frobenius method):
αn2an−1 − ((α+ 1)(n
2 + n) + ρ)an + (n+ 1)
2an+1 = 0,
αn2bn−1 − ((α+ 1)(n
2 + n) + ρ)bn + (n+ 1)
2bn+1
+ 2αnan−1 − (2n + 1)(α+ 1)an + 2(n − 1)an+1 = 0.
The relevant function for the uniformization is the ratio of the two solutions y, yˆ.
However, due to the logarithmic term, using power series it is more appropriate to work
with the exponential of this ratio
Q(ρ, t) = exp(yˆ/y) =
∑
n≥0
Qn(ρ)t
n = t+ (−2ρ+ α+ 1)t2 + · · · . (11)
The function Q(ρ, t) is a local biholomorphism as a function of t; inverting the series
(11) we find a new Q-expansion T (ρ,Q) around Q = 0 :
T (ρ,Q) =
∑
n≥0
tˆn(ρ)Q
n = Q+ (2ρ− α− 1)Q2 + · · · . (12)
Finally substitute the above series T (ρ,Q) into the holomorphic function y(ρ, t) to get
a holomorphic function in Q :
F (ρ,Q) := y(ρ, T (ρ,Q)) =
∑
n≥0
fˆn(ρ)Q
n = 1+ρQ+
1
4
(
9ρ2−2ρ(α+1)−α
)
Q2+· · · . (13)
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When the accessory parameter specializes to the Fuchsian value ρF , the ratio yˆ(ρF , t)/y(ρF , t)
gives a coordinate on the universal covering H of Xα. From the normalization in (8), it
follows that the function Q = Q(ρF , t) is a local parameter at the cusp ∞, and we can
write
Q = rq, q = e2piiτ , τ ∈ H,
for some non-zero r∈C (see [2] for details). It follows that the Q-expansions (12),(13)
of T (ρF , Q) and F (ρF , Q) can be converted into q-expansions, which eventually turn
T (ρF , Q) and F (ρF , Q) into functions t(τ) and f(τ) on H :
t(τ) =
∑
n≥0
tnq
n, tn := tˆn(ρF )r
n, f(τ) =
∑
n≥0
fnq
n, fn := fˆn(ρF )r
n.
The function f0 in Proposition 1 is given by f0(τ) = f(τ)
2.
Motivated by the above discussion, we call the functions T (ρ,Q) and F (ρ,Q) defor-
mations of modular forms.
1.2 Quasimodular forms
Let Γ be a Fuchsian group of finite covolume. A quasimodular form of weight k and
depth ≤ p on Γ is a function g0 ∈ Hol(H) such that, for every fixed τ ∈ H and variable
γ ∈ Γ, (
cτ + d
)−k
g0(γτ) =
p∑
j=0
gj(τ)
(
c
cτ + d
)j
, γ =
(
a b
c d
)
, (14)
for some functions g1, . . . , gp ∈ Hol(H). The space of quasimodular forms of weight k
and depth p is denoted by M˜k(Γ)
(≤p), while the space of all quasimodular forms of any
weight and depht is denoted by M˜∗(Γ).
There are three natural derivations on the ring M˜∗(Γ) of quasimodular forms: the
differentiation operatorD := 12pii
d
dτ
; the weight operatorW, which acts by multiplication
by the weight, i.e. Wg0 = kg0 if g0 ∈ M˜k(Γ); the delta operator δ defined by δg0 = g1
where g0 and g1 are as in (14). These derivations satisfy the following commutator
relations
[W,D] = 2D, [W, δ ] = −2δ, [D, δ ] = W,
which give to M˜∗(Γ) the structure of a sl2(C)−module.
In the case Γ is co-compact, the space of quasimodular forms coincides with the space
of derivatives of modular forms of Γ. In particular, it is closed under differentiation. For
the non co-compact case, the properties of quasimodular forms are given in the following
proposition (see [3]).
Proposition 2. Suppose that Γ is a non co-compact Fuchsian group. Then
1. The space of quasimodular forms is closed under differentiation. More precisely,
we have D(M˜
(≤p)
k ) ⊂ M˜k+2(Γ)
(≤p+1) for every k, p ≥ 0.
2. There exists a quasimodular form ϕ of weight two that is not modular. Every
quasimodular form on Γ is a polynomial in ϕ with modular coefficients. More
precisely, for every k, p ≥ 0 we have M˜k(Γ)
(≤p) =
⊕p
j=0Mk−2j(Γ)ϕ
j .
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We remark that the choice of the element ϕ in Proposition 2 is not canonical: every
linear combination of ϕ and a modular form of weight two on Γ satisfy the same property.
Now let X be an n-punctured sphere as in the previous discussion. From the uni-
formizing differential equation (9) of X it is possible to construct a holomorphic quasi-
modular form of weight two. Let f0 ∈ M2(Γ) be as in Proposition 1. It is easy to see
that the ratio
φ :=
Df0
2f0
(15)
is a quasimodular form of weight two, and clearly it is non modular. Moreover, since f0
is non-zero on H, the function φ is holomorphic in H. If y(t) = f(τ) denotes the holomor-
phic solution of the uniformizing differential equation, where f2 = f0, we can express
φ(τ) locally as
φ(τ) = y(t)2P (t)
dy(ρ, t)
dt
, (16)
where P (t) is the polynomial in (9).
We conclude by observing that the δ operator can be defined in terms of φ (or any
other choice of ϕ in Proposition 2). It is the unique operator such that δg0 = 0 if
g0 ∈M∗(Γ) and δφ = 1.
2 Derivation on differential equations
Let X = P1 r {α1, . . . , αn−2, αn−1 = 0, αn = ∞} be an n-punctured sphere. Consider
the differential operator L defined in (9),
L :=
d
dt
(
P (t)
d
dt
y(t)
)
+
(n−3∑
i=0
ρit
i
)
y(t), P (t) =
n−1∏
j=1
(t− αj),
where ρn−3 = (1 − n/2)
2 and ρ0, . . . , ρn−4 are the modular accessory parameters. Let
{y(ρ, t), yˆ(ρ, t)} be a Frobenius basis of solutions of L(Y ) = 0 near the regular singular
point t = 0 :
y(ρ, t) = 1 +
∞∑
m=1
am(ρ)t
m, yˆ(ρ, t) = log(t)y(ρ, t) +
∞∑
m=1
bm(ρ)t
m. (17)
Here am(ρ), bm(ρ) are polynomials of degree m − 1 in ρ0, . . . , ρn−4 with coefficients in
Q[α1, . . . , αn−3]. In this section we compute the derivative
∂ρiu(ρ, t) :=
∂u(ρ, t)
∂ρi
i = 1, . . . , n− 4,
for every solution u(ρ, t) = ay(ρ, t) + byˆ(ρ, t), a, b ∈ C of L(u) = 0.
Lemma 2. For every i = 0, . . . , n − 4, the function ∂ρiy(ρ, t) satisfies the differential
equation
L
(
∂ρiy(ρ, t)
)
= tiy(ρ, t),
where L denotes the differential operator in (9).
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Proof. Let y(ρ, x) be as in (17). It is a solution of L if and only if its coefficients am(ρ)
satisfy a linear recurrence relation
am+1(ρ)p−1(ρ,m) = am(ρ)p0(ρ,m) + · · ·+ am−n+3(ρ)pn−3(ρ,m), m ≥ 0,
where am = 0 if m < 0 and p1(ρ,m), . . . , pn−3(ρ,m) are polynomials of the form
pj(ρ,m) = ρj + qj(m), j = −1, . . . , n− 3,
where qj is a quadratic polynomial which depends only on m (and on the singularities
of the differential equation), ρ0, . . . , ρn−3 are the accessory parameters and ρ−1 = 0.
Then if we differentiate am+1(ρ) with respect to ρi, (i = 0, . . . , n− 4) we get
p−1(m)
∂am+1(ρ)
∂ρi
=
∂
∂ρi
n−3∑
j=0
pj(m,ρ)am−j(ρ) =
n−3∑
j=0
pj(m,ρ)
∂am−j(ρ)
∂ρi
+ am−i(ρ).
The statement
L
(∑
m≥0
∂am+1
∂ρi
(ρ)xm+1
)
= g(x) =
∑
m≥0
gmx
m
is equivalent to
n−3∑
j=0
pj(m)
∂am−j(ρ)
∂ρi
= gm.
But we know from the above computation that gm = am−i(ρ), so we finally find
L
(∑
m≥0
∂am+1(ρ)
∂ρi
xm+1
)
=
∑
m≥0
am−i(ρ)x
m = xiy(ρ, x).
Lemma 3. Let P (t) be as in (9), let P1(t) =
∑n−3
i=0 ρit
i and let u(ρ, t) be any solution
of Ln(Y ) = 0 near t = 0. For every i ≥ 0, the function Yi(ρ, t) := t
iu(ρ, t) satisfies the
following second order Fuchsian differential equation
Li(Yi) := t
2P (t)
d2Yi
dt2
+ t
(
tP ′(t)−2iP (t)
)dYi
dt
+
(
i(i+1)P (t)− itP ′(t)+ t2P1(ρ, t)
)
Yi = 0.
Proof. Fix a basis y(ρ, t), yˆ(ρ, t) of solutions of L(Y ) = 0. The function ti satisfies the
first order ODE
dti
dt
− iti−1 = 0. (18)
Let V be the vector space spanned by tiy(ρ, t), tiyˆ(ρ, t) over C. Is it well-known that V is
the solution space of some linear differential equation. The coefficients of this differential
equaton can be easily computed via the following determinant
det
 v v′ v′′tiy (tiy)′ (tiy)′′
tiyˆ (tiyˆ)′ (tiyˆ)′′
 = 0
where v is a generic element in V and ′ := d/dt. Using the relations
P (t) = y(ρ, t)yˆ′(ρ, t)− y′(ρ, t)yˆ(ρ, t), P1(ρ, t) = y
′(ρ, t)yˆ′′(ρ, t)− y′′(ρ, t)yˆ′(ρ, t),
which follows from L(y(ρ, t)) = 0, we obtain the differential equation in the statement.
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Let
Mi := Li◦L
be the differential operator obtained by composing L with Li.
A corollary of the two lemmas above is that, for every i = 0, . . . , n− 4, the space of
solutions of Mi is given by
Vi :=
〈
y(ρ, t), yˆ(ρ, t), ∂ρiy(ρ, t), ∂ρi yˆ(ρ, t)
〉
C
. (19)
We can describe the functions in Vi in terms only of y(ρ, t), yˆ(ρ, t) and integration.
Proposition 3. The following equality holds for every i = 0, . . . , n− 4 :
∂ρiy(ρ, t) = y(ρ, t)
∫ t
0
∫ t
0 t
i
2 y
2(ρ, t2) dt2
y2(ρ, t1)P (t1)
dt1. (20)
Proof. To avoid heavy notation, we denote by ϕi(ρ, t) the right-hand side of (20). It can
be proved by direct verification that, for every i = 0, . . . , n− 4,
Mi
(
ϕi(ρ, t)
)
= 0
and that ϕi(ρ, t) is a non-zero holomorphic function of t near t = 0.
Every holomorphic function in the solution space Vi of Mi is of the form
ay(ρ, t) + b∂ρiy(ρ, t) (21)
for some a, b ∈ C, as follows from (17).
The expansion of ϕi(ρ, t) in t = 0 starts
ϕi(ρ, t) =
(−1)n−2
(i+ 1)2
∏n−2
j=1 αj
ti+i + · · · , (22)
while the expansion of the function in (21) in t = 0 starts
ay(ρ, t) + b∂ρiy(ρ, t) = a+ · · · .
This implies that a = 0 and that ϕi(ρ, t) and ∂ρiy(ρ, t) are proportional.
Using the linear recursion defining the coefficients of y(ρ, t) one than preves that
the expansion of ∂ρiy(ρ, t) in t = 0 starts as the one in (22). This proves ϕi(ρ, t) =
∂ρiy(ρ, t).
The same argument gives a similar description for the solution ∂ρi yˆ(ρ, t). This imples
that every element in Mi can be written as linear combination of y(ρ, t), yˆ(ρ, t) and
integrals of these functions like the one in Proposition 3.
3 Deformation of modular forms
In Section 1 we constructed the series expansions T (ρ,Q) and F (ρ,Q) from a Frobenius
basis of solutions of (9). For every i = 0, . . . , n− 4, define
Hi(ρ,Q) := F
4(ρ,Q)P (T (ρ,Q))T (ρ,Q)i =
∞∑
m=1
Ci,m(ρ)Q
m (23)
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where P =
∏n−1
j=1 (t− αj) is the polynomial in (9). Recall that when we specialize ρ to
the Fuchsian value ρF , the functions
t(τ) := T (ρF , Q), f(τ) := F (ρF , Q),
are a Hauptmodul for the uniformizing group Γ, and a root of a modular form f0(τ) of
weight two respectively. Using the second part of Proposition 1 we can prove that the
specialization to the Fuchsian value of the serie expansions Hi(ρ,Q) are cusp forms, in
particular
hi(τ) := Hi(ρF , Q) (24)
is a cusp form of weight four for every i = 0, . . . n− 4.
The functionsHi(ρ,Q) and all its integrals have no constant term in the Q-expansion.
We can then define H˜i(ρ,Q) to be the three times iterated integral of Hi(ρ,Q),
H˜i(ρ,Q) :=
∑
m≥1
Ci,m(ρ)
m3
Qm.
When ρ = ρF , the function h˜i(τ) := H˜i(ρF , Q) will be the Eichler integral of hi.
Our goal is to define and study a differential operator on modular forms induced by
the accessory parameters. The modular forms directly related to the accessory param-
eters are the modular forms f, t obtained from the uniformizing differential equation.
Because of this, we first define certain operators on the smallest differential field gener-
ated by the solutions of the differential equation (9), and, in the next section, use the
fact that a modular form of weight zero is a rational function of the Hauptmodul t to
extend the defintition to all modular forms. We consider the differential field of solutions
in order to be able to extend the definition to quasimodular forms in the next section.
Let L be the smallest differential field extension of (C(t), d/dt) which contains the
solutions y(ρ, t), yˆ(ρ, t) of the linear differential equation L = 0 (9). This means that L
contains C(t), y(ρ, t), yˆ(ρ, t), it is a field and it is closed under the differential operator
d/dt.
Definition 1. Let w(ρ, t) ∈ Ln, and defineW (ρ,Q) := w(ρ, T (ρ,Q)). For every i = 0, . . . , n−
4, define
∂i,TW (ρ,Q) :=
(
∂w(ρ, t)
∂ρi
)
◦T (ρ,Q), (25)
∂i,QW (ρ,Q) :=
∂w(ρ, T (ρ,Q))
∂ρi
. (26)
The above series are obviously related:
∂i,QW (ρ,Q) = ∂i,TW (ρ,Q) +
∂T (ρ,Q)
∂ρi
(
dw(ρ, t)
dt
◦ T
)
, (27)
Sometimes we will write ∂i,∗, where ∗ = T,Q, instead of writing both ∂i,Q and ∂i,T .
We study the action of the operators ∂i,T , ∂i,Q on F (ρ,Q); this case corresponds to
the choice w(ρ, t) = y(ρ, t) in the above definition. It follows from (27) that to describe
completely ∂i,TF (ρ,Q) and ∂i,QF (ρ,Q) in terms of their Q-expansions, we only need to
study ∂i,TF (ρ,Q) and ∂T (ρ,Q)/∂ρi. This is the content of the next two lemmas.
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Lemma 4. Let F (ρ,Q) and H˜(ρ,Q) be as above. For every i = 0, . . . , n − 4,
∂i,T
(
F (ρ,Q)
)
= F (ρ,Q)H˜ ′i(ρ,Q).
Proof. By definition of ∂i,TF (ρ,Q) and Proposition 3 we have
∂i,TF (ρ,Q) =
∂y(ρ, t)
∂ρi
◦T (ρ,Q) = y(ρ, T )
∫ T∫ t1y(ρ, t2)2 dt2
y2(ρ, t1)P (t1)
dt1.
We can easily compute the above integral as a function of Q using the formula
1
Q
dQ =
κ
P (t)y(ρ, t)2
dt, κ := (−1)n−2
n−2∏
j=1
αj (28)
The relation (28) can be proved using the Wronskian determinantW (t) of y(ρ, t), yˆ(ρ, t)
W (t) := yˆ′(ρ, t)y(ρ, t) − yˆ(ρ, t)y′(ρ, t)
which is known to be equal to
W (t) = c exp
(
−
∫ t P ′(t1)
P (t1)
dt1
)
for some constant c. Using the two descriptions of the Wronskian above it is easy to
prove that c = (−1)n−2
∏n−2
i=1 αi = κ and that
W (t) =
κ
P (t)
.
We recover then (28) from
dQ(ρ, t)
dt
= Q(ρ, t)
d
(
yˆ(ρ, t)/y(ρ, t)
)
dt
=
W (t)
y2(ρ, t)
.
It follows form (28) and the definition (23) that
κ
∫ T
0
tiy(ρ, t)2dt =
∫ Q
0
P (T (ρ,Q1))T (ρ,Q1)
iy4(ρ, T (ρ,Q1))
dQ1
Q1
=
∫ Q
0
Hi(ρ,Q1)
dQ1
Q1
.
Using this formula and (28) we find
κ
∫ T
0
∫ t1y(ρ, t2)2 dt2
y2(ρ, t1)P (t1)
dt1 =
∫ Q
0
(∫ Q1
0
Hi(ρ,Q2)
dQ2
Q2
)
dQ1
Q1
,
and finally ∫ Q
0
(∫ Q1
0
Hi(ρ,Q2)
dQ2
Q2
)
dQ1
Q1
=
∑
n≥1
Ci,n
n2
Qn = H˜ ′(ρ,Q).
Lemma 5. Let T (ρ,Q) and H˜(ρ,Q) be as above. For every i = 0, . . . , n− 4,
∂T (ρ,Q)
∂ρi
= 2T ′(ρ,Q)H˜(ρ,Q).
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Proof. Since T (ρ,Q) is the compositional inverse of Q(ρ, t) we compute from
∂
∂ρi
(
T (ρ,Q(ρ, t))
)
= 0
that
∂
∂ρi
T (ρ,Q) = −Q
dT (ρ,Q)
dQ
∂
(
yˆ(ρ, t)/y(ρ, t)
)
∂ρi
.
We can compute the derivative ∂
(
yˆ(ρ, t)/y(ρ, t)
)
/∂ρi using a Wronskian argument like
in the previous lemma: from
d
(
yˆ(ρ, t)/y(ρ, t)
)
dt
=
W (t)
y2(ρ, t)
=
κ
y2(ρ, t)P (t)
we get the integral representation
yˆ(ρ, t)
y(ρ, t)
=
∫ t
0
κ
y2(ρ, t1)P (t1)
dt1.
From this identity and Proposition 3 it follows that
κ
∂
∂ρi
(
yˆ(ρ, t)
y(ρ, t)
)
= −2
∫ t
0
∫ t1
0
∫ t2
0
y2(ρ,t3)dt3
y2(ρ,t2)P (t2)
dt2
y2(ρ, t1)P (t1)
dt1.
Substituting t = T (ρ,Q) and using the previous lemma and (28), we finally get
∂
∂ρi
(
yˆ(ρ, t)
y(ρ, t)
)
= −2H˜(ρ,Q),
which, together with the previous calculation, proves the lemma.
Formula (28) permits us to write dy(ρ, t)/dt ◦ T explicitly as a function of Q. We
have
dy(ρ, t)
dt
◦ T =
κf ′(ρ,Q)
f2(ρ,Q)P (T )
=
F ′(ρ,Q)
T ′(ρ,Q)
.
Substituting this identity in (27) we find
∂i,QF (ρ,Q) = ∂i,TF (ρ,Q) + 2F
′(ρ,Q)H˜i(ρ,Q). (29)
This and the two previous lemmas prove the following
Proposition 4. Let ∂i,T and ∂i,Q the operators introduced in Definition 1. For every
i = 0, . . . , n− 4, we have
∂i,TF (ρ,Q) = F (ρ,Q)H˜
′
i(ρ,Q),
∂i,QF (ρ,Q) = F (ρ,Q)H˜
′
i(ρ,Q) + 2F
′(ρ,Q)H˜i(ρ,Q)
13
4 Specialization to the Fuchsian value
We specialize the results obtained in the previous section to the case of modular forms,
i.e., ρ = ρF . Recall that f
∗(τ) = F (ρF , Q) is a square-root of a weight two modular
form f , and t(τ) = T (ρF , Q) is an Hauptmodul for the uniformizing group Γ.
The operators ∂i,T , ∂i,Q lead to the definition on some new operators on the whole
space of modular forms as follows.
Definition 2. Let g ∈ Mk(Γ), and let f ∈ M2(Γ) be as above. Let r, s be coprime
positive integers such that r/s = 2/k, and let R(t) be the rational function of t such that
gr = R(t)f s. For every i = 0, . . . , n− 4, define
∂i,Qg :=
1
rgr−1
[
∂i,Q
(
F (ρ,Q)2sR(T (ρ,Q))
)]∣∣∣∣∣
ρ=ρF
,
∂i,T g :=
1
rgr−1
[
∂i,T
(
F (ρ,Q)2sR(T (ρ,Q))
)]∣∣∣∣∣
ρ=ρF
.
A simple computation shows that the operators ∂i,Qand ∂i,T defined onM∗(Γ) satisfy
the Leibniz rule.
The next proposition describes the action of ∂i,Q, ∂i,T on the space of modular forms.
In particular, if g ∈Mk(Γ), the proposition shows that ∂i,Qg and ∂i,T g are not modular
forms, but combinations of quasimodular forms and Eichler intergrals.
Proposition 5. Let Γ ⊂ SL2(R) be a Fuchsian group such that H/Γ is isomorphic to
an n-punctured sphere. Consider the cusp forms h0(τ), . . . , hn−4(τ) defined in (24). For
every g ∈Mk(Γ)
∂i,T g = h˜
′
iWg,
∂i,Qg =
[
g, h˜i
]
1
:= h˜′iWg + 2h˜iDg,
where [g, h˜i]1 denotes the first Rankin-Cohen bracket of g and h˜i, and D and W are the
operators defined in Section 1.
Proof. These identities follow easily from Definition 2 and Proposition 4, and specializing
ρ to the Fuchsian value ρF .
Notice that, since ∂i,Q and ∂i,T satisfy the Leibniz rule, it is possible to extend the
above operators to the ring of quasimodular forms. Recall that in Section 1 we defined
a holomorphic quasimodular form of weight two φ = Df/(2f) from the special weight
two form f0 obtained form the solutions of the uniformizing differential equation.
We define, for ∗ = T,Q,
∂i,∗φ(τ) := ∂i,∗
(
f ′(τ)
2f(τ)
)
. (30)
Note that this definition makes sense, since f ′ =
(
F (ρF , Q)
2
)′
= 2F (ρ,Q)F ′(ρ,Q) and
∂i,∗ is defined for F
′(ρ,Q) choosing as w(ρ, t) in Definition 1 the following function:
w(ρ, t) = y(ρ, t)2P (t)
dy(ρ, t)
dt
.
where y(ρ, t) is as in (17). We have
14
Lemma 6. Let φ be as in (15). Then, for every i = 0, . . . , n− 4,
∂i,∗φ = h˜
′′
i + 2φh˜
′
i, ∂i,Qφ = h˜
′′
i + [φ, h˜i]1.
Proof. We prove only the second equality, the proof of the first one is similar. We have
by definition
∂i,Qφ = ∂i,Q
(
f ′
2f
)
.
We know from the previous Proposition 5 how to compute every part of this expression
except for ∂i,Qf
′. We have
∂i,QF
′(ρ,Q) =
∂
∂ρ
(
y(ρ, T (ρ,Q))2P (T (ρ,Q))
(
dy(ρ, t)
dt
◦ T (ρ,Q)
))
.
Using the results in Section 3 we find
∂i,QF
′(ρ,Q) = 2F ′′(ρ,Q)H˜i(ρ,Q) + 3F
′(ρ,Q)H˜ ′i(ρ,Q) + F (ρ,Q)H˜
′′
i (ρ,Q),
which leads to
∂i,Qf
′(τ) = 2h˜i(τ)
′′f(τ) + [f ′(τ), h˜i(τ)]1.
Substituting this in the definition of ∂i,Qφ we get the equality in the statement.
Before proving the main result of the paper, recall from Section 1 that the space
M˜∗(Γ) of quasimodular forms has a natural sl2(C)-module structure. It is given by
three derivations: the differentiation operator D, the weight operator W and the op-
erator δ . The next theorem shows that the action of the operators ∂i,∗ on the space
of quasimodular forms can be described using the three derivations above and Eichler
integrals of cusp forms of weight four.
Theorem 1. Let Γ be a genus zero Fuchsian group with no torsion and n cusps. Then,
for every g ∈ M˜∗(Γ),
∂i,Tg = h˜
′
i Wg + h˜
′′
i δg, (31)
∂i,Qg = 2h˜iDg + h˜
′
i Wg + h˜
′′
i δg. (32)
Proof. We prove the second equality; the first one can be done similarly. Let φ be as in
(15). From Lemma 6 we compute
∂i,Qφ
n = nφn−1h˜′′i + [φ
n, h˜i]1.
Now write g =
∑p
j=0 gjφ
j , for some gj ∈Mk−2j(Γ). Then
∂i,Qg = ∂i,Q
(
p∑
j=0
gjφ
j
)
=
p∑
j=0
(
∂i,Qgk−2j
)
φj +
p∑
j=0
gk−2j
(
∂i,Qφ
j
)
=
p∑
j=0
(
[gk−2j , h˜i]1φ
j + gk−2j [φ
j , h˜i]1
)
+ h˜′′i
p∑
j=0
jgk−2jφ
j−1.
Using the following identity, which holds in general for elements A,B,C of an abstract
Rankin-Cohen algebra (see Zagier [9])
[AB,C]1 = [A,C]1B + [B,C]1A,
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we can simplify the above summation and obtain
∂i,Qg =
p∑
j=0
[gk−2jφ
j, h˜i]1 + h˜
′′
i
p∑
j=0
jgk−2jφ
j−1.
By the bilinearity of [ , ]1 and the definition of δ in terms of φ (see Section 1) we finally
get
∂i,Qg =
[
p∑
j=0
gk−2jφ
j , h˜i
]
1
+ h˜′′i
p∑
j=0
jgk−2jφ
j−1
= [g, h˜i]1 + h˜
′′
i δg = 2h˜iDg + h˜
′
iWg + h˜
′′
i δg.
5 Infinitesimal deformations
Intuitively, the operators ∂j,Q, j = 0, . . . , n − 4, introduced in Section 3 can be related
to small perturbations of the complex structure of the n-punctured sphere X. This final
section makes this observation precise. We relate in fact this operator to a classical
construction in Teichmüller theory. This connection makes natural the appareance of
Eichler integrals of weight four cusp forms, i.e. quadratic differentials. These are closely
related to the deformation theory of Riemann surfaces.
Let Γ be a Fuchsian group such that H/Γ is isomorphic to a punctured sphere X,
and let T (Γ) be the Teichmüller space of Γ. Denote by B1(Γ) the space of Beltrami
differentials on Γ of bounded norm ||µ||∞ < 1. There exists an holomorphic map, called
the Bers embedding,
Φ: B1(Γ)→ T (Γ),
which gives a complex structure to the Teichmüller space T (Γ). The holomorphic tangent
space to T (Γ) at Φ(0) ∈ T (Γ) is the space H(Γ) of harmonic Beltrami differentials, and
the holomorphic cotangent space is the space of cusp forms of weight four (quadratic
differentials) S4(Γ) = Q(Γ). The tangent and cotangent spaces are related by the linear
map
Λ∗ : Q(Γ)→H(Γ), q 7→ ℑ(τ)2q¯(τ). (33)
We are going to choose a special basis for the space Q(Γ); this, together with (33),
will give a basis on H(Γ). It is not difficult to see that the weight four cusp forms hj(τ)
in (24), for j = 0, . . . , n − 4 form a basis of Q(Γ). Define
νj := Λ
∗(hj) = ℑ(τ)
2g(τ)2P (t)t(τ)j , j = 0, . . . , n− 4. (34)
Then ν0, . . . , νn−4 is a basis of H(Γ).
For each j = 0, . . . , n− 4, denote by f νj the solution of the Beltrami equation
fz¯ = µj(z)fz, z ∈ C,
where µj(z) is defined by extending νj to the lower half-plane by symmetry, and f
νj is
normalized in sucha way that it fixes 0, 1,∞. Then f νj is a quasiconformal homeomor-
phism of H into itself (for details on quasiconformal maps see Ahlfor’s book [1]).
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Now let ε > 0 be small. For every j = 0, . . . , n − 4 we can consider the following
diagram
H
f
ενj
−−−−→ H
t
y ytενj
X −−−−→
F
ενj
Xj
(35)
where
Γj := f
ενjΓ (f ενj)−1 , Xj := H/Γj,
and tενj : H→ Xj is a holomorphic Hauptmodul normalized by
tενj(∞) = t(∞), tενj(0) = t(0).
(It is possible to fix this normalization since f νj fixes ∞, 0, 1 and so these are still cusps
of Γj.)
Recall that F ενj is a quasiconformal map of Riemann sufaces and is holomorphic in ε,
while both f ενj and tενj are only real-analytic functions in ε, for every j = 0, . . . , n−4. In
particular, it makes sense to consider the derivatives of the above functions with respect
to ε and ε¯.
Theorem 2. Let X be an n-punctured sphere, and let t : H/Γ → X be a Hauptmodul.
Let νj ∈ H(Γ), j = 0, . . . , n− 4 be as in (34) and let ∂j,Q, j = 0, . . . , n − 4 be the
differential operator on M˜∗(Γ) defined in Section 4. Then
∂j,Qt =
∂tενj
∂ε¯
∣∣∣
ε=0
.
Proof. Let X = P1 r {α1, . . . , αn−1 = 0, αn = ∞}. Let ρ0, . . . , ρn−4 be the modular
accessory parameters, and let m1, . . . ,mn−1,mn = m∞ be the accessory parameters
defined in Section 1. Recall that form Lemma 1 we have that
mi = Rest=αi
(
2P1(t) +
P ′′(t)
P (t)
)
, i = 1, . . . , n− 1,
where
P (t) =
n−1∏
i=1
(t− αi), P1(t) =
(1− n/2)2tn−3 +
∑n−4
j=0 ρjt
j
P (t)
.
In particular, we can see each mi = mi(ρ) as a function of ρ0, . . . , ρn−4 for a fixed X.
Now consider the harmonic Beltrami differentials νj , j = 0, . . . , n−4, and let f
ενj , f ενj
and Xj be defined as above. We have
Xj = P
1 r {α
ενj
1 , . . . , α
ενj
n =∞},
where α
ενj
i := F
ενj (αi), To the Fuchsian uniformization of Xj are associated new ac-
cessory parameters m
ενj
i , . . . ,m
ενj
n . These accessory parameters are continuously differ-
entialble in ε since they are coefficients of the q-expansion of tενj and this function is
real-analytic in ε (see [8]).
The theorem will be proved if we show that
∂m
ενj
i
∂ε¯
∣∣∣
ε=0
=
∂mi(ρ)
∂ρj
∣∣∣
ρF
, i = 1, . . . , n− 1, j = 0, . . . , n− 4, (36)
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where ρF denotes the Fuchsian value of the modular accessory parameters. This claim
is justified by the following observation. Let tενj(τ) =
∑∞
s=1 t
ενj
s qm be the q-expansion
at ∞ of tενj . If we denote by m = (m1, . . . ,mn−1), and α = (α1, . . . , αn−1), and if
t(τ) =
∑∞
m=1 ts(m,α) is the q−expansion of the Hauptmodul t, then we have
t
ενj
s = ts(m
ενj , αενj ).
Note that α
ενj
i is holomorphic in ε; this follows from the definition α
ενj
i := F
ενj(αi),
and the fact that F ενj is holomorphic in ε. This implies that the derivative of α
ενj
i with
respect to ε¯ is zero, and then
∂t
ενj
s
∂ε¯
=
n−1∑
i=1
∂ts
∂mi
∂m
ενj
i
∂ε¯
.
It follows that
∂tενj
∂ε¯
∣∣∣
ε=0
=
∞∑
s=1
(
n−1∑
i=1
∂ts
∂mi
∣∣∣
ε=0
∂m
ενj
i
∂ε¯
∣∣∣
ε=0
)
qs.
If we consider mi = mi(ρ), the action of ∂j,Q on t(τ) =
∑∞
s=1 ts(m(ρ))q
s is given,
by definition, by
∂j,Qt =
∞∑
s=1
∂ts(m(ρ))
∂ρj
=
∞∑
s=1
(
m−1∑
i=1
∂ts
∂mi
∣∣∣
ρ=ρF
∂mi
∂ρj
∣∣∣
ρ=ρF
)
qs.
Then, since
∂ts
∂mi
∣∣∣
ε=0
=
∂ts
∂mi
∣∣∣
ρ=ρF
, for every s, i,
we can reduce the statement of the theorem to the identity in (36) which now we prove.
Recall that there is a linear isomorphism between the space Q(Γ) of cusp forms of weight
four and the space D2(X) of rational functions on Cˆ having at worst simple poles at the
points α1, . . . , αn−1, and order O(|x|
−3) as t → ∞. If t is a Hauptmodul as above, an
isomorphism is given by
J : D2(X) → Q(Γ), R(x) 7→
(
R(x) ◦ t
)
t′2.
For details see [5]. It is easy to show that if f0 ∈M2(Γ) is as in Proposition 1, then
t′ = f0P (t), P (t) =
n−1∏
i=1
(t− αi).
This implies that the rational function Rj(x) ∈ D2(X) associated to the weight four
cusp forms hj = f
2
0P (t)t
j in (24) is
Rj(x) =
tj
P (x)
, j = 0, . . . , n− 4.
In [8] it is proved that
∂m
ενj
i
∂ε¯
∣∣∣
ε=0
= Resx=αiRj(x),
18
where νj and hj are related by νj(τ) = Λ
∗(hj) = ℑ(τ)
2hj(τ) as before. On the other
hand, we have from Lemma 1
∂mi(ρ)
∂ρj
=
∂
∂ρj
Rest=αi
(
2P1(t) +
P ′′(t)
P (t)
)
= Rest=αi
[
∂
∂ρj
(
2P1(t) +
P ′′(t)
P (t)
)]
,
where P (t), P1(t), are as above. But P (t) is independent of ρ and P1(t) =
∑n−4
j=0 ρjt
j/P (t).
Then,
∂mi(ρ)
∂ρj
= Rest=αi
[
∂
∂ρj
(
2P1(t) +
P ′′(t)
P (t)
)]
= Rest=αi
(
tj
P (t)
)
.
As a corollary, we find in a special case a well-known result of Ahlfors (which holds
also in higher genus) on quasiconformal maps [1].
Corollary 1. Let νj, hj j = 0, . . . , n − 4 be as above. Then, if fτ = (2pii)
−1df/dτ, we
have
∂f
ενj
τττ
∂ε¯
∣∣∣
ε=0
= −
1
2
hj , j = 0, . . . , n − 4
where hj and νj are related by νj(τ) = ℑ(τ)
2hj(τ).
Proof. From diagram (35) we have
F ενj ◦ t = tενj ◦ f ενj , j = 0, . . . , n− 4.
If we differentiate both sides by ∂/∂ε¯, using the fact that F ενj is holomorphic in ε and
t does not depend on ε, we get
∂f ενj
∂ε¯
∣∣∣
ε=0
= −
1
t′
∂tενj
ε¯
∣∣∣
ε=0
.
By the previous theorem and Lemma 5, we have
1
t′
∂tενj
ε¯
∣∣∣
ε=0
= ∂j,Qt = 2t
′h˜j ,
where q˜j is the Eichler integral of qj. The two formulas together give
∂f ενj
∂ε¯
∣∣∣
ε=0
= −2h˜j ,
and the statement follows by differentiating each side three times.
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