
















Employee Manager Salary 
Smith Jones 50000 
Chang Smith 60000 
50000 Ivy Smith 
Efficient processing of complex SQL statements,  
range query, exact match, but limited for textual data 
 






























  name: Human Cu/Zn SOD1 gene, exon 1. 
  organism: Homo sapiens  
 dna_sequence: gtaccctg...  
 features: 
  gene:  
   protein: 




















































































Scope. Learning from Examples
• Other task: predict whether someone will enjoy a movie based on
how much they liked/disliked other movies
















































































Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 1 1 0 0 0 1
Bruto 1 1 0 1 0 0
Cesare 1 1 0 1 1 1
Calpurnia 0 1 0 0 0 0
Cleopatra 1 0 0 0 0 0
mercy 1 0 1 1 1 1
worser 1 0 1 1 1 0
1 if it contains the 
word, else 0 








finding docs containing bruto,  
















Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 1 1 0 0 0 1
Bruto 1 1 0 1 0 0
Cesare 1 1 0 1 1 1
Calpurnia 0 1 0 0 0 0
Cleopatra 1 0 0 0 0 0
mercy 1 0 1 1 1 1









































Cesare 1 2 4 5 6 16 57 132 
1 2 4 11 31 45 173 
2 31 
what if we add the term Cesare to 
















Cesare	 1 2 4 5 6 16 57 132 

















1 2 3 5 8 16 21 34 











This the reason why we 





1 2 3 5 8 16 21 34 





































Documents to  
be indexed 











































































































Morgen will ich in MIT …  




































































for example compressed  
and compression are both  
accepted as equivalent to  
compress. 
for exampl compress and 
compress ar both accept 




































































































§  Since 1975 the biggest commercial system for 
legal searches (ranking added in 1992) 
§  Milion of searches every day 
§  Tens of Terabytes of data; +700,000 users 
§  Almost all users use boolean searches 
§  Example of information need and the search: 
§  “Information on legal theories in preventing the 
disclosure of trade secrets by employees formerly 
employed by a competing company”.	
§  "trade secret" /s disclos! /s prevent /s employe! 



























§  d(x,	y)	≥	0		 	 	 	 	 	(not-nega0vity)	
§  d(x,	y)	=	0		se	e	solo	se	x	=	y			




















Each document is a binary vector  {0,1}|V| 
Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 1 1 0 0 0 1
Bruto 1 1 0 1 0 0
Cesare 1 1 0 1 1 1
Calpurnia 0 1 0 0 0 0
Cleopatra 1 0 0 0 0 0
mercy 1 0 1 1 1 1








Antonio and Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 157 73 0 0 0 0
Bruto 4 157 0 1 0 0
Cesare 232 227 0 2 1 1
Calpurnia 0 10 0 0 0 0
Cleopatra 57 0 0 0 0 0
mercy 2 0 3 5 5 1









































wt,d  =  
1 +  log10  tft,d, if  tft,d >  0, tft,d ∈  Ν








































termine dft idft 
auto 6723 2.08 
car 18165 1.65 
insurance 19241 1.62 
best 25235 1.50 
the 806791 0.00 
the idf of each terms t depends from the corpus 
)/df( log  idf 10 tt N=
termine dft idft 
calpurnia 1 6 
animal 100 4 
sunday 1,000 3 
fly 10,000 2 
under 100,000 1 
the 1,000,000 0 
Reuters: text set with 


































Antonio e Cleopatra Giulio Cesare La Tempesta Amleto Otello Macbeth
Antonio 5,25 3,18 0 0 0 0,35
Bruto 1,21 6,1 0 1 0 0
Cesare 8,59 2,54 0 1,51 0,25 0
Calpurnia 0 1,54 0 0 0 0
Cleopatra 2,85 0 0 0 0 0
mercy 1,51 0 1,9 0,12 5,25 0,88






























































scalar product  
















Norm L2 of the vector = vector 
length (scalar result) 







qi can be the tf-idf of the term i in the query 
di can be the tf-idf of the term i in the document 















































term SS PP WH 
affection 115 58  20 
jealous 10 7 11 
gossip 2 0 6 
stormy 0 0 38 






term SS PP WH 
affection 3.06 2.76 2.30 
jealous 2.00 1.85 2.04 
gossip 1.30 0 1.78 
stormy 0 0 2.58 
A^er	normaliza=on	
term SS PP WH 
affection 0.789 0.832 0.524 
jealous 0.515 0.555 0.465 
gossip 0.335 0 0.405 
stormy 0 0 0.588 
Cos(SS,PP) ≈ 0.789 × 0.832 + 0.515 × 0.555 +  
                        0.335 × 0.0 + 0.0 × 0.0 ≈ 0.94 
Cos(SS,WH)   ≈ 0.79 
Cos(PP,WH)   ≈ 0.69 
Sense and Sensibility is more similar to Pride and Prejudice 


































































































































































































Retrieved Not Retrieved doc in the 
Corpus 
Relevant true positives = tp false negatives = fn Relev = tp+fn 




















Retrieved Not Retrieved doc in the 
corpus 
Relevant tp = 0 fn = 100 Relev =100 













Retrieved Not Retrieved doc in the 
corpus 
Relevant tp = 0 fn = 100 Relev =100 






















β 2P + R
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•  F1 measure is also known as the armonic measure 




















































n    docID   relevant 
Let 6 be the total number of  
relevant docs {1,2,4,6,13,20} 
 
Evaluation of each recall point 
 
 
Missing the relevant  
doc 20 therefore the  


























It is the interpolated value such that precision and  






n    docID   relevant 
Let 6 be the total number of  
relevant docs {1,2,4,6,13,20} 
 
Evaluation of each recall point 
 
 
Missing the relevant  
doc 20 therefore the  



















e due misure piu` avanzate, una variante della nDCG, cioe` la nDCG a k (nDCG@k)
[JK02] e la Expected Reciprocal Rank a k (ERR@k)[CMZG09].
Mean Average Precision
La Mean Average Precision (MAP) e` stata una delle prime misure atte a valutare
un sistema di IR attraverso un singolo valore. Essa e` definita come la media della
Average Precision (la media della precisione) di un singolo Information Need, cal-
colata sui primi k documenti del risultato presenti dopo ogni documento rilevante
recuperato. Il valore cosı` trovato e` successivamente mediato per tutti gli Informa-
tion Need considerati. Il MAP, dato l’insieme dei documenti rilevanti {d1, ..., dmj}
per un Information Need qj   Q e definita Rjk la lista troncata del risultato al













Quando un documento rilevante non e` completamente recuperato la precisio-
ne misurata sara` 0. Per un singolo Information Need la media delle precisioni
approssima l’area sottesa dalla curva precisione-richiamo. Percio` il MAP e` l’ap-
prossimazione della media delle aree sottese dalle curve precisione-richiamo di un
insieme di richieste. Il MAP essendo quindi la media aritmetica della precisione
media di ogni Information Need, per sua natura, li tratta tutti allo stesso modo,
non tenendo in considerazione la quantita` di documenti rilevanti per ognuno di

























e due misure piu` avanzate, una variante della nDCG, cioe` la nDCG a k (nDCG@k)
[JK02] e la Expected Reciprocal Rank a k (ERR@k)[CMZG09].
Mean Average Precision
La Mean verage Precision (MAP) e` stata una delle prime misure atte a valutare
un sistema di IR attraverso un singolo valore. Essa e` definita come la media della
Average Precision (la media della precisione) di un singolo Information Need, cal-
colata sui primi k documenti del risultato presenti dopo ogni documento rilevante
recuperato. Il valore cosı` trovato e` successivamente mediato per tutti gli Informa-
tion Need considerati. Il MAP, dato l’insieme dei documenti rilevanti {d1, ..., dmj}
per un Information Need qj   Q e definita Rjk la lista troncata del risultato al













Quando un documento rilevante non e` completamente recuperato la precisio-
ne misurata sara` 0. Per un singolo Information Need la media delle precisioni
approssima l’area sottesa dalla curva precisione-richiamo. Percio` il MAP e` l’ap-
prossimazione della media delle aree sottese dalle curve precisione-richiamo di un
insieme di richieste. Il MAP essendo quindi la media aritmetica della precisione
media di ogni Information Need, per sua natura, li tratta tutti allo stesso modo,
non tenendo in considerazione la quantita` di documenti rilevanti per ognuno di
essi. Quindi tale misura e` generalmente considerata di buona qualita` solo quando
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0.711+ 0.413
2 = 0.562
Gianluca	Moro	-	DISI,	University	of	Bologna	
		n	 doc	#	 relevant	
1	 420	
2	 411	 x	
3	 956	
4	 821	 x	
5	 467	
6	 321	 x	
7	 223	 x	
8	 551	
9	 971	
10	 268	
