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Abstract—Nowadays, distribution grids are undergoing mas-
sive penetration of renewable energy sources (RESs), especially
rooftop photovoltaic solar panels (PVs) and small wind turbines
(WTs), which lead to a greater ratio of fluctuating generation. As
a result, the inherited problems of distribution grids, such as poor
voltage profile and high power losses, become even worse due to
bidirectional flows. To operate a grid in the optimal mode, we
propose a communication- and model-free algorithm that exploits
the inverters’ capabilities to control the reactive power output.
While inverters are already installed in the system for connecting
PVs, the inclusion of our algorithm in the inverters’ software
allows minimizing active power losses in the grid. We provide
a mathematical proof that the proposed algorithm has better
performance than approaches from the previous works. Finally,
we demonstrate the performance of the algorithm on a 141-bus
radial system with the random placing of the generating units
and provide the analysis of the gradual increase of distributed
generation and its influence on the choice of the optimization
algorithm.
Index Terms—Distributed algorithms/control, electric power
networks, minimization of power losses, networks of autonomous
agents, optimal control
I. INTRODUCTION
POWER losses are the paramount problem of distributiongrids: electricity losses from the power plant to the
consumer are around 6% in Denmark and 19% in India [1].
The main reasons for that are radial topology and long distance
between generation and consumption over low voltage lines.
Further, high power losses lead to poor voltage profile at
the end of the feeder. The installation of RESs at the end
of the feeder transforms the undervoltage problem into the
overvoltage problem if no control scheme is implemented [2].
While low-cost monitoring devices are installed in distribu-
tion grids, some regions remain unobserved, and relevant infor-
mation is missing. Moreover, it is common that telemetry data
arriving at the control center do not fully match the topology
of the grid. At the same time, in expanding distribution grids, it
seems impossible to get actual information about the topology
and keep it updated [3]. Thus, the grid operator has insufficient
input information for minimizing active power losses. It is
not clear for now, which type of power system optimization
techniques will find greater applicability in the future: based on
communication infrastructure between the agents or exploiting
only local information with the use of additional measuring
devices. As a result, in poorly monitored distribution grids
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without dedicated communication channels, one promising
approach to minimize the power losses is the implementation
of decentralized algorithms, where the majority of decisions
are taken based on available local information.
Modern distribution grids are characterized by rapidly in-
creasing penetration of RESs, especially PVs, which are
connected to the grid via inverters. Power generation settings
of the PVs and inverters are available resources for minimizing
active power losses in the grid. The maximum level of active
generation depends on solar radiation; thus, it cannot be
controlled. While it is possible to decrease the output of
active power at some time, it is not a desirable action. With
power losses being a fraction of generated power by PVs,
the amount of curtailed active power generation is always
higher than the power loss decrease. As for reactive power,
the generation is controlled by the inverter and limited by the
maximum apparent power of the inverter and current active
power generation of the PV panel [4]. In the current work, we
control reactive generation settings of the inverters for active
power loss minimization. As revealed in [5], the lowest power
losses are possible with the implementation of a smart inverter,
i.e., when the power factor is variable.
A. Literature Review
The application of a genetic algorithm for local reactive
power control is considered in [6]. However, there are no
guarantees on the feasibility of the obtained results. In [7],
the fuzzy logic has been implemented for coordinated con-
trol of grid-connected photovoltaic systems. However, fuzzy
logic is highly dependent on the coordination of units and
presents no general analytical solution. Ref [8] exploits the
sensitivities of voltage to reactive and active power injections
and assumes the presence of a fast communication network,
as the computed sensitivities should be transferred among
all distributed generation units. A decentralized impedance-
based adaptive droop method is presented in [9]. As the
droop coefficients depend on the microgrid impedance, the
information on the electrical parameter of the connection
lines is needed. The approach in [10] simply linearizes the
control area of the inverter; however, for defining the inverter
setting, the line parameters are still needed. In [11], it has
been found that use of standard Q(V ) characteristic for
voltage regulation results in higher power losses compared
to the scenario without reactive power control. As a result,
it becomes evident that the optimization problem should be
rigorously set as power loss minimization formulation from
the beginning. Another approach to minimize power losses
in the system with distributed generation is to reconfigure
the topology, which has been done in [12]. Reconfiguration
of the network, indeed, requires the centralized processing of
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2voltage information from all buses. Adaptive reactive power
control for distribution grids with PV generators has been
presented in [13]. The work presents the linearized power flow
model. However, the proposed approach is not fully decen-
tralized, but rather decreases the communication requirement.
The reduction of power losses by a decentralized chance-
constrained control policy for inverters has been proposed in
[14]. While the presented results indicate the effectiveness of
the approach, the communication between neighbor nodes is
required. The model-free decentralized algorithm for minimiz-
ing power losses has been proposed in [15]. The performance
of the introduced two-level algorithm appears to be highly
dependent on the communication network: the version without
communication does not reach the minimum loss condition,
has slower convergence and fluctuating performance. In [16],
the distributed reactive power control algorithm for loss min-
imization is designed. In addition to information exchange
between the neighbor nodes, the algorithm needs information
about the voltage angles, which are not commonly measured
in distribution grids. In [17], the local strategy algorithm uses a
parameter which is computed as the reactance to the resistance
ratio of distribution lines. Similarly, the control of distributed
PV generators in [18] exploits information of the network
nodal admittance matrix. In [4], two approaches to setting
reactive power generation of inverters in the case of no prior
information about the network and no communication among
buses have been described. The first approach simply sets all
reactive generation to zero, which further is referred to as
“no-action” strategy. The second approach sets the reactive
generation to the nodal load value, or the maximum generation
limit if the first option is not possible. In [4], it is stated that
this approach always provides better results than “no-action”
strategy, while no analytical proof or optimality analysis of
the obtained solution has been provided. We will refer to the
second approach as the heuristic approach in the rest of the
paper. As these two methods are the only suitable approaches
for the described model- and communication-free optimization
problem, they are used as a benchmark for our designed
algorithm.
B. Main Contributions
The contributions of this work are the following:
• We mathematically prove that the heuristic approach [4]
always provides lower active power losses than “no-
action” strategy for any system; this generalizes the
results of [4] and makes them applicable for any system.
• We analytically prove that if inverters have such reactive
capacity, they should be set to a value higher than the
load connected to the same bus.
• We propose the model- and communication-free algo-
rithm, which we prove that it provides lower active power
losses than the heuristic approach [4].
• All analytical derivations are validated on the 141-bus
radial system. Moreover, we model the topology changes
of the radial grid, which may occur due to the fault of
a line or scheduled maintenance. In all simulations, our
designed algorithm provides lower power losses than the
heuristic approach.
C. Outline
The remainder of this paper is organized as follows. First,
the problem formulation is given in Section II. In Section III,
we mathematically assess the performance of the approaches
proposed in [4]. Section IV contains the proof of the solution
suboptimality of the heuristic approach [4] and the formulation
of the optimum solution, which is further implemented in our
algorithm. Section V presents the proposed communication-
free algorithm. The numerical results of all conducted sim-
ulations are provided in Section VI. Finally, Section VII
concludes the paper and proposes future directions.
II. PROBLEM FORMULATION
In this section, we introduce terms, assumptions, and vari-
ables, which are used throughout the paper. Moreover, from
the power system fundamentals, we derive the equations for
active power losses in a generic 3-bus system. Next, we apply
the presented assumptions to derived equations.
To present our algorithm and demonstrate its performance,
we use a representative 3-bus network, as shown in Fig. 1. This
3-bus system is simple but sufficient to describe the concept
of the suggested solution. In Fig. 1, bus 0 is a slack bus: it
is assumed to be connected to the external grid or is, at least,
able to inject (or withdraw) sufficiently large amounts of active
and reactive power. The grid buses are linked through two
distribution lines. By common terminology, node m is called
a leaf node. Node m− 1 is further called a branch node, as it
is placed between the slack and leaf nodes. While the power
flows can be in any direction due to the generation by the
PV panels, for convenience, the direction from the slack node
towards the leaf nodes is called downstream. Consequently,
the direction from the leaf nodes towards the slack node is
called upstream. The branch m − 1 is called a downstream
branch for node m − 1. As it can be seen in Fig. 1, a leaf
node does not have downstream branches. At this point, we
also define two additional terms we use throughout this paper,
which are related to the reactive power. First, a node is called
“sender” if it has a surplus of reactive power available, i.e.,
the PV inverter can produce more reactive power than what
is required by the load connected to the same bus. “Sender”
nodes can “send” their surplus reactive power to neighboring
nodes. The variables of the sender nodes are denoted with
the subscript “s”. Secondly, a node is called “recipient” if its
maximum reactive generation limit is not sufficient to cover its
reactive load. As a result, it shall receive the missing reactive
power from other nodes. The variables of the recipient nodes
are denoted with the subscript “r”.
V0
S0 I0
Vm−1
Sm−1 Im−1
Vm
Sm Im
Ibrm−2
Rm−2
Ibrm−1
Rm−1
Fig. 1: Power system with three PV panels.
The following assumptions are implied in the analytical
derivations, presented in Sections II-V.
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• Each bus has a PV panel, an inverter, and a load con-
nected to it. The matter of fact is that, in the small 3-
bus system, for the generality of the obtained derivations,
at least one sender and one recipient nodes should be
present. This assumption is relaxed in Section VI, where
the algorithm is tested on the 141-bus radial system. In
the 141-bus system, 66 buses have neither load nor PV
panels.
• No shunt elements are modeled for the lines, but the ap-
proach can accommodate any number of shunt capacitors
connected to the buses. This assumption is in line with
distribution networks as for power lines shorter than 25
km, the effect of shunt capacitance is negligible, and the
lines can be modeled as a series impedance [19].
• The maximum active power output by the PV panel is
assumed to be injected, which means that we do not
decrease active power output for optimization purposes.
The total active power losses in the radial distribution system
can be calculated as follows:
P losstot =
Nbr∑
k=1
Rbrk |Ibrk |2 (1)
where Rbrk is the resistance of branch k, I
br
k is the current
over branch k, and Nbr is the number of branches in the
system. The power losses in a branch are dependent on the
nodal injection of the downstream node. For example, losses
in line m − 1 are dependent on the nodal injection of bus
m. Therefore, the power losses in the lines can be associated
with the downstream nodes, simplifying and unifying notations
for radial systems. Due to space limitations in this paper, the
detailed model is given in Section II of [20].
A. Active power losses for a leaf node
The power loss function (1) for branch m− 1 is expressed
with respect to the power injection at node m and is, thus,
referred to as:
P lossm = R
br
m−1|Ibrm−1|2 = Rbrm−1|Im|2
= Rbrm−1
∣∣∣∣(SmVm
)∗∣∣∣∣2 = Rbrm−1 |Sm|2|Vm|2
= Rbrm−1
(
PLm − PGm
)2
+
(
QLm −QGm
)2
|Vm|2
(2)
B. Active power losses for a branch node
Similarly, the power loss function (1) for the branch m− 2
is expressed with respect to the power injection at node m−1
and is, thus, referred to as:
P lossm−1 = R
br
m−2|Ibrm−2|2 = Rbrm−2|Ibrm−1 + Im−1|2
= Rbrm−2|Im + Im−1|2
= Rbrm−2
∣∣∣∣(SmVm
)∗
+
(
Sm−1
Vm−1
)∗∣∣∣∣2
= Rbrm−2
∣∣∣∣∣
(
PLm − PGm + j(QLm −QGm)
|Vm|ejφm
)∗
+
(
PLm−1 − PGm−1 + j(QLm−1 −QGm−1)
|Vm−1|ejφm−1
)∗∣∣∣∣∣
2
= Rbrm−2
∣∣∣∣PLm − PGm + j(QGm −QLm)|Vm|e−jφm
+
PLm−1 − PGm−1 + j(QGm−1 −QLm−1)
|Vm−1|e−jφm−1
∣∣∣∣2
(3)
C. Active power losses over both of the lines
The total active power losses of the 3-bus system displayed
in Fig.1 can be found as:
P losstot = P
loss
m + P
loss
m−1 (4)
For simplification of notations, assumptions (5), (6), (8) are
made. In fact, these assumptions do not affect the validity of
the derived conclusions for the general case, as Rbr, tan(φL),
Γ are not involved in the final optimization problem. The
homogeneity of lines’ resistances can be assumed:
Rbrm−1 = R
br
m−2 = R
br (5)
Moreover, premise on the identical power factor over the
residential loads can be made. While cos(φL) = P
L
SL
, for our
purposes tan(φL) = Q
L
PL
is more useful:
tan(φLm) = tan(φ
L
m−1) = tan(φ
L) (6)
In real power systems, the rated apparent power of the inverters
SI is usually scaled 10% higher than the maximum active
output of the PV panels P
G
[4]. This fact provides the window
for inverters to optimize power losses by changing their own
reactive power output QG, defined by:
|QG| ≤
√
(SI)2 − (PG)2 = QG (7)
where Q
G
is the maximum reactive output of an inverter. It can
be further assumed that the ratio between the maximum active
power output of the PV panel and maximum reactive power
output of the inverter is the same among all PV installations
and can be denoted as Γ = Q
G
P
G :
Γm = Γm−1 = Γ (8)
In (7), P
G
reflects the assumption of maximum active power
output by the PV panels, and SI is rated (constant) apparent
capacity, then Γ corresponds to the minimum possible reactive
power that can be injected by the PV panel.
In distribution grids, the voltage angles usually are not
measured. In the current work, we model the realistic case
when no information about the voltage angles is available.
The voltage angle of the slack node is usually set to φ0 = 0.
4Assuming negligible difference of voltage angles between
neighbor nodes, the following can be stated:
φm = φm−1 = φ0 (9)
By substituting (2), (3) into (4) and applying (5)-(9), the
following formula of the total losses is obtained:
P losstot = R
br

2
(
QLm
tan(φL)
− Q
G
m
Γ
)2
|Vm|2 +
2
(
QGm −QLm
)2
|Vm|2
+
2
(
QLm
tan(φL)
− Q
G
m
Γ
)(
QLm−1
tan(φL)
− Q
G
m−1
Γ
)
|Vm||Vm−1|
+
(
QLm−1
tan(φL)
− Q
G
m−1
Γ
)2
|Vm−1|2 +
(
QGm−1 −QLm−1
)2
|Vm−1|2
+
2
(
QGm −QLm
) (
QGm−1 −QLm−1
)
|Vm||Vm−1|
]
(10)
In (10), the only variable terms are Vm, Vm−1, QGm, and Q
G
m−1.
For compactness of the formulations, the following notations
for the constants are given:
cm =
QLm
tan(φL)
− Q
G
m
Γ
(11)
cm−1 =
QLm−1
tan(φL)
− Q
G
m−1
Γ
(12)
Substituting the constants of (11) and (12) in (10), the total
losses for the 3-bus system are as the following:
P losstot = R
br
[
2
(
QGm −QLm
)2
|Vm|2 +
2cmcm−1
|Vm||Vm−1|
2c2m
|Vm|2 +
c2m−1
|Vm−1|2 +
(
QGm−1 −QLm−1
)2
|Vm−1|2
+
2
(
QGm −QLm
) (
QGm−1 −QLm−1
)
|Vm||Vm−1|
] (13)
III. ASSESSMENT OF THE “NO-ACTION” AND HEURISTIC
APPROACHES
Next, the approaches discussed in [4] are assessed by
applying them into the derived formula (13) for the 3-bus
system from Section II. In order to minimize the active power
losses in a decentralized manner with control of reactive
power output only, the authors proposed the following heuristic
scheme [4]:
QG =
{
QL, if Q
G ≥ QL
Q
G
, if Q
G
< QL
(14)
While no analytical proof was provided, it was claimed that the
approach leads to lower total active power losses compared to
the case when no control is provided and QG = 0. It might be
intuitive for some system operators, but here, for the first time,
we mathematically prove the statement and make the results
generalizable and applicable to any system. The assessment
starts with considering the case when QG = 0. Then (13) has
the following form:
P losstot,QG0
= Rbr
[
2
(
c2m + (Q
L
m)
2
)
|V QG0m |2
+
2
(
cmcm−1 +QLmQ
L
m−1
)
|V QG0m ||V Q
G
0
m−1|
+
c2m−1 + (Q
L
m−1)
2
|V QG0m−1|2
] (15)
where |V QG0m | denotes the voltage magnitude in node m when
setting the reactive generation of the inverter to 0.
For the performance assessment of (14) for the 3-bus
system, all possible combinations of buses m and m−1 being
sender and recipient nodes should be considered. The number
of all combinations is four, and we analyze all cases below.
A. Both m and m− 1 are sender nodes
First, we consider the case, when both m and m − 1 are
sender nodes, which implies that QGm = Q
L
m, Q
G
m−1 = Q
L
m−1.
By substituting QGm and Q
G
m−1 into (13), the following is
obtained:
P losstot,QL = R
br
[
2c2m
|V QLm |2
+
2cmcm−1
|V QLm ||V QLm−1|
+
c2m−1
|V QLm−1|2
]
(16)
where |V QLm | denotes the voltage magnitude in node m when
setting the reactive generation of the inverter equal to the
connected load.
For the rest of the paper, Rbr can be neglected, as it
is present in both equations (15)-(16). In order to evaluate
equations (15)-(16), information on the voltage magnitudes is
needed. While there is no simple rule for a rough estimation of
the voltage magnitude given the reactive power generation and
|V | values depend on the parameters of the specific system,
some estimation still can be done. The analytical derivation
to determine the influence of the reactive power generation
on the voltage magnitude starts with the nodal reactive power
balance:
QGi = Q
L
i + |Vi|
Nbus∑
j=1
|Vj ||Yij |sin(φi − φj − φij) (17)
where i, j = 1, ..., Nbus; |Yij | and φij are absolute value and
argument of element in the row i and column j of the complex
bus admittance matrix Y , respectively. In (17), QLi , |Yij |,
φij are considered constant, and the voltage angle difference
between the neighbor buses is very small for distribution grids,
φi − φj ≈ 0. Writing down (17) for the nodes m and m− 1
with accounted notations for the constants, results in (18a) and
(18b), respectively:
QGm = c1 + c2|Vm−1||Vm|+ c3|Vm|2 (18a)
QGm−1 = c4 + c5|Vm−1|+ c6|Vm−1|2 + c7|Vm−1||Vm|
(18b)
where c1 = QLm;
c2 = |Ym,m−1| sin(φm − φm−1 − φm,m−1);
c3 = |Ym,m| sin(−φm,m);
c4 = Q
L
m−1;
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c5 = |V0||Ym−1,0| sin(φm−1 − φ0 − φm−1,0);
c6 = |Ym−1,m−1| sin(−φm−1,m−1);
c7 = |Ym,m−1| sin(φm−1 − φm − φm−1,m).
Obtained equations (18a) and (18b) contain both |Vm| and
|Vm−1|. As the first step to decouple the variables of nodes
m and m− 1, |Vm−1| is expressed from (18a) and substituted
into (18b), resulting in:
c8 = c4 + c6
(
QGm − c1 − c3|Vm|2
c2|Vm|
)2
+ c7
QGm − c1 − c3|Vm|2
c2
+ c5
QGm − c1 − c3|Vm|2
c2|Vm|
(19)
Similarly, |Vm| is expressed from (18b) and substituted into
(18a), resulting in:
c9 = c3
(
QGm−1 − c4 − c5|Vm−1| − c6|Vm−1|2
c7|Vm−1|
)2
+ c1 + c2
QGm−1 − c4 − c5|Vm−1| − c6|Vm−1|2
c7
(20)
As it can be seen from both (19) and (20), increase of QGm
and QGm−1 results in increase of |Vm| and |Vm−1|, respectively.
As a result, higher QGi leads to higher |Vi|. Thus, (21) holds
for any inductive load. The assumption of the inductive load
is valid here, as we consider distribution networks with resi-
dential loads. Besides that, high power losses usually appear
during high load demand, and in those cases, the network has
almost always an inductive character.
|V QG0 | < |V QL | (21)
Comparing (15), (16), and considering (21), it can be con-
cluded that:
P losstot,QG0
> P losstot,QL (22)
To compactly prove the validity of (22), the comparison of
only the first components of (15), (16) are provided, but the
obtained conclusion holds for all other components as well,
and, therefore, for the full equations (15), (16). The validity
of (23) can be easily seen from (21):
2
|V QG0 |2 >
2
|V QL |2 (23)
Also, it is obvious that (24) holds for any QLm 6= 0:
c2m + (Q
L
m)
2 > c2m (24)
As all terms in (23) and (24) are positive, multiplying (23) and
(24), (25) is obtained. It contains the first elements of (15) and
(16) on its left and right sides, respectively:
2
(
c2m + (Q
L
m)
2
)
|V QG0m |2
>
2c2m
|V QLm |2
(25)
B. Other cases
From a similar assessment of the three other cases, it follows
that the approach described in [4] always provides a better so-
lution than the “no-control” strategy. Due to space limitations
in this paper, the conducted theoretical proofs can be found in
Section III of [20]. However, to assess if the solution provided
by [4] is the optimum, additional investigation is needed, as
we show in the following section.
IV. PROOF OF THE SOLUTION SUBOPTIMALITY
In this section, we prove that the solution provided by the
heuristic approach [4] is suboptimal. The proof is made for the
same 3-bus system; however, similar proofs can be provided
for any radial network. We gradually introduce two reasonable
assumptions regarding voltage magnitudes to obtain a convex
decomposable problem.
In (13), the total loss P losstot is a function of voltage magni-
tudes |V | and reactive power generations QG. However, |V |
depends on QG, and in reality it is not possible to control |V |
separately from QG. As a result, |V | should not be operated
as a variable, independent from QG. In addition, we aim the
convex problem, as it preserves the optimality guarantees for
a problem decomposed to a node level. To obtain the convex
problem, we make an assumption that voltage magnitudes |Vm|
and |Vm−1| are constant. Furthermore, in (13), multiplication
by Rbr can be omitted, as all the terms are multiplied by
Rbr, so it does not change the optimal QGm and Q
G
m−1. As a
result, the optimization problem for minimizing P losstot has the
following form:
min
QGm, Q
G
m−1
2
|Vm|2
(
QGm −QLm
)2
+
1
|Vm−1|2
(
QGm−1 −QLm−1
)2
(26a)
+
1
|Vm||Vm−1|
(
QGm −QLm
) (
QGm−1 −QLm−1
)
s.t. QG
m
≤ QGm ≤ Q
G
m (26b)
QG
m−1 ≤ QGm−1 ≤ Q
G
m−1 (26c)
Problem (26a)-(26c) is convex, since the inequality constraints
are polyhedral, and the objective function is convex. The
latter can be proven by computing the Hessian matrix of the
objective function (26a), which is denoted as f :
H =
 ∂2f(∂QGm)2 ∂2f∂QGm∂QGm−1
∂2f
∂QGm−1∂QGm
∂2f
(∂QGm−1)
2

=
[
4
|Vm|2
2
|Vm||Vm−1|
2
|Vm||Vm−1|
2
|Vm−1|2
] (27)
The eigenvalues of (27) are given as:
Ω1 =
|Vm|2 + 2|Vm−1|2 +
√|Vm|4 + 4|Vm−1|4
|Vm|2|Vm−1|2 (28a)
Ω2 =
|Vm|2 + 2|Vm−1|2 −
√|Vm|4 + 4|Vm−1|4
|Vm|2|Vm−1|2 (28b)
Obviously, Ω1 is positive, as it consists of squares and square
roots. As for Ω2, the expression under the square root |Vm|4 +
4|Vm−1|4 is incomplete square of the sum (|Vm|+2|Vm−1|)2,
as a result the numerator of Ω2 is also positive. As the Hessian
matrix (27) is symmetric, and all its eigenvalues (28a)-(28b)
are positive, then matrix (27) is positive definite.
While the problem (26a)-(26c) is convex, it is still not
decomposable per nodes, as the last term in (26a) contains
multiplication of variables from nodes m and m−1. To achieve
our goal in designing the algorithm, free of any information
exchange between the nodes, one more assumption on voltage
6magnitude is made. As nodes m and m − 1 are neighbors,
the difference in the products of the voltage magnitudes
is neglected, so |Vm||Vm−1| ≈ |Vm|2 ≈ |Vm−1|2. Then
(26a)-(26c) becomes equivalent to the convex decomposable
problem (29a)-(29c):
min
QGm, Q
G
m−1
(
Qflowm,m−1
)2
+
(
Qflowm,m−1 +Q
G
m−1 −QLm−1
)2
(29a)
s.t. QG
m
≤ QGm ≤ Q
G
m (29b)
QG
m−1 ≤ QGm−1 ≤ Q
G
m−1 (29c)
where Qflowm,m−1 = Q
G
m −QLm is the reactive power flow from
node m measured by node m − 1. As the objective function
is convex and the inequality constraints are polyhedral, the
problem (29a)-(29c) is convex. Karush-Kuhn-Tucker (KKT)
conditions can then be used to determine the global optimum
of the problem. The Lagrangian function of the problem (29a)-
(29c) is given as:
L(QGm, Q
G
m−1) =
(
QGm −QLm
)2
+
(
QGm −QLm +QGm−1 −QLm−1
)2
+ λUm
(
QGm −Q
G
m
)
+ λLm
(
QG
m
−QGm
)
+ λUm−1
(
QGm−1 −Q
G
m−1
)
+ λLm−1
(
QG
m−1 −QGm−1
)
(30)
The KKT conditions for (29a)-(29c) are as the following:
∂L
(
QGm, Q
G
m−1
)
∂QGm
= 0 (31a)
∂L
(
QGm, Q
G
m−1
)
∂QGm−1
= 0 (31b)
0 ≥ QGm −Q
G
m⊥λUm ≥ 0 (31c)
0 ≥ QG
m
−QGm⊥λLm ≥ 0 (31d)
0 ≥ QGm−1 −Q
G
m−1⊥λUm−1 ≥ 0 (31e)
0 ≥ QG
m−1 −QGm−1⊥λLm−1 ≥ 0 (31f)
The partial derivatives of the equations (31a) and (31b) are
computed as the following:
2
(
QGm −QLm
)
+ λUm − λLm
+ 2
(
QGm −QLm +QGm−1 −QLm−1
)
= 0
(32)
2
(
QGm −QLm +QGm−1 −QLm−1
)
+ λUm−1 − λLm−1 = 0
(33)
Subtracting (33) from (32), the following is obtained:
2
(
QGm −QLm
)
+ λUm − λLm − λUm−1 + λLm−1 = 0 (34)
We use expression (34) in the rest of this section while
considering various cases of the inverter capacity. Next, we
should also consider four possible cases for the 3-bus system.
We provide a derivation of the optimal solution for the case
when buses m and m − 1 are sender and recipient buses,
respectively. For the other three cases, we provide the final
equations.
A. Only bus m− 1 is a recipient node
When bus m − 1 cannot cover its own reactive demand,
it is set to its upper limit, according to [4]. Then equations
(31c)-(31f) are as follows:
0 > QGm −Q
G
m (35a)
0 > QG
m
−QGm (35b)
QGm−1 = Q
G
m−1 (35c)
0 > QG
m−1 −QGm−1 (35d)
To satisfy complementarity constraints, dual variables in (31c)-
(31f) are as follows:
λUm = 0 (36a)
λLm = 0 (36b)
λUm−1 > 0 (36c)
λLm−1 = 0 (36d)
Substituting (36a), (36b), (36d) in (34) and expressing w.r.t.
QGm results in:
QGm = Q
L
m +
λUm−1
2
(37)
where λUm−1 > 0. We conclude that if a branch node m − 1
does not have sufficient reactive power generation to cover its
own load QLm−1, then contrary to [4], a leaf node m should
produce more reactive power than its own load QLm.
B. Other cases
If both m and m − 1 are sender nodes, then the optimal
solution is setting generation equal to the load [4]: QGm = Q
L
m
and QGm−1 = Q
L
m−1.
If both m and m−1 are recipient nodes, then the generation
should be set as in [4]: QGm = Q
G
m and Q
G
m−1 = Q
G
m−1.
Finally, if m−1 is a sender node and m is a recipient node,
then by conducting derivations similar to (35a)-(36d), we find
that the optimal generation is:
QGm−1 = Q
L
m−1 + (Q
L
m −QGm) (38)
where QLm −QGm > 0.
From the investigated four cases, we conclude that when
some inverters cannot cover the reactive load connected to
their bus, then the optimal strategy for the remaining inverters
is to produce more reactive power than the reactive load
connected to their buses. In this section, we proved that setting
the reactive power generation to the reactive load at most,
as suggested in the heuristic approach [4], is not the optimal
solution for minimizing the power losses. In the following, we
propose a solution to improve the definition of reactive power
generation settings.
V. COMMUNICATION-FREE ALGORITHM FOR RADIAL
NETWORKS
In Section IV, (37) and (38) define the optimal settings
of the reactive generation. However, to obtain the optimal
settings, the information from other nodes is needed. In (37),
the value of the dual variable λUm−1 of the neighbor node m−1
should be known for node m. Similarly in (38), the values of
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the load QLm and generation Q
G
m of the node m should be
reported to the node m− 1. The information exchange of the
dual variables or average reactive generation across all PV
nodes is usual in the decomposition methods, such as ADMM
[21]. However, the exchange of information would demand
the creation of dedicated information transmission channels
between inverters.
A. Communication-free Loss Minimization Algorithm
Instead of establishing communication channels, we pro-
pose the following algorithm, which does not require any
communication and works for any radial power system. As
a prerequisite for our algorithm there is a need for reactive
power flow measuring devices at every node with an inverter.
The permissibility of this prerequisite is discussed in the
conclusion.
Algorithm: Communication-free loss minimization
Step 1: Similarly to [4], the sender inverters s set QGs = QLs ,
and the recipient inverters r set QGr = Q
G
r .
Step 2: The sender nodes s detect the passing flows Qflow0,s and
increase own generation by that value before reaching upper
limit Q
G
s .
Step 3: If the sender nodes s detect that the flows Qflow0,s from
the slack node 0 have reversed their direction after Step 2, they
decrease own generation by that value.
In the following, the application of the algorithm to the 3-bus
system in Fig. 1 and explanatory comments are provided.
Step 1: in Fig. 1, assuming that bus m− 1 is a sender bus,
and bus m is a recipient one, the setpoints of the generators
are QGm−1,step 1 = Q
L
m−1 and Q
G
m = Q
G
m.
Step 2: as it follows from Step 1, only the recipient nodes
r experience the reactive power deficiency QLr −Q
G
r , which is
covered by the slack node 0. In Fig. 1, bus m− 1 detects that
Qbrm−2 = Q
br
m−1, where flow Q
br
m−2 is incoming, and flow
Qbrm−1 is outgoing. As a result, new value of generation is
QGm−1,step 2 = Q
G
m−1,step 1+Q
br
m−2 or Q
G
m−1,step 2 = Q
G
m−1
if inverter runs out of capacity. The flow Qflow0,s = Q
br
m−2 was
called a passing flow from the slack node 0, as it does not cover
the demand of the sender node m−1, but just “passes” further
to the recipient node. As the designed algorithm targets radial
networks, the incoming flow can always come only by one line
to the sender nodes. The assumption of the radial networks is
valid, as distribution grids operate in radial topology.
Step 3: while this situation would not happen in the 3-bus
system, it is possible when several sender nodes are placed on
the path from the slack node to a recipient node. In that case,
Step 2 might lead to over generation by the sender nodes, that
excess of the reactive power starts to flow to the slack node.
Step 3 resolves this problem.
B. Analytical Proof of the Algorithm Performance
Here, we prove that when applying the proposed algorithm
to the 3-bus system, the power losses are lower than with the
heuristic approach [4]. The general form of total power losses
for 3-bus system in Fig. 1 is given by (13). Then, (13) after
applying the heuristic approach [4] looks as follows:
P losstot,heur = R
br
2
(
Q
G
m −QLm
)2
|Vm|2 +
2cmcm−1
|Vm||Vm−1|
+
2c2m
|Vm|2 +
c2m−1
|Vm−1|2
] (39)
Applying the first step of our communication-free algorithm
to (13) results in the following:
P losstot,alg = R
br
2
(
Q
G
m −QLm
)2
|Vm|2 +
2cmcm−1
|Vm||Vm−1|
+
2c2m
|Vm|2 +
c2m−1
|Vm−1|2 +
(
QGm−1 −QLm−1
)2
|Vm−1|2
+
2
(
Q
G
m −QLm
) (
QGm−1 −QLm−1
)
|Vm||Vm−1|

(40)
According to the communication-free algorithm, the genera-
tion of branch node m − 1 depends on the condition if it
reaches its own upper reactive limit before compensating for
the deficiency of the leaf node m or not:
QGm−1 = min(Q
G
m−1;Q
L
m −Q
G
m +Q
L
m−1) (41)
The expression of P losstot,alg differs from P
loss
tot,heur by the
presence of the last two terms. Therefore, the comparison of:
P losstot,heur ∪ P losstot,alg (42)
is equivalent to the comparison of:
0 ∪
(
QGm−1 −QLm−1
)2
|Vm−1|2 +
2
(
Q
G
m −QLm
) (
QGm−1 −QLm−1
)
|Vm||Vm−1|
(43)
as Rbr is a constant positive term. In (43), the first component
on the right side is positive, while the second component is
negative due to Q
G
m − QLm < 0 and QGm−1 − QLm−1 > 0. As
a result, the sign of the right side depends on which of the
components has greater absolute value. In Section IV, for the
decomposition purposes the difference in the products of the
voltage magnitudes between the neighbor nodes m and m−1
was neglected. Similar assumption is applied here as well, so
|Vm−1|2 ≈ |Vm||Vm−1|. Thus, (43) looks as:
0 ∪ (QGm−1 −QLm−1)2
+ 2
(
Q
G
m −QLm
) (
QGm−1 −QLm−1
)⇔ (44a)
0 ∪ (QGm−1 −QLm−1)(
QGm−1 −QLm−1 + 2Q
G
m − 2QLm
)
⇔ (44b)
0 ∪
(
QGm−1 −QLm−1 + 2Q
G
m − 2QLm
)
(44c)
8As QGm−1 in (41) is a minimum of two expressions, both cases
are considered further. In the case of Q
G
m−1 < Q
L
m − Q
G
m +
QLm−1, (41) can be written as the following:
Q
G
m−1 = Q
L
m −Q
G
m +Q
L
m−1 −  (45a)
QGm−1 = Q
G
m−1 (45b)
where  > 0. Substituting (45) in (44c) results in:
0 ∪QGm −QLm −  (46)
Due to Q
G
m−QLm < 0 and  > 0, then obviously the following
is valid:
0 > Q
G
m −QLm −  (47)
As a result, it can be concluded that:
P losstot,heur > P
loss
tot,alg (48)
In the case of Q
G
m−1 > Q
L
m − Q
G
m + Q
L
m−1, substituting
QGm−1 = Q
L
m − Q
G
m + Q
L
m−1 in (44c) and simplifying the
right side expression provides the following inequality:
0 > Q
G
m −QLm (49)
The second case (49) also results in (48). Thus, it is an-
alytically proven on the example of the 3-bus system that
the proposed communication-free algorithm provides lower
power losses than the heuristic algorithm [4]. The qualitative
explanation is that in the heuristic approach, all the reactive
power deficiency of the recipient nodes should be covered by
the slack node. On the contrary, in the communication-free al-
gorithm, that deficiency is covered by the sender nodes, which
are electrically closer to the recipient nodes than the slack
node. As a result, the “path” from generation to consumption
shortens, which leads to lower power losses.
VI. NUMERICAL RESULTS
While the concept is explained in the case of the 3-bus radial
network in Fig. 1, in order to validate the scalability of the
proposed algorithm, we apply it to a 141-bus radial network.
A. Comparison of the proposed algorithm with previous works
The proposed communication-free algorithm is compared
with the “no-action” strategy and with the heuristic approach
[4]. The systems used in the simulations are described in Table
I. The centralized system is an original 141-bus system with
no distributed generation, where all demand is covered by the
slack node. In the original 141-bus system, the number of
nodes without any load and generation is 57. We preserve
this property in our simulations, so the random allocation of
the generators is conducted only in 84 nodes. Five distributed
systems containing 3, 25, 42, 65, 80 sender nodes and 81,
59, 42, 19, 4 recipient nodes, respectively, are tested. By
design, the number of the sender and recipient nodes sum
up to 84 in each system. For each distributed system, the
sender nodes are randomly placed 1000 times for testing the
proposed algorithm. For a statistical description of the results,
we provide the mean and standard deviation. As there is only
one power loss value for the centralized system, its value is
given as a mean. For all implemented algorithms, the voltage
limits are satisfied.
There are several observations from Table I. First, compar-
ing centralized and distributed-1 systems, we conclude that
even three distributed generators can decrease active power
losses by more than 65%, comparing to the case without
any distributed generation. Second, from the comparison of
all distributed systems, it follows that a greater number of
distributed generation leads to smaller values of the mean and
standard deviation of active power losses for all approaches.
It means that a greater number of distributed generators lead
to lower active power losses, as the path between generation
and consumption becomes shorter. Third, comparing different
algorithms within each distributed system type, we see that the
heuristic approach [4] always provides a lower mean of power
losses than the “no-action” strategy, and the communication-
free algorithm always obtains lower mean of power losses than
the heuristic approach. Also, we provide centralized AC OPF
results for reference.
The power loss decrease in percent by the heuristic approach
and the proposed algorithm compared to the “no-action”
strategy is displayed on box plots in Fig. 2. We can see in
Fig. 2 that the distribution of the proposed algorithm for 3
sender nodes has more outliers and significantly different from
the cases of 25, 42, 65, 80 sender nodes. We explain it by
the fact that in 1000 simulations, sender nodes are randomly
allocated between two extreme options: each sender node is
located in a leaf bus or is placed at the beginning of the feeder.
In the first case, the proposed algorithm produces the same
results as the heuristic approach [4], while in the second case,
the losses produced by the communication-free algorithm are
much lower. In the considered 141-bus system, there are 7 leaf
buses. As a result, the system with 3 sender nodes has a much
higher chances of placing all its sender nodes in the leaf nodes
than other considered systems.
B. Analysis of gradual increase of distributed generation
To analyze the influence of the gradual increase of dis-
tributed generation on power losses and efficiency of the
approaches, Fig. 2 is used again. During analysis, we operate
with exact values which may not always be visible in the
figure.
The following observations can be stated. First, the perfor-
mance of the communication-free algorithm is always better
than the heuristic approach. Second, a greater number of the
sender nodes leads to a higher median of the loss decrease both
by the heuristic approach, and the Algorithm. For example,
the application of the Algorithm to the system with 3 sender
nodes decreases losses on average by 4.13%. While for the
system with 80 sender nodes, the Algorithm decreases losses
by 54.04% on average.
Concluding the results of the implemented approaches, we
state the following. If the system has predominantly recipi-
ent nodes, which cannot cover their own demand, then the
percentile loss decrease by the proposed algorithm is several
times higher than for the heuristic approach. In the heuristic
algorithm, the power deficiency is covered by the slack node,
while in the proposed algorithm, the inverters partly or fully
cover power deficiency. As a result, the total path between gen-
eration and consumption is shorter for the proposed algorithm.
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TABLE I: Comparison of the centralized and distributed systems with different number and 1000 random locations of the
sender nodes.
System type Number of sender nodes Algorithm P
loss
tot (kW)
mean std
Centralized 1 (slack) - 629.06 -
Distributed-1 3 (plus 1 slack)
“No-action” strategy 214.91 134.67
Heuristic approach [4] 212.28 134.82
Proposed algorithm 208.41 135.28
AC OPF (centralized) 167.51 125.22
Distributed-2 25 (plus 1 slack)
“No-action” strategy 62.95 26.22
Heuristic approach [4] 49.46 26.92
Proposed algorithm 41.67 26.73
AC OPF (centralized) 31.13 22.23
Distributed-3 42 (plus 1 slack)
“No-action” strategy 53.35 14.69
Heuristic approach [4] 34.02 15.26
Proposed algorithm 28.67 14.92
AC OPF (centralized) 22.91 12.25
Distributed-4 65 (plus 1 slack)
“No-action” strategy 50.20 7.94
Heuristic approach [4] 26.50 8.15
Proposed algorithm 24.48 7.89
AC OPF (centralized) 20.19 6.59
Distributed-5 80 (plus 1 slack)
“No-action” strategy 48.42 3.34
Heuristic approach [4] 23.14 3.36
Proposed algorithm 22.37 3.24
AC OPF (centralized) 18.68 2.77
Heuristic approach [3] Proposed algorithm
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(a) 3 sender nodes
Heuristic approach [3] Proposed algorithm
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(b) 25 sender nodes
Heuristic approach [3] Proposed algorithm
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(c) 42 sender nodes
Heuristic approach [3] Proposed algorithm
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(d) 65 sender nodes
Heuristic approach [3] Proposed algorithm
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(e) 80 sender nodes
Fig. 2: Power loss decrease (in %) by the heuristic approach [4] and the communication-free Algorithm compared to the
“no-action” strategy for 1000 random locations of the sender nodes.
TABLE II: Comparison of the distributed systems with 1000 random locations of 42 sender nodes under the change of the
topology.
Switched-off line Switched-on line
P losstot (kW)
“No-action” strategy Heuristic approach [4] Proposed algorithm
mean std mean std mean std
5-6 7-34 45.17 14.57 31.86 15.07 28.45 14.87
15-118 17-130 55.08 15.62 35.65 16.15 30.98 15.81
76-78 45-82 53.91 14.79 48.13 16.07 29.44 15.05
However, in absolute percentage values, the loss decrease on
average is small. For example, in the system with 3 sender
nodes, the loss decrease changes from 1.62% for the heuristic
approach to 4.13% for the communication-free algorithm. On
the other hand, in the systems where most of the generators
are senders, both the heuristic approach and the proposed algo-
rithm can decrease power losses more than twice. For example,
in the system with 80 sender nodes, in absolute percentage
values, the loss decrease on average is 52.45% for the heuristic
approach, and 54.04% for the communication-free algorithm.
In the two scenarios described above, the percentile difference
in loss decrease between the proposed and the heuristic
algorithms is small. As the proposed algorithm implies the
presence of power flow measuring devices for each inverter,
an assessment of the economic benefit for each specific case
is needed. The maximum comparative loss decrease by the
communication-free algorithm is obtained when the number
of sender nodes is between the two aforementioned extreme
cases. For example, in the system with 25 sender nodes, the
loss decrease changes from 24.78% for the heuristic approach
to 38.76% for the communication-free algorithm. In fact, the
current distribution systems are exactly in this transition phase
from the centralized to fully distributed generation, which
makes the proposed communication-free algorithm desirable
for immediate real-world implementation.
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C. Robustness to topology changes
Distribution grids originally have a loopy graph, while they
are operated in radial topology. The radial modifications are
obtained from the original loopy graph by opening switches
on some lines. One reason behind changes from one radial
topology to another is line faults to ensure the N-1 criterion
and the cut-off consumers can be supplied from another
feeder. In Table II, the results of the “no-action”, heuristic,
and proposed algorithms are given for the changed topology
cases. Three cases were considered when one line is switched
off, and another is switched on, to model the aforementioned
scenarios of line faults. The simulations were conducted for the
network with 1000 random locations of 42 sender nodes. As
seen in Table II, the communication-free algorithm provides
lower power losses than the heuristic approach and “no-action”
strategy. Similar observations are obtained with the different
number of the sender nodes. In fact, in the proposed algorithm,
each sender node operates only with local information of the
power flows, and topology changes do not affect the algorith-
mic logic described in Section V. Thus, the communication-
free algorithm is robust to topology changes, which makes it
advisable for implementation in real distribution grids.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we set the rigorous mathematical background
for loss minimization by varying the inverters’ reactive gen-
eration. The paper has the following contributions. First, we
mathematically prove that the heuristic approach [4] always
provides lower losses than the “no-action” strategy. The ob-
tained results are generalizable and applicable to any system.
Second, we derive the optimality condition for the formulated
power loss minimization problem. Third, we develop our own
algorithm, which has analytical proof on a better performance
than the heuristic approach [4]. Fourth, by simulating 1000
random locations of sender nodes, we show that the designed
communication-free algorithm is robust to topology changes.
Finally, we analyze the gradual increase of distributed gen-
eration and give recommendations for applying the proposed
algorithm. It is not clear for now, which type of power system
optimization techniques will find greater applicability in the
future: based on communication infrastructure between the
agents or exploiting only local information with the use of
additional measuring devices. As a result, we decide to develop
the latter case, which requires only the installation of power
flow measuring devices to further decrease active power losses
compared to the heuristic approach [4]. The installation of
these measuring devices, if they are not already present in
the system, is well compensated by nearly 10% power loss
decrease.
Future work includes the implementation of the communica-
tion frameworks for activation of the sender inverters placed
in leaf nodes. Moreover, we plan to design a more general
mathematical model for optimality proof of the proposed
communication-free algorithm. In addition, the developed al-
gorithms will be implemented in dynamical hardware-in-the-
loop systems.
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