Az This scheme issecond order in time and third order in space ifb(z) = O, but isonly second order in space for the viscous term. We label the above scheme FB since it has a forward difference on the first stage and a backward difference in the second stage. We next present the BF variant as A_ _ 8F___+ 7F:) u(1) = u" + 6--_x(F:_2 - where --_i-1)](11. F_(1) = [-fi -t-bl (_i AZ It is shown in [5] that by rotating these two variants (i.e. alternating the order of the sweeps)
one can obtain fourth order accuracy in space when b(z) : 0. However, one still obtains only second order accuracy for the viscous terms.
When the Reynolds number is large then the dominant error comes from the inviscid portion and the total error is essentially fourth order in space. However, there are cases when one wishes the spatial error to be uniformly fourth order. We propose to accomplish this by a small modification to (2) . The forward step is modified to : 
trapolation.
We stress that the extrapolation of the fluxes is identical to using one sided differences at the next update. The use of extrapolation rather than one sided differences is done only to improve the vectorisation of the algorithm. A Taylor series expansion verifies that after rotating between the two variants the scheme is now fourth order a£curate for both the hyperbolic and parabolic portions of the scheme.
Boundary Conditions
One of the main difficulties in solving the Navier- This should a_ect the appropriate boundary conditions. In this paper we will also consider free shear
flows.
Here too viscous effects should be important near the shear layer even far downstream. A further complication that is most pronounced for shear flows is that one does not know the solution downstream
and therefore one cannot impose any type of Dizichiet boundary condition. Frequently, there is a significant spreading of the shear layer and so one does not know in advance even where first question is whether the boundary treatment the shear layer will intersect the outflow boundary. should be based on the Euler equations or the Navier-Furthermore, many theories expand the solution Stokes equations. The difference between the two about a constant pressure in the far field and so approaches is not just the type of boundary con-obtain a differential equation for the pressure deditions but even the number of boundary condi-viation.
For shear flows the pressure differs on the tions that needs to be externally given. For invis-two sides of the shear and so the pressure is not concid flow, when the flow is subsonic one boundary stantin the far field except if the far field boundary is extremely far away which is not computationally practical.
In other words, some of the nonreflecting boundary conditions that have been proposed in the literature are based on suppositions of the form of the outgoing wave, e.g. a plane wave or a spherical wave. However, these assumptions are not valid for shear fows.
In spite of all these dangers we shall consider characteristic-like boundary conditions at outflow and so the number of boundary conditions win be given by the inviscid theory. Nevertheless we shall see that viscous effects are at least partially accounted for.
.
2.

BCI:
The simplest approach is to freeze the characteristic variables normal to the surface and to specify the incoming characteristic variable and to extrapolate the outgoing variables. For a one dimensional hyperbolic system one can show that such a procedure is well posed [61. This approach was used by many authors in the past.
BC2:
An improved version of this system is to use differential equations that correspond to these characteristic variables. Thus, for the acoustic waves one needs differential equations for p_ ± pout where u is the velocity component normal to the boundary. For the shear wave we need vt where v is tangential to the boundary and finally pt -c_Pt for the entropy variable. Whenever the boundary condition is not specified but free to float then the appropriate characteristic variable is updated by the partial differential equation. In order to avoid one sided differences the fluxes are extrapolated outside the domain to artificial points. Whenever the appropriate combination is specified then we replace this by specifying the combination of the time derivatives.
We can describe this as
where P_ is determined by which variables are specified and which are not. Whenever, the combination is not specified that Ri is just those spatial derivatives that come from the Navier-Stokes equations.
Thus, Ri contalns viscous contributions even though the 3.
4.
basic format is based on inviseid characteristic theory. In implementing these differential equations we convert them to conservation variables p, m = pu, n = pv, E. Assuming an ideal gas we then have p, = (r -1)(z, + --
For subsonic flow, the immediate generalization of the first method is to set Rt = 0
and to calculate R2, Rs, R4 from the Navier-Stokes equations.
BC3:
We (3)
As statedbeforeone frequentlydoes not know p:o and so we shall simply ignore the last term in thisequation.
We note that thisequation does not have the form of the first equation for Rt, i.e.itisnot an equation fora characteristic variable.
BC5:
For many cases the domain is much longer than it is high. In this case we can X ignore y relative to z. Hence, we assume _ -_ v/1-l_lr2 _ _ 0. Then (3) simplifies to
With this simplification we get an equation for the characteristic variable in a form similar to that proposed by Giles but not identical with his condition. They used stretching throughout the domain and applied filter near the outflow (in the sponge layer). Karni [9] used sponge layer with modified governing equations to accelerate convergence to steady state.
Besides nonreflecting boundary conditions based
Results
In this section we check on the improvements to the 2-4 scheme presented above. We consider flow over a fiat plate with M = 0.25, Re = 100 and Pr = 0.72. We use a uniform cartesian mesh in both the directions.
In figure 1 we compare the original method which is fourth order accurate only for the inviscid terms but second order for the viscous part with the improved method which is uniformly fourth order accurate. In this figure we plot the n component of the velocity versus the normalized y distance (7/). We consider two meshes. The finer mesh is 400 × 80 and the coarser mesh is 200 x 40. On the finer mesh both the original scheme and the improved method give similar results. On the coarser mesh we clearly see the improvement that comes from using a fourth order accurate treatment of the viscous terms.
We 
Figure 2a
shows the contour plot of the vorticity for the standard case with a finer mesh in the y direction and an extended, though uniform, domain in the x direction, so that the mesh is now 900 × 100 and z _ 150. We do not have a way of quantitatively comparing these solutions. Hence, we shall content ourselves with qualitatively comparing the solutions with this finer grid solution. We now consider the outflow boundary conditions BC2 -BC5
respectively.
In figures 2b -2e we plot the vorticity for the same physical case as before but with the standard mesh, i.e. 600 x 60 and z _< 100.
The stretching in the y direction is stronger in the finer mesh (figure 2a case) than the standard mesh ( fig. 2b-2e) .
All the boundary conditions on the same mesh give similar solutions. Note, that in all these cases the vorticity is visible much closer to the inflow than when the outer boundary was at z -150. This demonstrates that for jet flows the position of the outer boundary is more important that the details of the nonreflecting boundary condition. Among the various boundary conditions the condition BC2 is slightly worse than the others. It is our observation that the mesh density in the y direction has a greater effect than the difference between the various boundary conditions. We next consider the introduction of the sponge layer with the nonuniform increasing grid. In this This filter is 4th order accurate for a uniform mesh.
The filter function used by Colonius et. al.
[3] has a similar form but variable coefficients. We plot the vorticity field for this case in figure 4 . Again, the numerical solution is independent of the far field boundary condition and so in figure 4 we only consider the case using the Giles boundary condition. We see that the stretched mesh coupled with a larger domain delays the growth of the vorticities.
Hence, the beginning of the vortex growth is closer to figure 2a than the previous cases. In the far field the vortex growth has been completely destroyed by the filtering. Hence, we only expect accurate solutions for z < 100.
We finally consider a flow with the jet entering at M--1.5 while the outer region has an inflow of M=0.53. Since the inner region has a super-sonic flow at the exit all the variables axe extrapolated. The nonreflecting boundary conditions are used only in the outer region. The Reynolds number based on the jet radius is about 6.37 x 10 s.
In figure 5a we consider the fine resolution grid of 900 x 100 as in the subsonic case. In this case there is a much lower growth rate than in the subsonic case and the vortices are barely forming at z : 150.
In figures 5b-5e, we compare the solutions of the flow computed with the various outflow boundary conditions BC2-5. If we reduced the mesh in the y direction to 60 points, as in the subsonic case, then the mesh is not fine enough to allow for vortex growth.
Hence, for the smaller domain we shall consider a mesh of 600 x 100 with z <_ 100. In this mesh we use the same stretching in the y direction as in the subsonic cases ( fig. 2b-2e ). In this case the Giles boundary condition seems to be slightly worse than the others and generates more, false,
vorticity.
On the other hand if we add a sponge layer with a stretched mesh, as before, the only reasonable solutions are given by the Giles boundary condition. Adding the filter, as given above, eliminated all the vortices and the solution is essentially independent of the outer boundary treatment. This is the best solution but is special for this case. Hence, the supersonic case is less useful for comparing treatments of the outer boundary.
All the boundary conditions considered here are based on the inviscid case even though we compute the full Navier-Stokes equations.
Thus, we assume that the viscosity is negligible at the outflow.
Conclusions
We have shown how to modify the fourth order extension of MacCormack's scheme so that it is uniformly fourth order accurate for both the inviscid and viscous portions of the flux. This results in increased accuracy for boundary layer type flows at local unit Reynolds numbers of 1000 and lower.
We next compared several boundary conditions for jet flow. In all cases it is best to use the partial differential equations at the outflow boundary itself. This can be accomplished by either using one sided differences or else some extrapolation to artificial points beyond the boundary. This extrapolation is equivalent to a one sided difference formula within the differential operator solver. One then takes combinations of these updated differences together with a radiation boundary condition to form the final updated solution.
The combi- 
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We consider a fourth order extension to MacCormack's scheme.
The original extension was fourth order only for the inviscid terms but was second order for the viscous terms. We show how to modify the viscous terms so that the scheme is uniformly fourth order in the spatial derivatives. Applications are given to some boundary layer flows.
In addition, for applications to shear flows the effect of the outflow boundary conditions are very important. We compare the accuracy of several of these different boundary conditions for both boundary layer and shear flows. Stretching at the outflow usually increases the oscillations in the numerical solution but the addition of a filtered sponge layer (with or without stretching) reduces such oscillations. The oscillations are generated by insufficient resolution of the shear layer. When the shear layer is sufficiently resolved then oscillations are not generated and there is less of a need for a nonreflecting boundary condition.
