The scalar transport equation underpins many models employed in science, engineering, technology and business. Application areas include, but are not restricted to, pollution transport, weather forecasting, video analysis and encoding (the optical flow equation), options and stock pricing (the Black-Scholes equation) and spatially explicit ecological models. Unfortunately finding numerical solutions to this equation which are fast and accurate is not trivial. Moreover, finding such numerical algorithms that can be implemented on high performance computer architectures efficiently is challenging. In this paper the authors describe a massively parallel algorithm for solving the advection portion of the transport equation. We present an approach here which is different to that used in most transport models and which we have tried and tested for various scenarios. The approach employs an intelligent domain decomposition based on the vector field of the system equations and thus automatically partitions the computational domain into algorithmically autonomous regions. The solution of a classic pure advection transport problem is shown to be conservative, monotonic and highly accurate at large time steps. Additionally we demonstrate that the algorithm is highly efficient for high performance computer architectures and thus offers a route towards massively parallel application.
Introduction
As computer modeling becomes ever more pervasive so the reliance, indeed dependence, on model results has grown. Yet increasingly people with less expertise use these models and it is therefore incumbent upon model developers to re-examine modeling approaches for accuracy, efficiency and integrity. High model efficiency (i.e. rapid turn-around time) is essential since it allows for: (i) larger domains to be simulated at multiple scales; (ii) more complicated physical, chemical and/or biological mechanisms to be incorporated within the model; (iii) the inherent uncertainty in the model mechanisms to be quantified through a multi-simulation (Monte-Carlo) analysis and (iv) multiple model realizations to be constructed for parameter optimization [1] . There are essentially two ways to achieve this. One way is to improve the underlying algorithm as implemented on a single CPU. The second way is reducing wall-clock time through parallel programming, i.e. running the model on several CPUs simultaneously [2] . The main goal of this research was to take an existing semi-Lagrangian transport modeling algorithm, demonstrate its accuracy and efficiency on a single processor computer architecture and then adapt it for implementation it on a parallel computational platform, such as a CPU cluster in a novel way. In this paper we describe how this particular algorithm may be applied in two-dimensions in just such a massively parallel way. Scalability of the parallel code is achieved through reducing the times of synchronization and eliminating the transfer of data by the introduction of a natural coordinate system (NCS); these are extremely important issues for distributed parallel computation. The approach advocated here employs an intelligent domain decomposition based on the vector field of the system equations and thus automatically partitions the computational domain into algorithmically autonomous regions.
Mathematical formulation of transport in the natural coordinate system
The equation describing advective-diffusive transport in a two-dimensional Cartesian system is given below.
(1)
In equation (1), c (x, y, t) is value of the transported scalar; u(x,y) and v(x,y) are the fluid velocities in the Cartesian coordinate directions, x and y ; D x , D xy and D y are the diffusion coefficients; and t is the time. For steady flows this equation may be recast in a natural coordinate system [equation (2) ] in which the principal coordinate ([) aligns with the flow-field streamlines and the secondary coordinate (K) is mutually orthogonal, [9] . (2) In equation (2) , q is the resultant velocity, q=[u 2 +v 2 ] 0.5 where u(x,y) and v(x,y) are the velocities in the x and y directions. D [ is the streamwise diffusion coefficient, D K is the transverse diffusion coefficient, [ is the streamwise coordinate, K is the transverse coordinate and t is time. The final term in equation (1) , f(c), represents some transformation (expressed here as a function of the scalar value, e.g. for a first order transformation, f(c) = -kc). The mapping from (x,y) to ([,K) may be found in a number of ways, [9] . For simple flow fields exact relationships may be defined using stream functions.
Numerical solution and computational implementation
Now that we have defined the natural coordinate system ([K) we are in a position to define the computational grid. The computational grid is just a spatial discretization of the PDE [equation (2)] but may also be thought of in a physical way. It consists of M streamtubes each containing N computational cells as depicted in figure 1 . Note that in this natural co-ordinate system there is no transverse advection between streamtubes but there may be transverse diffusion. For the i-th cell in the j-th streamtube the discrete equation may be written (by taking the advection term explicitly and the transverse diffusion term fully implicitly) as,
In (3) the notation [ ] is taken to mean some kind of spatial discretisation. Equation (3) may be solved by first computing c adv throughout the domain from equation (4) and then solving equation (5) as shown below.
In these equations 't is the time step and the superscripts n, adv and n+1 indicate the present, intermediate (advective) and future time levels respectively. The second order spatial derivatives may be replaced with finite differences introducing '[ as the longitudinal space step and 'K as the transverse space step (streamtube width). Note that equation (4) is a pure advection equation which is solved using the semi-Lagrangian approach described in more detail elsewhere [3, 4, 6] . Suffice to say that it is solved using a conservative method of characteristics with third order (cubic) interpolation [3] . A universal limiter is employed to eliminate grid scale oscillations [5, 6] . Hereafter this model will be referred to as SL. Once c adv is known throughout the domain equation (5) can be solved for the concentration at the future time level [3, 4, 6] . With central differences for the transverse diffusion terms equation (5) becomes, ( 6 ) where (7) Equation (6) may be written for each control volume and the resulting matrix assembled and solved by a suitable method, e.g. a pre-conditioned conjugate gradient method. Equations (6) and (7) are presented here for completeness but note that all tests reported here were pure advection tests, i.e. the diffusion coefficients were set to zero. Results including diffusion will be reported in a more extensive manuscript elsewhere.
Model testing: accuracy
Specifically, this test case consisted of a uniform rectangular flow field with a width (K) of 16m and a length ([) of 1000m, with zero longitudinal and transverse diffusion. The streamfunction is defined exactly for this case as, 
where A = 0.5 m/s. Note that this is a simple case in which the NCS is the same as the Cartesian coordinate, i.e., (x,y) maps to ([K directly The flow is a longitudinal uniform flow with velocity u = 0.5 m/s. Boundary conditions consist of zero flux at all boundaries except the outflow boundary where concentration is computed assuming an advection-dominated flow. The initial condition is taken to be Gaussian in the transverse direction and a step function in the streamwise direction, defined by,
The value of V 0 was set at 0. . Note that only BTCS and BTUW can truly be compared against the semi-Lagrangian model at all timesteps since they are stable at Courant numbers in excess of unity whereas UW and LW are not. We have chosen to compare against these schemes because they are well-known and they were simple to program. A simple rectilinear flow field was used because the numerical error mainly stems from the numerical scheme, and not from other confounding issues such as mesh generation.
The domain-averaged root mean square error (RMSE) between the numerical and exact solutions at the end of the simulation is used as an indicator of numerical accuracy. The RMSE is defined as, (10) where M N is the number of computational grid points in the domain. Additionally, the maximum and minimum values are noted as a measure the conservativity and positivity of the algorithm. We always undertake one run with small time step (Courant number, u't/'[ < 1 ) and one run with a large time step (Courant number, u't/'[ > 1 ). Figure 2 shows the exact solution (A) and the numerical solutions for all models for the small time step case. The result of the present algorithm (SL) is shown as (B). When the Courant number (Cr = u't/'[) is small (Cr = 0.5), the SL model delivers very good results; the peak is not damped and the shape is well maintained. The universal limiter is included and so this model delivers no non-physical oscillations in the simulations. For the purposes of comparison, numerical results obtained by the four Eulerian models are also shown in Figures 1 (C) -(F) . All are inferior to the SL model but with only the Lax-Wendroff model introducing unphysical oscillations. We highlight that the results of the non-SL models are not novel but are placed here to give some frame of reference as to the quality of the SL results. When the Courant number is small (Cr = 0.5), BTUW and BTCS deliver stable results but with significant numerical diffusion. The peak value is damped and the profile spreads out. Model UW performs about the same as BTUW but with substantially less work involved. Table 1 
performance of SL, LW and UW which confirm these findings. The two-dimensional implicit Eulerian models (for BTUW and BTCS) yield a system of finite difference equations, which must be solved simultaneously, even for pure advection. This means that for a parallel implementation communication in unavoidable unlike the SL mode. Although these implicit methods are stable when the Courant number is larger than unity, they usually yield poor results. Acceptable results are found only for very small values of the Courant number (< 1), for which explicit methods are usually more efficient. Figure 3 shows results for the large time step case (Courant number = 12.5). The SL model (B) is practically indistinguishable from the exact solution, i.e. its accuracy has improved. This feature of SL type models, that their accuracy improves with the time step increase is perhaps counterintuitive but well-known in the SL model community [8] . In contrast the implicit Eulerian models (BTCS and BTUW) provide solutions which bare almost no resemblance to the exact solution. Table 2 shows the statistics for the model agreements at large time step. They reflect the poor visual agreement seen in figure 3 . The RMSE of the SL model is always much smaller than those by other models. The peak value is well maintained and no non-physical value exists in the solution. The total mass is also well conserved in simulations; note that BTCS and BTUW theoretically conserve mass but because of the high numerical diffusion some mass has seeped out of the domain. The SL model performs so well at the large time step because for a given simulation time, less interpolations are required. So for the large time step and a given simulation time only 4 interpolations are required (table 2) . In contrast when it is applied using a lower time step 100 interpolations are required (table 1) . Clearly for SL models increasing the time step greatly reduces the advection term error. When other terms are present the logic is more complicated. In many real world problems, negative concentrations are unacceptable. Not only are they nonsense they can also invalidate the source and sink models. As mentioned before, the universal limiter is adopted in the SL model to achieve both monotonicity and shape preservation.
Model testing: parallel performance
Computational testing for speed was carried out on a cluster facility at Kean University known as Puma. Puma is a 130 node, 1040 core Dell cluster running Red Hat Enterprise Linux and Rocks+ 4.3. Each node has 2 quad core 2.6 GHz Xeon processors, 16GB RAM, and 350GB local storage, and are connected with Gigabit ethernet. For pure advection the algorithm here becomes "embarrassingly parallel" when the natural coordinate system is employed. The approach employs an intelligent domain decomposition based on the vector field of the system equations and thus automatically partitions the computational domain into algorithmically autonomous regions. In this case if there are M streamtubes and p processors then we simply assign M/p streamtubes to each processor for computation. For passive advection the streamtube computations are completely independent and can proceed to completion with no inter-processor communication. For testing the model we used a similar flow field as before and implemented the parallel algorithm using MPI. The spatial discretization was 1000 in the stream wise (length) direction and was varied in the cross-stream (width) direction (cross-stream discretizations varied from 6400 up to 819200). When the cross-stream discretizations are multiplied by the stream wise we arrive at a total problem size in terms of computational points in the mesh. These are shown in the body of Table 3 . If we move down this table diagonally from right to left and top to bottom we see problems of the same size but being executed on an increasing cluster of processors. If we move down the table directly we see problem size increasing in proportion to cluster size. Wallclock times are shown in table 4 for the sixty-four model runs undertaken. 
