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Growth functions 190
Here, we introduce two of the most widely used growth functions in ecology, 191 evolutionary biology, and fishery science: the von Bertalanffy and the Gompertz growth 192 functions. Although there have been calls for moving beyond the von Bertalanffy and 193 Gompertz growth functions for statistical (e.g., negative correlation between parameter 194 estimates) and life-history (e.g., they do not account for the change in energy allocation 195 after sexual maturity) reasons [32] , they are still popular -and almost the default 196 choices -among modelers. 197
The von Bertalanffy growth function 198
The von Bertalanffy growth function (vBGF) has been used to model the growth of 199 fish [33] , mammals [34] , snakes [35] , birds [36] and many other species and taxa. von 200
Bertalanffy hypothesized that the growth of an organism results from a dynamic 201 balance between anabolic and catabolic processes [9] . If denotes mass at time t, the 202 von Bertalanffy assumption is that anabolic factors are proportional to surface area, 203 which scales as , and that catabolic factors are proportional to mass. If a and b 204 denote these scaling parameters, then the rate of change of mass is: 205
(1) 206
If we assume that mass and length (i.e., size), , are related by with 207 corresponding to density, then calculus shows that: 208
(2) 209 where and . 210
Setting to be the asymptotic size and to be the initial size, two forms 211 of the solution are: 212
(3) 213 and: 214 (4) 215
where t0 is the hypothetical age at which length is equal to 0. 216
If
, the rate of growth k (in time -1 units) is negative, so asymptotic size is the 217 upper limit of size, which is only attained in the limit of infinite time. In this work, we 218 will use the formulation of the vBGF of Eq. 4, which has 3 parameters:
, k, t0. 219
Although the definition of asymptotic size in the vBGF introduces an explicit linear 220 relationship on the log scale between k and (i.e., , according to 221 Eq. 4), in this work we do not treat as equal to (see [37] for a formulation of the 222 function explicitly including the link between , q, and k), but we let the correlation 223 between and k at the whole population and at the individual level emerge from data. 224
The Gompertz growth function 225
The Gompertz growth function (GGF) [7, 8] has been used to model the growth of a 226 variety of species and taxa, from plants to birds and fish growth, to tumor and bacterial 227 growth [38, 39] . Contrary to the von Bertalanffy growth function, which was developed 228 by von Bertalanffy from physiological principles, the Gompertz curve was first 229
proposed by Benjamin Gompertz [8] for modeling mortality curves, and later adopted 230 for studies of growth when it was empirically found that the GGF could well describe 231 the growth trajectories of many species [7] . Therefore, the biological interpretation of 232 the parameters of the Gompertz growth function is harder and more a posteriori than 233 that of the von Bertalanffy function (but see [40] for an example of biological 234
interpretation of the Gompertz model for tumor growth), and we introduce the 235 parameters of the Gompertz growth function mostly as curve-fitting parameters. 236
The GGF has been used in a variety of parameterizations, with some formulations that 237 have parameters that are more interpretable than in others [38] . One commonly found 238 parameterizations for the GGF is: 239
Where L(t) is size at time t, A (we might also call this parameter like in the von 241 Bertalanffy growth function, since the two parameters both represent the asymptotic 242 size), kG (in time -1 units) is a coefficient of growth affecting the slope, and Ti is time at 243 inflection, which in this formulation occurs when 37% of the final growth has been 244 reached. Ti shifts the growth curve horizontally without changing it shape and therefore 245 is a location parameter, while A and kG are shape parameters. 246
Parameter estimation and individual variation 247
In this section, we will mostly make reference to the vBGF for describing mixed-effects 248 models of growth and the estimation of their parameters, but all assumptions and 249 methods are also applicable to the GGF and other similar size-at-age growth functions. 250
In the vast majority of applications of the vBGF and of the GGF, , k, and t0 (and A, 251 kG, and Ti) have been estimated at the population level (i.e., without accounting for 252 individual heterogeneity in growth) starting from cross-sectional data, and interpreted 253 as the growth parameters of an average individual in the population (i.e., is the 254 asymptotic size of an average individual of the population or species , k, and t0 may be allowed to be a function of shared predictors and individual 262 random effects. Since k and must be non-negative, it is convenient to use a log-link 263 function. We thus set for individual i in group j: 264
where , , and are the standardized individual random 266 effects, , , and are the standard deviations of the statistical distributions of the 267 random effects, , , and are group (i.e., categorical) effects (e.g., species, 268 population, sex, year-of-birth), and the other parameters are defined as in Eq. 4. The 269 continuous predictors , , and in Eq. 6 (e.g., population density, temperature, 270 proxies of food quality and availability) do not need to enter linearly into the predictor, 271 and the terms , , and may be replaced by a more general function , 272
where denotes a set of parameters to be estimated. For the GGF, the parameters A, kG, 273
and Ti are set the same way as in Eq. 5. 274
Length of individual i in group j at age t is for the von Bertalanffy function: 275 According to Eqs. 7 and 8, a positive correlation between and (from now on we 281 will refer to them as and k at the individual level) and and ( and at the 282 individual level) indicates that size ranks tend to be maintained through the life of 283 individuals, while a negative correlation indicates that size ranks tend not to be 284 maintained [11, 37] . 285
parameters for many of the proposed growth models using data on individual growth 288 trajectories in natural settings (i.e., "in the wild"). In addition to noisy and sparse data, 289 and even in the presence of a large amount of data, a highly parameterized non-linear 290 model may be only weakly statistically identifiable. Several modeling tools to fit 291 hierarchical models are now available, such as platform-independent BUGS [43] , JAGS 292
[44], Stan [45] , and, among many others, the nlme, lme4, NIMBLE, brms packages and 293 associated functions in R [19, [46] [47] [48] or PyMC3 in Python [49] . 294
However, when dealing with a large number of random effects, non-linear models, 295 and missing or noisy data, some of those methods may fail to converge or take a very 296 long time to converge, thus limiting the number of explorations that can be carried out. 297
Since many models are typically fitted when investigating biological process, it is 298 always convenient, and often necessary in practice, to use algorithms and software that 299 allow for rapid model exploration, for instance by reducing the time needed for the 300 optimization algorithm to converge or by finding a compromise between obtaining the 301 full posterior distribution of parameters (more computationally expensive) or only its 302 summary statistics (less computationally expensive). 303
A tool that has been recently developed for fitting highly parameterized mixed-effects 304 models, and which we used for fitting models in the present study, is Template Model 305
Builder (TMB, [28] ). TMB is a general random effect tool integrated in R that was 306 inspired by ADMB (Automatic Differentiation Model Builder [50] ), an open-source 16 statistical software package for fitting highly parameterized non-linear statistical 308 models with or without random effects. TMB can fit generic random-effects models 309 using an Empirical Bayes approach that evaluates and maximizes the Laplace 310 approximation of the marginal likelihood [51] using automatic differentiation. TMB 311 computes standard errors of parameter estimates and of predictions using the delta 312 method [52] , offers easy access to parallel computations, and is very flexible in model 313 formulation. Recent developments allow the estimation of parameters in Bayesian 314 models using TMB [53] . 315
Statistical analyses 316
Prediction of future observables has long been included as an aspect of statistics, but it 317 has been much less prominent than parametric statistical inference [54] . More recently, 318 it has been proposed that the proper use of statistical models is the prediction of future 319 observations, and not uncertainty around estimates of model parameters [55] . In this 320 work, we will evaluate models from the point of view of both inference (parameter 321 estimates and their biological interpretations) and predictive performance. 322
Since exploratory investigations often prevent the use of null-hypothesis testing, and 323 multiple comparisons increase the "researcher degrees of freedom", including the 324 choice of convenient hypotheses to test [56], apart from some specific tests of 325 correlation, we present and discuss our results of model results from a qualitative point 326 of view, that is without formal null-hypothesis testing. 327 on growth in Slovenian populations of marble, rainbow, and brown trout. In this study, 332 we pooled all data from different populations together and use only group variables as 333 candidate factors for explaining variation in growth. We introduced group predictors as 334 fixed effects (since treating a factor with just a few levels as "random" may generate 335 imprecise estimates of the associated standard deviation [57]) to test whether they 336 improved model performance with respect to a model with no predictors other than 337 random effects. In particular, we included as predictors (i) Species (3-level predictor: 338 marble trout -MT; brown trout -BT; rainbow trout -RT), and (ii) Population (4-level 339 predictor: LIdri_MT, UIdri_MT, LIdri_RT, UVol_BT) as a group (i.e., categorical) 340 variable. We tested for vBGF and GGF all the combination of Species, Population, and 341
Constant (i.e., no predictors) for the three parameters of either growth function. We also 342 experimented with Cohort (i.e., year-of-birth) as a group predictor and with two-way 343 interactions between Species, Population, and Cohort. 344
We tested the predictive ability of the candidate vBGF and GGF models as follows. For 345 each model, we first tested for convergence of the TMB algorithm and computed the 346 Akaike Information Criterion (AIC [58]) when fitting the model on the whole data set. 347
We then: (i) identified fish that were sampled more than 3 times; (ii) randomly sampled UIdri_MT, and 513 in UVol_BT. Empirical growth trajectories showed substantial 367 individual variation in growth rates and size-at-age ( Fig. 1) . 368
Most models including either Cohort or interacting predictors never converged or 369 converged only for some of the five replicates, and we thus dropped them from the set 370
of candidate models. A number of different vBGF and GGF models had basically the 371 same predictive accuracy, and their AICs computed on the full data set were fairly close 372 as well (Table 1 ). For 12 out of the 24 models, R 2 with respect to the 1:1 373 predicted-observed line was greater than 0.80 (Table 1 ). The overall correlation 374 (Pearson's r) between and when using the same model (i.e., same predictors for 375 the "equivalent" parameters) and pooling together all population-specific estimates was 376 0.51 (p < 0.01) (Fig. 2) . However, within-population correlations between and were 377 all non-significant. 378
The GGF model with Population as predictor for all 3 parameters was the model with 379 the best AIC computed on the whole data set (DAIC with the second-best 380 model = 39.08) ( Table 1 ). The equivalent-in-predictors vBGF model showed estimates of 381 asymptotic size that were similar only for UVol_BT to those provided by the Gompertz 382 growth function (Fig. 3 ). In both vBGF and GGF models with Population as predictor for 383 all 3 parameters, and k, and and at the individual level were positively 384 correlated within populations ( Fig. 4) . 385 GGF and vBGF's predictions of sizes in the test data sets were remarkably similar to 386 each other, with Pearson's correlation between GGF and vBGF predictions for the same 387 models (i.e., same predictors used in either growth function) on average greater than 388 0.99 (both prediction and parameter estimate uncertainties are provided in the online 389 resources associated with this paper). 390
However, despite the strong positive correlation between GGF and vBGF model 391 predictions, for the model with Species predicting A and for GGF and vBGF, and 392
term of average predictive accuracy on test data sets for both the GGF and vBGF, see 394 [sd] = 338 [23] mm) and 396 similar for the other 3 populations (Fig. 5 ). In addition, for LIdri_RT the correlation 397 between and in the GGF was negative (r = -0.56, p < 0.01), and between and k 398 in the vBGF was positive (r = 0.91, p < 0.01). 399
Across models, a few individuals living in UVol_BT and UIdri_MT were consistently 400 those with the largest prediction errors. Those individuals had growth trajectories that 401 were unusual with respect the common growth trajectories in their populations (Fig. 6) . 402
Both in the many trajectories that were predicted accurately and in the few that were 403 not, the growth trajectories estimated by the GGF and vBGF models with the same 404 predictors were basically indistinguishable (Fig. 7) . 405
Discussion
406
We found that mixed-effects models based on either the von Bertalanffy and 407
Gompertz growth functions were able to largely capture the individual variation in 408 growth among fish living in four distinct freshwater salmonid populations. Among the 409 models we tested, the predictive performances on test data sets of the best von 410
Bertalanffy and Gompertz mixed-effects models were largely equivalent, although their 411 estimates of asymptotic size were often substantially different. Finally, parameter 412
estimates for both growth functions point to strong maintenance of size hierarchies over 413 time in each of the four salmonid populations. 414
Growth processes 415
Individuals living in the same environment, and especially those of species with 416 growth after sexual maturity, often vary in their body growth rate and size-at-age. In 417 the four trout populations that have been investigated in this work, the size of the 418 smallest age-1 fish was ~50% of the size of the biggest age-1 fish. Growth trajectories in 419 fish are often consistent through time, that is individuals that are small early in life are 420 likely to be among the smallest years later [11, 59] . [11] showed that a positive 421 correlation between asymptotic size and growth rate points to the maintenance of size 422 hierarchies through the lifetime of organisms, that is if individual a is bigger than 423 individual b at age t, individual a is likely to be bigger than individual b at time 424 t+1…t+n. For all four populations, we found a positive correlation between asymptotic 425 size and growth rate at the individual level when using either growth function. 426
In freshwater trout, the primary type of intra-specific competition for resources seems 427 to be interference competition for space [37] , probably due to their strong territoriality. 428
In interference competition, bigger individuals reduce the access to resources, such as 429 space and food, of smaller individuals, and may also live longer. High heritability of 430 growth [25], maternal decisions on the timing and location of spawning [60], and 431 dominance established early in life [61] are all processes that in combination or by 432 themselves may explain the maintenance of size ranks throughout fish lifetime. 433
Prediction of growth trajectories 434
There is a rich literature on the comparison between growth function for prediction of 435 unobserved data and inference on growth processes in species [62] [63] [64] [65] . When 436 developing mathematical and statistical models in biology and ecology, in particular 437 when those models are used for making predictions of unobserved or future 438 realizations of biological processes, we face trade-offs between model complexity, 439 interpretability of model parameters, ease of parameter estimation, and accuracy of 440 predictions. It is common for more complex models either in number of predictors, how 441 the predictors enter the model (e.g., non-linearly) or the algorithm used to estimate 442 model parameters, to provide higher accuracy (here, both the ability of the model to 443 explain observed data and make correct predictions about future observables). 444
However, higher accuracy may come at the expense of ease of parameter estimation, 445 interpretability of model predictors and parameters (i.e., to what degree the model 446 allows for understanding processes), and costs of collecting predictor values or 447 maintaining data pipelines. 448
The variation in growth and size that characterizes organisms can almost always be 449 modeled retrospectively, but size-at-age is more difficult to forecast. The limited 450 number of attempts at predicting missing size observations or unobserved size-at-age 451 and growth trajectories may also depend on the intrinsic unpredictability of some 452 growth curves. For instance, in species with environmental sexual determination and 453 sexual dimorphism, such as eels [66] , or when growth is faster later in life and is 454 23 salmonids [67] ), it may be impossible to accurately predict later portions of the growth 456 trajectory when only observations early in life are available. 457
We have shown that for the four salmonid populations that we used as a model 458 system, the best Gompertz and von Bertalanffy mixed-effects growth models allow one 459 to use a single measurement early in the life of individual fish to obtain accurate 460 predictions of their size-at-age in the future. In addition, the predictions made by the 461 two models when using the same predictors for their parameters were basically the 462 same; choosing between the best models of the two growth functions would have very 463 few practical consequences for predictions of size-at-age of individuals. Some 464 inaccurate predictions deserve further investigations, although they are to be expected 465 when predicting the realizations of complex biological processes. 466
However, estimates of asymptotic size within populations were not correlated when 467 estimated using the same Gompertz and von Bertalanffy growth models. For instance, 468
for one highly ranked model in terms of AIC and predictive performance for both 469 growth functions, the estimates of asymptotic size for rainbow trout provided by the 470 Gompertz model were on average more than two times bigger than those provided by 471 the von Bertalanffy model; in addition, for the same model, asymptotic size and growth 472 rate at the individual level for rainbow trout were negatively correlated when using the 473 Gompertz model and positively correlated when using the von Bertalanffy model. 474 Berkey (1982) found that growth curve parameters estimated using the Empirical 475
Bayes method (although the same can be said of any estimation method for size-at-age 476 models) are particularly sensitive to the end points of the growth trajectories. In our 477 study, the population of rainbow trout had the smaller and sparser data among all four 478 salmonid populations we used as a model system. However, wildly different 479 combinations of parameters of these growth functions can result in some cases in very 480 similar growth trajectories over a restricted time horizon [11] ; this explains why the 481 resulting predictions provided by the two models were basically the same, although the 482 inference on growth processes coming from the analysis of parameter estimates was 483 different. 484
Although predictions from models of the two growth functions with similar 485 performance on test data sets were highly correlated and barely distinguishable, the 486 two growth functions typically provided different (in some cases, substantially 487 different) estimates of asymptotic size. This suggests that distribution of size-at-age can 488 be a more informative and stable-across-models measure and descriptor of growth than 489 estimates of model parameters, especially when using or comparing different growth 490 functions. 491 Shohoji et al. (1991) found that the classification of individuals into homogenous 492 groups (i.e., where the strength is borrowed from in mixed-effects models) was 493 necessary to obtain accurate predictions of human lifetime growth. In our case, the 494 classification either into population or species was sufficient to develop models that 495 provided overall excellent predictions of the future growth of fish. When a single 496 measurement early in life is sufficient to make accurate predictions of future growth, we 497 can hypothesize that either the intrinsic growth potential of the individual, the 498 environment experienced early in life, or a combination of the two largely determine the 499 lifetime growth of individuals. Strong empirical evidence of early induced effects on 500 later-in-life growth rate, life-history traits, and behavior of organisms is rapidly 501 building up in the literature [70, 71] . 502
Conclusion
503
A better understanding of the evolutionary, physiological, and life-history 504 determinants of the differences in growth within and between individuals, populations, 505 species, and taxa will always a major problem in biology. In the context of species that 506 grow after sexual maturity and when used for predictive purposes, it appears that size-507 at-age mixed-effects growth models with time-invariant predictors sit in a favorable 508 place on the surface that trades off accuracy, complexity, and biological interpretation 509 of model parameters. 
