Abstract. We prove that the degree of the Hilbert polynomial of the HOMFLYPT homology of a closed braid B is l − 1, where l is the number of components of B. This controls the growth of the HOMFLYPT homology with respect to its polynomial grading. The Hilbert polynomial also reveals a link polynomial hidden in the HOMFLYPT polynomial.
Introduction
The HOMFLYPT homology was introduced by Khovanov and Rozansky in [5] . In the current paper, we study its Hilbert polynomial. In the following, we use the H 0 normalization of the HOMFLYPT homology in [9] , which is slightly more symmetric than the original normalization in [5] . We will review H 0 in Section 3 below.
H 0 has three Z-gradings:
• the homological grading with degree function deg h ,
• the a-grading with degree function deg a ,
• the x-grading with degree function deg x . H 0 also has a Z 2 -grading. But this Z 2 -grading is always equal to the parity of the a-grading. Denote by H i,j,k 0 the homogeneous component of H 0 with homological grading i, a-grading j and x-grading k. From the definition, we know that H i,j,k 0 = 0 unless j + k is even. We call the sum of the a-grading and x-grading the polynomial grading of H 0 . Its degree function is deg a + deg x . The homogeneous component of H 0 with homological grading i, a-grading j and polynomial grading T is H i,j,T −j 0 , which is zero unless T is even. The following lemma is a special case of Hilbert's Syzygy Theorem (Theorem 2.2 below.) Since the homological and a-gradings of H 0 (B) are both bounded, P B,i,j (T ) is the zero polynomial for all but finitely many pairs of i and j. Thus, the Hilbert polynomial of H 0 (B) is the sum P B (T ) = (i,j)∈Z×Z P B,i,j (T ).
The following is the main result of this paper. Theorem 1.2. Let B be a closed braid with l components. Then P B (T ) is a polynomial of degree l − 1.
There are two main ingredients in the proof of Theorem 1.2. First, an argument by Rasmussen in [7] shows that H 0 (B) is a finitely generated module over the polynomial ring generated by the components of B. This implies that the degree of P B (T ) is at most l − 1. Second, the computation tree argument by Franks and Williams in [3] can be used to show that the degree of P B (T ) is at least l − 1.
For knots, we have the following corollary. Let F B (α, ξ) be the decategorification of H 0 (B). That is,
This is the HOMFLYPT polynomial with the normalization: Consider the polynomial F B (αξ, ξ). The power of ξ in this polynomial corresponds to the polynomial grading of H 0 (B) and is, therefore, always even. Thus, we can expand F B (αξ, ξ) as
where c B,T (α) ∈ Z[α −1 , α] and c B,T (α) = 0 if T ≪ −1. A byproduct of our work is that, for T ≫ 1, c B,T (α) is a polynomial of α and T . Example 1.6. For k ≥ 0, define B k to be the closed braid of two strands with k positive crossings. For k < 0, define B k to be the closed braid of two strands with −k negative crossings. Then, for all k ∈ Z,
Note that deg T Q B 2k (a, T ) = 1 and deg T Q B 2k−1 (a, T ) = 0, which are what we expect from Corollary 1.5.
Question 1.7. For a given closed braid B, what is the smallest
The rest of this paper is organized as following:
• In Section 2, we recall the definition of the Hilbert polynomial.
• In Section 3, we review the H 0 normalization of the HOMFLYPT homology and use Rasmussen's argument to show that the degree of the Hilbert polynomial of H 0 (B) is at most l − 1.
• In Section 4, we use Franks and Williams' computation tree argument to show that the degree of the Hilbert polynomial of H 0 (B) is at least l − 1. Theorem 1.2 through Example 1.6 above are all proved in this section. script, providing many valuable comments and finding quite a few mistakes and typos.
The Hilbert polynomial
In this section, we recall the definition of the Hilbert polynomial. For the convenience of use later on, we adopt the slightly unusual grading convention introduced by Khovanov and Rozansky in our formulation.
Definition 2.1. Let R be the polynomial ring R = Q[x 1 , . . . , x l ] graded so that each x i is homogeneous of degree 2.
• A graded module M over R is an R-module M with a grading M = n∈Z M n such that
• We say the grading of M is even if M n = 0 whenever n is odd.
• For an integer k, M {k} is M with grading shifted by k. That is, M n = M {k} n+k , where M {k} n+k is the homogeneous component of M {k} of degree n + k.
• A finitely generated free graded module over R is a finitely generated graded module over R that is free and admits a homogeneous R-basis, in other words, a graded module over R that is isomorphic to a direct sum m j=1 R{k j }, where k j ∈ Z. Hilbert's Syzygy Theorem is key to the existence of the Hilbert polynomial. 
• each F j is a finitely generated free graded module over R whose grading is even,
• each arrow is a homogeneous map of graded R-modules preserving the grading. As a standard consequence, there is a polynomial 
We usually write M as M 0
The a-and x-gradings of M are the a-and x-gradings of the underlying
Following [4] , we denote by M 1 the matrix factorization
Note that:
• Let w and w ′ be two homogeneous elements of R with degree (2, 2). For
The differential is given by the signed Leibniz rule. That is, for m ∈ M ε and m
Definition 3.2. Let w be a homogeneous element of R with degree (2, 2), and
factorization of l j=1 a j,0 a j,1 over R, and is call the Koszul matrix factorization associated to the above matrix.
Note that Koszul matrix factorizations are finitely generated over R. The following are several lemmas about Koszul matrix factorizations that will be useful later on. (a 1,0 , a 1,1 , . . . , a l,0 , a l,1 ) of R, then the multiplication by r, as an endomorphism of M , is homotopic to 0. 
If r is an element of the ideal
∈ I. Then w ∈ I + (a 0 ). Let M be a Z 2 ⊕ Z 2 -graded matrix factorization of w over R, and M = M ⊗ R (a 0 , a 1 ) R . Then M /I M and M/(I + (a 0 ))M are both Z 2 ⊕ Z 2 -graded chain complexes of R-modules. If a 0 is not a zero-divisor in R/I, then there is an R-linear quasi-isomorphism f : M /I M → (M/(I + (a 0 ))M ) 1 {1 − deg a a 0 , 1 − deg x a 0 } that preserves the Z 2 ⊕ Z 2 -grading. ✒ ✒ ■ ■ Figure 2.
Matrix factorization of MOY graphs.
Definition 3.6. An MOY graph Γ is an embedding of a directed 4-valent graph in the plane so that each vertex of Γ looks like the one in Figure 2 . A marking of an MOY graph Γ consists of • a finite collection of marked points in the interiors of the edges of Γ such that each edge of Γ contains at least one marked point, • an assignment that assigns to each marked point a distinct variable.
Fix an MOY graph Γ and a marking of Γ. Assume that x 1 , . . . , x n are the variables assigned to marked points in Γ. Let R = Q[a, x 1 , . . . , x n ] with the Z 2 -grading so that a, x 1 , . . . , x n are homogeneous and deg a = (2, 0), deg x 1 = · · · = deg x n = (0, 2). Cut Γ at all of its marked points. We get a collection of pieces Γ 1 , . . . , Γ m , each of which is of one of the two types in Figure 3 . • If Γ q = Γ i;s in Figure 3 , then
• If Γ q = Γ i,j;s,t in Figure 3 , then R q = Q[a, x i , x j , x s , x t ] and
Definition 3.7.
where the big tensor product " The following lemma is established by Khovanov and Rozansky in [5] . For a detailed proof in the present normalization, see [9, Lemma 3 .15].
Lemma 3.8. Let Γ 0 and Γ 1 be the graphs marked at their endpoints in Figure 4 . Then there exist homoge-
3.3.
Chain complex of closed braid diagrams.
Definition 3.9. For a closed braid B, an arc of B is a part of B that starts and ends at crossings and contains no crossing in its interior. A marking of B consists of
• a finite collection of marked points in the interiors of the arcs of B such that each arc of B contains at least one marked point, • an assignment that assigns to each marked point a distinct variable.
Let B be a closed braid with a marking. Assume x 1 , . . . , x n are all the variables assigned to marked points in B. The ring R := Q[a, x 1 , . . . , x n ] is graded so that deg a = (2, 0) and deg x j = (0, 2) for j = 1, . . . , n.
Cut B at all of its marked points. This cuts B into a collection {T 1 , . . . , T m } of simple tangles, each of which is of one of the three types in Figure 5 and is marked only at its end points. 
where the C 0 (A) on the right hand side is the matrix factorization associated to the MOY graph A, and the under-brace indicates the homological grading. Figure 6 .
where the morphisms χ 0 and χ 1 are defined in Lemma 3.8 and, again, the under-braces indicate the homological gradings, which is also indicated by the labels on the arrows in Figure 6 . Definition 3.10. We define the chain complex C 0 (B) associated to B to be
where the big tensor product " m q=1 " is taken over R. C 0 (B) is a chain complex of Z 2 ×Z 2 -graded matrix factorizations of 0. It has two differentials: a differential d mf from its underlying matrix factorization structure and a differential d χ from the local chain complexes (3.1)-(3.3). These two differentials commute.
The HOMFLYPT homology H 0 (B) is defined to be
Since d mf and d χ are both homogeneous with respect to the Z 2 × Z 3 -grading of C 0 (B), H 0 (B) inherits this Z 2 × Z 3 -grading. We call the three Z-gradings the homological grading, the a-grading and the x-grading. Remark 3.12. Note that, for C 0 (B), the parity of its a-grading = the parity of its x-grading = its Z 2 -grading. The polynomial grading of C 0 (B) is the sum of the a-grading and the x-grading. So the polynomial grading of C 0 (B) is always even. Moreover, with the polynomial grading, C 0 (B) is a graded R = Q[a, x 1 , . . . , x n ]-module, whose grading is even. Since d mf and d χ are both homogeneous R-modules homomorphisms, H 0 (B) is also a graded R = Q[a, x 1 , . . . , x n ]-module, whose polynomial grading is even.
3.4.
Upper bound of the degree of the Hilbert polynomial of H 0 (B). We are now ready to show that the degree of the Hilbert polynomial of H 0 (B) is at most l − 1, where l is the number of components of B. Our proof is based on [ Cut B at all of its marked points. This cuts B into a collection {T 1 , . . . , T m } of simple tangles, each of which is of one of the three types in Figure 5 and is marked only at its end points. It is easy to see that, to prove the lemma, we only need to prove it for the case when x and y are variables assigned to endpoints of the same component of a particular T q . Without loss of generality, we assume that x and y are variables both assigned to endpoints T 1 .
If T 1 = A in Figure 5 , then the lemma follows easily from Lemma 3.4. Next assume T 1 is a crossing. The proofs for positive and negative crossings are very similar. We only give the proof for a positive crossing.
Assume T 1 = C + in Figure 5 . Denote byd χ the differential of the chain complex of matrix factorizations
, where the big tensor product " m q=2 " is taken over R. According to chain complex (3.2) of C + ,
• C 0 (B) = C ′ ⊕ C ′′ , where C ′ and C ′′ are chain complexes of matrix factorizations of 0 given by
By Lemma 3.8,
This shows that the multiplication by
is the zero endomorphism, which proves the lemma for the case x = x s and y = x j . By Lemma 3.4, multiplication by x s + x t − x i − x j is the zero endomorphism on H(C 0 (B), d mf ). Thus follows the case when x = x t and y = x i . This completes the proof of the lemma for T 1 = C + . 
Moreover, since C 0 (B) is finitely generated over R and R is Noetherian, H 0 (B) is a finitely generated R-module. Thus, H 0 (B) is a finitely generated Q[x i1 , . . . , x i l ]-module. Clearly, with the polynomial grading, H 0 (B) is a graded Q[x i1 , . . . , x i l ]-module, whose grading is even. By Hilbert's Syzygy Theorem (Theorem 2.2), the degree of P B (T ) is at most l − 1.
The Computation Tree Argument
In this section, we use Franks and Williams' computation tree argument to show that the degree of the Hilbert polynomial of H 0 (B) is at least l − 1, where l is the number of components of B. This will complete the proof of Theorem 1.2.
4.1. Transverse computation trees. First, we recall the concept of transverse computation tree, which is defined in [3] and called "invariant computation tree" there.
Recall that two closed braids represent the same smooth link if and only if one of them can be changed into the other by a finite sequence of Markov moves, which are:
• Braid group relations generated by -σ i σ
• Conjugations: µ η −1 µη, where µ, η ∈ B m .
• Stabilizations and destabilizations:
-positive:
). In the above, B m is the braid group on m strands.
The standard contact structure ξ st on R 3 is the kernel of the contact form
Two transverse links are said to be transversely isotopic if there is an isotopy from one to the other through transverse links. It is known that:
• Every transverse link is transverse isotopic to a counterclockwise transverse closed braid around the z-axis. (See [2] .) • Any smooth counterclockwise closed braid around the z-axis can be smoothly isotoped into a counterclockwise transverse closed braid around the z-axis without changing the braid word. (A simple observation.) The following theorem by Orevkov, Shevchishin [6] and Wrinkle [8] describes when two transverse closed braids are transversely isotopic. Following [3] , a Conway splitting of a closed braid at a crossing consists of two choices of local changes to the braid, encoded diagrammatically as in Figure 7 , where
• B + , B − and B 0 are closed braids identical outside the part shown in Figure 1 ,
• the crossing of B + /B − shown in Figure 1 is the crossing where the Conway splitting is performed at. ′ is obtained from B by a negative stabilization, then
From the definition of H 0 (B), especially the local chain complexes (3.2) and (3.3), we know that
, where B + , B − and B 0 are closed braids identical outside the part shown in Figure 1 .
Finally, for the unknot U without any crossings, H 0 (U ) is the homology of the Koszul matrix factorization (a, 0) Q [x] . It is straightforward to check that 
Proof. H 0 (U ⊔l ) is the homology of the Koszul matrix factorization
, where there are l-rows. In Lemma 3.5, let I = 0, a 0 = a, a 1 = 0 and
where there are l − 1 rows, and a acts on Q[x 1 , . . . , x l ] as 0. From this, we have
4.3. Skein relation for Q B (α, T ). In this subsection, we prove Proposition 1.4.
Proof of Proposition 1.4. Recall that
where, in the second step, we used the fact that the polynomial grading of H 0 (B) is even, that is,
for all large positive integer T by Lemma 1.1. And T ∈Z H i,j,2T −j 0 (B) ∼ = 0 for all but finitely many (i, j) ∈ Z 2 . This implies that, for T ≫ 1,
which is part (1) Finally, we prove part (4) of the proposition. For a polynomial g(α, T ) ∈ Q[α, α −1 , T ], defined two operators S α and ∆ α by S α (g)(α, T ) = α −2 g(α, T + 1) and ∆ α (g)(α, T ) = α(g(α, T ) − g(α, T − 1)). Note that:
•
• S α and ∆ α commute with each other. According to the skein relation of Q B (α, T ) from part (3), we know that
where B + , B − and B 0 are closed braids identical outside the part shown in Figure 1 . Now assume that Υ is a transverse computation tree with its root labeled by the closed braid B. We label each edge of Υ according to the Conway splitting performed as in Figure 8 . Note that, in Figure 8 , the operations labeling the edges apply to the two children in a Conway splitting.
Recall that • each terminal node N in Υ in labeled by a closed braid B N with no crossings,
• there is a unique path from the root to each terminal node N in Υ.
Denote by Ψ N the composition, from left to right, of all the operators labeling the edges in the path from the root to the terminal node N . Then
This shows that Q B (α, T ) can be computed from Υ. Now, it is straightforward to adapt the proof of [3, Proposition 1.11] to prove that the degree of the Hilbert polynomial of the HOMFLYPT homology H 0 (B) of a closed braid B is at least l − 1, where l is the number of components of B. • S(g), ∆(g) ∈ Q[T ], and:
-If deg T g = n and the coefficient of T n in g is c, then the coefficient of T n in S(g) is c and the coefficient of T n−1 in ∆(g) is nc.
• S is invertible and S −1 (g)(T ) = g(T − 1).
• S and ∆ commute with each other. Let Υ be any transverse computation tree with root labeled by B. We label each edge of Υ according to the Conway splitting performed as in Figure 9 . Again, operations labeling edges apply to children in Conway splittings. By equation (4.3), we get This proves equation (1.5) for k + 1. Hence, equations (1.4) and (1.5) are true for all k ≥ 0.
