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Abstract
More serious works on 2D2C, 2D3C, 2C2Dcw1C3D, 3D3C, rotating turbulence, thin-layer flows, quasi-static magnetohy-
drodynamics (QSMHD), and all that are wanted, but we report timely here some studies on locally and globally 2C2Dcw1C3D
flows, with the hope to promote smarter and deeper works.
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Vorticity and helicity decompositions and dynamics with real Schur form
of the velocity gradient
Jian-Zhou Zhu1, a)
Su-Cheng Centre for Fundamental and Interdisciplinary Sciences, Gaochun, Nanjing,
China
The real Schur form (RSF) of a generic velocity gradient field ∇u is exploited to expose the structures of flows, in
particular our field decomposition resulting in two vorticities with only mutual linkage as the topological content of the
global helicity (accordingly decomposed into two equal parts). The local transformation to RSF may indicate alternative
(co)rotating frame(s) for specifying the objective argument(s) of the constitutive equation. When ∇u is uniformly
of RSF in a fixed Cartesian coordinate frame, i.e., ux = ux(x, y) and uy = uy(x, y), but uz = uz(x, y, z), the
model, with the decomposed vorticities both frozen-in to u, is for two-component-two-dimensional-coupled-with-one-
component-three-dimensional flows inbetween two-dimensional-three-component (2D3C) and fully three-dimensional-
three-component ones and may help curing the pathology in the helical 2D3C absolute equilibrium, making the latter
effectively work in more realistic situations.
A gradient with respect to r, of velocity u = (ux, uy, uz)
in r = (x, y, z), can be decomposed into the symmetric (D =
G+GT
2 ) and asymmetric parts (A =
G−GT
2 ),
G = ∇ru =
ux,x ux,y ux,zuy,x uy,y uy,z
uz,x uz,y uz,z
 = D +A, (1)
where the index, of each component, before a comma denotes
the coordinate component and that following a comma de-
notes the partial derivative ∂ with respect to it. D is con-
ventionally called the strain rate tensor describing the rate of
change of the deformation, and A corresponds to the conven-
tional ‘vorticity’ describing the rigid rotation. The strain rate
tensor is composed of the compression/expansion rate tensor
and the shear rate tensor, D = C + S, with C = Tr(D)δij .
However, a single element of G only tells the deformaton in
a certain direction but not the bulk behavior of the fluid par-
cle; so, more precisely, all the decomposed components (ofC,
S and A) are the algebraic mean rates over directions of the
expansion/compression, shear and rotation, respectively. So,
further decompositions or more specific quantifications may
be useful. For example, relevant to the issue of ‘objectiv-
ity’ in continuum mechanics (e.g., Wedgewood1, and refer-
ences therein) there have been many intersting and meaning-
ful propositions of vorticity decompositions. Definitely, any
mathmatically consistent decompositions may be of potential
theoretical value, and we will propose a natural decomposition
based on the real Schur form (RSF)2 of the velocity gradient.
We consider the velocity gradient ui,j for 1 → x, 2 → y
and 3 → z in the Euclidean 3-space: Moffatt and Tsinober3,
in their Fig. 2 with three mutually linked vorticity lines, have
decomposed the vorticity into three parts, ω = ω1 +ω2 +ω3,
with lines of the horizontal vorticity
ω3 = ∇× u3 = (uz,y,−uz,x, 0) (2)
[the index with respect to which the gradient is taken is omit-
a)Electronic mail: jz@sccfis.org
ted when it is self-evident] given by
uz = constant, z = constant, (3)
and similarly the other two indexed by y and z. With u1 =
(ux, 0, 0), ω1 · u1 = 0, and similarly for the other two com-
ponents, the helicity is then accordingly decomposed into the
contributions from the mutual linkages of three types of vor-
ticity lines. However, such a decomposition does not keep, for
ω1,2,3, the original vorticity frozen-in transport property,4 i.e.,
∂tω = ∇× (u×ω) or any variants of it, losing some dynam-
ical significance. For example, one can check that ω1 is nei-
ther frozen-in to u, nor to u1. It is thus an intriguing problem
whether there exists a decomposition of the vorticity which
results in simple helicity decomposition and decomposed vor-
ticity transport in a fashion as the original total vorticity. This
turns out possible in a slightly reduced situation as will be
shown below.
A third motivation is relevant to the phenomenological
identification of ‘vortex structures’.5 We remark that we also
offer definite decomposition of the velocity, not only the vor-
ticity, unlike most others.
When uz,x = uz,y = 0, G is of RSF, i.e., the (block/quasi-
)upper triangular matrix form from the standard real Schur
transformation/decomposition (RST/D) of∇RU of a generic
velocityU = (UX , UY , UZ) inR = (X,Y, Z), and will have
a 2-by-2 sub-matrix, arranged here to be the upper-left ele-
ment, containing conjugate pairs of complex eigenvalues, if
exist. The z axis is of special role. So, we write
ui = u
(1)
i +u
(2)
i : u
(1) = (ux, uy, 0), u
(2) = (0, 0, uz). (4)
We then haveω(1) = (−uy,z, ux,z, uy,x−ux,y) andω(2) = 0.
We immediately see that the helicity is contributed only by the
self-linkage of the vorticity ω(1) of the horizontal flow u(1).
[Pointwise, u(2) · ω(1) does not vanish, but the integral over
the volume element dvol (here = dxdydz) of the domain
results in null helicity component H1,2 =
∫
u(2) ·ω(1)dvol,
as can be seen by integration by parts.]
RST is realized with a space-time dependent matrix Q for
rotation from the XY Z coordinates to xyz, dynamically up
to a solid body rotation, i.e., the anti-symmetric QQ˙T which
1
2does not exist when just the snapshot is considered or vanishes
in a steady flow with Q˙ = 0, say, or, otherwise, which can be
eliminated by locally6 rotating the xyz frame [c.f., e.g. Eqs.
(8, 24 and 32) of Wedgewood.1] The specification of the ro-
tations should refer to the dynamics of the velocity gradient,
the gradient of the momentum equation, which is not pursued
here.
When RSF holds uniformly in a fixed Cartesian frame, the
original vorticity frozen-in property of an ideal flow
∂t(ω
(1) +ω(2)) = ∇× [(u(1) +u(2))× (ω(1) +ω(2))] (5)
becomes ∂tω(1) = ∇ × [u × ω(1)]. In words, the three-
dimensional (3D) total vorticity ω = ω(1) is only due to the
horizontal 3D-two-component (2C) flow u(1) and is frozen-in
to the total flow.
It appears that we do not get much in the above, but note
that if we perform the RST for the transposition of the original
gradient matrix or switch the x and z axises, we have
ux,z = 0 = uy,z, (6)
with which locally two-component-two-dimensional-
coupled-with-one-component-three-dimensional
(2C2Dcw1C3D) flow results, and with which we here
also call G a RSF. Then, from Eq. (4), we now have
ω(1) = (0, 0, uy,x − ux,y), (7)
and, as in Eqs. (2 and 3), ω(2) = (uz,y,−uz,x, 0) = ω3.(8)
Two important facts follow:
(1) u(1) ·ω(1) = u(2) ·ω(2) = 0, which leads to the helicity
decomposition
H = H1,2 +H2,1 =
∫
D
(ω(1) ·u(2) +ω(2) ·u(1))dvol, (9)
corresponding to the local helicity density decomposition (in
the above integrand). The equality H1,2 = H2,1 holds,
if integration by parts contributes nothing from the bound-
aries, meaning that the global helicity is accordingly decom-
posed into equal parts. In terms of topological interpreta-
tion, the self-linkages of vorticity lines are zero, leaving the
mutual-linkage between ω(1) and ω(2): A sketch in Fig. 1
is for the extra global 2C2Dcw1C3D condition of uniform
ux,z = 0 = uy,z in fixed Cartesian coordinates for the domain
D (the additional incompressibility condition can tell more in-
formation of uz as we will see below). Note that straight ver-
tical vorticity lines should extend to the boundary (see, e.g.,
Cromwell10 for a general discussion of working in R3 or the
3-sphere S3 concerning the point∞), and for horizontal vor-
ticity lines, loops can only be trivial knots in the plane.
(2) ∇ × u(2) × ω(2) = 0 = u(2) × ω(1) for RSF hold-
ing uniformly in a fixed Cartesian coordinate frame, which by
Eq. (5) and some more algebra (as partly given explicitly be-
low as a proof before discussing the relaxation dynamics, both
vorticities are frozen-in to u
∂tω
(i) = ∇× [u× ω(i)] : i = 1, 2. (10)
FIG. 1. Mutual linkage between the closed horizontal vorticity lines
and the straight lines of vertical vorticity.
With such a formulation in the fashion of Helmholtz, many
classical ideal vorticity dynamics carry over to these two vor-
ticities.
We note that whether or not uz,z vanishes does not change
the above results [except for an even stronger result that ω(2)
is frozen-in also to u(1) with uz,z = 0]. In other words, the
above results hold also for 2D3C situation which is marked
in rapidly rotating flows (ubiquitous in atmosphere of astro-
physical objects) as vortical modes or in purely 2D passive
scalars. [Note that Moffatt7, in his Sec. 6. (a), already ad-
dressed the 2D3C situation, i.e., with further uz,z = 0, but
the helicity decomposition and individual vorticity transport
issues were not discussed there.] However, with uz,z 6= 0,
one important difference compared to the 2D3C situation is
that the vertical velocity uz is no longer passively advected
by the horizontal flow u(1) (see more below). Such a flow
may be treated as a system for the interactions between the
vertically-averaged horizontal velocity and the (unaveraged)
vertical one, which may be a particularly good approxima-
tion for the resonant wave theory (RWT, see, e.g., Greenspan8
and references therein) of rotating flow, especially when sub-
jected further to such effects that the horizontal velocity is
two-dimensionalized much faster (thus yet another time scale
is introduced in the RWT) and/or much more severe than the
vertical one. The selective stratification of uz can also be re-
alized in active fluids (see, e.g., Marchetti et al.9), where the
microswimmers or molecular motors, for instance, can help.
In the context of RWT, some of the wave/fast-vortex/slow in-
teractions fall into or emerge as such a “minimal” model.
We put down the Navier-Stokes equations with Eq. (6),
∂tuh + uh · ∇huh = −∇hp+ ν∇2huh, (11)
∂tuz + uh · ∇huz + uzuz,z = −p,z + ν(∇2h +∂zz)uz, (12)
∇h · uh + uz,z = 0.(13)
In the above, ν is the kinematic viscosity and the index ‘h’ is
used to denote the horizontal ‘x − y’ plane onto which u or
u(1) is projected to be uh. The continuity equation given by
the incompressibility (13) shows that uz feeds back onto u(1),
3and viscous damping of uz is only in the horizontal plane:
∂zuh = 0 in (13) ⇒ uz,zz = 0 (denoted by a slash),(14)
and, ∂z∇hp = 0 in Eq. (11).(15)
The viscous linear damping terms will not be included in our
nonlinear calculations. We now prove the less familiar part of
Eq. (10) for ω(2):
Proof. By using ∇(a · b) = b · ∇a+ a · ∇b+ a× (∇×
b) + b × (∇ × a) twice, respectively a = u, b = u(2) and
a = b = u(2), we have:
∇u2z = u(2) · ∇u+ u · ∇u(2) + u× (∇× u(2))
+u(2) × (∇× u), (16)
∇(u2z)/2 = u(2) · ∇u(2) + u(2) × (∇× u(2)). (17)
Comparing the above two equations and using Eqs. (4, 6, 8
and 7), we have
u(1) · ∇u(2) + u(1) × (∇× u(2)) = 0. (18)
Taking Eqs. (18 and 17) into (12) rewritten in terms of u(2),
we have what we want:
∂t∇× u(2) = ∇× [u× (∇× u(2))]. (19)

We have assumed for Eqs. (11, 12, 13) that Eq. (6) holds
uniformly in a fixed Cartesian coordinate frame over some do-
main D, so, by integrating Eqs. (14, and 15) respectively
uz = zζ(x, y, t) + ξ(x, y, t) (20)
and p = Π(x, y) + pi(z) (21)
the latter of which leads from Eq. (12) to ∂t(∇huz) + uh ·
∇h(∇huz) = −∇h(∂zu2z/2) + ν∇2h(∇huz), thus the same
dynamical equations of ∇h × uh and ∇h × (∇huz). On the
one hand, it is then indicated that the uz structure in the z
direction is relatively simple, and, on the other hand, the z-
boundary conditions are limited to be quite restrictive in such
a case. Periodic or vanishing as z → ∞ boundary condition
is not possible now. Also, we have applied uniform density
ρ = 1, but if we let it change in space and time in a barotropic
way [ρ = ρ(p), so that the vorticity is still ideally frozen-in to
the fluid], richer structures can present.
The 2C2Dcw1C3D system (11,12, 13), is something in be-
tween the 2D3C and fully 3D3C Navier-Stokes. Forgetting
about Eq. (20) and assuming periodic boundary condition,
say, we would have the formal dynamical invariants for the
corresponding inviscid Euler equations,
2C = H in Eq. (9), E =
∫
D
|uh|2dvol,
W =
∫
D
|ω(1)|2dvol and Z =
∫
D
|uz|2dvol,
formally the same as the incompressible 2D3C or incompress-
ible passive scalar system with uz,z = 0 (and that∇·uh = 0)!
Now, realizing Eq. (20), we won’t be able to have the periodic
boundary condition, neither the invariances of E , W and Z .
We may assume ζ, or uz,z , be very small (to be the order of
Rossby number in the rotating flow case as in our later remark
on the perturbation to the relaxation), to have a system well
close to a 2D3C one.
Treating the small uz,z as a perturbation of the 2D3C or
two-dimensional passive scalar problem may actually help
resolve a pathology in the statistical treatment of the latter
for the approximation or the major dynamics responsible for
some more complex dynamics. Dynamically speaking, the
statistical correlation C (we will soon see why such a notation
is used) between a passive scalar and the (derivative of the)
advecting flow is different to that of an active scalar, but the
calculation using the correlation as a constraint does not re-
flect the information concerning ‘passive’ or ‘active’. For in-
stance, following Lee11 and Kraichnan12,13, we may perform
the corresponding absolute equilibrium calculation to under-
stand or predict some fundamental aspects of 2D3C or 2D
passive scalar turbulence. The standard calculation goes as
follows: For u in a cyclic box with dimension 2pi, we use
the Fourier representation u(r) =
∑
k uˆk exp{ˆik · r} and
introduce the Galerkin truncation ug ,
∑˜
kuˆk exp{ˆik · r},
with
∑˜
k ,
∑
kmin≤|kh|≤kmax and ‘,’ meaning definition.
We further introduce the self-evident notations kh (following
those of the physical-space variables — all complex variables
are consistently wearing hats in this paper and iˆ is the pure
imaginary unit). For the incompressible 2D flow, denoting the
horizontal wavevector by kh, we have uˆh · kh = 0 and are
left with only one degree of freedom in the direction h(kh) =
z × kh/kh for uˆh; so, writing uˆh = uˆh(kh)h(kh), we have
C = ∑˜iˆkh(uˆhuˆ∗z − c.c.), E = ∑˜|uˆh|2, W = ∑˜k2h|uˆh|2,
and Z = ∑˜|uˆz|2. For simplicity, we have omitted the con-
ventional factors of 1/2 which can be absorbed into the (in-
verse) temperature parameters (see below). It can be shown
that those dynamical invariants are rugged, in the sense of be-
ing still invariant with the Galerkin truncation. It can also be
shown that the ordinary dynamical equations in terms of the
imaginary and real parts of the truncated Fourier modes sat-
isfy the Liouville theorem, i.e., the flow in the phase space
expanded by the variables is incompressible. Then, the sys-
tem presumably would approach the statistical equilibrium
state, under reasonable conditions (usually ergodicity is as-
sumed). Introducing corresponding Lagrange multipliers or
the (inverse) temperature parameters Γ•, we now apply the
canonical ensemble with constant temperature parameters, as-
signing a probability P (some thermodynamics limit of which
may be called a Gibbs measure) to each microstate
P ∼ exp{−(ΓCC + ΓEE + ΓWW + ΓZZ)},
to obtain the modal spectral densities, for instance, Uh of E
and Uz of Z ,
Uh , 〈|uˆh|2〉 = ΓZ
D
, Uz , 〈|uˆz|2〉 = ΓE + ΓWk
2
h
D
,(22)
withD = ΓEΓZ+(ΓWΓZ−Γ2C)k2h > 0 from the realizability.
We see that the above calculation does not recognize or ex-
ploit the information of ‘passiveness’, and ΓZ and/or ΓC 6= 0
4FIG. 2. An example of the modal spectra concentrating at large
scales (kmin = 1): Solid line (blue) for Uh and dash line (red) for
Uz are plotted with ΓE = −1, ΓZ = 1, ΓW = 2.001 and ΓC = −1.
‘wrongly’ enter(s) the expression of Uh: for a pure passive
scalar, ΓC (or C) vanishes or not should not affect Uh. The
problem may be traced to be that the applied Gibbs distribu-
tion is not equally applicable to uh and uz (a precise descrip-
tion of the physical measure of such a system is beyond the
state-of-the-art of nonlinear science), or that the notion of sta-
tistical correlation does not reflect the dynamical relation of
passiveness or activeness. Also, with ΓC 6= 0, there would
be the opportunity of the concentration of Z at the smallest
kh with equaipartition at large kh (c.f., Fig. 2), but, without
ΓC , there is only the conventional energy equipartition for Z .
In such a situation, the appropriate coupling or feedback with
the small uz,z perturbation helps the calculation making more
sense. For instance, in some appropriate situation such par-
tial coupling leads to the possibility of the transfer to large-
scale Z . Note that the helical absolute equilibria have re-
cently been made to be of more physical illumination concern-
ing chirality selection and amplification14 without the above
subtle passive-v.s.-active issue. Now, for convenience, we as-
sume in the following remarks that just as the Rossby wave,
the wave frequency ω ∝ kz . It is then possible to show, by
rewriting our Eq. (20) as uz = uz(x, y, ζz, t, ζt, ζ2t, ...) and
with a multiple-scale expansion analysis, that, many-mode
(‘many’>3) resonances does be capable of feeding the 2D
mode of uz with kz = 0, similar to the zonal flow generation
mechanism. Our point however is that before t = O(1/ζ2) for
the kz 6= 0 modes of uz to feed through quartet resonance the
kz = 0 mode,15 the back reaction already makes the helicity
effective in the nonlinear relaxation: Indeed, the third term of
Eq. (12), assumed to be critically balanced16 with the second
terms of both Eqs. (12 and 11), indicates that the relaxation
time is of the order of the triad resonant time O(1/ζ) during
which, in the context of zonal flow, “no major [triad] reso-
nant rectification occurs.”8 Note that the relaxation towards
the helical absolute equilibrium with Z concentrated at large
scales should not induce inverse cascade/transfer just among
the kz = 0 modes, otherwise we would have the pathology
as mentioned in the beginning of this paragraph. So, at such
relaxation time scale, the only possible route is that uz-waves
deposit energy into large-scale uz-vortex but then extract basi-
cally the same amount from other vortex modes (of uz at small
scales, or, so far not excludable, of uh at any scales). Our the-
ory does not have any contradiction with current numerical
results, for example, Figs. 6 and 7 of Ref. 17, although the
information presented by the latter is still far from enough to
make a claim of supporting all our predictions.
It is possible to extend the analyses to situations of higher
dimensions or more (electro-magnetic) fields,18 including
those two-fluid models of neutral and plasma flows mentioned
in the footnote 4. And, finally, we remark that our decomposi-
tion may be of value in rheology theory in the fashion of con-
structing constitutive equations, using the decompositions (of
Giesekus-Harnoy-Drouot or Wedgewood1, c.f., also other ref-
erences there in the latter) beyond the corotational models:19
It remains to first specify the rotation rate of the RSF coor-
dinate frame and to find the objective part(s). However, the
RSF of (1) rotating around the z axis is still RSF, thus extra
constraint is still wanted to settle down on a unique Q, which,
among others, will be left for future studies and which could
be of parallel value for turbulence modeling.20
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1 Introduction
The governing equations for our two-dimensional (2D) passive scalar turbulence problem are
∂tθ + u · ∇θ = κ∇2θ + fθ, (1)
∂tu + u · ∇u = −∇P + ν∇2u + fu, ∇ · u = 0, (2)
where f• denotes forcing. The scalar θ is passive because of no back-reaction onto u with fu independent on θ (otherwise
active), and u is the classical incompressible 2D Navier-Stokes velocity field with fu independent of u, in particular with
fu = 0 and that the pressure P being related to u by the Poisson equation −∂ααP = ∂βγ(vβvγ). Curling (2), we have
∂tζ + u · ∇ζ = ν∇2ζ + fζ , (3)
with the vertical vorticity ζ z = ζ = ∇ × u, which is intrinsically different to the passive scalar in Eq. (1). The full 3D
incompressible Navier-Stokes equations with ∂z = 0, i.e., depending only on x and y coordinates, or alternatively, averaged
over z, becomes such a 2D-three-component (2D3C) system and the vertical velocity uz = uz z = θz in the (unit) z direction is
passively advected by the horizontal velocity uh in the x−y plane, thus a problem of 2D passive scalar with unit Prandtl number
ν/κ. [Note that we have used u to represent the general velocity field, instead of u for that in the x − y plane; that is, uh = u.]
The problem we focused on is the possibility of different spectral transfer dynamics of the passive scalar energy like various
active scalars, with multidisciplinary physical relevance. Starting from this section, we will subsequently present collectively
four favorable arguments. There are new ideas and/or techniques in each argument, which requires careful reasoning and
thus somehow (re)formulating the relevant background materials with reasonable details. Experienced readers can jump to
the end of this section for a summary of our arguments and then, without strictly following our formulation of the problems,
selectively look for our reasoning in each section.
2D3C (dominant) dynamics also emerge in the quasi-static magnetohydrodynamics (QSMHD — cf., e.g., Favier et al.
[1] and references therein) due to extra linear Ohmic anisotropic dissipation operator, effectively different damping rate
∝ cos2θ = k2z /k2 on different cone surfaces of ks forming different angles θs with the background magnetic field direction z
(“‘conical’ Joule dissipation effect” responsible for the ‘directional’ anisotropy [2] and thus two-dimensionalization [3, 2]).
Yet another situation, in which 2D3C dynamics can arise and that also can be reformulated to be due to anisotropic dissipa-
tion, is the so-called thin-layer flows, and there have been documentations on the transitions from 2D to 3D or from inverse-
to co-existing/split and to forward cascades in the simulations with periodic boundary conditions, not ‘bounded’ or ‘without
boundaries’ (see, e.g., Smith et al. [4] and Celani et al. [5]). Since, to our best knowledge, there is not any formulation
for the two-dimensionalization of this latter intuitive case, let us show here that simple scale-normalization argument makes
the scenario quite transparent: Suppose the box dimensions in x, y and z directions are LzR = Lx = Ly = L, then by scale
transformation z′ = zR it is direct to see, with corresponding re-scaling of the vertical velocity and forcing (pressure can be
canceled by incompressibility), that we have effectively new anisotropic viscosity νz′R−2 = νx = νy = ν: The anisotropic
viscosities lead to anisotropic viscous scales, and the dynamics should be understood with corresponding re-scaling of the
forcing scales (if exist). The much larger νz′ with large R smoothes z′ dynamics more, leading to much smaller ∂z′ (formally
→ 0 with R → ∞), i.e., asymptotically 2D3C. Especially, if the vertical forcing scale in z′ is smaller than the vertical dissi-
pation scale ηz′ , then z′-direction motions can hardly take effect. There are also other mechanisms of two-dimensionalization,
such as strong background magnetic field in a plasma or strong rotation of a neutral fluid: Perturbative arguments for the mag-
netohydrodynamics case for the former was given by Montgomery and Turner [6], say; the latter will be used and elaborated
a bit more later. Note that quasi-two-dimensionalization in all these cases are quite obviously documented in experiments
and numerical simulations and are easy to understand physically, though whether the pure 2D dynamics can be rigorously
obtained in the corresponding limits may sometimes be subtle and even controvertible.
For the 2D3C dynamics, how the passive scalar is affected by the advecting dynamics is measured by their cross-
correlations. It turns out that the one as the integral over the volume V of the r (= [x, y]) space of the passive scalar and
the vertical vorticity,
C = 2〈ζθ〉 = 2V
∫
ζθdr, (4)
is an ideal dynamical quadratic invariant (at least formally). [With the ergodicity assumption, the volume average equals the
statistical average, thus sharing the same notation 〈·〉. The factor of 2 is simply for later convenience.] Due to the fact that both
θ and ζ are Lagrangian invariants, the multiplication of respectively any function of their own is also formally a Lagrangian
invariant. In this sense, this 2D3C situation appears to be quite unique among all the d-dimensional problems. This C is
quadratic and ‘rugged’ (see below). It actually is the reduced helicity [7]; see also Sec. 3 where the relation and difference
to the ‘vertical/horizontal helicity (density)’ frequently referred to in weather science are noted. Helicity is an ideal rugged
invariant, i.e., conserved with or without spectral truncation [8]. So, it is intriguing whether C is controllable and what its
dynamical effects are.
Note that the probability notion of ‘statistical correlation’ does not distinguish the asymmetrical dynamical dependence,
which may bring subtleties into the problem of passive scalar with explicit dynamically asymmetrical dependence: the
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scalar depends on the advecting field, but not the reverse. Simple statistical/probabilistic description by itself is inade-
quate/incomplete for dynamical systems: Here, due to dynamical dependence of θ on ζ, it is possible to have covariance
between them. The covariance statistically, but not dynamically, also means linear dependence of ζ on θ; also, from the joint
Gaussian distribution of the applied Gibbs ensemble for the absolute equilibrium (see later discussions), zero covariance
would indicate statistical independence between them. Further more, a way to control C is to have fθ be appropriately corre-
lated to the advecting dynamics, say, a reasonable 〈 fθζ〉 which by itself however could result from dynamical dependence of
ζ on fθ, which is not the case for passive scalar problem. [Statistical description in principle can be infinitely complex, with,
for instance, infinitely-many-dimensional (conditional) probability distribution functions (PDFs) or moments, so by ‘simple’
the limitations of finiteness of the PDFs or moments are referred to.] So, C itself and its control present some ambiguity with
the passive and active scalars; or, in other words, controlling C for the passive scalar bridges the problem to the active scalar
one. However, according to the dynamics, as long as there is no back-reaction onto the advecting field, the problem is still of
passive nature.
Ref. [9]’s review, of active versus passive scalars due to the progresses [10] of the Kraichnan model [11], revisits the
inverse cascade of the active magnetic potential energy (the root mean square of the ‘flux function’, the vertical component
of the vectorial potential) of two-dimensional (2D) magnetohydrodynamics (MHD) [12]. The relevant result may actually be
used to make the conjecture of the possibility of similar statistics for some special passive scalars, beyond the very limited
Kraichnan model and with some similar necessary mechanisms of 2D MHD, which constitutes the important point of this
study. Our study will also be assisted with the analysis of turbulence in a rotating frame of coordinates. We know that in the
small-Rossby-number limit, in particular situations and regimes, the system contains a self-autonomous 2D3C subdynamics
with the vertically-averaged vertical velocity being a passive scalar. In general, the pure 2D limit may not be unconditionally
reached: The relevant time scales for different non-resonant modes are continuously non-uniform, depending on how ‘near’
to the resonant condition they are [14], which, together with the nonlinearity of near-resonant interactions (unlike the linear
an-isotropic damping in QSMHD), makes the decoupling issue extremely subtle. For example, Chen et al. [15] showed
that the long-time errors between the vertically-averaged results and the pure 2D one grow, ‘implying non-resonant effects’
and ‘is consistent with’ closure theories [16]. And, Smith and Lee [17] found, by examining the near-resonant, near-2D,
pure-2D and full-3D interactions, that near-resonant but not near-2D interactions were responsible for the special 2D large-
scale properties of 3D rotating flows, that distinguished from the pure 2D ones, such as the steeper energy spectra and the
dominance of cyclones over anticyclones. They also noted that the pure 2D interactions are necessary for the generation of
2D large-scales. Of course, there may be subtle differences between the geometries of a finite cyclic box and an infinite
domain, and there may be issues of discreteness and resolution effects, as noted by a series of interesting works of Cambon
and collaborators [18, 19, 16] and as addressed, e.g., by Bourouiba and co-workers [20, 21]. Recently there are numerical
simulations with intermediate/moderate Rossby numbers by two independent working groups [15, 22], showing indeed large-
scale formation of the vertically-averaged vertical velocity, while Chen et al. [15] noticed that simulations with even smaller
Rossby number do not show the corresponding inverse transfers. Bourouiba and Bartello [20] also particularly identified
and examined the ‘intermediate-Rossby-number’ regime which presents special properties and to which previous relevant
simulations by Smith and collaborators and Chen et al. [23, 15, 17] were claimed to belong. To try to understand the role of
the 2D3C subdynamics embedded in the full 3D3C system, in Sec. 4 we thus focus on this issue and speculate the triggering
of spontaneous chirality (mirror symmetry breaking) only with sufficient wave-vortex coupling in this regime. A further
speculation of 2D3C dominated helical cyclogenesis will be proposed in Sec. 6. A modification of the Kraichnan model
with preliminary calculations will also be presented in Sec. 5 to bring further insights for possible systematic solution of the
problem. The absolute equilibrium analysis of this work was originally a ‘byproduct’ of Ref. [24] and was meant to be added
to it at its late stage, particularly addressing the numerical reports of Refs. [25, 26], so a relevant briefing, but with extra
perspectives, is given in the Appendix.
In summary, our main objective is to clarify the conjecture of the possible non-universal genuine transfer directions of
two-dimensional (2D) passive scalar energy, given the inversely cascaded (to large scales) advecting velocity, and collectively
four arguments are used. In the following sections, we will present 1), the reasoning with the comparison between passive
and inversely-cascaded active scalars, given in this introductory discussion, and we will offer 2), the absolute-equilibrium
spectra shown concentration of 2D passive scalar energy at both large- and small-scale ends, 3), the detailed analysis and
explanation of the inverse transfers of the vertically averaged vertical velocity in moderate-Ro rotating flows, together with
4), preliminary calculation of a modified Kraichnan model showing how the details of the passive scalar pumping mechanism
matters. Remarks on helicity in other situations and ‘vertical helicity’ in hazardous weather also follow.
2 Reflection on active and passive fields: a new perspective
Ref. [9] reviews the studies on ‘active and passive fields face to face’, following the developments due to the progresses of the
Kraichnan model [11] (see Ref. [10] and references therein). Not surprisingly, active scalars such as 2D temperature/density,
magnetic potential and vorticity etc. are different - nonuniversal, both in the sense of the transfer directions and the inertial-
range scaling laws. As a sidenote, we remark that the conventional notion of universality in the Kraichnan model refers to the
independence of the scaling exponents on the ‘details of the pumping’ of the passive scalar [10]. The pumping of the Kraich-
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nan model is an independent Gaussian white-in-time field with prescribed spacial correlation on which the scaling exponents
are independent. Beyond the Kraichnan model, the details of the pumping are rich, including possible correlations with other
variables, and may affect the passive scalar statistics - the scaling exponents and others. The interesting behaviors of active
scalars, such as the inverse cascade of the magnetic potential energy of 2D MHD, is related to the statistical correlation of
the pumping with the particle/tracer trajectories, i.e., the advecting field. Such a correlation can be traced to the back-reaction
through fu and in general is absent for the passive scalar, even that advected by the same realization of velocity and pumped by
‘statistically the same’ (in the sense of its own probability distribution function) but different independent realization of fθ [9].
However, we note that even for the passive scalar problem, given the same velocity field, there in principle can exist realiza-
tions of the pumping, controlled artificially or by nature, to have various statistical correlations with the particle trajectories,
resulting in, presumably, different statistics, including all the possible ones of active and passive scalars in literatures. Of
course the passive scalar inverse transfer, as the one of the active magnetic potential energy (the root mean square of the ‘flux
function’, the vertical component of the vectorial potential) of two-dimensional (2D) magnetohydrodynamics (MHD), first
predicted from the absolute equilibrium argument [12], is in the list. As noted in the end of the last paragraph, this may re-
quire some adjustments of the traditional understanding of passive scalar problem but is not really complete new: for instance,
Holzer and Siggia [13] took the pumping be the velocity projected onto a constant vector (taken to be the background gradient
of the scalar in Ref. [13]). Thus the above analysis already leads us to the conjecture of nonuniversal transfer directions of
passive scalars, especially the possibility of inverse cascade/transfer of 2D passive scalar which will be further augmented
with absolute-equilibrium analysis by novel inclusion of the dynamical effects of C (Sec. 3). As another sidenote, since we
come to the issue of inverse cascade/transfer of the passive scalar, we remark that its existence or not is not necessarily related
to the existence or absence of the so-called dissipative anomaly, i.e., the persistent dissipation in the vanishing diffusivity:
With dissipative anomaly, it only means that some energy is dissipated at small scales, which does not necessarily excludes
inverse cascade/transfer at large scales. [And, without dissipative anomaly, energy could resides in some regime, which does
not necessarily imply inverse cascade/transfer.]
3 C-containing absolute equilibrium
For a 2D3C passive scalar advection the rugged invariants are the (horizontal) kinetic energy E = 〈u2h〉, the enstrophyW =〈ζ2〉, and the passive-scalar (vertical) energy Z = 〈θ2〉 = 〈u2z 〉, besides C, Eq. (4). We now show that the cross-correlation
C is equivalent to the well-known invariant helicity [7] under appropriate conditions: With ζ = ∇ × uh and θ = uz, we have∫ ∫
ζθdxdy =
∫ ∫ ∇×uh ·uzdxdy. One can easily check by integration by parts, assuming vanishing velocity at the boundary,
say, infinity, or by assuming periodic boundary condition, that∫ ∫
∇ × uh · uzdxdy = −
∫ ∫
z × ∇uz · uhdxdy.
Thus now C = 2〈ζθ〉 is nothing but the reduced form of the well-known helicity, since, when ∂zu = 0, the integrand of helicity
∇ × u · u = ∇ × uh · uz − z × ∇uz · uh.
[And, then issues such as the (detailed) conservation laws of C etc. are reduced to what we know how to solve from [8].] Note
that the local density of C is not 2θζ but
θζ − z × ∇θ · uh.
For u in a cyclic box with dimension 2pi, we have the Fourier representation u(r) =
∑
k uˆk exp{iˆk · r} and further expansion
with the self-evident notations kh and kz (following those of the physical-space variables — all complex variables are consis-
tently wearing hats in this paper and iˆ is the pure imaginary unit): For the incompressible 2D flow, denoting the horizontal
wavevector by kh, we have uˆh · kh = 0 and are left with only one degree of freedom in the direction h(kh) = z × kh/kh for uˆh;
so, writing uˆh = uˆh(kh)h(kh), we have
C =
∑˜
iˆkh(uˆhuˆ∗z − c.c.), E =
∑˜
|uˆh|2, W =
∑˜
k2h |uˆh|2 andZ =
∑˜
|uˆz|2,
where we have applied the conventional Galerkin truncation keeping only modes with kmin ≤ |kh| ≤ kmax; thus ∑˜ ,∑
kmin≤|kh |≤kmax . ‘,’ means definition, and for simplicity, we have omitted the conventional factors of 1/2 which can be ab-
sorbed into the (inverse) temperature parameters (see below). [Alternatively, following the notion of helical inertial waves
of rotating flows [27], the helical representation (see below) in 2D reduces to vˆ+ = −vˆ−; so, one may use uˆh = uˆ′h(kh)hˆ′(kh)
with hˆ′(kh) = iˆz × kh/kh, and yet another way for interested readers to exercise and check the calculations is starting with
the Fourier expansion of the familiar stream function ψ = ψz for the horizontal flow, with u = −∇ × ψ and ζ = ∇2ψ.] It is
direct to check that all these quadratic invariants are conserved in detail for each interacting triad and that, together with their
global conservation laws, the quadratic and diagonal properties ensure their ruggedness after arbitrary truncations [8], which
justifies respecting all of them in the statistical treatment.
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For the Galerkin-truncated inviscid and diffusionless system, triadic interactions of the modes through the convolution
in the convective terms in general will present chaotic dynamics and lead to thermalization, i.e., approaching the thermal
equilibrium. Indeed, as shown by Lee [28] for 3D incompressible hydrodynamics, the ordinary dynamical system in terms
of the Fourier modes satisfies the Liouville theorem which ensures an invariant measure. Similar result was also obtained by
Hopf [29] who applied functional calculus to formally derive it, but without explicitly introducing the Galerkin truncation.
[The classical wisdom is that the physical measure may be accurately represented by the Gibbs state, at least for low order
moments.] And, such fundamental dynamics should play a central role for many properties of the dissipative (and diffusive)
turbulence; the spectral transfer property should be signatured by such an internal drive of thermalization. Recently Moffatt
[30] studied the single-triad interactions, but for statistical considerations we in general need “many” [31] triads (still, the
thermalization assumption fails for however many triads if the superposed Fourier modes result in vanishing nonlinearity
[33]); otherwise, other unknown invariants might emerge or ergodicity might seriously break down [31, 32]. Besides other
possible footprints, the statistical absolute equilibria set up the aims towards which the distribution of the spectra tend to
relax [34, 8], thus some clues of cascade directions may be obtained. However, before proceeding, we should point out that,
although successful in many aspects, such an approach nevertheless misses many other ingredients of the dynamics, which
makes it in general difficult to conclude from the results very accurately and firmly about turbulence; and, a caveat particular
to the passive scalar problem is that the calculations can not exploit the passiveness of the scalar, as is a particular case of
the inadequacy/incompleteness of simple statistical description remarked in the introductory discussion. Some finer statistical
treatment than the conventional microcanonical ensemble may be necessary to be more precise. We should view the absolute
equilibrium calculation as a unique mathematical treatment to expose fundamental aspects of the dynamics. Recently, the idea
has been extended to study explicitly realizable fractally decimated [35] and also some chirally selected ([36] and references
therein) Navier-Stokes systems, and, besides transfer directions, insights about the isotropic polarization issue and similarly
multiple-constraint nonequilibrium dynamical ensembles [37, 38] can be motivated [39].
Introducing corresponding Lagrange multipliers or the (inverse) temperature parameters Γ•, we now apply the Gibbs
distribution, i.e., the canonical ensemble with constant temperature parameters assigning a probability P to each microstate
P ∼ exp{−(ΓCC + ΓEE + ΓWW + ΓZZ)},
to obtain the modal spectral densities, Uh of E, W ofW, QC of C and Uz ofZ:
with D = ΓEΓZ + (ΓWΓZ − Γ2C)k2h > 0, Uh , 〈|uˆh|2〉 =
ΓZ
D
, W = k2hUh, (5)
QC , 〈iˆkhuˆhuˆ∗z〉 + c.c. = 〈ζˆθˆ∗〉 + c.c. =
−2ΓCk2h
D
, Uz , 〈|θˆ|2〉 = 1
ΓZ
+
Γ2Ck
2
h
ΓZD
=
ΓE + ΓWk2h
D
. (6)
Note that D > 0 and ΓZ > 0 from the realizability, and there are two particularly interesting situations:
• One is that when C = 0 = ΓC, we recover the absolute equilibrium spectra commonly in people’s minds; in particular,
Uz is equipartitioned and Uh is the Kraichnan 2D Euler absolute equilibrium energy (modal) spectral density. As is
well-known (e.g., [13, 10]), equipartitioned Z indicates a forward cascade in the turbulent state of the passive scalar
variance with diffusivity acting at the small scales [40]. And, in the numerical simulations without helicity in the
rotating frame at small Rossby numbers, it has been found [41] that such equilibrium state is identifiable during the
long-time (or metastable) transient state to the final isotropic state [28, 42].
• The other is that of ΓE < 0 and that an E condensation state. When ΓWΓZ − Γ2C > 0, non-vanishing ΓC does not
qualitatively change the standard feature of 2D energy-enstrophy absolute equilibrium spectra and that the indication
for inverse horizontal energy transfer still stands. So, for the 2D3C horizontal velocity statistics compared to the pure 2D
one [34], it is just a transformation of the temperature parameters, without changing the essential physical characters:
For instance, the energy equipartition does not correspond to ΓW = 0 anymore, but instead to ΓWΓZ − Γ2C = 0. ThoughC by itself does not distinguish passive or active correlation of θ with ζ (as remarked in the introductory discussion) and
though ΓC appears in Uh, here no effective artificial back-reaction of the passive scalar through C has taken place. That
is, the applied Gibbs measure may still be a ‘physical’ one (in the sense of numerical realizability) [43]. Now, Uz forZ is
not equipartitioned any more, and when E condensation is strong enough, a significant amount ofZ also resides at large
scales (c.f., Fig. 1), which, without other effective constraints for transfers, indicates the possibility of transferringZ to
form large-scaleZ-structures. Such an indication seems to be supported by the numerical measurements shown in Fig.
6 of [15] and Figs. 6 and 7 of [22], which however is subtle since such data are not for the small-Ro asymptotic 2D3C
subdynamics but for intermediate Rossby number, requiring more discussions as given in the next section. Note that
now whatever ΓC or C, large-khZ spectrum is asymptotically an equipartition one, so the commonly accepted indication
for forward cascade always exists. The (conjectured) inverse and forward cascades of passive scalar have nothing in
conflict, because they belong to opposite scale regimes, at whose two respective ends the absolute-equilibrium spectra
properties are used for the prediction.
We remark that both QC and Uz scale with large kh similar to W. The fact that the (weaker than Uh) condensation of W at
small kh does not lead to inverse cascade of enstrophy is mainly due to the mutual constraint W = k2hUh and the independent
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Figure 1: An example of the modal spectra concentrating at large scales (kmin = 1): Solid line (blue) for Uh and dash line (red)
for Uz are plotted with ΓE = −1, ΓZ = 1, ΓW = 2.001 and ΓC = −1.
conservation laws of energy and enstrophy which prohibitW from going together with E totally to small kh [34]. Actually,
the emphasis at both large and small kh of UZ leads us to the conjecture that Uh could genuinely cascade in a split way to
both large and small scales: When the passive scalar energy is pumped at some intermediate scale(s) at some appropriate level
so that small-scale dissipation removes part of the source cascading forwardly, a large-scale “friction” might act to balance
the left energy transferred inversely. That is, the small-scale asymptotic is similar to the enstrophy dynamics, while the large-
scale transfer can be similar to the kinetic energy of the 2D velocity: energy-enstrophy duality of the 2D passive scalar with
effective C. QC is neither effectively constrained, thus C itself may have spectral transfer properties similar toZ, including the
inversely-to-large-scale one. Of course, the lack of effective constraint on them can also lead to their more efficient dissipation
at small scales, but we remind and iterate our remark given in the introductory discussion that the existence or not of (small-
scale) dissipative anomaly has no necessary relevance to the existence or absence of the genuine inverse cascade/transfer at
large scales. Absolute equilibrium is nevertheless different from the nonequilibrium and dissipative turbulence, and all such
possibilities from purely the conservative triadic interactions, though genuine, may require special realistic physical settings
to persist, which deserves further discussions.
We wind up this section by another sidenote that so far all kinds of estimates of the fluxes need a priori assumptions
(say, on the Hölder exponent or the ansatzes of the energy spectra themselves) of the fields [44]; see in particular Sulem and
Frisch[45] for the passive scalar problem. So, the inference of the turbulence fluxes from the zero-flux equilibrium is in a
sense more self-consistent, though less direct and quantitative.
4 The inverse transfers of vertically-averaged vertical velocity variance/energy
of rotating flows
4.1 Some background of resonant wave theory and 2D3C sub-dynamics
The fluid dynamics in the rotating frame of reference with uniform Ω = Ωz are governed by
∂u
∂t
+ 2
z × u
Ro
= u × (∇ × u) − ∇P + ∇
2u
Re
; ∇ · u = 0, (7)
where Re is the Reynolds number and Ro is the Rossby number characterizing the (inverse) Coriolis force, and, where the
centrifugal force has been absorbed into the pressure P. This equation in the linear inviscid limit admits inertial waves of the
form[27] hˆck exp{iˆ(r · k + ωck t)} with ωck = ck2k · z/(kRo), iˆk × hˆck = ckkhˆck and c2k = 1 = −iˆ2. Here ck = ± designates
chirality of the helical wave, i.e., the spiral directions along k. Such hˆck are actually the eigenmode of the curl operator and
form the orthonormal [hˆc−k = hˆ∗ck = hˆ−ck and hˆc1k · hˆc2k = δc1k,c2k ] bases for a transverse vector field u(r) in a cyclic box
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[18, 54] u =
∑
k uˆkeiˆk·r =
∑
k,ck uˆck hˆcke
iˆk·r. With such a representation, Eq. (7) transforms into [56]
(∂t − iˆωck +
k2
Re
)uˆck =
∑
k+p+q=0
∑
cp,cq
Cˆckcpcq uˆ
∗
cp uˆ
∗
cq (8)
with Cˆckcpcq = hˆ
∗
ck × hˆ∗cp · hˆ∗cq (cqq− cpp)/2 whose symmetry properties (see later discussions) result in the detailed conservation
laws of energy and helicity among each triad {[±k, ck]; [±p, cp]; [±q, cq]} with k + p + q = 0. When the Coriolis term goes
to zero with Ro → ∞, the system formally reduces to that in the normal inertial frame; but, if ωck = 0, i.e., kz = k · z = 0,
the system is seen to formally reduce to be 2D3C. In resonant wave theory, this 2D3C Navier-Stokes is called the vortex/slow
modes, while the rest with kz , 0 is called 3D wave/fast modes. A key issue in the theory is about the decoupling, recoupling
and their interactions of these parts. In the rapid rotation case, Ro is small and the inertial waves oscillate fast, which results
in a multiple-time-scale problem. Resonant interaction theory then assumes two time scales (t for slow and τ = t/Ro for fast
dynamics) and the ansatz uˆck = Vˆck (t) exp{iˆωckτ} which when brought into Eq. (8) leads with asymptotic expansion to the
approximate averaged equation
(∂t +
k2
Re
)Vˆck =
ωck+ωcp+ωcq=0∑
k+p+q=0
∑
cp,cq
Cˆckcpcq Vˆ
∗
cpVˆ
∗
cq . (9)
This equation is nothing but the Navier-Stokes in the inertial frame with nonlinear interactions limited to the resonant modes.
Two-dimensionalization then may be argued at appropriate time regimes [56, 16, 15], as indeed confirmed by many simu-
lations. However, precise and detailed knowledge, especially in the large Reynolds number limit, is far from clear. Note in
particular that the above resonant condition excludes the transfer of energy from (to) two fast modes to (from) a slow mode;
in other words, the 2D modes evolve autonomously, though interact with fast modes as a catalyst. So, the 2D3C modes
evolve just as if the other 3D fast modes were truncated. Formally the above results are true for Ro → 0, and indeed it has
been proved to be valid for finite time with given finite Re (see, Ref. [15] and references therein): There is the problem of
exchanging limits among t → ∞, Ro → 0 and Re → ∞ now,[63] and indeed numerical analyses do appear to confirm the
validity in a finite time with sufficiently small Ro and large Re, while also indicating breakdown beyond some intrinsic time
interval. It is thus intriguing how the theorem would be practically effective and useful for finite Re and finite Ro. And, what
are the transfer dynamics relevant to the observed interesting phenomenon, such as two-dimensionalization? Note that there
may be other subtleties for infinite domain case [18, 16], while discreteness and resolution effects in simulations for flows in
a cyclic rotating box have been checked by Bourouiba [21].
4.2 Theoretical observation and conjecture of spontaneous mirror symmetry breaking/chirality
As a trivial interpolation, and as is well documented by numerical results [15, 41, 22, 17], loosely speaking the intermediate-
Ro dynamics is intermediate in between the large-Ro and small-Ro ones, in the sense that resonant wave theory is partially
working with the slow modes incompletely decoupled from the fast ones; but, it has also been found [15, 20, 22] that there are
non-trivial non-monotonic properties which identify an ‘intermediate-Ro regime’, which is also our focus here. Bourouiba’s
[41] simulations, without considering C, did show that during the long-lived transient stage to the final fully 3D state [42], the
2D3C dynamics is clearly identifiable. Now there are other important resonant and non-resonant coupling mechanisms which
can kick in to effectively make the helicity be a somewhat more active constraint, due to finite Ro and that the lack of complete
decoupling, in which case the fast modes may act as a bath to slowly modify the temperatures of the 2D3C “thermometer”,
which would make the C-containing Gibbs absolute equilibrium obtained in the last section more meaningful, in the sense
that the vertically-averaged vertical velocity can have slow feedback onto the horizontal slow modes. In [15], the forcing is
acting at some small scales with a scheme depending on the velocity field itself, to give a constant energy injection in all three
components and all fast or slow modes. Such a scheme does not impose or tell whether there is any helicity injected, neither
for the full 3D Naiver-Stokes nor for the vertically-averaged dynamics (with the force also vertically averaged). Their Fig. 6b,
with small Rossby number and that strong decoupling, says that there is probably not; their Fig. 6a for intermediate Rossby
number indicates that the 2D3C subsystem probably obtain some helicity, either from the forcing or from the coupling with
the fast modes; further examination of such data, especially those relevant to helicity (transfer), would be illuminating. Ref.
[22] has presented consistent results with intermediate Rossby number in their Figs. 6(c,d) and 7(c,d), however their forcing
scheme like that of [15], but acting only on the inertial-wave modes, still tells nothing about the injection of cross-correlation
or not.
Neither Chen et al. [15] nor Bourouiba et al. [22] explicitly injected helicity into the system by their forcing schemes,
which, to support our argument, might require spontaneous mirror symmetry breaking/chirality in the vortex and wave sub-
systems who exchange helicities of opposite chiralities through the partial coupling: This in principle can be further checked
in the data. Saying “spontaneous” is because the corresponding helicity equation from either chiral sector of Eq. (8) is not
affected by the Coriolis term for either vortex or wave subsystem, thus no explicit chiral symmetry breaking mechanism in
the dynamics. Also possible is that, after the initial spontaneous symmetry breaking, the velocities at the forcing scale k f
may adjust themselves to make the forcing be helical. These are our further speculations that may support their finding of the
inverse transfer ofZ.
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The tendency towards the large-scale condensation spectra of E and Z can obtain energies directly through the wave-
vortex coupling from the wave modes, besides the conventional inverse transfers to “even larger” scales within the vortex
modes themselves; and, depending on the details (strength, “location” in scale space etc.) of the coupling which may be
affected by the forcing schemes, inverse-energy and forward-enstrophy cascades, or some mixtures, are all possible. Indeed,
Ref. [22] found in their simulations that the ‘33→ 2’ (wave-wave to vortex: they denote wave modes with ‘3’ and horizontal
vortex/slow modes with ‘2’) transfer through the coupling was mostly at large scales, and, since their external forcing at
small scales is only on the wave modes, they proposed a forward enstrophy cascade of the vortex modes to explain the scaling
exponent of E spectrum close to −3; they also found that ‘33 → w’ (wave-wave to w, the vertically-averaged/slow-part of
uz) coupling feeded Z at medium to large scales while ‘2w → w’ transferred Z to the dissipation regime. This does not
contradict the implication from our absolute equilibrium. It may be simply that some kind of “inverse transfer”, even through
the external channel of the wave-vortex coupling, of energies to large scales should be facilitated to support a large-scale
energy condensation state. Interestingly, according to [57], even if the small-scale slow modes are also forced by the external
forcing or by the slow-fast coupling, a nonlinear superposition of forward-enstrophy and inverse-energy cascades of slow
modes also appears to support the observed atmospheric k−3 spectra among many other proposals (c.f., Ref. [23]): Ref. [22]
showed that the large-scale pumping can be provided by the partial vortex-wave coupling, and the condensation absolute
equilibrium spectra may offer an intrinsic mechanism for such coupling to feed the large-scale vortex modes; for more critical
readers see below for more.
4.3 Relevant questions on our conjecture and possible solutions
One may fairly question: Why the even smaller-Ro (=0.0021) case of Chen et al. [15] does not show inverse transfer of Z?
And, the 2w − w interactions are those responsible for the conservation laws used in the absolute equilibrium calculation;
then, why it was observed in [22] that the inverse transfer of Z was provided by 33 − w while the forward transfer was
given there by 2w − w? ‘Devils’ are in the dynamical details, which are beyond the general conservation-law argument, and
may provide the explanations: When the Rossby number is too small, the coupling would be too weak to be able to trigger
the spontaneous mirror symmetry breaking (chirality) through the coupling (dissipation might work jointly as the trigger —
note that the equipartitions presented for the small-Ro Galerkin-truncated inviscid simulations of Bourouiba [41] indicate that
there is no spontaneous mirror symmetry breaking between that reasonably decoupled subsystems.) And, of course, when the
Rossby number is too large, the coupling is too strong to identify the 2D3C subdynamics separately. For the latter question,
though it is true that Bourouiba et al. [22] did not directly show 2w − w inverse transfer, one possible consistent dynamical
scenario goes as follows. First of all, we need to make it clear that the transfer directions in triadic interactions/relaxation in
general depend on the given (relative) amplitudes of the Fourier modes. The simple examples are the cases of the familiar
nonhelical initial energy spectra ansatz ka in 3D: if a > 2, the large-k modes’ energies are higher than equipartition (‘too
hot’) and that should be transferred to smaller k, contrary to the common forward turbulence cascade, unless that for some
special reason spontaneous symmetry breaking, as we just proposed for the findings of Chen et al. [15] and Bourouiba et
al. [22], happens to allow a subsystem with the helical absolute equilibrium to indeed be able to contain the much higher
energy at the smallest scales [8]; similarly for pure 2D case, if the initial energy and enstrophy are respectively too high at
the two ends of the wave number range (‘too hot’ - ‘hotter’ means ‘more negative’ of the negative temperature, because the
more negative the temperature is, the larger is the singular wavenumber, thus the higher is the energy level around there), their
transfer directions during the relaxation are contrary to the ones usually observed. Now, as a possibility, suppose ‘initially’
(starting from some time the partial decoupling occurs) the temperatures of the system are somehow set up, say, (mainly)
by just the 2w − w interactions due to the distributions of the invariants and the interactions at that moment (assumed to be
in quasi-equilibrium), then for some reason, due to the re-distribution of the invariants and the change of the strength of the
coupling, the slow-mode subsystem feels ‘too hot’ (the hotter the more negative is ΓE) so that 2w − w interactions want to
transfer Z forwardly; but, the coupled waves however may feel the slow-mode subsystem still ‘too cold’ (in the sense of the
full Euler absolute equilibrium) and keep warming it by 33 − w interactions: A steady cycle of the energy may be formed
by such imbalance, and such ‘too hot’ and ‘too cold’ dissymmetry appears to be in line with the trigger of the ‘spontaneous
mirror symmetry breaking’ of exchanging opposite-sign helicities just mentioned. Of course the system is not in equilibrium,
but taking the objective absolute equilibria as the aim the system tends to relax is a good way of thinking. If one imposes
large-scaleZ friction, transfers to large scales ofZ in a statistical steady state might ‘naturally’ emerge.
The conservation of these quantities was shown to be reasonably accurately valid only in the small Ro regime in Ref.
[41], not in the moderate/intermediate-Ro case. How can our argument work for moderate/intermediate Ro, and is it possible
for the existence of additional invariant(s) introduced by resonant and near-resonant modes (see, e.g., Smith and Lee[17]
and references therein)? The answer lies in that we are talking about the persistent effects of the otherwise self-autonomous
2D3C subdynamics as a conceptual comprehension, not any sort of precise shape or exact dynamics. This is reminiscent
of the finding of the partial thermalization at the end of the inertial range[58], where hyperviscosity or other variants with
appropriate parameterization [59] can greatly enhance the bottleneck phenomena as the residue of thermalization: Although
theory says about the asymptotic infinite parameter (say, the hyperviscosity in Ref. [58]) limit, the bottleneck appears already
in the normal fluid case and is already greatly strengthened for ‘moderate/intermediate’ parameters there. On the other hand,
such remarks mean that the relevant argument does not need to consider that complete two-dimensionalization and separation
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between fast (waves) and slow (vortex) modes by fast rotation are unconditionally ascertained in the large-Ro limit. As for the
near-resonant modes (see, e.g., Refs. [23, 17] and references therein), it may be that they, or at least part of them with small
|kz|/k, can be included into the slow manifold as if they also obey the same conservation laws and the statistical mechanics,
at the appropriate time regime for good approximation: For example, one may further check whether in the data the near-
resonant modes, kicking in first with 33−2 and 33−w interactions, are those with small |kz|/k, i.e., the ‘near-slow’ modes whose
dynamical time scales are relatively slow. Of course, another speculation is that the resonant manifold (including the slow one)
may present its own special conservation laws and statistical mechanics (favoring the inverse transfers), and that near-resonant
modes help the interactions between the slow and fast modes in this manifold. However, the following analysis shows that the
resonant condition does not introduce extra generic invariant(s): The already known symmetry relations of the full dynamics
in the rotating frame and the slow-mode dynamics are the same, Cˆckcpcq +Cˆ
cp
cqck +Cˆ
cq
ckcp = 0 and ckkCˆ
ck
cpcq +cppCˆ
cp
cqck +cqqCˆ
cq
ckcp = 0,
corresponding to the conservation of energy and helicity respectively, which can be expressed as[56]
Cˆckcpcq
cqq − cpp =
Cˆcpcqck
ckk − cqq =
Cˆcqckcp
cpp − ckk ; (10)
and similarly
kz/k
cpq − cqp =
pz/p
cqk − ckq =
qz/q
ckp − cpk (11)
for the triadic interaction condition kz + pz + qz = 0 and the resonant condition ckkz/k + cppz/p + cqqz/q = 0. Using the fact
that
cpcq(cpq − cqp) = cqq − cpp
in the comparison between Eqs. (10) and (11), we immediately see that the resonant condition corresponds just to the already
known energy-conservation relation/symmetry. So, we can not find new symmetry/conservation law from the additional
information of resonant condition, and the reason appears to be the simple relation c2· = 1 not used in the derivation of the
‘old’ symmetry relations of C···. Whether or not the near-resonant interactions (depending on the time scale of choice [14])
would introduce new invariant(s), which could be crucial for the dynamics, is however, to our point of view, so far completely
clueless from the state-of-the-art [17]. So, we tend to extend the following point of Smith and Lee [17] to also the generation
of large-scale vertically-averaged vertical velocity: “an inverse cascade in the 2D plane alone does not fully explain the
generation of 2D large-scale motions in 3D rotating flows, at least at moderate Rossby numbers where numerical simulations
can adequately resolve near resonances. Nevertheless, 2D interactions are crucial for the generation of large scales.” That is,
the large-scale concentration ofZ we found in the 2D3C absolute equilibrium, due to the limitation to 2D, might be far from
sufficient to account for Chen et al. [15] and Bourouiba et al. [22]’s corresponding findings, but may play a crucial role. If
inverse transfers observed by Chen et al. and Bourouiba et al. are indeed generic, there must be an intrinsic drive of this type
playing the key role, to our belief. Actually, we also tried to explain relevant puzzling inverse transfers in rotating flows with
another absolute-equilibrium argument (Appendix), which, though interesting, however is believed to be not as intimate.
5 Controlling C
5.1 The (un)controllability of C
C can be set up in the initial condition and can have the corresponding dynamical effects during the decaying process: ‘ev-
erything’ will die out in the end, but the transient process may be affected by C; for instance, if C is appropriately configured
in the beginning, then Z may be transferred to largest scales or be persistently staying at large scales. For the pumped sta-
tistically steady state, it is intriguing whether we can well control C and thus the corresponding dynamics. We see that the
external injection of C comes from 2( fζθ + fθζ); and, for a passive scalar problem, fζ is independent of θ, but θ functionally
depends on fζ ; meanwhile, fθ can be taken to be dependent on/correlated to ζ. The notion and situation of such asymmetri-
cal dependence are not new at all: For example, in the celebrated Kraichnan model of passive scalar, the scalar pumping is
taken to be independent (of θ) Gaussian white in time, with however finite correlation 〈θ fθ〉 = 〈 f 2θ 〉/2 [48], due to the (func-
tional) dependence of θ on fθ. It is helpful to take the Lagrangian point of view and technique ([50, 51, 49] and references
therein). We can integrate along the Lagrangian trajectory R(r, t; s) that will come to r at t (i.e., R(r, t; t) = r) to obtain
Θ(r, t) = Θ0(R(r, t; 0), 0) +
∫ t
0 fθ(R(r, t; s), s)ds. With the molecular diffusivity treated as the effect of an added independent
‘microscopic’ uniform Brownian motion, the average over which should be separable from other randomness and is denoted
by Θ = θ, we rewrite θ(r, t) =
∫ t
−∞ fθ(R(r, t; s), s)ds by formally introducing s = −∞, for notational convenience. Then, taking
the zero diffusivity limit and further averaging over the macroscopic randomness of R (or u) and fθ [in general we use the
same ‘〈·〉’ as in Eq. (4) for statistical average over whatever statistical ensemble], we have
〈θζ〉 = 〈ζ(r, t)
∫ t
−∞
fθ(R(r, t; s), s)ds〉 = 〈
∫ t
−∞
fζ(R(r, t; s), s)ds
∫ t
−∞
fθ(R(r, t; s), s)ds〉, (12)
〈 fζθ + fθζ〉 = 〈 fζ
∫ t
−∞
fθ(R(s), s)ds + fθ
∫ t
−∞
fζ(R(s), s)ds〉. (13)
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Here, taking the κ → 0 limit does not necessarily remove the average over the paths: Even for a given realization of velocity,
the statistical average over paths are in general still needed when spontaneous/intrinsic stochasticity happens with rough
velocity, and the average over the paths and that over the pumping are not necessarily separable due to possible nontrivial
dependence of fθ on u or its derivable(s), the above mentioned ζ, say. Such a stochastic equation issue makes the problem
subtle. For example, in the turbulent state with fθ and fζ coincident, and even ν = κ and the same initial and boundary
conditions, θ = ζ may not hold in the classical sense (though ζ of course formally solves the θ equation [68]), due to the
rough velocity field. The inverse energy cascade range of 2D turbulence with a spectrum of exponent −5/3 corresponds to a
rough velociby field, and in the forward enstrophy cascade, logarithmic correction also may introduce weak stochasticity of
trajectories. Such nonuniqueness or stochasticity of the field requires a probabilistic description. So, we can not see that taking
fθ = fζ (coincident) necessarily optimize C. Commonly-accepted forward cascade ofW means that the whole nonlinearity
does not conserve W for well developed turbulence (as in the conjecture of Onsager for the kinetic energy in 3D [44]).
And, even with ν = κ and fθ = fζ , 〈(θ − ζ)2〉 would not necessarily only be damped by the molecular diffusivity/viscosity.
Furthermore, even if both θ and ζ are subjected to anomalous dissipation, their dissipation rates are not necessarily the
same when ν = κ → 0; that is, the (perturbative) difference θ − ζ, from the boundary and/or initial conditions or emerging
spontaneously, can persist or even amplify. Turbulent coincidence ζ = θ, if possible, must come with other extra strong
constraint(s) of the dynamics which might directly prohibit inverse transfer and is beyond this analysis. [Actually we can not
even see from the absolute equilibrium whether the imposition of ζ = θ would maximize the condensation of θ, i.e., whether
more of Z will go to largest scales while |C| is increased with fixed Z, E and W. Due to the nonlinear structure of Eqs.
(5 and 6), it is possible that no such monotonicity exists.] A set of numerical experiments may be proposed as follows: Let
the initial θ and ζ fields be different but correlated, with various values of C, and let the other things as mentioned be the
same, in particular the same forcing working at some intermediate scales, then check the evolutions of the statistics of θ, ζ
and their differences θ − ζ at different scales. One however may say that, in Ref. [9], if all the corresponding advecting
velocity fields/trajectories and passive-scalar forces effectively have the same/similar dynamical correlations respectively, all
those passive scalars could have the same/similar statistics of the corresponding active ones, including the inverse transfer of
the potential energy of 2D MHD: Such a statement may be numerically checked by using the information of the correlation
between the scalar pumping and the tracer trajectories, say, somehow learned from the 2D MHD data, in the passive scalar
pumping scheme. The passive scalar evolve in this way can be quite different to the corresponding 2D MHD active scalar
beyond the second-order correlation between the forcing and the trajectories. When studying 2D MHD, Ref. [9] has derived a
set of necessary conditions for the inverse and/or forward cascades of the scalars. Then, it would be interesting to experiment
numerically whether the correlations between the scalar pumping and the advecting velocity are also sufficient conditions,
especially when the velocity field is not particularly generated by 2D MHD.
As said, the passive scalar should be functionally dependent on the stirring of the velocity, besides on its own pumping,
so 〈 fζθ〉 is in general not controllable: How to optimize the injection is unclear. But 〈 fζθ〉 could be small and is, for the
time being, assumed so here for a tentative discussion of modifying the Kraichnan model. So, we may take the velocity be a
synthetic delta-correlated Gaussian field and let fθ be linearly correlated to ζ, thus still Gaussian, to inject C. Note that such a
correlation is due to the dependence of fθ on ζ, not the inverse, which is not represented by the correlation itself. The purpose
of the modification is to see whether we can find a way out of the conventional Kraichnan model’s universal (in the sense
of the scaling exponents with respect to the pumping mechanisms) forward cascade of Z. We iterate that we are proposing
passive correlation of the pumping on ζ, which is different to the probability-theoretic correlation which is symmetric between
the two random variables. In general the correlation will make the average, over the pumping ensemble, and the other one,
over the velocity ensemble, mixed, while the decoupling of the two averages are crucial for the systematic calculations [10];
but, carefully designed coupling in some specific situation might be insightful.
5.2 Pair-correlation function and an attempt to modify the Kraichnan model
We now check the integral form of the pair-correlation function
C2(r1, r2; t) = 〈θ1θ2〉 =
〈 ∫ t
−∞
fθ(R(r1, t; s1), s1)ds1
∫ t
−∞
fθ(R(r2, t; s2), s2)ds2
〉
. (14)
But, without knowing how f depends on u, still we don’t know how to proceed with the average, also denoted by 〈·〉 here, over
the velocity ensemble. Different dependences of f on u will lead to different results. So, let us further perform more explicit
exposition, with the hope of finding a way out in some special situations: There could be some deliberately designed statistical
dependence which is solvable and useful. Note that our purpose does not need to be as ambitious as to fully solve the problem
as for the conventional Kraichnan model, but to draw the information of transfer directions, or more definitely the possibility
of inverse transfer at large scales when C is appropriately injected and sustained. Here we adopt the pedagogical functional
differential approach of Frisch and Wirth [52] for just a preliminary analysis. When the pumping fθ is linearly correlated to
the vorticity, i.e., fθ = ∇× u · z (the arbitrary coefficient is normalized to unit), with the assumption that the perturbation of the
advection operator is due to the perturbation of the advecting velocity, Eq. (1) becomes
∂tθ + u · ∇θ = κ∇2θ + ∇ × u · z. (15)
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Now, u(x, t) is Gaussian white in time, so, with ∂αθ|α=0 denoted by θ(x, t), we have
∂tθ = Mθ + M˜(x, t)θ + M˜′(x, t)θ − ∇ × u′ · z, (16)
where M = κ∇2 and M˜ = −u · ∇ and ′ denotes “identical independent distribution (i.i.d.)” Note that the perturbation M˜ →
M˜ + αM˜′ means that −u · ∇ → −(u + αu′) · ∇. So, we have
θ =
∫ t
t0
−G(t, s)[u′(s) · ∇θ(s) + ∇ × u′(s) · z]ds, (17)
with θ(t0) = 0 and G being the Green’s function corresponding to the operator M + M˜, and that we have the averaged equation
∂t〈θ〉 = κ∇2〈θ〉 +
∫ t
t0
〈M˜′(t)G(t, s)[M˜′(s)θ(s) − ∇ × u′(s) · z]〉ds. (18)
This equation is closed and in principle solvable when the condition of white in time is applied, provided the information of
the spacial derivative of the velocity field. To study the second-order moment equation, we use further simplified notation
fθ = ∇ × u · z→ f and θ(xi)→ θi for i = 1, 2 etc. Two-point equation reads
∂t(θ1θ2) + (u1 · ∇1 + u2 · ∇2)(θ1θ2) = κ(∇21 + ∇22)(θ1θ2) + f1θ2 + f2θ1. (19)
Among other things, to obtain 〈θ1θ2〉 from the above equation, we need to evaluate in the r.h.s. 〈 f1θ2 + f2θ1〉, by Gaussian
integration by parts: 〈 f1θ2〉 = 〈 f ′1 θ˜2〉. Note that θ˜2, with the perturbation directly from f (thus the tilde for symbolic discrimi-
nation), is not that of Eq. (17), since it does not obey Eq. (16): The perturbation of the pumping, linearly dependent on the
vorticity, does not uniquely determine the perturbation of the advection velocity/operator, leaving the freedom of the gauge
field g(x, t) with ∇ × g = 0. And, it is seen that θ˜2 is not g-free. So, in this sense, the second order moment equation with
the pumping linearly correlated to the vorticity turns out to be intrinsically non-unique. [The systematic calculations of the
standard Kraichnan model can be made to conclude the universal (in the sense of independence on the pumping mechanisms
of the scaling exponents) forward cascade of the passive scalar, because the f and u are mutually independent Gaussian white
in time and also that f is chosen at some large scales.] Arbitrarily different gauge fields of g(x) may correspond to different
underlying ‘details’ of the pumping, resulting in different statistical dynamics with strong indication of assisting the nonuni-
versality. Though such a result is in a sense already foreseeable from the beginning, the above preliminary analysis explicitly
exposes how uncontrollable the closure for the problem is. As is clear from, say, Falkovich et al. [10] and Kramer et al. [53],
one should be careful in extrapolating results from the celebrated Kraichnan model of passive scalar turbulence and any theory
with ad hoc assumptions, however complicated it is (like, say, ‘DIA’ [11]), can be very misleading in some cases [53]; thus, a
systematically solvable model with controllable C is in fact still wanted.
6 On ‘vertical helicity’ and the speculation of 2D3C dominated helical cyclogen-
esis
Finally, for both fundamental and application reasons, we want to examine other systems. Indeed, like 2D vorticity there are
different ‘frozen in’ quantities corresponding to Lagrangian conservation laws [by, say, Kelvin(-type) or Alfvén theorems,
or their analogies] for a variety of fluid models of plasmas (see, e.g., Ref. [51] and references therein), however it remains
to discover one whose multiplication with the auxiliary passive scalar can form a rugged invariant. One possible way may
be to extend the notions of vorticity and helicity to n > 3 dimensions with the notion of differential forms and then reduce
the problem to n − 1 dimensional space with still n-component vectors. Such formal studies won’t be pursued in this note.
Below we will just point out another specific atmosphere application consideration; see the Appendix for more. In (hazardous)
weather forecasting or investigations, the so-called “vertical helicity” uzζ is frequently applied (see, e.g., Kain et al. [60]). In
our terminology, as is also clarified in many other literatures, uzζ is actually the ‘vertical helicity density’. It is convenient
to simplify and clarify such weather-science terminology ‘helicity (density)’ by ‘helixity’, thus ‘vertical helixity’, ‘horizontal
helixity’ etc. Vertical helixity is also used in studying sand- and/or dust-storms. We see from our 2D3C analysis that this
vertical helixity is paired with the horizontal helixity
−z × ∇uz · uh,
with equal spacial integrals. Note that the full horizontal helixity contains also other parts which vanish with ∂z = 0. It may
thus be suggestive to even further re-define the vertical helixity to be just the density of C,
uzζ − z × ∇uz · uh,
or at least to also examine the weather data with the ‘conjugate’ −z × ∇uz · uh in the pair. And, from the possible large-
scale formation and amplification of both Z and C [Eqs. (5) and (6)], we can not resist speculating 2D3C dominated helical
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cyclogenesis (and large-scale smog/haze formation and strengthening/persistence, if the pollutant could be treated as passive
scalar). The idea of helical cyclogenesis actually has a long history, to our best knowledge, dated back at least to Levich and
Tzvetkov [66] (see, Levina and Montgomery [67] and references therein for extra relevant information) whose discussions
deserve some remarks here, though their arguments of ‘I-invariant’ and its inverse cascade appear to us somewhat strange:
To our understanding, if the spacial average and statistical average are taken to be equal, their I is nothing but the square of
the conventional global invariant helicity. I is not conserved in detail by the triadic interactions, thus not rugged concerning
Galerkin truncation, and that not a good object for talking about ‘cascade’. Nevertheless, they did explicitly use the 2D3C
argument [Eq. (9) there] and did argue non-Kraichnan [34] inverse cascade, though not for our Z and or C. Their inverse-
cascade scenario for cyclogenesis, assisted with the meteological figures of cyclones, clouds and precipitation, is similar, at
least on the surface, to our speculation, concerning the relevance of helicity.
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Figure 2: Schematic for Uc(k) = 1/(α + cβk): 0 < kmin . kc = 1 and kmax  kc. When α/β = 1/0.1 (thinner lines),
the negative chiral sector pole kp = 10 & kmax. This pole approaches kc when α/β → 1/1 (thicker lines) and most of the
energy is concentrated at the negative chiral sector around the pole kp → kc = 1, the very small wavenumber compared to
kmax: kc is the maximum wavenumber of the positive chiral sector, so the (dominant) positive helicity has opposite sign to the
larger-wavenumber modes where injection is supposed be placed in the turbulence simulations of Refs. [25, 26].
Appendix
Here we summarize two absolute-equilibrium related theories for inverse transfers observed in rotating flows. One indicates
extra properties of nonlocality of interactions, while the other clearly identifies itself in the slow manifold as given in the
main text. The former one indicates strikingly similar turbulence energetic behavior to reported numerical observations, but
the corresponding Galerkin truncation appears extremely artificial, though interesting and might be of other relevance. It was
meant to be added to Ref. [24] at its late stage (but was not allowed due to the acceptance of publication by the journal at
the time), as our two theories motivated by the same/similar numerical observations of rotating flows[23, 25, 26]. We now
consider this old discussion be still useful to offer extra insights about helicity, with new motivating perspectives. It was
attached to Ref. [24], so we will briefly cite a result that we need here first: As sketched in Fig. 2, we found from the chirally
decomposed energy absolute equilibrium spectrum of the full 3D3C system, Uc(k) = 1/(α + cβk), that, if one chiral sector
(say, that of ‘c = +’ for purely helical modes with positive definite helicity) is truncated to be in between kmin and kmax, and
the other ‘alien’ sector in between kmin and kc ( kmax), then the ‘alien(s)’ can carry most of the energy when α/β ↓ k+c (with
the pole kp approaching kc from above), especially when kc is close to kmin. Of course, this result also applies to the system in
a rotating frame. And, more fascinatingly, if we keep the positive and negative sectors in this fashion for a turbulence system
with dissipation at large k and injection at some kin inbetween kmin and kmax, then the indication for large scale behavior and
nonlocal transfers (see details in Ref. [24]) is very similar to Mininni et al.’s observations [25, 26], except for one thing (see
below), at least.
To be more definite, Mininni at al.[25] stated “... the direct transfer of energy at small scales is mediated by interactions
with the largest scale in the system, the energy containing eddies with k⊥ ≈ 1, where k⊥ refers to wavevectors perpendicular
the axis of rotation. ... The inverse transfer of energy at scales larger than the energy injection scale is non-local, and energy is
transferred directly from small scales to the largest available scale”, which are basically the same as our prediction from the
special truncation scheme in §2.2.2 of Ref. [24], word by word (if we appropriately choose the directions of the wavevector
and the corresponding helical mode of the alien(s)); what’s more, Mininni and Pouquet[26] found the “the development of an
inverse transfer of energy now coexisting with direct cascades of energy and helicity”. One probably then would guess that
the imposed rotation work to naturally depress those modes that are cleanly truncated in the special scheme, which however
appears somewhat strange. More seriously, there is no evidence from these simulations that the largest scale is ‘OCSDS’ (one
chiral sector dominated state) with chirality opposite to the input (as predicted from the above special absolute equilibrium).
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We then believed that the inverse energy transfer in rotating turbulence probably had not much to do with the helical energy
condensations found in §2.2.2 of Ref. [24]; in other words, the absolute equilibrium sketched in Fig. 2 should not be as
relevant to rotating flows as that in Fig. 1. It was nevertheless hoped that such analysis could promote relevant numerical
analysis in the fashion of Brandenburg et al. [64] and/or Biferale et al.[62], but looking into the contributions to the spectral
transfers functions from the purely helical modes.
Thus, we turned to deal with three separated subsystems, i.e., the 2D ux-uy field (S2) with ∂z ≡ 0, which conserves energy
and enstrophy, the passive scalar uz field (S1 with scalar energy conserved) with ∂z = 0 advected by S2, and the left 3D field
(S3, conserving energy and helicity) with ∂z not vanishing everywhere. We can have the normal energy-helicity AE (absolute
equilibrium) of S3 indicating forward energy and helicity cascades; S2 is already discussed by Kraichnan[34], indicating
inverse-energy and forward-enstrophy cascades; S1 by itself, without coupling to S2, presents equipartition of the AE energy,
indicating forward energy cascade. Note that S 1 ⊕ S 2, the combination, also conserves helicity on the slow-mode manifold,
facilitating energy-enstrophy-helicity AE. The indications of S2 and S3 AEs are consistent with the two-dimensionalization
and forward-energy-and-helicity-cascade scenarios as all simulations and observations seem to agree. 2D-3D vortex-wave
interaction may be termed re-coupling of S2 and S3, which raises the complex issue of the validity of time regime of the
resonant wave theory, for given Ro, among other relaxation time scale problems. When resonant wave theory breaks down,
we may consider S 1 ⊕ S 2 ⊕ S 3, i.e., the whole system, energy-helicity AE, which then raises the curious question about
the difference between such a state and those of non-rotating ones in §2.2 of Ref. [24]. Thus the problem can be extremely
complicated depending on the physical parameters (Ro and Re etc.) and time regimes. Such remarks about absolute equilibria
of subsystems of rotating fluid models may also apply to those of 3D gyrokinetics, among others, with fast wave dynamics
and slow modes such as zonal flows in nature (say, planet Jupiter) or laboratory such as the tokamak [65]. Indeed, (partial)
anisotropization is common to many typical systems and unified treatments, as tried by Cambon and Godeferd [55], may be
possible.
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