In 1932 Mahler [6], following his fundamental study of the theory of transcendental numbers, formulated the conjecture that for any ε > 0 the inequality
In 1932 Mahler [6] , following his fundamental study of the theory of transcendental numbers, formulated the conjecture that for any ε > 0 the inequality |P (x)| < H(P )
−n−ε has at most a finite number of solutions in integer polynomials P of degree n for almost all x ∈ R, where H(P ) is the height of P (that is, H(P ) is the maximum of the moduli of the coefficients of P ). This was proved by Sprindžuk [7] . In 1965 Sprindžuk [8] It has diameter diam(B) = δ and measure ν(B) = δ, where ν is the unique Haar measure on the locally compact abelian group Q p such that ν(Z p ) = 1.
Theorem 1 (Mahler-Sprindžuk). The inequality

|P (w)| p < H(P )
−n−1−ε has only a finite number of solutions in rational integer polynomials P of degree n for almost all w ∈ Q p (with respect to Haar measure).
A proof of this theorem can be found in [8, Part II, Chapter 2] . Similar inhomogeneous problems can be considered and for n = 1 the following inhomogeneous question has been solved [5, Chapter 2, Theorem 4.11]. Indeed it is not difficult to prove that for every d ∈ Q p and almost all w ∈ Q p the inequality
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[37]
where q = max(q 0 , q 1 ), has only a finite number of solutions in rational integers q 1 and q 0 for every ε > 0. Inhomogeneous questions are rather different in character to the homogeneous ones in that they concern questions of how points are distributed rather than how close it is possible to get to the integers. It is often the case that, due to the properties of the p-adic metric, a problem looked at in the p-adic setting is easier to solve than a similar one considered for Euclidean space. In this article we will prove the inhomogeneous analogue of Theorem 1, that is, we will consider inequality (1) for polynomials of higher degree.
has only a finite number of solutions in rational integer polynomials P of degree n for almost all w ∈ Q p .
It is hoped that the methods used in this paper can be generalised to prove a similar result for the usual Euclidean metric.
In what follows the Vinogradov symbols and will be used to avoid specifying unimportant constants (A B means that there exists a constant c such that A ≤ cB with a similar definition for A B); if A B and A B then we write A B. The proof of Theorem 2 will involve repeated applications of the BorelCantelli lemma; that is, if the sum of measures of a sequence of sets converges then the measure of the set of points lying in infinitely many such sets is zero. Before proving Theorem 2 some preliminary results are obtained.
be a polynomial with rational integer coefficients. Then
We denote the smallest m for which (4) is true by m 0 . This is Lemma 7 of [7, p. 19] .
Lemma 2. Let P be a polynomial of the form (3) with |a n | p > c 1 , where c 1 is a constant depending only on n. Then
If inequality (2) holds infinitely often for a set of positive measure it can be readily verified that the set of solutions of the inequality 
which will have p-adic modulus 1. If the set of w for which inequality (2) holds for d+1 for infinitely many P is of measure zero then so is the set of w for which inequality (2) holds for d as otherwise we obtain a contradiction (replacing
. Hence, we may assume without loss of generality that
where c 2 is a constant depending only on n and d; therefore the roots of Q are bounded from Lemma 2. Thus, instead of inequality (2), we can consider the inequality
and the roots of P d lie in the ball |w| p 1. Note that N 1 is not necessarily an integer. Let
where N depends on the height of the polynomial P associated with P d . Let ε > 0 be sufficiently small, T be a large fixed number depending on ε and let ε 1 = 1/T (ε 1 is much smaller than ε). The roots κ 1 , . . . , κ n of the polynomials P d can be ordered (by changing indices if necessary) so that
It is easy to show that , we can fix the vector l and the class P n (l) as the set of polynomials with l(P d ) = l. We define P n (N, l) as the set P n (N ) ∩ P n (l) so that
It is also useful to define the numbers r i as
Finally we define the set S(κ i ) as follows:
Thus S(κ i ) is the set of w which are closer to κ i than any other root. Plainly S(κ i ) = Q p . It is possible that some of the S(κ i ) are empty. Now we need some subsidiary results regarding polynomials and their derivatives. For simplicity the lemmas are set up using κ 1 , they could also have been done for any other root κ i .
Lemma 3. Let P be a polynomial with distinct roots and w be in S(κ 1 ). Then
Thus as |κ i | p 1 inequality (6) can only hold on a ball A such that diam(A)
1. Hence from now on we assume without loss of generality that w ∈ A.
From the identity
and (11) we have
from which we obtain (10).
(define r n to be 0). 
from equation (8) . Using (9) this gives (12); if l i = ∞ for some i then µ t ≥ n for t = 2, . . . , i, which gives (13).
The next lemma is proved in [3] which is in Russian and difficult to obtain. For convenience we refer the reader to Lemma 12 of [2] , in which the same lemma is proved for the real case. A sketch of the main ideas will follow the statement. 
With reference to the notation in Lemma 12 of [2] , for our case µ = 0. By following the proof exactly it can be shown that for w ∈ ν 1 (P ),
and for w ∈ ν 1 (Q),
for j = 1, . . . , n. Let the minimum of the right hand sides of these two equations be at j = j and j = j respectively. Then following the arguments of [2] to obtain results analogous to inequalities (28) to (36) of [2] we have for i < j and k < j respectively
Also for i > j and k > j respectively
and finally we obtain
Using these estimates it is not difficult to obtain the following inequality analogous to (42) of [2] :
for j , j ≥ 1. Using the same arguments that follow inequality (42) until inequalities (45) in [2] , it can be shown that 1 N 2n−j τ , i.e., that j τ ≤ 2n + δ. If j ≥ 3 then the lemma is proved. Thus we only need to obtain better estimates for the cases j = 1 and j = 2 as in [2] . The line of reasoning is the same as in that paper and will therefore not be given.
Lemma 6. If P 1 , . . . , P k are given polynomials then
This is Lemma 8 from [8, Chapter 1] . A refined version with explicit constants was obtained by Gel'fond in [4] .
Finally, the following lemma is required regarding reducible polynomials.
Lemma 7. Let P be a reducible polynomial with rational integer coefficients and degree at most n and let δ be any positive number. Then for almost all w ∈ Q p the inequality
has only a finite number of solutions.
The argument is similar to one used by Sprindžuk in [8] which uses the sup norm rather than the p-adic metric. Any reducible rational integer polynomial P of degree at most n can be expressed as a product
where P 1 and P 2 are rational integer polynomials of degree at most n − 1. Suppose that (15) holds on a set S say of positive measure for infinitely many reducible polynomials P of degree at most n. Then for any δ > 0 and each w ∈ S, there exist infinitely many P 1 , P 2 such that, by Lemma 6,
for some constant c > 0. Without loss of generality we can suppose that w is transcendental so that P (w) = 0 for any P . By Theorem 1, for Haar almost all w ∈ S, the inequalities
hold for all δ > 0 and all but finitely many P 1 , P 2 . Choose one such w. For those polynomials P 1 , . . . , P l for which the above equation does not hold let c(w) = min{P 1 (w), . . . , P n (w)}. Then
−n−δ for all P 1 , P 2 . On multiplying, we get
−n−δ for all pairs P 1 , P 2 , which contradicts w being in S for δ < δ.
Proof of Theorem 2. The proof of the theorem is in two parts. A class P n (l) will be described as being of the first or second kind according as
For classes of the first kind (
we consider the class of polynomials P n (N, l) and prove the theorem with the help of Sprindžuk's method of essential and inessential domains [8, Part II, Chapter 2]. The proof for the inhomogeneous case is the same as that for the homogeneous case in [8] and will not be repeated. This case is where the roots of the polynomials are "far" apart so that the derivative at the roots is not too small.
For classes of the second kind
In this case the roots can be very close together. This is the major difference between the inhomogeneous and homogeneous questions. When considering the homogeneous case one can use the discriminant to show that the roots are always a certain distance apart (with respect to the height) and that there are only finitely many bounded vectors l. Because the polynomials P d are no longer integer polynomials due to the first coefficient being N + d it is not possible to use the discriminant, and the roots can be arbitrarily close together. 
. . , n. In the event that l i = ∞ for all i, we have σ = 1 + ε/(2n); this case will be dealt with at the end. Assume that the maximum on the right hand side of (17) is at i = j 0 and define
Note that j 0 ≥ 2 since if j 0 = 1, then (16) and (17) give a contradiction. The polynomial P d will be said to belong to the ball S k if there exists w ∈ S k such that (6) holds. Assume that there are no more than 2
By Lemma 3 the measure of the set I(P d ) for which inequality (6) holds for a fixed polynomial P d is
Since the series t 2 −tε/2 converges the proof can be completed by using the Borel-Cantelli lemma. Now, we assume that there are more than 2
polynomials in P t n (l) belonging to some ball S. The Taylor series for the polynomials P d belonging to S in the neighbourhood of the root κ 1 
As there exists a point
we deduce from (10) that
For each w ∈ S we have |w − w 0 | p < diam(S) and by (21),
From (20),
and together, Lemma 4 and (22) imply that if l i = ∞ for some i, then
The last term in the Taylor expansion can be estimated using (10). For the case of l 2 , . . . , l i being infinity, (13) can be used to obtain the same (in fact better) estimate. Thus, for w ∈ S,
Let the polynomials belonging to S be denoted by P 1 , . . . , P K where
, and define the distinct rational integer polynomials R i (w) for i = 1, . . . , K − 1 by R 1 (w) = P 2 (w) − P 1 (w), . . . , R K−1 (w) = P K (w) − P 1 (w). There are three different subcases to consider. To obtain inequality (23) use the facts that, for j = 1, . . . , n − 1, all the derivatives satisfy |P from Lemma 4 and that the last term (for the nth derivative) can be estimated using (10) to obtain |P d (w)| p 2
−t(n+1+ε/(2n))
. Using these new estimates Cases 1, 2 and 3 follow in exactly the same way as before, proving the theorem.
