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ABSTRAK 
Multikolinearitas merupakan sebuah masalah yang sering terjadi dalam regresi logistik. Ada 
beberapa metode yang dapat mengatasi masalah multikolinearitas, diantaranya adalah metode 
partial least squares. Metode partial least squares (PLS) dengan algoritma Nonlinear Iterative 
Partial Least Squares (NIPALS) dapat mengatasi multikolinearitas dan mengestimasi parameter 
pada regresi logistik biner. Metode ini diterapkan pada data kemiskinan kabupaten/kota di Provinsi 
Sulawesi Selatan yang terdiri atas dua kriteria kemiskinan, yaitu penduduk berdasarkan pendidikan 
yang ditamatkan dan berdasarkan luas lantai tempat tinggal per kapita. Berdasarkan model regresi 
logistik PLS diperoleh taksiran model yang menunjukkan kedua kriteria kemiskinan yang 
digunakan dapat menjelaskan kemiskinan yang terjadi di Provinsi Sulawesi selatan sebesar 
50,73%. 
Kata kunci:  multikolinearitas, regresi logistik biner, partial least squares, algoritma NIPALS, 
data kemiskinan 
 
ABSTRACT 
Multicollinearity is a problem that often occurs in a logistic regression. There are several methods 
that can be applied to overcome multicollinearity problems. Among them is Partial Least Squares 
method.  The method of Partial Least Squares (PLS) and Nonlinear Iterative Partial Least Squares 
(NIPALS) algorithm are adequate for overcoming multicollinearity and estimating the parameters 
in  binary logistic regression. These methods were applied to data poverty of districts in South 
Sulawesi consisted of two criteria of poverty which are residence based on their completed 
education level and residence based on area broadness of their house building. Based on PLS 
logistic regression, the obtained model estimation showed both poverty criteria used were able to 
explain poverty in South Sulawesi to 50.73%. 
Keywords: multicollinearity, binary logistic regression, partial least squares, NIPALS algorithms, 
poverty data 
1. Pendahuluan 
Dalam regresi logistik, salah satu hal yang sangat rentan terjadi adalah masalah 
multikolinearitas. Multikolinearitas adalah kondisi terdapatnya hubungan linier atau korelasi yang 
tinggi antara masing-masing variabel prediktor dalam model regresi. Jika terdapat 
multikolinearitas, penduga dari metode kuadrat terkecil dapat diperoleh tetapi nilai standard error 
akan cenderung membesar seiring dengan tingkat kolinearitas antar variabel prediktor yang juga 
meningkat dan mengakibatkan model yang didapatkan menjadi kurang layak. Untuk mengatasi hal 
tersebut, dapat dilakukan beberapa metode, diantaranya ridge regression (RR), principal 
component analysis (PCA), dan partial least squares (PLS). Regresi ridge pertama kali 
diperkenalkan oleh Hoerl (1962), yaitu dengan cara menambahkan konstanta positif   yang kecil 
pada elemen diagonal X X, yang mengakibatkan matriks X X harus diasumsikan sebagai matriks 
non-singular. Lain halnya dengan metode yang pertama kali diperkenalkan oleh Massy (1965), 
PCA membentuk variabel prediktor baru yang disebut dengan variabel laten untuk memprediksi 
variabel respon. Sedangkan PLS adalah metode yang tergolong baru dalam statistika dan pertama 
kali diperkenalkan oleh Herman Wold (1975). Dasar dari metode PLS adalah membentuk variabel 
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baru yang merupakan kombinasi linier dari variabel prediktor yang asli kemudian menggunakan 
metode kuadrat terkecil (ordinary least square) untuk mengestimasi variabel baru tersebut. 
Beberapa penelitian sebelumnya menyimpulkan bahwa metode PLS dapat menghasilkan 
estimasi paling baik pada data yang mengandung multikolinearitas dibandingkan dengan RR dan 
PCA. Nurhasanah (2012) dalam penelitiannya menyatakan bahwa metode PLS lebih baik 
dibandingkan dengan PCA pada regresi linear berganda, berdasarkan dengan nilai koefisien 
determinasi (R
2
) yang tinggi dan nilai mean square error prediction (MSEP) yang minimum. 
Selain itu, Yeniay & G  ktas (2002) juga telah melakukan penelitian tentang perbandingan metode 
PLS, RR, serta PCA pada regresi linear berganda, dan menyimpulkan bahwa metode PLS memiliki 
nilai R
2
 yang lebih tinggi, serta MSEP yang lebih kecil dibandingkan dengan metode PCA dan RR. 
  
2. Tinjauan Pustaka 
2.1. Regresi Linear Berganda 
Bentuk umum persamaan regresi linear berganda dengan parameter   dan k variabel 
prediktor dituliskan sebagai berikut: 
                                                                   
untuk i = 1,2, ... ,n dan         
   
Persamaan (2.1) dapat dituliskan dalam notasi matriks menjadi: 
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Metode yang digunakan untuk mengestimasi parameter model regresi linier berganda adalah 
metode kuadrat terkecil atau sering juga disebut dengan metode Ordinary Least Square (OLS). 
Metode ini bertujuan meminimumkan jumlah kuadrat error atau Sum Squares Error (SSE). 
Berdasarkan persamaan (2.2) dapat diperoleh model estimasi (Myers, 1990): 
                                                                              
sehingga penduga (estimator)    sebagai berikut: 
                                                                             
dengan    adalah penaksir OLS yang tidak bias, linier dan terbaik (best linear unbiased 
estimator/BLUE) (Sembiring, 2003). 
 
2.2 Regresi Logistik Biner 
Pada regresi logistik jika variabel responnya terdiri dari dua kategori misalnya Y = 1 
menyatakan hasil yang diperoleh “sukses” dan Y = 0 menyatakan hasil yang diperoleh “gagal” 
maka regresi logistik tersebut menggunakan regresi logistik biner. Agresti (1990) menyatakan 
variabel Y yang demikian lebih tepat dikatakan sebagai variabel indikator dan memenuhi distribusi 
Bernoulli. Secara umum model probabilitas regresi logistik dengan melibatkan k variabel prediktor 
dapat diformulasikan sebagai berikut: 
     
              
 
   
               
 
   
                                                
dengan    adalah parameter-parameter regresi 
    adalah pengamatan variabel prediktor ke-j 
Fungsi      merupakan fungsi non linear sehingga perlu dilakukan transformasi logit untuk 
memperoleh fungsi yang linier agar dapat dilihat hubungan antara variabel respon dengan variabel 
prediktornya. Bentuk logit dari      dinyatakan sebagai     , yaitu: 
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2.3   Multikolinearitas 
Multikolinearitas adalah suatu kondisi dimana terdapat korelasi atau hubungan antar 
variabel-variabel prediktor. Salah satu cara untuk menghitung ada tidaknya multikolinearitas 
adalah Variance Inflation Factor (VIF). Cara menghitung VIF adalah (Myers, 1990): 
     
 
    
                                                   
dengan   
  adalah koefisien determinasi antara    dengan variabel prediktor yang lain. Nilai   
  
diperoleh dengan rumus: 
  
  
         
  
   
         
 
   
                                                                 
Jika nilai VIF > 10 maka dapat dikatakan bahwa telah terjadi multikolinearitas pada data 
(Williams, 2015). 
 
2.4  Metode Partial Least Squares 
Dasar dari metode partial least squares adalah membentuk kombinasi linear dari variabel 
prediktor dan menggunakan kombinasi linear tersebut dalam persamaan regresi. Matriks dan vektor 
data yang digunakan dalam PLS dinotasikan dengan X dan y, dimana X dan y diasumsikan matriks 
data terpusat. Struktur model untuk metode PLS dinyatakan dalam dua persamaan, yaitu (Bastien, 
dkk., 2004): 
                                                                            
dengan: 
   = matriks terpusat dari variabel prediktor berukuran n × k 
  = matriks komponen berukuran n × k 
  = matriks loading berukuran k × k 
  = matriks error berukuran n × k 
Komponen-komponen yang terbentuk digunakan sebagai prediktor baru untuk menduga 
parameter yang kemudian digunakan untuk memprediksi peubah respon Y. 
                                                                           
dengan: 
  = vektor dari n observasi variabel respon Y yang berukuran n × 1 
  = vektor parameter berukuran k × 1 
F = vektor error berukuran n × 1 
Pada metode PLS, vektor komponen yang dibentuk merupakan kombinasi linear berbobot 
dari variabel-variabel prediktor, sehingga dalam notasi matriks dapat dinyatakan sebagai: 
                                                                             
dengan W adalah matriks pembobot berukuran k × k dan T adalah orthonormal. 
 
2.5 Algoritma Nonlinear Iterative Partial Least Squares 
Nonlinier Iterative Partial Least Squares (NIPALS) adalah algoritma yang digunakan untuk 
membentuk matriks komponen yang dapat menjelaskan variasi dari    dan memprediksi   dengan 
baik. Secara umum langkah-langkah algoritma NIPALS adalah sebagai berikut (Höskuldsson, 
1988): 
1. Mulai dengan memisalkan       dan                   
2. Menentukan bobot   
  
 
  
   
 
   
 
3. Menentukan komponen     
    
4. Menentukan koefisien regresi    
  
   
  
   
 
5. Menentukan loading    
  
 
  
  
   
 
6. Menentukan matriks residual             
  dan              
7. Mengulangi langkah 2 sampai dengan 6 sampai matriks residual yang didapatkan adalah 0. 
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Penentuan banyak komponen yang masuk ke dalam model dilihat dari nilai proporsi variansi 
dari X dan Y yang dapat dihitung dengan: 
      
  
     
   
         
                                                      
dan, 
        
           
   
                                              
dengan: 
     = Proporsi variansi dari X 
      = Proporsi variansi dari Y 
            
Jika nilai proporsi varians yang dihasilkan oleh model regresi PLS dengan satu komponen 
pertama telah memberikan nilai yang maksimum, maka dengan hanya menggunakan satu 
komponen pertama telah cukup menjelaskan variasi dari X dan Y. Jika nilai proporsi varians yang 
dihasilkan oleh model regresi PLS dengan satu komponen pertama belum memberikan nilai yang 
maksimum maka diperlukan komponen kedua, dan seterusnya (Höskuldsson, 1988). 
 
2.6 Uji Signifikansi Parameter 
Uji signifikansi parameter dilakukan untuk mengetahui apakah taksiran parameter yang 
diperoleh berpengaruh secara signifikan terhadap model atau tidak. Uji signifikasnsi parameter 
yang digunakan adalah uji Wald (Hosmer & Lemeshow, 2000) dengan hipotesis: 
H0 :     , dengan           (tidak ada pengaruh variabel prediktor ke-j terhadap 
variabel respon) 
H1 :     , dengan           (ada pengaruh variabel prediktor ke-j terhadap variabel 
respon) 
Statistik uji: 
   
   
       
 
 
                                                              
dengan: 
    : statistik uji Wald 
              : Penaksir dari    
          : Standar error dari     
H0 ditolak jika nilai           dengan derajat bebas 1 dan interval kepercayaan α. 
(Hosmer & Lemeshow, 2000). 
 
2.6 Uji Kelayakan Model 
Uji yang digunakan untuk menguji kelayakan model dalam regresi logistik adalah uji 
Hosmer-Lemeshow. Pada uji ini, sampel dimasukkan ke sejumlah g kelompok dengan tiap-tiap 
kelompok memuat r/10 sampel pengamatan, dengan r adalah jumlah sampel. Jumlah kelompok 
sekitar 10. Uji Hosmer-Lemeshow mengikuti distribusi Chi-square dengan derajat bebas g − 2, 
dengan hipotesis sebagai berikut: 
H0 : Model layak digunakan 
H1 : Model tidak layak digunakan 
Statistik uji: 
   
   
      
    
 
           
                               
 
   
                      
dengan: 
   
 : Chi-kuadrat Hosmer-Lemeshow 
  
  : total sampel kelompok ke-z 
   : jumlah sampel kejadian sukses dalam kelompok ke-z 
   : rata-rata taksiran probabilitas sukses kelompok ke-z 
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    , dengan z = 1, 2, …, g. 
H0 ditolak jika    
          
  (Hosmer dan Lemeshow, 2000). 
 
3. Metodologi Penelitian 
3.1  Jenis dan Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder yang diperoleh dari publikasi 
BPS yaitu Data dan Informasi Kemiskinan Kabupaten/Kota Tahun 2013, dengan enam variabel 
prediktor dan satu variabel respon yang berjumlah 24 observasi. Peubah respon bersifat kategori 
yaitu dengan mengelompokkan kabupaten/kota menjadi miskin atau tidak miskin, pengelompokan 
ini berdasarkan pada nilai Head Count Index (HCI) Provinsi Sulawesi Selatan tahun 2013 sebesar 
10.32%. Suatu kabupaten/kota berstatus miskin jika nilai HCI lebih dari atau sama dengan 10.32% 
dan berstatus tidak miskin jika nilai HCI kurang dari 10.32% (http:/sulsel.bps.go.id/kemiskinan). 
 
3.2 Identifikasi Variabel 
Variabel yang digunakan pada penelitian ini terdiri dari satu variabel respon dan enam 
variabel prediktor. Variabel respon Y adalah nilai Head Count Index (HCI) tingkat kabupaten/kota 
Provinsi Sulawesi Selatan tahun 2013 yang terdiri dari dua kategori, yaitu: 
0 = kabupaten/kota tidak miskin (jumlah penduduk miskin dibawah 10,32%) 
1 = kabupaten/kota miskin (jumlah penduduk miskin diatas 10,32%) 
Penelitian ini menggunakan enam variabel prediktor yang mencakup dua kriteria kemiskinan 
yaitu persentase penduduk usia 15 tahun ke atas berdasarkan pendidikan yang ditamatkan dan 
persentase rumah tangga berdasarkan luas lantai perkapita, dengan rincian: 
X1 : Penduduk usia 15 tahun ke atas yang tidak lulus SD (%) 
X2 : Penduduk usia 15 tahun ke atas yang lulus SD dan SMP (%) 
X3 : Penduduk usia 15 tahun ke atas yang lulus SMA (%) 
X4 : Rumah tangga dengan luas lantai perkapita   8 m
2
 (%) 
X5 : Rumah tangga dengan luas lantai perkapita   8 m
2
 dan   15 m2 (%) 
X6 : Rumah tangga dengan luas lantai perkapita   15 m
2 
(%) 
 
3.3 Metode Analisis Kerja  
Metode analisis yang digunakan dalam penelitian ini adalah sebagai berikut. 
1. Mendeteksi ada tidaknya multikolinearitas pada data. 
2. Membuat matriks mean centered dari data. 
3. Menjalankan algoritma NIPALS. 
4. Menentukan berapa banyak komponen yang masuk ke dalam model dengan melihat nilai 
proporsi varians. 
5. Mengestimasi parameter      . 
6. Mensubstitusi nilai parameter        pada model regresi logistik     . 
7. Melakukan uji signifikansi parameter    dengan menggunakan uji Wald. 
8. Melakukan uji kelayakan model menggunakan uji Hosmer-Lemeshow. 
 
4. Hasil dan Pembahasan 
4.1  Estimasi Parameter dengan Metode Partial Least Squares 
Misalkan telah terbentuk m buah komponen dari algoritma NIPALS, kemudian melakukan 
estimasi parameter partial least squares dengan model taksirannya sebagai berikut: 
                                                                             
dengan: 
  : vektor penduga dari variabel respon y berukuran n × 1 
  : matriks komponen berukuran n × m 
  : vektor parameter berukuran m × 1 
Selanjutnya persamaan (4.1) dapat ditulis: 
                                                                        
Berdasarkan persamaan (2.4) maka model penduga regresinya yaitu       , sehingga diperoleh 
penduga PLS yaitu: 
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Selanjutnya dengan menggunakan persamaan (4.11) maka model regresi logistik biner yang 
terbentuk berdasarkan m komponen yang terpilih adalah sebagai berikut. 
     
              
 
   
               
 
   
                                                
di mana: 
   = komponen yang terpilih 
  = penduga       
 
4.2  Uji Multikolinearitas 
Pengujian multikolinearitas dilakukan dengan melihat nilai VIF dari variabel-variabel 
prediktor. Berikut hasil pengujian multikolinearitas variabel-variabel predictor. 
Tabel 4.1 Nilai Variance Inflation Factor Variabel Prediktor 
Variabel VIF Keterangan 
   8101954,997 Multikolinearitas 
   1,019 Tidak Multikolinearitas 
   1,439 Tidak Multikolinearitas 
   23084444,731 Multikolinearitas 
   1,291 Tidak Multikolinearitas 
   1,680 Tidak Multikolinearitas 
Tabel 4.1 menjelaskan nilai VIF dari variabel    dan    lebih dari 10, sehingga dapat 
disimpulkan bahwa terdapat multikolinearitas pada variabel prediktor tersebut. Artinya variabel    
dan    masing-masing telah mempengaruhi nilai dari variabel lain atau berkorelasi dengan 
variabel-variabel lain. Hal ini menunjukkan bahwa metode Partial Least Squares dapat digunakan 
untuk mengestimasi parameter.  
 
4.3 Parameter Regresi Logistik Biner dengan Metode Partial Least Squares 
Langkah pertama adalah membuat matriks mean centered dari data menggunakan persamaan 
(4.1) untuk digunakan dalam pembentukan matriks komponen T, loading P, pembobot W, dan 
parameter c dengan algoritma NIPALS. 
Langkah kedua yaitu menjalankan algoritma NIPALS. Algoritma NIPALS dimulai dari 
iterasi pertama dengan memisalkan       dan     , kemudian menghitung vektor pembobot 
  . Setelah itu, menghitung vektor komponen    dan dilanjutkan dengan menghitung koefisien 
regresi    dan vektor loading   . Langkah terakhir adalah menghitung matriks residual, yaitu  
 . 
Berdasarkan hasil iterasi pertama, matriks    yang didapatkan belum konvergen ke 0, sehingga 
iterasi dilanjutkan untuk           dan    menggunakan matriks  
  dan    yang merupakan 
residual dari matriks    dan    pada iterasi sebelumnya. Proses tersebut berlanjut hingga matriks 
residual yang didapatkan adalah konvergen. 
Pada penelitian ini matriks residualnya konvergen pada iterasi ketujuh, sehingga diperoleh 
pembobot                         , komponen                         , koefisien 
regresi                         , dan loading                         . Berikut hasil iterasi 
menggunakan algoritma NIPALS: 
Selanjutnya akan ditentukan berapa banyak komponen yang masuk ke dalam model. Dengan 
menggunakan persamaan (2.13) dan (2.14) sehingga diperoleh proporsi variansi dari X dan Y. 
Tabel 4.2 Proporsi Variansi Komponen 
j    
      
  
1 0,067 0,5073 
2 0,0369 0,3656 
3 0,0593 0,055 
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4 0,2538 0,0273 
5 0,0973 0,0445 
6 0,0881 6,9584 × 10
-9 
7 0,0004 4,8184 × 10
-9
 
Proporsi variansi dari variabel prediktor yang dijelaskan oleh empat komponen pertama 
adalah 95,52% dan proporsi variansi dari variabel respon yang dijelaskan oleh empat komponen 
pertama adalah 41,7%. Terlihat bahwa proporsi variansi yang dijelaskan oleh empat komponen 
pertama telah cukup besar sehingga proses estimasi parameter dilanjutkan dengan hanya 
menggunakan empat vektor pertama dari matriks W, T, P, dan C saja, yaitu 
             ,              ,              , dan              . 
Selanjutnya adalah melakukan estimasi parameter dengan metode PLS berdasarkan 
komponen yang terpilih. Dengan menggunakan persamaan (4.11) didapatkan nilai model regresi 
logistik biner, yaitu: 
     
                                         
                                           
                           
 
4.4  Uji Signifikansi Parameter 
 Untuk melihat signifikansi dari masing-masing parameter perlu dilakukan uji Wald, dengan 
hipotesis: 
H0: βj = 0, dengan           (tidak ada pengaruh variabel prediktor ke-j terhadap variabel 
respon) 
H1: βj ≠ 0, dengan           (ada pengaruh variabel prediktor ke-j terhadap variabel respon) 
Dengan kriteria keputusan H0 ditolak jika nilai |W| >       . Berdasarkan persamaan (2.15) 
diperoleh hasil uji Wald pada Tabel 4.3 sebagai berikut. 
Tabel 4.3 Uji Wald 
Komponen Parameter Wald            Kesimpulan 
   0,069 5,788 
3,841 
H0 ditolak 
   0,148 0,021 H0 diterima 
   -0,215 0,075 H0 diterima 
   0,051 0,461 H0 diterima 
Berdasarkan Tabel 4.3 diperoleh H0 ditolak untuk koefisien regresi dari    karena nilai 
statistik uji Wald = 5,788 >            = 3,841, artinya komponen    berpengaruh signifikan 
terhadap variabel respon Y untuk       . Ini berarti bahwa komponen     telah mampu 
menjelaskan peluang kemiskinan yang terjadi di Provinsi Sulawesi Selatan berdasarkan dua kriteria 
kemiskinan dengan enam variabel, yaitu sebesar 50,73%. Sehingga model regresi logistik yang 
terbentuk berdasarkan komponen yang signifikan adalah: 
     
                  
                    
                                                 
Berdasarkan persamaan (4.6) dapat dijelaskan bahwa jika nilai komponen    bertambah 
maka akan meningkatkan peluang kemiskinan yang terjadi di Provinsi Sulawesi Selatan, dengan 
kemampuan komponen    dapat menerangkan model sebesar 50,73%. 
 
4.5 Uji Kelayakan Model 
Setelah menguji signifikansi parameter diperlukan pengujian kelayakan model untuk 
mengetahui apakah model yang didapatkan layak digunakan pada data atau tidak. Uji ini dimulai 
dengan membuat hipotesis: 
H0 : Model layak digunakan 
H1 : Model tidak layak digunakan 
Dengan kriteria keputusan H0 ditolak jika nilai    
          
 . Berikut hasil uji Hosmer-
Lemeshow. 
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Tabel 4.9 Uji Hosmer-Lemeshow 
   
         
  Kesimpulan 
10,120 15,507 H0 diterima 
Tabel 4.9 menunjukkan nilai    
                 
         sehingga disimpulkan 
bahwa H0 diterima, artinya model regresi logistik biner layak digunakan dan telah cukup baik 
dalam merepresentasikan data kemiskinan kabupaten/kota di Provinsi Sulawesi Selatan tahun 2013. 
 
5. Penutup 
5.1 Kesimpulan  
Berdasarkan uraian pembahasan maka dapat diambil kesimpulan sebagai berikut: 
1. Penduga partial least squares yang digunakan untuk menduga koefisien regresi logistik biner 
adalah: 
             
2. Berdasarkan penerapan regresi logistik biner menggunakan metode partial least squares, 
model yang terbentuk adalah: 
     
                  
                    
 
Persamaan di atas menjelaskan model regresi logistik biner berdasarkan dua kriteria 
kemiskinan dengan enam variabel prediktor yang digunakan. Jika nilai komponen    
bertambah maka peluang kemiskinan yang terjadi di Provinsi Sulawesi Selatan akan 
meningkat, dengan kemampuan komponen    dapat menerangkan model sebesar 50,73%. 
 
5.2 Saran 
Pada penelitian ini model data yang digunakan adalah logistik biner univariat, yaitu hanya 
terdapat satu variabel respon Y. Pada penelitian selanjutnya, dapat dikembangkan dengan 
menggunakan model regresi logistik biner multivariat, yaitu terdapat lebih dari satu variabel respon 
Y. 
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