Selecting salient points from two or more images for computing correspondence is a well studied problem in image analysis. This paper describes a new and effective technique for selecting these tiepoints using condition numbers, with application to image registration and mosaicking. Condition numbers are derived for point-matching methods based on minimizing windowed objective functions for 1) translation, 2) rotation-scaling-translation (RST) and 3) affine transformations. Our principal result is that the condition numbers satisfy
I. INTRODUCTION
The problem of selecting image points for reliably determining optical flow, image registration parameters and 3D reconstruction has been extensively studied over the last 30 years, and many good schemes for selecting feature points have been advanced. In this paper we show that condition theory can be applied to this problem with the result that we recover and extend time-tested feature selection procedures. The formulation we present has the advantage of being derived from first principles rather than heuristics.
As early as 1987, with the work of Kearney et al. [34] it was realized that the normal matrix associated with locally constant optical flow is critical in determining the accuracy of the computed flow. This matrix has the form
where g = g(x, y) refers to the image intensity, subscripts indicate differentiation, and the summation is over a window about the point of interest. Kearney et al. report that ill-conditioning in the matrix A T A and large residual error in solving the equations for optical flow can result in inaccurate flow estimates.
This was supported by the work of Barron et al. [3] who looked at the performance of different optical flow methods; see also [4] .
More recently, Shi and Tomasi [45] presented a technique for measuring the quality of local windows for the purpose of determining image transform parameters (translational or affine). For local translation they argued that in order to overcome errors introduced by noise and ill-conditioning, the smallest eigenvalue of the normal matrix A T A must be above a certain threshold: λ ≤ min(λ 1 , λ 2 ) where λ is the prescribed threshold and λ 1 , λ 2 are the eigenvalues of A T A. When this condition is met the point of interest has good features for tracking [46] . The paper [46] builds on the work of Shi and Tomasi [45] by examining the statistics of the residual difference between a window and a computed backtransform of the corresponding window in a second image with the goal of deriving conditions for rejecting a putative match. The papers [8] and [33] give further consideration to the importance of the A T A in estimating vision parameters.
Schmidt et al. [44] present results for the problem of evaluating interest point detectors from the standpoint of repeatability (i.e., whether the point is repeatedly detected in a series or sequence of images) and information content (which measures the distinctiveness of the interest point as measured by the likelihood of the local greyvalue descriptor). This paper provides a good survey of interest point detectors for contour-based methods such as [56] and [38] , corner detection [20] , intensity-based methods and parametric model methods. Evaluation of computed video georegistration for aerial video is considered by [52] .
The work we present below uses condition theory to formulate the sensitivity of matching feature points with respect to image transforms, such as translation, rotation-scale-translation (RST), and affine transforms. As such it bears a close relationship to the work of earlier investigators especially that of Shi and Tomasi [45] (see Section 2 for more details). Note that in this paper we focus on point feature only. This can be further extended by considering geometrical features such as lines (see [5] , [32] , [52] )
but such an extension would require defining an objective function to determine these features as well as a corresponding conditioning based analysis. Aside from this agreement with time-tested results, the condition theory approach shows how to define point sensitivity with respect to other image transformation models such as the RST and affine transforms. This generality allows us to compare condition numbers for different transforms (Theorem 2).
A. Problem Formulation
We start by casting the matching problem as a minimization of an objective function that measures the match between windows in both images.
Given two images g andĝ and a point (x, y) we define the point-matching objective function for a transformation T as
where the summation is over (x , y ) in a window about (x, y).
We consider three types of transformations with associated parameter vectors p and we seek the best parameter vector for minimizing the objective function. 
To measure the sensitivity of the minimizing solutions we use the following definition.
Definition. Let p = p(x, y, g,ĝ, T ) denote the minimizer to the objective function (2) . The condition number K T measures the sensitivity of p to perturbations (∆g, ∆ĝ) and is defined by
where (∆g, ∆ĝ) = ∆g 2 + ∆ĝ 2 1/2 and ∆p denotes the perturbation in the parameter vector p corresponding to the perturbation (∆g, ∆ĝ).
In the next section we describe the background and standard theory of condition measurement. We then derive computable expressions for the condition numbers for point-matching with respect to the three types of transforms (Theorem 1). Our principal result is the inequality (Theorem 2)
This makes a lot of sense: minimizing the three types of objective functions corresponds to trying to extract more information from a fixed data set and should give results that are increasingly uncertain.
Computationally K T rans is easy to evaluate, taking about 24 arithmetic operations per pixel (see Appendix C), whereas K RST and K Af f ine are much more expensive. Because of this and in light of (7), we concentrate in the remainder of the paper on applications of K T rans in the areas of optical flow, registration and post-registration error estimation. As explained in the applications section, we use the translation condition number to cull the points used in the matching process; however once this is done the transformation parameters (in our case the RST values) are determined from the geometry of the feature points so that the use of the translation condition number does not limit the accuracy of our RST estimates.
In Section 3 we compare the minimization of the translation objective function with the problem of determining the optical flow. In Section 4 we describe using the translation condition number to select tiepoints for image registration. We also look at estimating the offset error between the first image and a stabilized image obtained by back-transforming the second image to the reference frame of the first image. The local offset error is determined by computing the best local translation at points in the image that are well conditioned with respect to matching by translation.
Before proceeding it is helpful to make a few remarks about the goal of our work. We do not advocate computing the best local translation for arbitrary image pairs because the limitation to a simple translation model is too restrictive. On the other hand the translation condition number is a useful tool in image analysis for several reasons. First the expression for the condition number turns out to be invariant with respect to rotation as well as independent of the actual translation. This is a property that one would expect of any good measure of the matching quality of an image point. For example a well defined corner remains a good point for matching when rotated or shifted.
Second there are image pairs for which the local translation model is appropriate. For example, after computing registration parameters one might want to transform the second image into the frame of reference of the first in order to detect target motion. Assuming that the computed registration parameters are reasonably accurate we might want to calculate the best local translation between images as an estimate of the offset error in the back-transform.
II. CONDITION THEORY

A. Historical Background
The current viewpoint on condition estimation can trace its roots to the era of the 1950's with the development of the computer and the attendant ability to solve large linear systems of equations and eigenproblems. The question facing investigators at that time was whether such problems be solved reliably. The work of Wilkinson [54] , [55] and Rice [43] in the early 1960's established a general theory of condition for computed functions. In the 1970's this led to power method condition estimates for matrix inversion by Cline et al. [10] as well as condition estimates for the exponential matrix function by Ward [51] , Moler and Van Loan [42] , invariant subspaces associated with eigenvalues by Stewart [47] and other problems. The 1980's saw the extension of this work (especially the ideas of Cline et al. [10] )
to the matrix square root function by Björck and Hammarling [7] , the Lyapunov and Riccati equations by Hewer and Kenney [22] , [35] and the distance to the nearest unstable matrix by Van Loan [53] and by
Hinrichsen [27] . At the same time, Kenney and Laub provided computational procedures for estimating the sensitivity of general matrix functions [36] , [37] and Demmel developed a global rather than local theory of sensitivity based on the distance to the nearest ill-posed problem [11] , [12] , [13] .
This latter work represents a step toward more realistic condition results since it goes beyond the assumptions of sensitivity based on smoothness and differentiability. This is especially appropriate for image processing since many perturbation effects, such as quantized gray level intensity changes, are discrete rather than continuous. Unfortunately the more realistic condition results for discrete and global changes are usually very difficult to evaluate. Because of this for the purposes of our work we will restrict our attention to continuous condition estimates as described below.
B. General Condition Measures
The solution of a system of equations can be viewed as a mapping from the input data D ∈ R n to the
is ill-conditioned at D. Following Rice [43] , we define the δ-condition number of X at D by
where · denotes the vector 2-norm:
For any perturbation ∆D with ∆D ≤ δ, the perturbation in the solution satisfies
The δ condition number inherits any nonlinearity in the function X and consequently is usually impossible to compute. For this reason the standard procedure is to take the limit as δ → 0. If X is differentiable at D we can define the (local or differential) condition number
Using a first order Taylor expansion, we have
where X D is the m × n gradient matrix with entries
This expansion shows that the local condition number is just the norm of the matrix
and
Large values for K(X, D) indicate that X is ill conditioned in D.
C. Objective Function Conditioning
The general theory of condition as applied to the sensitivity of the minimizer of the objective function (2) gives the definition (6) . This condition number incorporates all possible perturbations to an arbitrary pair of images (g,ĝ). Unfortunately this generality makes the analysis difficult. To overcome this we consider the condition number for a more reasonable class of problems in which g is related toĝ via the transform T and we allowĝ to be perturbed by noise.
Theorem 1.
Define the 'transform plus noise' problem asĝ(x , y ) = g (T (x , y )) + η(x , y ) with perturbations η ≤ δ and (x , y ) varies over the window centered at (x, y). In the limit as δ → 0 we find that
where 
where
Proof. See the Appendix A.
Remark. The condition numbers are given in terms ofĝ x andĝ y and do not require knowledge of the minimizing parameters for the transformation. For the translation condition number, the matrix A T A is 2 × 2 and given by
where the summation is over (x , y ) in a window centered at (x, y).
The connection between conditioning and the matrix A T A is not surprising considering that the eigenvalues of this matrix have commonly been used in the analysis of local image structure, in particular, for distinguishing flat, line and corner structures [20] , [49] .
Since we are dealing with a 2 × 2 matrix we can write out the inverse explicitly. As a technical point it is numerically easier to deal with the modified condition number
where is some small number (see [18] for the relationship with the pseudo-inverse). This formulation avoids problems associated with inverting singular or nearly singular matrices.
In our experiments we used = 10 −8 . Here we are using the 2-norm. If we switch to the Schatten 1-norm M S = Σσ i where σ 1 , . . . , σ n are the singular values of M (see [30] p. 199) then we have the closed form expression:
Here we have used the fact that if M is a symmetric positive definite matrix and its eigenvalues are λ 1 and λ 2 , then
Applying this with M = (A T A + I) −1 gives the expression for K T rans,Schatten . As a side note we have switched to the Schatten norm for ease of computation only; the Schatten 1-norm is essentially equivalent to the regular 2-norm because the 2-norm of a matrix M is equal to the largest singular value:
Thus for a 2 × 2 matrix M the following chain of inequalities holds:
We also note that
where µ 1 and µ 2 are the eigenvalues of the matrix A T A + I, and 0 ≤ µ 2 ≤ µ 1 . This provides nice connection with the work of Shi-Tomasi-Kanade [45] in which a point is considered good for feature tracking if µ 2 is large or equivalently if 1/µ 2 is small. The connection arises from the inequality Moreover, since we are working with the matrix 2-norm, we can write
where λ 1 , λ 2 are the eigenvalues of A T A. Thus the Shi-Tomasi requirement that λ < min(λ 1 , λ 2 ) for some threshold value λ is equivalent to requiring that
; that is the Shi-Tomasi feature condition is equivalent to specifying a maximum condition value for translation.
We now state our main result.
Theorem 2. Under the assumptions of Theorem 1 we have
Proof. See the Appendix B. Figure 1 shows a noisy IR image containing an urban street scene that we will use to illustrate the condition number for the three types of matching: translation, RST and affine. Figure 2 is the overall similarity of the condition numbers for translation, RST and affine point matching for the urban street image. In part this similarity is a consequence of (22): well conditioned points are only a small percentage of the overall image pixels and (7) implies that the well conditioned points for translation, RST and affine transformations form a nested series of subsets. This is excellent because the computation of the translation condition number requires the inversion of a 2 × 2 matrix and can be calculated very rapidly. In contrast both the RST and affine condition numbers are much more expensive to compute because they involve inverting respectively a 4x4 or a 6x6 matrix at each point in the image, as per Theorem 1.
Example 1.
A point may be well-conditioned with respect to translation and ill-conditioned with respect to an RST transformation. As an illustration consider a dark point at (x, y) on a white background. This point is well-conditioned for translational matching but the rotational symmetry means that we can not extract rotational information: it is ill-conditioned with respect to RST matching. In Section 4, we use points that are well-conditioned with respect to translation for computing the best RST transformation between two images. One might reasonably ask why we don't use points that are well-conditioned with respect to RST matching rather than translational matching. The reason is provided by this example: a point may be ill-conditioned for local RST matching while being part of a group of points that is wellconditioned for global RST matching. Consider an image of three dark points on a white background, and a second image that is a rotated-scaled-translated version of the first image. Each dark point is well-conditioned for translation matching and ill-conditioned for RST matching. On the other hand the problem of extracting the global RST parameters from the three points as a group in each image is very well-conditioned, assuming of course a reasonable spread in the points. Although we do not pursue it, similar remarks apply to multiple line-like features, each of which can provide constraints on global transformations.
III. DISCUSSION OF RELATED WORK
A. Minimizing the Objective Function Via Newton's Method
An efficient method of solving for the best translation using Newton's method is discussed by Vemuri et al. [50] , which also has a nice survey of work in the areas of registration and optical flow. In order to discuss the work in [50] and to see how their method could benefit by using conditioning, it is helpful to describe Newton's method for minimizing an objective function.
To minimize a general function F (X) where X = (X 1 , · · · , X n ), Newton's method is applied to the problem F X = 0. This gives [1] , p. 108-111, the iteration
where subscripts denote differentiation:
For Newton's method for minimizing the translation objective function we set X = (a, b) and F (X) = f (a, b) and find that from (1) and (2),
f bb = Σg and the summations are taken over the local window as in (1) .
Noting that the expression for F XX requires computing the gray scale Hessian at each point, Vemuri et al. [50] found that they could achieve greater efficiency in solving for the best translation by approximating F XX locally by using the form of F XX at the minimizing point, in which case the second derivatives of g drop out. The pleasant result from [50] is that this can be done without knowing the minimizing point explicitly.
This avoids repeatedly computing the Hessian as the translation of neighboring points is found. Further efficiency is obtained by taking a hierarchical approach in which the best translation is found on a sparse set of points and then extended to the entire set of image pixels using spline interpolation. However, this approach has the drawback that some points on the sparse grid may not be suitable for point matching. Hence it seems reasonable that the method of [50] could benefit by taking into consideration the conditioning of the grid points, possibly with the conditioning determining a weighting used in the spline interpolation process.
B. Optical Flow
The area of optical flow is closely related to the problem of determining the best local translation for matching points between images. Unfortunately, many existing strategies for evaluating the reliability of optical flow computations can lead to unstable estimates.
Let g = g(x, y, t) be the intensity of a time varying image. If a point (x, y) = (x(t), y(t)) in the image maintains constant brightness g(x(t), y(t), t) = c with respect to time then its time derivative is zero [29] :
where subscripts denote differentiation. We would like to know (x t , y t ) in order to track the approximate motion of the point
If we identify g t with the difference between the first and second images
and estimate g x and g y via finite differences then we have one equation for the two unknowns x t and y t at each point in the image. The vector (x t , y t ) is referred to as the optical flow at (x, y). Several approaches have been advocated for overcoming the underdetermined nature of optical flow equations.
Horn and Shunck [28] impose a smoothness constraint on the optical flow by casting the optical flow as a minimization problem over the entire image. This results in a large system of elliptic linear equations which is usually solved iteratively starting with the 'normal flow'
as an initial guess. Unfortunately this approach is computationally costly and has problems at points in the image where the optical flow is discontinuous such as may be induced by the motion of occluding objects [31] .
To avoid these problems various alternatives have been suggested. For example, Hildreth [26] proposed an optical flow computation of edges in an image sequence, which is a 1-D version of Horn and Schunck's algorithm. Sundareswaran and Mallat [48] combine Hildreth's approach with multiscale wavelet information to regularize the optical flow computation. See also [23] .
One of the more successful alternative methods assumes that local to the point (x, y) the optical flow is constant [6] , [39] , [41] . For example, if the optical flow is constant in a window about (x, y) then we have a system of equations for the two unknowns (x t , y t ):
where the superscript denotes the function value ranging over the window centered at (x, y). Under the assumption that A is full rank the least squares solution is given by 
The assumption that the optical flow is constant over a window is used to overcome the underdetermined nature of optical flow equations. Unfortunately this approach may fail. For example if the image consists of a linear edge moving from left to right then the least squares system of equations is rank deficient and does not have a unique solution. This problem is well known and leads to a loss of accuracy in the optical flow vector estimate. A variety of related effects can also cause loss of accuracy in the computed optical flow as described by Kearney et al. [34] . This has prompted some investigators such as Irani [31] et al. to assign a reliability measure to the flow estimates based on K L the condition number with respect to inversion of the least squares system. For a square matrix L, the condition number with respect to 
C. Least Squares Corner Detection
The appearance of the work of Fonseca et al. [16] , [17] was the motivation for the current investigation of selecting tiepoints based on conditioning with respect to translation. In [17] the question was raised of how translation conditioning compares with other point selection procedures. One standard approach to corner detection is to use the least squares procedure discussed in Haralick and Shapiro [19] . We can summarize this approach as follows. An idealized corner consists of the intersection of lines associated with regions of constant intensity. Let X c = (x 0 , y 0 ) T be the corner location. At any point X = (x, y) T on an edge, the intensity gradient points perpendicular to the edge. At the same time, both X and X c lie along the edge (by assumption for both points). This means that the line connecting X to X c is perpendicular to the gradient at X:
This equation is also true away from the edges if we assume that the image intensity is constant within regions (i.e., ∇g = 0 inside regions). Rewrite this equation as ∇gX c = ∇gX. Letting X vary over all the points X i in the window gives a system of over determined equations for the unknown corner location
where A is a 2 column matrix with row i equal to the gradient of g at the point X i . The ith entry of the
This overdetermined system has the least squares solution
where we assume that the normal matrix A T A is invertible.
Note that there are two limiting assumptions used in deriving the least squares system of equations.
First the corner is the intersection of straight edges. This limits the size of the window that can be used since most edges are not straight over long distances. Second, the regions are assumed to have constant intensity, so that ∇g = 0 inside regions. This assumption can be violated in images subject to speckle.
The least squares form of the corner equations has some resemblance to the form of the LS operator for optical flow but with one significant difference: the term b in the corner equations has entries
This means that the equations of the corner are homogeneous of order zero and hence invariant with respect to rescaling. That is if g is replaced by sg for any scale factor s then we have the same set of equations. In many situations such invariance is desirable but in this circumstance it is not since it means that tiny amounts of noise in an otherwise uniform region can produce the effect of a strong corner signal. This is similar to the problem of measuring the reliability of optical flow by the condition number of the least squares system as discussed above in Example 2.
Two other methods of selecting points for matching should be mentioned. The first looks for points (x, y) with maximal curvature of the intensity level lines through the point as measured by
The curvature of the level line has been shown [24] to be to be inversely related to the conditioning of the normal matrix L as in Example 2 above. Thus high curvature indicates L is well conditioned but as in Example 2 this may not indicate anything more than the presence of noise. The other popular method is selecting points for matching potential is to pick points where the gradient norm
is maximized. Unfortunately this can easily occur along an edge with an aperture problem.
IV. APPLICATION TO IMAGE REGISTRATION
A. Selecting Tiepoints for Registration
The translation condition number K T rans provides a measure of the suitability of a point (x, y) for matching purposes. Large condition numbers indicate bad matching potential so we define a set S = S(g) of potential matching points as the set of points (x, y) in an image g where the translation condition number achieves a local minimum. This is illustrated in Figures 3 and 4 for a pair of agricultural images.
Not all points in S(g) can be matched to points in S(ĝ). This might be because the points have moved out of frame or because of sensor noise or temporal changes in the image. To eliminate mismatched points we use a two pass approach that is somewhat similar to the RANSAC method [15] as described by Hartley and Zisserman [21] . In the first pass of our procedure, points from S(g) are tentatively matched with points in S(ĝ). This preliminary matching is accomplished by comparing features at each tiepoint in the first image with features at each tiepoint in the second image. To guard against rotation effects, we have taken the feature vectors to be windows about each tiepoint that have been rotated so that their central gradient points downward. The windows have also been rescaled to have zero mean and unit variance in order to protect against contrast changes that might occur between images such as that produced by a bright object appearing in the second image but not the first. Subsequent to this the feature vectors are compared by computing the mean square error. We also note that in order to limit the computer effort in registration we have pruned the potential tiepoints aggressively with respect to conditioning; thus many obviously good matches are discarded and do not appear in the figures.
The initial feature matching can be used to cull points from both images that have no corresponding point in the opposing image. At the same time a preliminary correspondence between points in the two images is obtained. The second pass refines this correspondence by using a purely geometric matching procedure in which the location of points and their relationship to each other determine the matching.
In this geometric matching phase we use the assumption that the images are related by a rotation-scaletranslation (RST) transformation as described below 1 . In this type of transformation we assume the imageĝ is related to g byĝ This type of transformation applies in many settings of interest such as frame to frame registration of video sequences with sufficiently high frame rate relative to the camera motion. However the techniques described for RST transformations can also be applied to more general transformations.
In the geometric culling of the tiepoints, pairs of points are selected in each image. The associated RST transformation for these pairs is computed and then applied to the entire group of tiepoints. The number of tiepoints in the first image that land on a tiepoint in the second under the RST transformation then gives a measure of the accuracy of the RST parameters for the initial pairs of points. Selecting the RST with the highest score provides a means of eliminating outliers as those points without good matching tiepoints after the transform is applied. Once the RST parameters r, θ, dx, dy are computed we then can determine the contrast constants A, B by using the RST parameters to find the image-overlap region under back-transformation. Then we select A, B so that the backtransformed image has the same mean and variance as g in the overlap region.
Because the first and second culling passes are based on different matching criteria they provide a safeguard against mismatched points. Moreover the preliminary culling in the first pass reduces the computational burden of the second pass, resulting in a fast combined matching algorithm.
Figures 3 and 4 illustrate the two pass matching procedure for a pair of agricultural images. Figure 3 shows the original images and the 169 initial tiepoints. Of these only 69 tiepoints have matching points in the opposite image. The number of matches was determined by first using hand picked tiepoints to determine the registration parameters and then transforming the first set of tiepoints into the frame of the second followed by comparison of the tiepoint indices. Any index pair with difference less than one pixel was considered a matching pair. Figure 4a ,b shows the tiepoints after pass 1 (feature matching) has culled out some of the worst fits.
There are now 32 tiepoints in each image and 28 of these are matching tiepoints. This is a match rate of 88 percent. Figure 4c ,d shows the tiepoints after pass 2 (both feature matching and geometric matching). There are now 26 tiepoints in each image and all of these are matching tiepoints. This is a match rate of 100 percent.
We also illustrate the performance of the two-pass tiepoint matching on several sets of images in Table 1 . The associated images are shown in Figure 5 (coastline images), Figure 6 (urban images formed synthetically from one larger image using RST transformations), Figure 7 (noisy IR urban images).
Note that for the coastline images the first pass achieves only moderate matching success. In part this is due to temporal differences in the images at the shoreline (waves) and the large translation reducing the tiepoint overlap. Large temporal differences are evident in the Amazon forest images (Figure 8 ) which are separated in time by 2 years and the Brazilian agricultural images ( Figure 9 ) which are separated in time by 4 years.
In the Amazon images the feature matching is not very successful (16% match rate) but the geometric matching is able to overcome this. In the Brazilian agricultural images the temporal variations are so large that both the feature matching and the geometric matching fail. This indicates the limits of the two pass matching. On the positive side, however, the Brazilian images provide a nice challenge for the fit assessment tests which readily detect the registration failure (see below and Tables 2 and 3 ).
B. Fit Assessment and Post-Registration Error Estimation
Once the match between tiepoints has been computed, we find the associated transform parameters (in our work the rotation angle, scale factor and translation shift vector for the RST transform) for the matched points using a standard least squares procedure (see [18] ) applied to the set of equations relating the tiepoints via the RST transformation. The transform parameters allow us to associate with each pixel (x 2 , y 2 ) in image 2 a corresponding pixel (x 1 , y 1 ) in image 1 as per (4) . This association allows us to back transform the intensity at (x 2 , y 2 ) to (x 1 , y 1 ) resulting in a 'back-transformed' imageĝ back which we can then compare to the first image g. The difference between these images gives us a measure of the acceptability of the computed transform parameters.
We have employed two kinds of tests in determining acceptability. The first group measures the pointwise difference between the first image and the back-transform of the second image. (To calculate the difference in such a way as to avoid intensity changes between frames we find the common overlap of the first image and the back transformed image. Then we subtract the respective intensity means and divide by the intensity standard deviations before the pointwise subtraction over the common overlap region.
The sum of these pointwise differences is then normalized by dividing by the number of pixels in the overlap region.) This is done by using three independent tests. In the first two tests, a statistical procedure is used to characterize the back-transform difference for good and bad registration parameter sets. To For the good fit test we employ a similar procedure. In this case we want to know the expected value and standard deviation of the norm of the image difference when the backtransformed image is near the true image. This can be done in several ways; the easiest (which we used in the numerical studies for this paper) is to select transform parameters randomly from ranges that are very near the identity (we limited the transform ranges to produce pixel offsets of one pixel or less). Applying the resulting transform to the first image and then differencing with the first image mimics the effect of having a nearly exact set of transform parameters for the second image. This approach tends to give conservative results for the reason that temporal differences in the second image are not measured in setting up the mean and standard deviation of the good fits (because the good fit estimates are derived from the first image only).
Thus this test occasionally rejects computed transform parameters which actually are acceptable.
This pair of "good fit-bad fit" statistical tests is supplemented with a bootstrap parameter variation test in which subsets of the matched tiepoints are used to recompute the transformation parameters. Large parameter variations over the subsets indicates the presence of mismatched tiepoints [14] . Altogether this suite of three acceptability tests provides a powerful mechanism for detecting improper registrations.
The second type of error detection procedure that we use estimates the post-registration error between the first image and the back-transformation of the second image. This is useful for problems of motion detection and target identification and is found by minimizing the translation objective function at the set of points S(g) in the image that have good conditioning with respect to translation. The minimization in done with respect to the first image g and the back-transform imageĝ back :
Post-Registration Error Estimation Algorithm: At each point (x, y) in S(g) determine the minimizing value of (a, b) = (a(x, y), b(x, y) ) for the objective function
where the summation is taken over the window about (x, y).
We then estimate the overall post-registration error either as the maximum or average of √ a 2 + b 2 over S(g). Offset error uncertainty ellipses can be determined by finding the covariance matrix for (a, b)
Note however that if we use an overall error assessment we may be merging two different types of errors; an illustration of this is given in Example 3 below in which some of the errors are due to registration parameter uncertainty (these generate small errors since the computed registration parameters are nearly correct) and the remaining errors are due to model mis-match (large disparity produced by projective geometry effects that are not included in the RST transform).
Also note that in this offset error estimation procedure, we use a translation objective function that reverses the roles of the first and second images. This is done to avoid having to compute S(ĝ back ).
Remark. The K T rans was derived for image pairs related locally by shift plus noise. If the computed registration parameters (rotation, scale, translation) are reasonably accurate then this assumption will hold for comparing the original image with the back-transformation of the second image since the backtransformation removes the effect of rotation and scaling (zoom) and intensity contrast changes. Because of this we might expect good accuracy in our offset error estimates; this is supported by our numerical tests as reported in Table 4 . For more details see report [25] .
C. Experimental Results
The programs for registration described in this paper can be accessed on the www [57] where one register user supplied pairs of images or just try out some of the examples of this paper. Table 2 reports the results for the sets of images considered earlier in Table 1. In this table the images have been normalized to have zero mean and unit variance. There are several remarks to make about these results. The first is that the two pass matching procedure for the coastline images 1-4 produces excellent results (as compared to "ground-truth" transformations determined by hand-picked tiepoints) but the predicted fit error for a good match is about half of the computed fit error. The reason for this is that the temporal variation in the coastline images (waves at the shoreline) is not included in the model for the good fit error estimate. This kind of model mismatch can produce false negatives for the good fit error test. For this reason the good fit test can be somewhat conservative. This kind of problem does not occur for the bad fit test since minor model mismatch is overshadowed by the extent of the maximum pixel error for the bad fit error estimate.
For the coastline images 1-4 the bad fit error estimate is well removed from the computed fit (by more than 3 standard deviations). This allows us to use the bad fit test to reject the hypothesis that the computed fit is no better than a random fit.
For the Brazilian agricultural images, both the good and bad fit tests indicate that the computed registration is no better than a random fit. This is supported by the bootstrap uncertainty estimates in Table 3 .
A second point is that sometimes the computed fit is much smaller than the estimated good fit error as in the urban images 1-4 and the IR urban images 1-4. This simply indicates that the computed transformation is almost exact and the computed fit error consists mostly of the residual interpolation error. For example, for urban images 1 and 2, the computed fit error was 0.0405 and the interpolation error estimate using the Laplacian approximation was 0.0329.
A third point is that as a test we tried to register two coastline images with no overlap (i.e. an impossible registration). In this case the problem is readily detected by comparing the computed fit error (1.06) with the estimated bad fit error (1.10 ± 0.03) as seen in the last line of the table. In this case the bad fit test indicates that the computed registration is no better than a random fit -exactly what we would expect when trying to register two images with no overlap.
To illustrate the bootstrap tests we have determined the true RST parameters for several images by first selecting 16 tiepoints in each image by hand, then computing the associated RST parameters and refining them using gradient descent on the fit error function. The results are reported in Table 3 below. Table 4 compares the results of applying the offset error estimation algorithm (39) to those determined by using the exact transformation parameter values. Note that for the coastline images temporal change gives a large value for the maximum offset error although the average error is small (subpixel). This illustrates that the offset error estimation algorithm (39) can be quite useful in detecting target motion not associated with the dominant background motion. The very small error for the urban images is probably due to the fact that the images in this sequence were formed synthetically from one larger image using RST transformations. The very large temporal variations for the Amazon and Brazil images made it impossible to assign exact offset error by handpicked tiepoints. Additionally the very bad fit of the computed parameters for the Brazil images (detected successfully by the good-bad fit test) made it impossible to apply the offset error estimation (39) . This points out the importance of having multiple reliability tests for computed registration parameters and transforms.
Example 3. We conclude this section with an example that shows the effects of model mismatch. Figure   10 presents two images taken from a helicopter undergoing pure translational motion above an urban street. The motion induces parallax as seen in the foreshortening of the building. The projective geometry transformation between images is not an RST transformation. To see how this impacted our procedure we ran the program and computed the RST parameters.
Once we computed the RST transformation from the tiepoints, we then stabilized the second image by back-transforming to the frame of reference of the first image. Proof. We derive the condition number for translational matching; the condition numbers for RST and affine objective functions can be found by the same procedure.
When the noise is nonzero, the best shift is given by (a + ∆a, b + ∆b). The condition number for the restricted problem is
In order to evaluate K T rans we need to find an expression for (∆a, ∆b) in terms of the perturbation η. Denoting the partial derivative of f with respect to x with f x and setting the gradient with respect to (a, b) of the objective function to zero at the minimizer, we obtain 
where all the summations are defined for x and y varying over the window centered at (x, y) and
Expanding the previous expression we obtain
where the superscripts denote ranging over the window centered at (x, y).
The expression for the condition number K T rans now follows from taking the limit as η → 0 in the above and replacing g(x + a, y + b) byĝ(x , y ) to get
which completes the proof of the theorem.
B. Proof of Theorem 2
Proof. The form of A means that
where the v i are determined by T as given in Theorem 1. Since we are working with the 2-norm we use the fact that 
This gives
Since the 2-norm of Q 1 is one, all of the eigenvalues of A T A T rans satisfy the interlacing bound [30] 
In particular we have
We complete the proof by noting that
Now let w be an eigenvector of unit norm for A T A RST corresponding to λ min A T A RST . Then
From this we have
Therefore from (40) and (41) 
C. Sensitivity Operation Count
In order to evaluate the condition number with respect to point matching for translation we first need to form the matrix
where the summation is over (x , y ) in a window centered at (x, y). The norm of the inverse of this matrix is the desired condition number.
The arithmetic operations (multiplication, addition, subtraction, or division) needed to compute the condition number can be summarized as follows:
1) Form g x and g y (using differences) at a cost of 2 differences per pixel and then form the productŝ g 2 x ,ĝ xĝy ,ĝ 2 y . Each product costs one arithmetic operation per pixel. The total cost for this step is 2) Now we need to form the block sums in A T A. Block sums are efficiently computed by first calculating rows sums (with a moving window); the cost for each window row sum is two operations since we can update the previous row sum by adding and subtracting elements:
where a j is the quantity being summed. Neglecting the start up costs we see that the cost per pixel of a windowed row sum is 2 operations. After row summing, we column sum to get the block sums. This costs an additional 2 operations per pixel. Thus each block sum can be computed at a cost of 4 operations per pixel. Since we need 3 block sums the total cost for this step is 3x4=12 operations per pixel.
3) To finish the condition evaluation we use
This can be evaluated in 7 arithmetic operations per pixel.
The total count is 5+12+7=24 operations per pixel. 
