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1. INTRODUCTION 
Consider the minimization of the functional 
(1.1) 
subject to the conditions u(S) = a, u(T) = b, where S < T. Assuming that 
the problem is well-defined for - CO < a, b < 03, 0 < S < T < 00, write 
mUin J(u) =!(a, b; S, T). (14 
Let us choose an intermediate point A, S < R < T, and set u(R) = c. 
Then the decomposition 
s: = J: + s: (1.3) 
plus the principle of optimality yields the functional equation 
f(a, b; S, T) = m)[f(u, c; S, R) +f(c, b; R, T)l. (1.4) 
In particular cases this yields some interesting consequences. 
2. QUADRATIC CASE 
Let us suppose that q is quadratic in u, 
q = uf2 + k(t) u2 + 2k(t) u. (2-l) 
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The Euler equation is 
un - k(t) u = - h(t), 
u(S) = a, u(T) = b. v-2) 
If a = b = 0, then minimum of J(u) is a quadratic functional in h, 
f(0, 0; S, T) = 1: j; W, t, , T) h(t) W,) dt 4 . (2.3) 
If h = 0, 
f(a, b; s, T) = a2r,,(S, T) + 2&,(& q + ~2~,,(& q. (2.4) 
In one case (1.4) yields a functional equation for the Green’s function; in 
the other case if yields functional equations for the rii . Naturally we obtain 
the same results in the general case, but at the cost of much more arithmetic. 
Completely analogous relations hold in the multidimensional case where 
A4 = j; Lb’, 4 + (x, 4) 4 + 2(x, WI dt. (2.5) 
In the limit as R --t S we obtain the familiar Riccati equation [I, 21. 
3. ANALYTIC CASE 
Consider the analytic case where 
Then 
q = ti= + f k,,(t) uzn. 
n=l 
(3-l) 
f(a, b; s, T) = c U”b”Y,,(S, T). (3.2) 
m+m>2 
If the k,(t) are independent of t, then T&S, 7’) = Y&T - S). 
The foregoing procedure readily yields functional equations for the 
ymn(S, T)* 
4. DISCUSSION 
In a number of situations it is more expeditious to use the functional equa- 
tions for calculation than the Riccati equation. 
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5. TWO-DIMENSIONAL CASE 
The idea can readily be applied to multidimensional variational problems. 
Consider the minimization of 
(5-l) 
where x and y range over the rectangle R: a, < x < a2 , b, <y < b, . Let 
u be prescribed on the boundary of R 
u = L?l(Y), x = a, ) 
= &JY>, x = a2, b, < y  < b, 
u = h,(x), Y = b, , 
(5.2) 
= hz(x>, Y = b, , a, < x < a2 . 
Write 
m$ .I(4 =fkl p g,; al ,4 (5.3) 
a quadratic functional of g, and g, and, of course, of h. 
Set u = g(y) for x = a3 , a, < aa < u2 . Then, as above, 
f(g g 1 , 2; a, , a2) = $n[f(gl , g; al , ad +f(g,g& a3 y  41- (5.4) 
If g, , gs , h, , h, are set equal to zero we readily obtain a functional equation 
for the Green’s function of the region; if h is set equal to zero we obtain 
functional equations for functions corresponding to the rij of Section 3. 
In the limit as R -+ S we obtain Riccati-type equations and, in particular, 
the Hadamard functional equation [3]. 
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