ABSTRACT When dealing with complex multiobjective problems, particle swarm optimization algorithm is easy to fall into local optimum and lead to uneven distribution. Therefore, this paper presents a hybrid multiobjective particle swarm optimization algorithm based on R2 indicator (R2HMOPSO) for solving multiobjective optimization problem. The proposed algorithm uses the sigmoid function mapping method to adjust the inertia weight and learning factors in order to tradeoffs the exploration and exploitation process effectively. In addition, simulation binary crossover operator is designed to reinitialize the particles to improve the search capability of the algorithm and to prevent particles from falling into local optimum and premature convergence. R2 indicator is incorporated into the R2HMOPSO algorithm so as to deal with the solutions of uneven distribution on the true Pareto front. Besides, polynomial mutation is used to maintain diversity in the external archive. The improved algorithm is evaluated on standard benchmarks. By comparing it with four state-of-the-art multiobjective optimization algorithms, the simulation results show that R2HMOPSO algorithm is competitive and effective in terms of convergence and distribution.
I. INTRODUCTION
Multi-objective optimization has been applied in many fields such as science, engineering, economics and logistics, when optimal decision is required to be taken in presence of tradeoffs between two or more conflicting objectives. Therefore, it is an important task to address multiple optimization objectives effectively and simultaneously by identifying a set of well-distributed Pareto optimal solutions that generate good values for each objective [23] , [29] .
In the field of multi-objective optimization, many multiobjective optimization algorithms have been proposed in the literatures which can be broadly categorized under three frameworks [32] , [33] .
(1) Dominance-based framework -In this framework, a MOP is optimized by optimizing all the objectives simultaneously. The assignment of fitness to solutions is based on Pareto-dominance principle which plays a key role in the convergence of dominance-based optimization algorithm. Furthermore, an explicit diversity preservation scheme is necessary to maintain the diversity of solutions. NSGAII [5] is a classical dominance-based optimization algorithm, which uses Pareto domination and crowding distance to update and maintain external archives. However, when the number of objective increases, selection pressure will be reduced and optimization process will be hampered.
(2) Decomposition-based framework -In this framework, scalarizing functions, for example, the Tchebycheff approach are used to convert a MOP into a set of singleobjective optimization subproblems and the subproblems are solved in a single run using an optimization algorithm. The decomposition-based optimization algorithms utilize aggregated fitness value of solutions in the selection. MOEA/D [20] is a classical algorithm based on decomposition, which is updated through the neighborhood of subproblem information. The decomposition method is a milestone in the multi-objective optimization algorithm. However, Zhou et al. [23] proposed some recent improvements to MOEA/Ds in order to achieve good results.
(3) Indicator-based framework -In this framework, a performance indicator is used to measure the fitness of a solution by assessing its contribution such as hypervolume indicator or R2 indicator, which can measure convergence and diversity of a optimization algorithm simultaneously. Some of well-known indicator-based optimization algorithms are R2-IBEA [14] , HypE [30] . But the distribution is required to be improved when the algorithms are updated by using indicators alone.
Particle swarm optimization algorithms have been extensively studied in the above three frameworks [3] , [18] . Such as NPSO [10] , [11] , MOPSO/D [13] , [28] and R2MOPSO [9] . In addition, Gong et al. [7] proposed the essential characteristics of the multi-objective optimization problem, and put forward several viewpoints on the future research of the multi-objective optimization algorithm. Wang et al. [18] introduced PSO's present situation of research and application in structure, parameter selection, topology structure, discrete PSO algorithm, PSO algorithm and multi-objective optimization PSO. Tsai et al. [17] proposed a multiobjective particle swarm optimizer with the improved operation of ratio assignment and jump improvement to deal with multi-objective problems. Fan et al. [36] proposed a multi-objective decomposition particle swarm optimization based on completion-checking to find the true Pareto fronts when tackling some complex multi-objective problems. Monson [34] proposed a simple, effective, computationally cheap, and easily tuned method, which improves PSO's performance by automatically adapting acceleration coefficients. Zhang et al. [22] proposed a new adaptive inertia weight adjusting approach based on Bayesian techniques in PSO, which is used to set up a sound tradeoff between the exploration and exploitation. In terms of learning factors, Mohammadi-Ivatloo et al. [12] proposed that the acceleration coefficients in PSO algorithm are varied adaptively during iterations to improve solution quality of original PSO and avoid premature convergence. Besides, it would be interesting to use one the of the above frameworks or combine these frameworks to achieve a better preservation of solution diversity, that is, obtain a closer approximation of the Pareto optimal front. Coello [4] proposed a decompositionbased multi-objective particle swarm optimization algorithm that used a set of solutions considered to be global optimal to update the position of each particle according to the decomposition method. Wang et al. [35] proposed a weighted Tchebycheff method to convert a non-convex and difficult problem into a set of single objective optimization problems. In addition, an algorithm based on successive convex approximation (SCA) is proposed to solve it effectively. Chaman Garcia et al. [2] proposed that hypervolume contribution is used to select global and personal leaders for each particle of archived solutions in the main swarm, and it is a mechanism for pruning the external archive. Li et al. [9] proposed that R2 contribution is designed to select global best leaders and update the swarm of archived solutions. Petrovski et al. [1] incorporated dominance with decomposition method in multi-objective optimization algorithm and introduced a new archiving technique that facilitates attaining better diversity and convergence in both objective and solution spaces. The above mentioned algorithms are efficient and competitive in dealing with MOPs. However, due to the premature convergence of PSO, these algorithms need to be improved in optimizing some multi-objective problems [17] , [18] .
Therefore, it is crucial to update global leaders and individual leaders when using PSO to deal with multi-objective problems. In order to obtain a good performance, three demands need to be met:
(1) The algorithm converges as much as possible. (2) The algorithm is presented from falling into the local optimum and premature convergence.
(3) The solutions obtained are distributed as uniformly as possible on the true Pareto front.
In view of the problems that PSO prone to occur, various strategies are proposed such as improvements of speed formula, selection mechanisms, mutation operators and archive modes.
Existing studies have shown that selection mechanism is classified into three methods, which includes dominationbased, decomposition-based and indicator-based. In the process of solving multi-objective problems, the selection mechanism of domination and crowding distance will lead to the decrease of the selective pressure of the particles on account of the increased number of objective. Besides, because the number of particles affects the generation of weight vectors, using the decomposition method to update the particles alone leads to a problem of uneven distribution. Moreover, when the leader particles are updated with R2 indicator alone, the obtained results also perform slightly worse. Therefore, an effective hybrid particle swarm optimization algorithm is proposed by combining these three frameworks.
Based on the existing studies, the main improvements of R2HMOPSO are listed as follows:
(1) For solving multi-objective optimization problems with particle swarm algorithm, the improvement of speed formula is a key to balance the global search and local search during the updating of population. Thus, the Sigmoid function is used to adjust the inertia weight and learning factors adaptively, which tradeoffs the exploration and exploitation process effectively.
(2) In order to avoid the algorithm falling into local optimum and premature convergence, simulation binary crossover operator is designed to re-initialize the particles so as to enhance the search ability and jump out of the local optimum. In addition, polynomial mutation is used in external archive to increase the diversity of population.
(3) For the purpose of getting the solutions converged to the true Pareto front and uniformly distributed, R2 indicator contribution value is designed to select and delete the particles of external archive rather than crowding distance. This selection mechanism improves convergence and distribution of the algorithm and it combines dominance-based with indicator-based effectively.
Finally, the obtained experimental results show that R2HMOPSO displays a better performance than other VOLUME 6, 2018 algorithms when dealing with complex problems such as convex, non-convex, discontinuous and multi-modality .
The remainder of this paper is organized as follows. Section II describes the multi-objective problems, decomposition method, R2 indicator and particle swarm optimization. Section III explains the details of a hybrid multi-objective particle swarm algorithm based on the R2 indicator. Section IV presents a comparative results with respect to other algorithms. Section V provides conclusions and some possible paths for future work.
II. BACKGROUND A. MULTI-OBJECTIVE OPTIMIZATION PROBLEM
In general, multi-objective problems can be described as:
Where x = (x 1 , x 2 , , x n ) is a n-dimensional decision variable, n is a feasible solution space for decision variables, F : n → R m is the mapping from the decision space to the target space, m is the dimension of the target space.
B. DECOMPOSITION METHOD
The decomposition method is used to transform the multiobjective problem into a set of single-objective optimization problems. There are three conversion approaches: Weighted Sum approach, Tchebycheff approach and Boundary Intersection approach. In this paper, the Tchebycheff method is adopted. The Tchebycheff aggregate function with a non-negative weight vector w and reference point z * = min {f i (x)) | x ∈ } is written as follows:
Where
In R2HMOPSO algorithm, for each Pareto optimal solution x * , there is a weight vector w for the corresponding problem. Then, the optimal solution of the scalar problem also corresponds to the Pareto solution of a multi-objective optimization problem. Thus, different Pareto optimal solutions can be obtained by modifying the weight vector.
C. R2 INDICATOR METHOD
R2 indicator [25] is presented to evaluate the relative quality of the two groups of individuals initially. Assuming the standard weighted Tchebycheff function with a specific reference point z * , R2 indicator evaluates the mass of A through a set of individuals (set A) and the reference point is z * :
Where W is a set of weight vectors in m target spaces, each weight vector w = (w 1 , w 2 , . . . , w m ) ∈ W , the weight vector is evenly distributed in the target space, and 1/(| W |) denotes a probability distributed on W .
The contribution value of R2 indicator is used to evaluate the quality of a solution. The R2 contribution value (CR2) of x ∈ A is defined as:
For simplity, this article uses the absolute value method in the original R2 indicator contribution value formula. An twodimensional example of the section of particles is shown in Fig.1 , which uses CR2 value selection strategy. The magnitude of R2 indicator contribution value determines the mass of a solution. The lower R2 indicator contribution value, the less selected probability to update the population during the search. By calculating R2 indicator contribution values, particles {a, b, d} can be selected into the next generation.
Thus, in R2HMOPSO algorithm, R2 indicator contribution value can be used as a selection mechanism effectively. The details will be shown in Section III.
D. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) is a group of intelligent optimization algorithms proposed by Kennedy and Eberhart [8] . Shi and Eberhart [26] introduced the inertia weight, and it got the velocity v t and the position x t update formula of the universal particle swarm algorithm.
Where w is inertia vector, c 1 and c 2 are learning factors, r 1 and r 2 are uniformly distributed between (0, 1) respectively, v t i and x t i are the velocity and position of the particle i in the t-th generation respectively. x t pb,i and x t gb,i are individual optimal positions and global optimal positions of particle i respectively.
III. A HYBRID MUTIL-OBJECTIVE PARTICLE SWARM ALGORITHM BASED ON R2 INDICATOR
The proposed R2HMOPSO algorithm includes domination, decomposition and R2 indicator methods. Decomposition method is designed to update individual optimal particles. While domination method and R2 indicator are designed to update the external archive and the global optimal particles. In the following paragraphs, the implementation details of each component in R2HMOPSO algorithm will be explained step-by-step.
A. DYNAMIC ADJUSTMENT OF SPEED FORMULA BASED ON SIGMOID FUNCTION
In the process of multi-objective particle swarm optimization, the inertia weight and learning factors directly affect the convergence of the population [26] . Dynamic inertia weight and learning factors can adjust the search direction during the search process, so dynamic w, c 1 and c 2 are designed to enhance global search and local search capability.
In this paper, w, c 1 and c 2 are adjusted with the number of evaluations, which use the Sigmoid function [16] 
FEAS is the number of evaluation; FEASUM is the total number of evaluation; N is the population size; a is a rounding parameter. Reference to the literature in the parameter setting method, the use of Sigmoid function mapping makes w, c 1 and c 2 with f changes [31] .
The inertia weight w is decremented from 0.9 to 0.4 and the w change formula is described as follow:
The individual factor c 1 is decremented from 2.5 to 0.5 and the c 1 change formula is described as follow:
The social factor c 2 set from 0.5 to 2.5 and the c 2 change formula is described as follow:
This is an example that the inertia weight and the learning factors are adjusted with the number of evaluation. The algorithm is critical in exploration phase and needed to enhance the global search capability. As the algorithm gradually converges to a steady state, local search capability need to be strengthened. As shown in Fig.2 , with the increase of evaluations, inertia weight w becomes greater so as to improve the global search capability. In the exploitation search process, learning factors are also adjusted correspondingly.
The compared experiment of R2HMOPSO algorithm and R2HMOPSO1 is described in Section IV. Fixed w, c 1 and c 2 are used in R2HMOPSO1, and other mechanisms are identical with R2HMOPSO algorithm. 
B. POPULATION EVOLUTION STRATEGY 1) SELECTION OF LEADER PARTICLES
In the process of multi-objective particle swarm optimization, the selections of leader particles include individual particles and global particle (pbest and gbest) are essential for the updating process of population. The reasonable selection of pbest helps to improve local search space for population, while the reasonable selection of gbest helps to global search space for population. The procedure of update for pbest is listed in Algorithm 1. The selections of individual optimal particles contribute to the development of local regions. In this paper, pbest is updated by calculating Tchebycheff aggregate value. The particle depends on its historical merit to the front flight. The principle of selecting the optimal particle is: the optimal particle x pb,i of the i-th particle, i represents the optimal position of the i-th subproblem of the particle, set x pb,i = x i . Then the individual optimal particles are updated. If the Tchebycheff aggregate value of the new particle is better than the value of the previous particle, the previous particle will be replaced by the new particle. Otherwise, the individual optimal particle remains unchanged. The selection of the global optimal particle is very important for population guidance. In this paper, we choose one of the non-dominated particles in external archive as the global optimal particle. The principle of selecting the global optimal particle is that the non-dominated particles in external archives are sorted according to the R2 indicator contribution value. Then the particle with the largest R2 indicator contribution value is taken as global optimal particle. VOLUME 6, 2018
Algorithm 1

2) RE-INITIALIZE THE PARTICLES
In order to prevent the proposed algorithm from falling into the local optimum and sticking into premature convergence, the simplest method of increasing the perturbation is to re-initialize the particles. During the particle updating process, if a particle is not updated, the age of the particle increases by one. But if the age of the particle reaches its maximum value, the particle will be re-initialized. Therefore, this paper uses simulation binary crossover operator to re-initialize the particle position. The re-initialization formula is as follows:
Where r is a random number between (0, 1), miu = 2 is the distribution probability.
3) USING R2 INDICATOR CONTRIBUTION VALUE TO UPDATE AND MAINTAIN EXTERNAL ARCHIVES
The updating and maintenance of the external archive can reflect the convergence and distribution of the algorithm. As the number of iteration of the particle swarm algorithm increases, the obtained non-dominated solutions will increase and even exceed the default quantity of external archive. Therefore, it is essential to update and maintain external archive.
As we all known, crowding distance is used to update and maintain external archive widely in optimization algorithms [1] , [18] . In recent years, R2 indicator contribution value is being designed as an update mechanism gradually [9] , [14] .
In order to verify R2 indicator contribution value is better than crowding distance in the selection of the non-dominated solutions, the ZDT1 problem is taken as an example in this paper. A set of non-dominated solutions (N = 100) is selected from the true front of ZDT1 randomly. R2 indicator contribution value and crowding distance are used to select 20 solutions respectively. Then, these 20 solutions are calculated for Spacing [15] (Sp) performance. The strategy of the two methods are shown in Fig.3 . The results of the two strategies are calculated by using the Spacing performance respectively:
(1) The strategy of R2 indicator contribution value is used to select particles and Sp = 0.0233; (2) The strategy of crowding distance is used to select particles and Sp = 0.1483.
The Spacing performance value is more lower, which shows the solutions are more uniformly spread. From the Sp values obtained above, it can be seen that the R2 indicator contribution value strategy shows better performance than the crowding distance in the distribution of solutions. Hence, R2 indicator contribution value is proposed to update and maintain external archive in this paper.
The process of combining dominance-based method and CR2 contribution value selection is shown in Fig.4 . In order to clearly demonstrate the update process of external archive, the procedure of update for archive is listed in Algorithm 2.
Algorithm 2 Update for archive
Input:
archive, pop, A = ∅, arch = ∅, rank = ∅, i = 1 Output: archive 1: archive = archive pop 2: execute non-dominated sorting in archive 3: calculate CR2 value on each rank 4: sort particles according to CR2 on each rank 5: while |A| < The program of particle selection in external archives is as follows:
(1) The non-domination sorting is designed to classify the population, then R2 indicator contribution value for each particle is calculated on each rank according to Eq.(4). Those particles will be selected into the next external archive according to the rank sort until the number of selected particles is equal to the preset number of external archive.
(2) When all particles are non-dominated solutions in external archive and when the number of particles exceeds the archive size, external archive needs to be pruned. Particles have a smaller R2 indicator contribution value would be removed until the number of particles meets the default size of external archive.
CR2 value is used as a deletion mechanism in external archive. However, this selection mechanism also needs to add a disturbance to increase the diversity of the population. Therefore, this paper uses polynomial mutation proposed by Deb [5] to compensate for this deficiency and increase the diversity of the population in external archives.
C. THE PROCEDURE OF R2HMOPSO ALGORITHM
The above content has described the improved speed update formula and population evolution strategy, which compose the main components of R2HMOPSO algorithm. The procedure of R2HMOPSO algorithm is shown in Algorithm 3.
Algorithm 3 R2HMOPSO Algorithm
Input:
poputation size(N ), number of evaluation (FEAS), scale of archive(ARCH ), weight vectors(W ), agemax of particle(T a ); Output:
archive; Initialization; 1: initialize the velocity and position of the population(pop) 2: initialize the reference point z * = (z * 1 , z * 2 , . . . , z * m ), z * j = minf j (x) and j = 1, 2, .., m 3: set pbest = pop 4: archive = pop, then execute Algorithm 2 5: update gbest according to CR2 value Iterations and updates 6: while evaluation <FEAS do 7: for i = 1 to N do 8: if age i <T a 9:
update the particle according to Eq. (5) and Eq. (6) 10: else 11: re-initialize the particle according to Eq.(10) and Eq. (11) 12: end if 13: end for 14: update the reference point z * according to fitness 15: update pbest according to Algorithm 1 16: update archive according to Algorithm 2 17: perform polynomial mutation in archive 18: update gbest according to CR2 value 19: end while 20: return archive
IV. PERFORMANCE TESTING AND EXPERIMENTAL RESULTS ANALYSIS A. TEST PROBLEMS
This paper uses nineteen test problems with different characteristics of the Pareto front, which includes convex, concave, discontinuous and multi-modality. Among them are twoobjective test suites of Zitzler-Deb Thiele (ZDT) [24] , three-objective problems of Deb-Thiele-Laumanns Zitzler (DTLZ) [6] and CEC'09 benchmark problems (UF1-UF10) [21] .
B. PERFORMANCE METRIC
The inverse generation distance (IGD) [27] is a comprehensive metric. IGD measures the average Euclidean distance from uniformly distributed points along the whole Pareto front to their closest solution in the obtained solution set. So, it avoids the situation that all obtained solutions concentrate to one point which may lead the convergence well while the diversity is not satisfied. Thus, IGD can measure convergence and diversity of a algorithm simultaneously. The lower value shows that the algorithm gains a better performance. The formula is as follows:
Where P is the number of groups on the true front; P * is the Pareto solutions set for the multi-objective algorithm; | P | is the population size of P; d(P i , P * ) represents the minimum between P i and P * .
C. EXPERIMENTAL SETTINGS
In the R2HMOPSO algorithm, the parameters are as follows: the inertia weight w start = 0.9, w end = 0.4; the social learning factor c 1start = 2.5, c 1end = 0.5; the individual learning factor c 2start = 0.5, c 2end = 2.5. The parameter setting of the each algorithm in Table 1 is consistent with the parameter setting in the original paper. In order to display the effectiveness of the proposed strategy, the parameters of the R2HMOPSO algorithm and the parameters of the compared algorithms are set to be the same. Parameters include neighborhood size T , particle of agemax T a , probability of crossover p c , probability of mutation p m , distribution index η c = η m . VOLUME 6, 2018 In order to verify that the Sigmoid function is used to dynamically adjust w, c 1 and c 2 are better than the convergence and distribution of the same algorithm using fixed weights, let w = 0.925 , c 1 = c 2 = 2.0 in the R2HMOPSO1 algorithm.
ZDT: m = 2, N = 100, FEAS = 30000; DTLZ: m = 3, N = 210, FEAS = 210000; UF: N = 300, FEAS = 300000. For each test function, all algorithms run 30 times independently.
D. RESULTS ANALYSIS
In order to evaluate the performance of the algorithm, the results of the R2HMOPSO algorithm are compared with MOEA/D [22] , NSGAII [6] , dMOPSO [5] and R2MOPSO [10] . Table 2 and Table 3 show the mean and standard deviation (std) of the IGD performance metrics of the five algorithms. The bold font is the optimal value obtained for each algorithm on the same test function. In addition, Table 2 and Table 3 also record the Wilconxon [19] rank sum test of p value, which is the IGD statistic of R2HMOPSO algorithm and the other five algorithms on the same test function. The significant difference level a = 0.05, that is, if the value of p is greater than 0.05, there is no significant difference between the two algorithms (In italics in the table). R2HMOPSO algorithm and the compared algorithms are tested in the same rank test function of the IGD value, better/similar/inferior(+/=/−) show that R2HMOPSO algorithm is superior to, similar to, and inferior to the number of the compared algorithm.
First, Table2 and Table3 show that the IGD performance of R2HMOPSO algorithm is better than the performance of R2HMOPSO1 algorithm. The IGD value of R2HMOPSO algorithm is inferior to R2HMOPSO1 algorithm's only on ZDT6 and UF5. For these data show that the Sigmoid function mapping method is used to improve the convergence and distribution of the algorithm.
As shown in Table2 and Fig.5 , R2HMOPSO algorithm produces a better approximation along the Pareto front on ZDT functions except ZDT3 and ZDT6. However, the difference between R2HMOPSO algorithm and dMOPSO algorithm is not significant difference on ZDT1, ZDT2 and ZDT6. While R2HMOPSO algorithm programs a better IGD performance than other four algorithms on ZDT4. Meanwhile, Table 2 and Fig.6 show that R2HMOPSO algorithm obtains a better distribution and convergence than other four algorithms, but R2HMOPSO algorithm performs slightly worse than MOEA/D on DTLZ1. In addition, the std value of R2HMOPSO algorithm is worse than other algorithms except on DTLZ4, because there are some bad IGD value during the 30 times run. It can be seen from the above figures and data, R2HMOPSO algorithm performs better than other algorithms except on ZDT3 and DTLZ1, because R2HMOPSO algorithm still needs to be improved in dealing with discontinuous and multi-modality problems.
As can be seen in Table3 and Fig.7 , R2HMOPSO algorithm performs worse than other algorithms on UF3, UF8, and UF9. UF3 is two-objective instance and its PS shape is nonlinear spiral type in the decision space. UF8 is three-objective instance and its PS shape is parabolic type in the decision space. Besides, UF9 is three-objective instance and its PS shape is planar type in the decision space. R2HMOPSO algorithm obtains worse IGD value when dealing with such complicated problems. Overall, R2HMOPSO algorithm is superior to the other five compared algorithms in the most of the nineteen test problems. Fig.5 , Fig.6 and Fig.7 show the approximate Pareto fronts obtained by R2HMOPSO, MOEA/D, NSGAII, dMOPSO and R2MOPSO in some clearer identified test problems. As can be seen from the above figures, R2HMOPSO algorithm generated the approximated Pareto fronts which demonstrate the better distribution on ZDT, DTLZ and most CEC'09 test problems. Fig.8 shows the IGD descent tendency graph for the five algorithms with the recorded data being the experimental average of 30 runs independently. The abscissa is the total number of evaluation per operation and it is notes that VOLUME 6, 2018 the ordinate is log(IGD) for ease of observing expediently. It can be seen from Fig.8 that the IGD of the R2HMOPSO algorithm is the fastest on UF1, UF2, UF4, UF5, UF6 and UF7 problems, and most of other functions are in the suboptimal position. However, R2HMOPSO algorithm does not converge quickly on ZDT2, ZDT4 and DTLZ7 problems. In particular, DTLZ7 firstly converged to the lowest and then increased because there is no good retention of the elite solutions. In short, R2HMOPSO algorithm obtains a good distribution and convergence, which indicates R2HMOPSO algorithm is competitive and effective algorithm.
According to the law of no free lunch, the algorithm is proposed in this paper, which cannot guarantee all test problems are superior to other algorithms. The above data and graphs display that R2HMOPSO algorithm is better than the other four algorithms in most of test problems. It is not difficult to find that R2HMOPSO algorithm obtains a welldistributed solutions, which indicates the great potential of R2HMOPSO to deal with complex MOPs. 
V. CONCLUSION AND PROSPECT
This paper presents a hybrid multi-objective particle swarm optimization algorithm based on R2 indicator. In external archive, R2 indicator contribution value is designed to select particles instead of crowding distance value, which enhances the distribution of the population. In addition, R2HMOPSO algorithm combines dominance-based method and indicator-based method effectively. Besides, simulation binary crossover operator is designed to re-initialize the particles so as to prevent particles from falling into the local optimum. Furthermore, external archive uses polynomial mutations to increase the diversity of the population. And in order to balance the global search and the local search processing, this paper proposes to improve the particle swarm optimization algorithm updating formula by using Sigmoid function mapping, which improves the convergence of the algorithm effectively.
Actually, R2HMOPSO algorithm is faced with some challenging and promising research direction. Although the R2HMOPSO algorithm is improved in performance, the convergence rate needs to be improved and the effectiveness of solving discontinuous problems needs to be enhanced. Furthermore, since the calculation of R2 indicator is not affected by the spatial dimension, the algorithm for exploring many-objective will be the direction of future research. 
