Lyapunov stability of charge transport in miniband semiconductor superlattices by Alexey A. Koronovskii (7170524) et al.
PHYSICAL REVIEW B 88, 165304 (2013)
Lyapunov stability of charge transport in miniband semiconductor superlattices
A. A. Koronovskii,1,2 A. E. Hramov,1,2 V. A. Maximenko,1,2 O. I. Moskalenko,1,2 K. N. Alekseev,3 M. T. Greenaway,4
T. M. Fromhold,4 and A. G. Balanov1,3
1Faculty of Nonlinear Processes, Saratov State University, Astrakhanskaya 83, Saratov, 410012, Russia
2Saratov State Technical University, Politechnicheskaja 77, Saratov, 410054, Russia
3Department of Physics, Loughborough University, Loughborough LE11 3TU, United Kingdom
4School of Physics and Astronomy, University of Nottingham, Nottingham NG7 2RD, United Kingdom
(Received 18 December 2012; published 9 October 2013)
We discuss a numerical method for the calculation of the spectrum of Lyapunov exponents for spatially
extended systems described by coupled Poisson and continuity equations. This approach was applied to the
model of collective charge transport in semiconductor superlattices operating in the miniband transport regime.
The method is in very good agreement with analytical results obtained for the steady state. As an illustrative
example, we consider the collective electron dynamics in the superlattice subjected to an ac voltage and a tilted
magnetic field, and conclusively show that, depending on the field parameters, the dynamics can exhibit periodic,
quasiperiodic, or chaotic behavior.
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I. INTRODUCTION
Models based on coupled Poisson and continuity equations
are often used to describe various phenomena in solid-state and
plasma physics, where time evolution and spatial distribution
of electric field is coupled self-consistently with the charge.1–7
Such systems can demonstrate a variety of dynamical behavior,
including deterministic chaos.5,8–10 However, stability analysis
(even numerical) of the systems away from the equilibrium still
remains a nontrivial problem. The difficulty arises because the
Poisson and continuity equations are both spatially extended,
i.e., have infinitely dimensional phase space. In contrast, the
majority of the existing techniques were developed for dynam-
ical systems of finite dimension and concentrated parameters.
Among the conventional tools of stability analysis, perhaps the
most powerful and universal is calculation of the Lyapunov
exponents.11 A positive value of the maximal Lyapunov expo-
nent is a robust indicator of chaos, and the knowledge of other
Lyapunov exponents provides more detailed information about
the dynamics and the instabilities developed in the system.
For example, quasiperiodic dynamics is characterized by two
or more zero Lyapunov exponents, whereas hyperchaos fea-
tures more than one positive Lyapunov exponent. Therefore,
identification and stability analysis of such dynamical regimes
require the study of the full spectrum of Lyapunov exponents.
Nowadays, the theory and techniques for the estimation of
the Lyapunov exponents for the low-dimensional dynamical
systems described by ordinary differential equations (ODEs)
are quite well established.11–14 However, a straightforward
application of these methods to the spatially extended systems
is only possible for the systems which are naturally discrete
in space,15–17 e.g., to the arrays of coupled oscillators or
maps. Importantly, the direct application of numerical tech-
niques for the calculation of Lyapunov exponents, developed
for systems with finite dimension of the phase space, to
continuous spatially extended systems is rather ambiguous17
and unreliable.15,18 The primary reason for this is that a
perturbation of a solution of an extended system is determined
not by a phase vector, but by a set of functions which
depend on spatial coordinates, requiring a modification of
the orthogonalization and normalization procedures involved
in the Lyapunov exponents calculations. The above factors
require a development of specific approaches to stability
analysis of various spatially extended systems.16,19–22
In this paper, we propose an approach for the calculation of
the spectrum of Lyapunov exponents for a system of coupled
Poisson and continuity equations, and apply this method to
a strongly coupled semiconductor superlattice (SL) operating
in the miniband transport regime.23,24 We should note that
for weakly coupled SLs, in which the resonant tunneling
transport mechanism dominates, the charge dynamics can be
described by a spatially discrete version of the Poisson and
continuity equations.25 In this case, the model is represented
by a set of ODEs, whose number corresponds to the number
of periods in the SL. Lyapunov stability analysis of such a
spatially discrete model was discussed in Refs. 26 and 27.
For a miniband SL described by partial differential equations
(PDEs), application of the approaches developed for ODEs
is neither straightforward nor apparent from the viewpoint
of physics.28 Therefore, until now Lyapunov stability of
the charge transport in minband SLs has been limited by
the estimation of the largest Lyapunov exponent from time
series.28 With this, recent experimental works29–32 report on
high-frequency mixing and highly nonlinear charge transport,
which are apparently accompanied by complex spatially
temporal dynamics of charge in miniband heavily doped SLs.
Understanding of these dynamical regimes and instabilities
associated with them in the appropriate models is important
for further development and new design of the SL devices.
However, their theoretical analysis is seriously limited by the
shortage of reliable numerical tools allowing one to calculate
the spectrum of Lyapunov exponents.
The technique we present here is a mathematically justified
approach to the calculation of the spectrum of Lyapunov
exponents in spatially extended Poisson and continuity equa-
tions. It has a clear physical interpretation and can be
used for the identification and stability analysis of various
types of dynamical regimes, including steady-state, periodic,
quasiperiodic, and chaotic dynamics.
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We apply this method to generic exemplary models de-
scribing charge dynamics in both dc-biased SLs and SLs
subjected to an ac voltage and a tilted magnetic field. Thus, the
models considered in this paper take into account application
of various fields used in a range of experimental29–33 and
theoretical works.6,34,35 We analytically and numerically show
that when the electron transport in the SL is static, the
method demonstrates good agreement with the nL criterion,
conventionally used for the prediction of electric domain
instability.36 We also show that the application of an ac voltage
and a tilted magnetic field to the SL results in a variety
of periodic, quasiperiodic, and even chaotic spatiotemporal
charge dynamics.
The paper has the following structure. In Sec. II, we discuss
the model describing the collective dynamics of charge in a
SL. A general formalism related to a numerical estimation of
the spectrum of Lyapunov exponents is given in Sec. III. In
Sec. IV, we present the analytical results obtained in the steady
state. In Sec. V, we apply the method to the characterization of
different dynamical regimes in a SL with an applied ac voltage
and tilted magnetic field. Finally, in Sec. VI, we summarize
our results and outline further interesting applications of our
method.
II. MODEL OF A STRONGLY COUPLED
SEMICONDUCTOR SUPERLATTICE
Semiconductor superlattices (SLs), formed from nanolay-
ers of different types of semiconductor materials, are of great
interest for both fundamental and applied physics because
of their unique quantum-mechanical properties and great
potential for sub-THz and THz electronics.23–25,37 They are
able to demonstrate negative differential conductance,23,37
which induces new regimes of collective charge transport
accompanied by rich instability phenomena.5,6,38–42
The collective dynamics of miniband electrons6,25 can be
described by the one-dimensional (1D) current continuity
equation
∂n′
∂t ′
= −1
e
∂J ′
∂x ′
(1)
and 1D Poisson equation
∂F ′
∂x ′
= e
ε0εr
(n′ − n′D), (2)
wheren′(x ′,t ′),F ′(x ′,t ′), J ′(x ′,t ′) are, respectively, the volume
electron density, electric field, and current density, x ′ and t ′ are
the spatial coordinate and time, n′D is the n-type doping density
in the SL layers, e > 0 is the electron charge, and ε0 and εr
are, respectively, the absolute and relative permittivities.
In analytical and numerical studies, it is more convenient
to consider the dimensionless equations
∂n
∂t
= −β ∂J
∂x
, (3)
∂F
∂x
= ν(n − 1), (4)
which can be obtained by introducing the following
substitutions:
x = x ′/L′, t = t ′/τ ′, n = n′/n′D,
J = J ′/(en′Dv′0), F = F ′/F ′c, F ′c = h¯/(ed ′τ ′), (5)
β = v′0τ ′/L′, ν = L′en′D/(F ′cε0εr ),
v′0 = δ′d ′/(2h¯).
Here, n(x,t), F (x,t), J (x,t) are the dimensionless volume
electron density, electric field, and current density, x and t the
dimensionless coordinate and time, and ν and β are dimen-
sionless control parameters. In this paper, the values of the SL
parameters in Eq. (5) are taken from recent experiments:32,43
d ′ = 8.3 nm and L′ = 115.2 nm are the period and the length
of the superlattice, ′ = 19.1 meV is the miniband width, and
F ′c = 3.1725 × 105 V/m is the normalizing electric field. The
parameters δ = [τ ′e/(τ ′e + τ ′i )]1/2 and τ ′ = δτ ′i characterize the
electron scattering and depend on the elastic τ ′e and inelastic τ ′i
scattering times. In our study, we fix τ ′ = 250 fs, δ = 1/8.5,
n′D = 3 × 1022 m−3, and εr = 12.5.
Within the drift-diffusion approximation, the current den-
sity is given by
J = nvd (F ) − D(F )∂n
∂x
, (6)
where vd (F ) is the dimensionless electron drift velocity, which
relates to the dimensional drift velocity v′d , as vd = v′d/v′0, and
D(F ) is the diffusion coefficient,25 which can be neglected for
low temperatures T ′.6,25 Note that for the periodic boundary
conditions, Eq. (6) can be derived directly from the Boltzmann
transport equation.44
If we only apply an electric field F to the SL, the drift
velocity vd (F ) can be expressed analytically by23
vd (F ) = I1[
′/(2k′BT ′)]
I0[′/(2k′BT ′)]
F
1 + F 2 , (7)
where kB is the Boltzmann constant and I0,1(x) are the
modified Bessel functions of the first kind. However, if an
additional magnetic field is applied to the SL, vd (F ) should
be obtained numerically, e.g., by the approach described in
Refs. 45 and 46.
The dimensionless voltage V applied to the SL is defined
by
V = U +
∫ 1
0
F dx, (8)
where the (dimensionless) voltage drop across the contacts U
includes the effect of charge accumulation and depletion in
the emitter and collector regions and a contact resistance.6,47
In order to find the dimensional values of applied volt-
age and the voltage dropped across contacts, one needs
to multiply their dimensionless values by the normalizing
factor F ′cL′.
We assume the Ohmic contacts (with a high electrical con-
ductivity σ ′ = 3788 Sm−1), which set the boundary condition
J (0,t) = sF (0,t), (9)
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where s = σ ′F ′c/(en′Dv′0) = 17.6511 is the dimensionless con-
trol parameter corresponding to the electrical conductivity of
the emitter contact.
For our numerical simulations, we use an explicit numerical
scheme6,48 with x = 2.08 × 10−3 and t = 5 × 10−4. In
order to avoid spurious current oscillations in the generation
regimes25 for the calculation of drift velocity, we use a value
of the electric field averaged over ≈ 30 layers (corresponding
to one quantum well).6 The dimensional electrical current
through the SL can therefore be obtained from
I ′(t ′) = A′en′Dv′0J (1,t ′/τ ′), (10)
where A′ = 5 × 10−10 m2 is the cross-sectional area of the
superlattice.6,25,43
III. GENERAL APPROACH TO CALCULATION
OF LYAPUNOV EXPONENTS
Although a continuous spatially extended system could be
discretized in space and thus reduced to the set of ODEs, the
result of the direct application of the standard procedures11,14
to the calculation of the spectrum of Lyapunov exponents
depends on the step of discretization.17 Moreover, the physical
meaning of such Lyapunov exponents is vague since their
number and the corresponding Lyapunov vectors depend on
the method of discretization. In addition, linearization of the
discretized system is often either cumbersome, or not obvious.
For example, in Ref. 28, where the dynamics of charge in a
miniband SL subjected to an ac field was studied, the authors
were unable to reliably calculate the Lyapunov exponents by
the methods developed for ODEs, and therefore limited their
Lyapunov stability analysis by the calculation of the largest
exponents from the time series.
In our work, for the calculation of the spectrum of Lyapunov
exponents from the set of Poisson and continuity equations we
introduce perturbations, which are continuous both in time
and in space. This approach allows us to avoid the problems
associated with the artificial spatial discretization, provides
one with clear interpretation of the results, and, in some cases,
allows analytical estimation of the Lyapunov exponents as will
be shown in the following.
It can be seen from Eqs. (3), (4), and (6) that the charge
density n(x,t) unambiguously defines all other variables of
the model and, hence, the state of the system. Therefore,
it is suitable for using as a reference state in the analysis
of the evolution of small perturbations applied to asymptotic
solutions of the system under study.
In order to compute the N th largest Lyapunov exponents

N , we consider a set of perturbations n˜i(x,t), i = 1, . . . ,N ,
which are initially orthogonal so that
(n˜i(x,0),n˜j (x,0)) =
{
1, i = j
0, i = j (11)
where (n˜i ,n˜j ) is the scalar product
(n˜i ,n˜j ) =
∫ 1
0
n˜i n˜j dx.
In addition to the orthogonality requirement defined by
Eq. (11), n˜i(x,t) must also obey the normalization condition
||n˜i(x,tr )|| = 1, (12)
where ||n˜i || =
√(n˜i ,n˜i). We obtain the set of perturbations
n˜i(x,t), which fulfill the requirements in Eqs. (11) and (12),
when t = tr by applying the Gram-Schmidt procedure:
nˆ1(x,tr ) = ϕ1(x), (13)
nˆi+1(x,tr ) = ϕi+1(x) −
i∑
k=1
[n˜k(x,tr ),ϕi+1(x)]n˜k(x,tr ), (14)
i = 1,2, . . . ,N − 1; n˜i(x,tr ) = nˆi(x,tr )||nˆi(x,tr )|| , (15)
i = 1,2, . . . ,N.
Here, ϕ1(x), ϕ2(x), . . . ,ϕN (x) is a set of arbitrary, linearly
independent functions, defined for the system under study.
To calculate the spectrum of Lyapunov exponents one
has to follow the time evolution of both the reference
asymptotic solution n(x,t) and all its perturbations n˜i(x,t)
(i = 1,2, . . . ,N ). The dynamics of n(x,t) is described by
Eqs. (3), (4), (6), and (7) together with boundary conditions (8)
and (9), whereas the evolution of the perturbations n˜i(x,t) in
the vicinity of the reference state n(x,t) are defined by the
following linearized equations:
∂n˜i
∂t
= −β ∂
˜Ji
∂x
,
∂ ˜Fi
∂x
= νn˜i,
˜Ji = n˜ivd (F ) + ndvd (F )
dF
˜Fi, (16)
˜Ui +
∫ 1
0
˜Fi dx = 0, ˜Ji(0,t) = s ˜Fi(0,t).
Finite precision of numerical calculations requires repetition
of the Gram-Schmidt procedure after some reasonable time 
(Ref. 11) with newly defined functions
ϕi(x) = n˜i(x,). (17)
The above algorithm should be repeated many times. Af-
ter M iterations, the perturbations n˜i(x,tr ), at tr = j
(j = 1, . . . ,M) obtained after orthogonalization [Eqs. (13)
and (14)], but before renormalization [Eq. (16)], are used to
calculate the Lyapunov sums
Si =
M∑
j=1
ln ||n˜i(x,j)||. (18)
Finally, the Lyapunov exponents are estimated as

i = Si
M
. (19)
The Lyapunov exponents estimated by formula (19) have clear
physical meaning. Namely, they describe the increment of
growth (damping decrement) of the orthogonal modes of the
perturbations.
The same approach can be used for the calculation of the
Lyapunov exponents for a nonautonomous model of a SL, for
example, when the SL is subjected to an ac voltage
V (t) = V0 + V0 cos(ωet), (20)
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where V0 is the dc component of the applied voltage, and V0
and ωe are, respectively, the amplitude and angular frequency.
However, in this case, the above algorithm returns the so-called
conditional Lyapunov exponents,49 which only characterize
the convergence behavior of the driven subsystem, and are
therefore unable to reveal an additional zeroth Lyapunov
exponent corresponding to the harmonic external force.
IV. ANALYTICAL ESTIMATION OF LYAPUNOV
EXPONENTS FOR STEADY-STATE SOLUTIONS
In general, the Lyapunov exponents for the above SL model
can only be calculated numerically. However, in the case of
an applied dc voltage in a steady-state regime, the Lyapunov
exponents can be estimated analytically.
For the steady-state solution, ∂n/∂t = 0, ∂F/∂t = 0, and,
consequently,
n = n(x), F = F (x), nvd (F ) = J0 = const. (21)
Although the transport region of SL is defined in the interval
x ∈ [0,1], the electric field F (x) can be formally introduced
for any x ∈ [0,∞]. Therefore, we denote
f = lim
x→∞F (x) (22)
and perform a Taylor expansion of vd (F ) [Eq. (7)] around the
point F = f :
vd (F ) ≈ a0 + a1(F − f ) + O[(F − f )2], (23)
a0 = f1 + f 2 , a1 =
1 − f 2
(1 + f 2)2 .
Taking into account Eqs. (21)–(23), we can now approxi-
mate Eq. (4) as
dF
dx
≈ ν
(
J0
a0 + a1(F − f ) − 1
)
, (24)
which has the solution
F (x) = 1
a1
{
a1f + J0 − a0
+ J0W
[
1
J0
exp
(
−1 + a0 − a1(f + νx) + a1C
J0
)]}
,
(25)
where W (z) is the Lambert W function, and C is an integration
constant. The value of J0 can be found using Eq. (22):
lim
x→∞F (x) = f +
J0 − a0
a1
= f, (26)
which gives J0 = a0, and C is determined by the boundary
condition in Eq. (9):
C = a0
s
+ a0
a1
ln
(
a1(a0 − sf )
s
)
. (27)
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FIG. 1. (Color online) The dependencies F (x) for various V ,
calculated both analytically using Eq. (28) (solid curves) and
numerically (symbols). Curve 1 (♦) corresponds to V = 4.9252
(V ′ = 180 mV); curve 2 (+), V = 6.0197 (V ′ = 220 mV); curve
3 (), V = 7.1142 (V ′ = 260 mV); and curve 4 (×), V = 8.2087
(V ′ = 300 mV).
After substitution of the expressions for J0, C, a0, and a1
into (25) we obtain
F (x) = f + f 1 + f
2
1 − f 2 W
[ (f 2 − 1)(s − 1 + sf 2)
(f 2 + 1)2s
× exp
( (f 2 − 1)[sνx + sf 3 + sνxf 2 + f (s − 1)]
(f 2 + 1)2sf
)]
,
(28)
where the value of f can be found from the voltage con-
straint (8).
We compare F (x) obtained using Eq. (28) (solid curve in
Fig. 1) and F (x) calculated numerically (symbols in Fig. 1)
for a range of V . Figure 1 shows that for low voltages V <
7.1142 (V ′ < 260 mV), Eq. (28) is in excellent agreement
with numerical simulations. However, as V approaches the
threshold voltage Vth, where I (t) loses its stability and starts
to demonstrate high-frequency oscillations, the estimation (28)
starts to deviate from numerical calculations because the
Taylor series expansion of drift velocity [Eq. (23)] becomes
less accurate. Figure 1 shows that for a range of V , the
electric field F (x) is almost spatially homogeneous, except
for a small region of x near the emitter. Therefore, we can use
the approximation
F (x) 
 constant = f, (29)
which, according to Eq. (4), yields n(x) = 1. By rearranging
Eqs. (16), we obtain a linearized equation for the perturbations
of the stationary state
∂n˜
∂t
= −vd (f )β ∂n˜
∂x
− dvd (f )
dF
βνn˜. (30)
We search for a solution in the form of plane wave n˜ ∼
exp[j (ωt + kx)] (j = √−1), which leads to the dispersion
relation
ω = −vd (f )βk + j dvd (f )
dF
βν, (31)
which is used for evaluation of the Lyapunov exponents 
t :

t = − ln ||n˜(x,t)||
t
= −dvd (f )
dF
βν. (32)
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FIG. 2. (Color online) The five largest Lyapunov exponents
(
1–
5) versus voltage V for a dc-biased SL. The symbols, joined by
a solid curve, show the numerically calculated exponents, whereas
the analytical result [Eq. (32)] is represented by the dashed curve.
The lower and right-hand axes (upper and left-hand axes) are in SI
(dimensionless) units. Inset shows an enlarged region of V near Vth.
Equation (32) indicates that within the regimes outlined
above, any perturbation is characterized by the same Lyapunov
exponent. This means that all orthogonal perturbations of the
steady state have the same growth rate (instability increment).
Moreover, according to Eq. (32), in the case of homogeneous
field (29), the Lyapunov exponent has a meaning of the dielec-
tric relaxation rate25 taken with opposite sign. In addition, it
follows from Eq. (32) that the steady state loses its stability at
the critical value of electric field
fc = 1, (33)
where 
t changes sign.
Figure 2 shows that for low voltages, the five largest
Lyapunov exponents (
1–
5) versus V calculated numeri-
cally (symbols joined by solid curve in Fig. 2) agree well
with the analytic estimation given by Eq. (32) (dashed line
labeled 
t in Fig. 2). However, as V increases the analytical
estimation becomes less precise since, as Fig. 1 shows, for
large V the approximation given in Eq. (29) becomes invalid.
Note as L′ increases, the range of x, where F (x) ≈ const, also
grows. Thus, the analytically estimated Lyapunov exponents
are more accurate for longer SLs.
We compare Eq. (33) with the conventional nL criterion,36
which is traditionally used as a condition for the onset of
charge-domain instability in Gunn diodes50 and SLs51 and can
be expressed by
n′L′ > 2.09
ε0εr
e
F ′2 + F ′2c
F ′2 − F ′2c
F ′. (34)
In the dimensionless form, the above Eq. (34) reads as
n > α
F 2 + 1
F 2 − 1F, (35)
where α = 2.09ν−1. Rearranging Eq. (35) and taking into ac-
count Eq. (7), we can find the critical value of F corresponding
to the nL criterion
FnL =
√
J
J − α . (36)
For long SLs, α → 0, and the nL criterion coincides with the
condition (33).
V. DIFFERENT DYNAMICAL REGIMES
AND THEIR STABILITY
The numerically calculated Lyapunov exponents presented
in Fig. 2 predict that the steady state of the SL, with parameters
given in Sec. II, loses its stability at the critical voltage
Vth = 9.85 (V ′th = 360 mV).52 To understand the physics
behind this instability we consider the numerical simulations
of the spatiotemporal charge dynamics in the SL.
Figure 3 shows the electron transport dynamics of two char-
acteristic regimes. When V = 9.71347 (V ′ = 355 mV), I (t)
does not oscillate [Fig. 3(a)], corresponding to a fixed point in
phase space (constructed by the delay-coordinate embedding
method53 with time delay t ′ = 10 ps) [see Fig. 3(b)]. In
this case, n(x,t) is time independent and is distributed almost
uniformly through the SL, as shown in Fig. 3(c). However,
by making a small change of V to 9.98709 (V ′ = 365 mV),
the behavior of the charge dramatically changes. We find that
at this voltage, I (t) performs periodic oscillations [Fig. 3(d)],
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FIG. 3. The steady-state (a)–(c) and time-periodic (d)–(f) regimes. The steady state: (a) I (t); (b) projection of the attractor onto the
reconstructed phase space; and (c) surface plot of n(x,t). The time-periodic regime: (d) I (t); (e) projection of the attractor onto the reconstructed
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FIG. 4. (Color online) The dependencies of the electric field F upon the space coordinate x for two values of the length of the SL (in the
dimensionless variables): (a) L = 1 and (b) L = 2. Both curves correspond to the voltages, which are very close to the critical values.
which are represented by a limit cycle in the phase space
[Fig. 3(e)]. Figure 3(f) shows that these current oscillations are
caused by domains of high-charge concentration. A domain is
induced at the emitter (x = 0) and then propagates through the
SL. When the domain reaches the collector, a new domain is
induced at the emitter and the cycle repeats.6 These domains
are only observed after the steady-state solution loses its
stability. Thus, the Lyapunov exponents give a reliable way to
distinguish between steady-state and periodic dynamics, and
to identify the bifurcation transition between these regimes.
Note that the nL criterion (34) underestimates the critical
voltage of these SL parameters, giving V ′th ≈ 328.7 mV (com-
pared with the numerical obtained value of V ′th ≈ 360 mV).
The reason for this discrepancy is that the condition in Eq. (34)
was derived assuming a homogeneous electric field.36 In our
SL, as the voltage approaches the critical value, the electric
field through the SL becomes less homogeneous, especially
in the emitter and collector regions. In addition, the voltage
drop across the SL’s contacts can also influence V ′th. However,
we note that the nL criterion becomes more accurate for a
longer SL. For example, for the SL with the same parameters,
but with a length of 230.4 nm (L = 2), the nL criterion
gives V ′th ≈ 375.5 mV, which is very close to the numerically
estimated value of 378.3 mV. Remarkably, doubling of the SL’s
length L leads to only small increase of the critical voltage
V ′th. This could be explained again by inhomogeneous electric
field distribution F (x) across the SL, which is especially
pronounced near the contacts. To illustrate this, in Fig. 4 we
plot the dependencies F (x) for two values of the length of
the SL (in the dimensionless variables) for the voltages very
close to Vth. Namely, in Fig. 4(a), F (x) is presented for L = 1
and V = 9.823 (V ′ = 359 mV), and Fig. 4(b) represents F (x)
for L = 2 and V = 10.343 (V ′ = 378 mV). One can see
that the magnitude of F corresponding to the critical voltage
considerably decreases with the growth of the length of the SL.
As a consequence, the integral
∫ L
0 F (x)dx in Eq. (8), defining
the voltage drop across transport area of the SL, increases
only slightly. At the same time, in both cases F (x) far from
the contacts varies slowly and demonstrates values close to
one, which agrees with the criterion (33) derived within the
homogeneous field approximation.
In order to examine the behavior of the Lyapunov exponents
in other dynamical regimes, we consider a nonautonomous
SL under the influence of a tilted static magnetic field
B = (B cos θ,0,B sin θ ) and ac voltage in the form given
by Eq. (20). The effect of magnetic field is taken into
account through the calculations of vd (F ), using the approach
described in detail in Refs. 43, 45, and 46. In our numerical
simulations, we fix B = 12 T and θ = 40◦.
Three different dynamical regimes are shown in
Fig. 5. When the ac voltage parameters are V0 = 16.691,
V0 = 2.736, and ωe = 3.299 × 10−2 (V ′0 = 610 mV,
V ′0 = 100 mV, and f ′e = ω′e/2π = 21.0 GHz), I (t) oscillates
periodically [Fig. 5(a)], and is represented in the phase
space by a limit cycle [Fig. 5(b)]. The periodic oscillations
of I (t) reflect a periodic spatiotemporal pattern in the
dynamics of n(x,t) [see Fig. 5(c)]. The character of I (t)
dramatically changes if the frequency of the external force
is only slightly changed. If the frequency is increased up
to ωe = 3.691 × 10−2 (f ′e = 23.5 GHz) we find that the the
amplitude of the current oscillations starts to vary periodically
[see Fig. 5(d)], which corresponds to quasiperiodic dynamics
and results in a ergodic torus in the phase space of the system
[Fig. 5(e)]. The form of n(x,t) is shown in Fig. 5(f), where
the quasiperiodic character of the dynamics is reflected in the
modulation of the speed that the charge domain travels from
the emitter to the collector.
By increasing the frequency of the ac voltage further, for
example, settingωe = 2.906 × 10−2 (f ′e = 18.5 GHz), we find
the oscillations of I (t) become irregular [Fig. 5(g)]. This
is confirmed in Fig. 5(h), where a projection of the phase
trajectories onto the plane [I ′(t ′),I (t ′ + t ′)] suggests chaotic
behavior. In this case, the motion of charge domains becomes
very erratic [see Fig. 5(i)], different charge domains appear
and disappear irregularly and propagate with different speeds.
These observations suggest that, in this regime, the electron
transport in the SL is attributed to deterministic chaos.
We note that the interesting dynamical regimes described
above can be associated with synchronization and desyn-
chronization of periodic oscillations54 related to the charge
transport in SL, and deserve further study. However, in this
paper we only use these characteristic regimes to test the
proposed method for calculation of the Laypunov exponents.
In Fig. 6, we show the highest conditional Lyapunov
exponent 
1 versus t ′, calculated for the three characteristic
dynamical regimes discussed above and illustrated in Fig. 5.
In order to investigate the convergence of the exponents,
we analyze their dependence on time using Eq. (19), where
t ′ = M′, for M = 1,2, . . . and ′ = 6.25 ps.
For the periodic solution illustrated in Figs. 5(a)–5(c), 
1
is always negative (curve 1 in Fig. 6). In the quasiperiodic
regime shown in Figs. 5(d)–5(f), 
1 is close to zero (curve 2
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FIG. 5. (Color online) Periodic (a)–(c), quasiperiodic (d)–(f), and chaotic (g)–(i) dynamics of charge in SL: oscillations of the current I (t)
[(a), (d), (g)]; projection of the attractor onto the plane [I ′(t ′),I ′(t + t ′)], t ′ = 10 ps, in the reconstructed phase space [(b), (e), (h)]; and
spatiotemporal dynamics of the volume electron density n(x,t) [(c), (f), (i)].
in Fig. 6). Finally, for the parameters corresponding to the
dynamical regime in Figs. 5(g)–5(i), 
1 is positive for all
t ′, which indicates the Lyapunov instability and confirms
the chaotic character of the dynamics. Note, as discussed in
Sec. III, the conditional Lyapunov exponents do not take into
account the zeroth Lyapunov exponent corresponding to the
phase change of the external driving, therefore the largest
conditional Lyapunov exponent corresponding to periodic
dynamics (curve 1 in Fig. 6) is negative. Figure 6 also
shows that the convergence of 
1(t ′) strongly depends on
the dynamical regime. In the periodic and quasiperiodic
regimes, the spatiotemporal patterns of n(x,t) need ≈20 ns
before 
1(t ′) converges to a stationary value. In contrast, the
-4x10
-2x10
 0
 0  200  400
Λ1
2
3
t' (ns)
-3
-3
 2x10-3
 600
1
FIG. 6. (Color online) 
1 versus t ′ obtained for synchronous
periodic (curve 1), quasiperiodic (curve 2), and chaotic (curve 3)
dynamical regimes.
chaotic dynamics requires a longer time (≈200 ns) before
convergence.
To illustrate the transitions between the regimes discussed,
in Fig. 7, we show how the five highest conditional Lyapunov
exponents (
1–
5) vary with ac voltage frequency (f ′e). The
SL parameter values have been selected to be the same
as those in Fig. 5 with f ′e corresponding to the different
regimes indicated by numbered arrows. We find that the three
characteristic regimes discussed previously are robust against
change in parameter. Specifically, for f ′e between ≈18 and
-0.06
-0.04
-0.02
 0.00
 18.0  19.0  20.0  21.0  22.0  23.0
Λ1
Λ2
Λ3
Λ4
Λ5
fe' (GHz)
Λ
23 1
FIG. 7. (Color online) The five highest conditional Lyapunov
exponents (
1–
5) versus ac voltage frequency f ′e . The frequencies
corresponding to the characteristic regimes in Fig. 5 are indicated by
arrows, where 1 corresponds to the periodic regime (
1 < 0), 2 to the
quasiperiodic regime (
1 ≈ 0), and 3 to the chaotic regime (
1 > 0).
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≈19.2 GHz, the electron transport in SL demonstrates chaotic
dynamics, characterized by
1 > 0. Forf
′
e between ≈19.2 and
23 GHz,
1 < 0 indicating periodic behavior. Finally, for f
′
e >
23 GHz the transport dynamics is quasiperiodic, and 
1 = 0.
VI. CONCLUSIONS
We have proposed a method for numerical calculation of
the Lyapunov exponents for a set of one-dimensional Poisson
and continuity equations. The method is based on the analysis
of orthogonal perturbations applied to a stationary solution
of charge density. The proposed approach has been applied
both to an autonomous and to a nonautonomous miniband SL
subjected to an ac voltage and tilted magnetic field.
In the case that a dc voltage is applied to the SL, the
Lyapunov exponents of the steady-state solution can be
estimated analytically. If the electric field is uniform along
the SL, all the perturbations are characterized by the same
Lyapunov exponent, which is also confirmed by our numerical
calculations. The analytically calculated Lyapunov exponents
can be used for an estimation of the critical voltage, at which
the steady state loses its stability, and I (t) starts to oscillate.
We show that for long SLs this critical voltage agrees well
with that obtained from the nL criterion,36,50 traditionally
used in the Gunn diodes and SLs to determine their stability
properties.
When the SL is subjected to an ac voltage and a tilted mag-
netic field, the proposed technique is able to unambiguously
reveal periodic, quasiperiodic, and chaotic collective electron
dynamics. Without ac voltage our approach applied to a
realistic model of a miniband SL shows a good agreement with
the experimental measurements32 of the current oscillations
threshold. Further analysis predicts that application of an
ac field to a SL subjected to a tilted magnetic field can
induce quiasiperiodic and even chaotic current oscillations.
This finding suggests a way to create tunable high-frequency
chaos generators based on SL structures.
In addition, another important class of problems which our
method could be applied to is the electric stability of several, re-
cently suggested, strongly nonlinear SL-based high-frequency
amplifiers, including those pumped with microwaves,55,56 with
an applied magnetic field,34 or operating in a large-signal
regime.57,58 In these cases, application of the conventional
nL criterion36 is limited, and Lyapunov exponents could give
more accurate and reliable prediction of instabilities developed
in the systems. Moreover, Lyapunov stability analysis can shed
light on how transitions to various spatiotemporal dynamical
regimes affect amplification in the above systems.
We believe that our method has also a great potential
for analysis of the spatiotemporal dynamics of charge in
Gunn diodes59–61 and plasma devices.2,3 For example, the
knowledge of several largest Lyapunov exponents can be
used for chaos control through “unstable periodic orbit
stabilization”3,4,62,63 or for characterization of different types
of chaos synchronization64–66 in plasma or electronic devices.
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