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1 Introduction
Within the framework of the gauge/gravity duality, geometries which give rise to interesting
scaling behavior continue to offer a rich testing ground for toy models of strongly correlated
phenomena, with potential applications to a number of condensed matter systems. While
spacetimes describing theories with a dynamical critical exponent z have been studied for
some time now (see [1, 2] for early realizations), the notion of hyperscaling violation has
been explored holographically only recently.
Gravitational backgrounds which encode non-relativistic scaling and non-trivial hyper-
scaling violation — controlled by an exponent θ — are supported by metrics of the form
ds2d+2 = r
− 2(d−θ)
d
(
−r−2(z−1)dt2 + dr2 + d~x2d
)
, (1.1)
which are not scale invariant but rather transform as ds → λθ/dds under the scalings
t → λzt, xi → λxi and r → λr. Solutions of this type have been seen to arise in simple
Einstein-Maxwell-dilaton theories (see e.g. [3–9]) thanks to a sufficiently non-trivial profile
for the dilatonic scalar.
An appealing feature of the presence of a non-vanishing hyperscaling violating exponent
θ is that it modifies the usual scaling of entropy with temperature, leading to s ∼ T (d−θ)/z.
For this reason, geometries which realize θ = d− 1 are of interest for probing compressible
states of matter (which may have ‘hidden’ Fermi surfaces [9]), for which s ∼ T 1/z inde-
pendently of dimensionality. In fact, solutions with θ = d − 1 have been shown [10] to be
associated with a logarithmic violation of the area law of entanglement entropy,
Sent ∼ A logA , (1.2)
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which is considered a signature of systems with a Fermi surface.1 We refer the reader
to e.g. [11–26] for various properties of these geometries, and attempts to classify the
corresponding phases.
In the class of Einstein-Maxwell-dilaton theories which give rise to (1.1), the scalar
typically runs logarithmically towards the horizon. As a result, the ‘Lifshitz-like’ hyper-
scaling violating solutions are believed to be a good description of the geometry only in
some intermediate near-horizon region, and are expected to be modified2 in the deep in-
frared (IR). The question of the possible IR completion of Lifshitz-like spacetimes was
examined in [27] (see also [28, 29] for related discussions in the context of pure Lifshitz
systems without running couplings). In the presence of hyperscaling violation, this issue
was studied more recently in [30, 31] where — for appropriate ranges of parameter space
— the solutions were shown to flow to AdS2 ×R2 at the horizon, while approaching AdS4
in the ultraviolet (UV). Thus, in the constructions of [30, 31], we see the emergence of
an AdS2 × R2 description in the deep IR, with its associated extensive zero temperature
ground state entropy in violation with the third law of thermodynamics.3
In constructions of this type, however, the near-horizon AdS2×R2 geometry has been
known to suffer from spatially modulated instabilities [32, 33]. Thus, for the cases in which
the (unstable) AdS2 is the IR completion of an intermediate scaling region, such instabilities
appear to characterize the end-point of geometries which describe hyperscaling violation
and anisotropic scaling. As suggested in a number of places, this hints at the idea that
the zero temperature ground state of these systems may in fact be spatially modulated
phases. In fact, analogous (striped) instabilities have been studied very recently in [22], in
a particular D = 11 SUGRA reduction which gave rise to purely magnetic hyperscaling
violating solutions with z = 3/2 and θ = −2. Moreover, analytical examples of striped
phases were found recently in [24] (see also [34, 35] for related work).
In this note, we would like to explore this idea further and — motivated by [32, 33]
— examine the IR instabilities arising in Einstein-Maxwell-dilaton systems which allow for
intermediate scaling solutions with general values of z and θ. In particular, we would like
to identify conditions on the structure of the scalar potential and gauge kinetic function —
which we initially take to be generic — for which the geometry will be unstable to decay.
1Certain current-current correlators [11], however, do not exhibit the finite momentum excitations ex-
pected in the presence of a Fermi surface, potentially undermining the interpretation of these geometries
as probing systems with a Fermi surface. This problem was circumvented in [11] by suggesting that the
hyperscaling violating geometries should be considered in an appropriate double scaling limit, in which both
θ and z approach infinity, with their ratio held fixed.
2Note however that there are cases in which, after uplifting to higher dimensions, one recovers the
expected ‘naive’ scaling of thermodynamic quantities [8]. In such cases, the higher-dimensional embedding
offers a potential resolution of the singular behavior of the lower-dimensional zero temperature solutions.
3In [30] it was suggested that an IR AdS2 description could be generated by including the types of
quantum corrections expected to become non-negligible as the dilaton drives the system towards strong
coupling. On the other hand, in [31] it was the presence of both electric and magnetic fields which provided
a stabilizing potential for the scalar field. Thus, while in both of these constructions the IR endpoint of
the hyperscaling violating solutions is AdS2, with the associated extensive ground state entropy, the origin
of the latter is of a different nature — quantum mechanical in [30], and classical in the dyonic system
studied in [31].
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These conditions will then translate to restrictions on the value of the exponents z and θ
of the intermediate scaling regime — as well as on the remaining parameters of the theory.
As we will see, much like in [36, 37], we will find a number of modulated instabilities at
finite momentum, lending evidence to the notion that AdS2 should not describe the zero
temperature ground state of the system — rather, the ‘scaling’ solutions appear to be
unstable to the formation of spatially modulated phases. While our instability analysis
is only a modest first step and is by no means general, we hope that it may offer some
further insight into the puzzle of the extensive ground state entropy associated with the IR
AdS2×R2 completion of the ‘scaling’ geometries, and of the true ground state of the theory.
The structure of the paper is as follows. In section 2 we introduce our setup, focusing
on properties of the background geometry. Section 3 contains the linear perturbation
and instability analysis. We conclude in 4 with a summary of results and a discussion of
open questions.
2 The setup
Our starting point is a four-dimensional Einstein-Maxwell-dilaton model of the form,
L = R− V (φ)− 2 (∂φ)2 − f(φ)FµνFµν . (2.1)
We are interested in potentials V (φ) and gauge kinetic functions f(φ) which allow the
geometry to be AdS2 × R2 in the deep infrared, and support an intermediate ‘scaling’
region with non-trivial {z, θ}. We choose the background gauge field to be that of a
constant magnetic field,
F = Qm dx ∧ dy , (2.2)
and parametrize the metric, which we take to be homogeneous and isotropic, by
ds2 = L2
(
−a(r)2dt2 + dr
2
a(r)2
+ b(r)2d~x2
)
. (2.3)
After simple manipulations, the equations of motion for the scalar and metric functions
can be shown to reduce to
(∂rφ)
2 = −∂
2
r b
b
, (2.4)
4b2L2V (φ) = −2 ∂2r (a2b2) , (2.5)
4f(φ)Q2m − 2b4L4V (φ) = 2L2b2∂r
(
b2∂r(a
2)
)
, (2.6)
4f ′(φ)Q2m + 2 b
4L4 V ′(φ) = 8L2b2∂r
(
a2b2 ∂rφ
)
, (2.7)
where primes denote ′ ≡ ∂φ. Note that we have already made use of our flux ansatz.
2.1 Conditions for the existence of AdS2 × R
2 in the IR
In order for the solutions to (2.1) to reduce to AdS2×R2 at the horizon, the potential and
the gauge kinetic function must satisfy appropriate conditions. In particular, requiring the
metric in the deed infrared to become of the form
ds2 = L2
(
−r2dt2 + dr
2
r2
+ b2(dx2 + dy2)
)
, (2.8)
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with b a constant, and the scalar to also settle to a constant φ = φh at the horizon, we find
1 +
L2
2
V (φh) =
f(φh)Q
2
m
b4L2
, (2.9)
1 + L2V (φh) = 0 , (2.10)
2f ′(φh)Q2m
b4L4
+ V ′(φh) = 0 . (2.11)
From the last equation we learn that V ′(φh)/f ′(φh) < 0, after imposing reality for the
magnetic charge. We can rearrange (2.9)–(2.11) in a number of ways, and at this point it
turns out to be convenient to express them as:
V (φh) = − 1
L2
, (2.12)
Q2m
b4L4
=
1
2L2f(φh)
, (2.13)
f ′(φh)
f(φh)
=
V ′(φh)
V (φh)
. (2.14)
We will use these conditions throughout the instability analysis, to simplify background
terms.
2.2 Intermediate scaling regime
Thus far we have kept the scalar potential and gauge kinetic function arbitrary, only
subject to the requirement that they should allow for AdS2 × R2 in the deep infrared.
However, we are interested in solutions which flow to a geometry characterized by non-
trivial values of z and θ, in some intermediate portion of the spacetime. Intermediate
‘scaling’ solutions of this type can be engineered by choosing appropriately V (φ) and f(φ),
and in particular by taking them to be single exponentials, each characterized by its own
exponent. Thus, to guarantee the presence of a region exhibiting both anisotropic Lifshitz
scaling and hyperscaling violation,
ds2 = r−
2(d−θ)
d
(
−r−2(z−1)dt2 + dr2 + d~x2d
)
, (2.15)
we will be interested in particular in the choice
f(φ) = e2αφ , V (φ) = −V0e−ηφ + V(φ) , (2.16)
where the first potential term is of the standard form needed to generate θ 6= 0, and V(φ)
is assumed to be negligible in the intermediate scaling region. The exponents z and θ are
then determined from the lagrangian parameters α and η through the standard relations
(see e.g. [30] for magnetically charged solutions),
θ = − 4η
2α− η , z =
16 + 4α2 − 4αη − 3η2
(2α+ η)(2α− η) . (2.17)
Although our instability analysis will be carried out for a generic V (φ) and f(φ), only
subject to the infrared AdS2 × R2 requirements (2.9)–(2.11), when connecting with the
notion of hyperscaling violation we’ll adopt an ansatz of the form (2.16).
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2.3 Explicit realizations
Many of the explicit realizations in the literature of the interpolating geometries we have
been discussing are supported by a racetrack-type potential of the form
V (φ) = −V0 e−ηφ + V1 eγφ , (2.18)
in terms of which the instability analysis of section 3 will be particularly tractable. While
for now the constant γ is left completely arbitrary, it will have to be such that — in some
part of the geometry — the second exponential is subdominant. In that region, then, the
resulting hyperscaling violating, Lifshitz-like solution will be dictated entirely by α and η
through the relations (2.17). Here we touch on a few of the constructions in which (2.18)
arises naturally, and supports interpolating geometries with interesting scaling properties:
• As an example, we would like to point out that potentials of the type (2.18) arise
in the equal scalars case of the U(1)4 truncation [38] of D = 4 SO(8) gauged super-
gravity studied in [32]. This construction is particularly interesting as it gives rise to
magnetically charged solutions which flow from AdS2×R2 near the horizon to AdS4
at the boundary [32]. After setting the scalars all equal to each other, and taking
three of the four gauge fields to be the same, F (2) = F (3) = F (4), the Lagrangian
of [32] becomes (in our notation)
L = 1
2
[
R− 2 (∂φ)2 − e2
√
3φFµνF
µν − e− 2√3 φFµνFµν + 6
(
e
2√
3
φ
+ e
− 2√
3
φ
)]
.
(2.19)
At the level of the background this action is of the form of (2.1), with the gauge field
kinetic term e
− 2√
3
φF2 contributing to the (effective) scalar potential. In this case
the latter is of the racetrack form V = −V0e
2√
3
φ
+ V1e
− 2√
3
φ
. Notice that if there is
a region in the geometry in which the two conditions
1≪ e 4√3 φ and e− 2√3 φF2 ≪ e2
√
3φF 2 (2.20)
are satisfied, the action would then reduce to the Einstein-Maxwell-dilaton system,
L ≈ R− 2 (∂φ)2 − e2αφFµνFµν + V0e−ηφ , (2.21)
for the special values
α =
√
3 , η = − 2√
3
, (2.22)
describing a ‘scaling’ regime characterized by z = 3 and θ = 1. Interesting scaling
behavior was observed in systems of this type in [23] where, however, the geometries
were shown to be conformal to AdS2 in the infrared, with interesting connections to
the double scaling limit of [11]. Finally, we note that our perturbation analysis of
section 3 applies to Einstein-Maxwell-dilaton theories with a single constant magnetic
field turned on, and therefore may not be directly applicable to the multi-charge
systems studied in [32].
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• Racetrack potentials also arise in the (five-dimensional) Type IIB reduction studied
in [17], where a similar flow — with an intermediate scaling regime — was observed.
There, the near-horizon geometry was conformal to AdS2 × R3. In the reduction
of [17], as well as in (2.19), the parameters η and γ have the same sign and V (φ) acts
as a trapping potential, as one may have naively expected. Similar potentials have
also been obtained by via dimensional reduction of e.g. Einstein-Maxwell theory [39].
• At the level of the background, the ansatz (2.18) also captures the dyonic setup of [31],
with the scalar field potential incorporating the electric charge contribution to the
flux term f(φ)F 2. In this case, then, we would read off that γ = −2α. However, we
emphasize that at the level of the perturbations our analysis will not directly apply
to [31], since it is valid strictly for magnetically charged solutions. For the dyonic
case, one would have to take into account a more general set of perturbations (see
e.g. the analysis of [22]).
Role of curvature. We conclude this section by noting that the curvature of the effective
potential for the scalar,
f ′′(φh)
f(φh)
+ V ′′(φh) = 4α2 +
(
−η2V0e−ηφh + γ2V1eγφh
)
, (2.23)
will play a key role in determining instabilities in section 3, as expected. Since what we are
after are constraints on the parameters α, η and γ entering the gauge kinetic function and
scalar potential, we would like to eliminate the dependence of V ′′ on φh. This can be easily
done by using the requirement that the racetrack potential (2.18) allows for an AdS2×R2
region in the deep infrared. In particular, making use of (2.12) and (2.14), we find
V1e
γφh = V0 e
−ηφh − 1
L2
, V0 e
−ηφh =
1
L2
γ − 2α
γ + η
, (2.24)
which allow us to express V ′′(φh) in the more convenient form
V ′′(φh) =
1
L2
(
2αη − γ(2α+ η)
)
, (2.25)
controlled entirely by α, η and γ as desired. While we won’t do it in full generality here,
we note that this result can be expressed explicitly in terms of arbitrary z and θ by by
inverting (2.17), which leads to4 the following relations
α2 =
(θ − 4)2
(θ − 2)(θ − 2z + 2) , η =
2θα
θ − 4 . (2.26)
3 Spatially modulated instabilities
Having introduced our setup, we are ready to examine the question of possible classical
instabilities of the IR AdS2 × R2 region of the geometry. In particular, we will study
4These relations were derived for a solution that is magnetically charged. For its electrically charged
cousin, one must send α→ −α in the expression (2.26) for η.
– 6 –
J
H
E
P01(2014)099
the response of the system to linear fluctuations and ask under what conditions, if any,
the AdS2 BF bound is violated. This will allow us to identify criteria for the existence
of unstable modes, which will be dictated by the structure of the gauge kinetic function
and scalar potential. In turn, these conditions will translate to restrictions on the values of
{z, θ} characterizing the hyperscaling violating ‘scaling’ solutions which flow into AdS2×R2
in the infrared.
3.1 Perturbation analysis
In the deep IR, we take the background solution to the Einstein-Maxwell-dilaton sys-
tem (2.1) to be described by a constant scalar φ = φh and an AdS2×R2 metric parametrized
by (2.8). Recall that we are interested in solutions supported by a constant background
magnetic field Fxy = Qm. Following the discussion in [33], we turn on the following set of
spatially modulated perturbations,5
δgtt = L
2r2 htt(r) cos(kx) , δgxx = L
2b2 hxx(r) cos(kx) , δgyy = L
2b2 hyy(r) cos(kx) ,
δAy = a(r) sin(kx) , δφ = w(r) cos(kx) , (3.1)
anticipating that the instabilities will be driven by the finite momentum modulation. Ex-
panding the scalar and gauge fields equations of motion
2c φ− V ′ − f ′FµνFµν = 0 , ∇µ (f(φ)Fµν) = 0 ,
to linear order in the perturbations {δφ, δAµ}, we find
AdS2 a =
1
L2
k2
b2
a+
Qmk
2b2L2
(
htt − hxx − hyy + 2f¯
′
f¯
w
)
, (3.2)
AdS2 w =
1
L2
(
k2
b2
+
f¯ ′′
4f¯
+
V¯ ′′L2
4
)
w − 1
4L2
f¯ ′
f¯
(hxx + hyy)− kf¯QmV¯
′
L2b4
a , (3.3)
where we are taking AdS2 ≡ 1L2
(
r2∂2r + 2r∂r
)
. Barred objects denote background quan-
tities, which are understood to be evaluated at φ = φh. Expanding Einstein’s equations to
linear order in fluctuations we find
k2
b2
htt + hxx +
(
1 +
k2
b2
)
hyy − r∂r (hxx + hyy)− 4f¯Qmk
L2b4
a = 0 , (3.4)
k htt + k r∂r (htt + hyy)− 4f¯Qm
L2b2
r∂ra = 0 , (3.5)(
AdS2 −
r∂r
L2
)
(hxx + hyy)− 1
L2
hxx − 1
L2
(
1 +
k2
b2
)
hyy +
4f¯Qmk
L4b4
a = 0 , (3.6)
AdS2 (hyy − hxx) +
k2
L2b2
htt = 0 , (3.7)
AdS2 (hxx + hyy) +
(
2AdS2 +
2r
L2
∂r − k
2
L2b2
)
htt+
2
L2
(hxx + hyy) + 4V¯
′w − 8f¯Qmk
L4b4
a = 0 . (3.8)
5Notice that we are working in radial gauge, with the choice δgty = 0, which is consistent for time-
independent fluctuations. We thank Aristos Donos for clarifying this point.
– 7 –
J
H
E
P01(2014)099
For nonzero momentum,6 this system can be reduced further by noticing that (3.4) — the
rr component of Einstein’s equations — is an algebraic equation for htt. Substituting (3.4)
into (3.2) and (3.7), and noting that (3.3) and (3.6) do not involve htt, we find the following
system of equations for the remaining four perturbations,
AdS2hyy =
1
L2
(
1 +
k2
b2
)
hyy +
1
L2
hxx − 4kfQm
L4b4
a , (3.9)
AdS2hxx =
r
L2
(
h′xx + h
′
yy
)
, (3.10)
AdS2a =
1
L2
(
1 +
k2
b2
)
a+
kf ′Qm
L2b2f
w − Qm
2L2k
[(
1 +
k2
b2
)
hxx +
(
1 +
2k2
b2
)
hyy
]
+
1
2
Qm
L2k
r∂r(hxx + hyy) , (3.11)
AdS2w =
1
L2
(
k2
b2
+
f ′′
4f
+
V ′′L2
4
)
w − 1
4L2
f ′
f
(hxx + hyy)− kfQmV
′
L2b4
a , (3.12)
where we have dropped the barred notation for simplicity. Finally, it is straightforward to
check — making use of (3.5) and (3.9)–(3.12) — that the htt equation of motion (3.8) is
satisfied. At this stage it is clear from the structure of (3.9)–(3.12) that these perturbations
do not behave as scalars on AdS2. However, we expect that a more general time-dependent
ansatz will lead to a ‘proper’ two-dimensional reduction, as seen for example in the elec-
trically charged cases studied in [37] in which — albeit in a slightly different context —
the perturbations fell into the nice form AdS2~v = M2~v, with ~v denoting the vector of
perturbations, and M2 the mass-squared matrix.
We now return to the zero momentum case, in which the perturbation equations (3.4)–
(3.8) reduce significantly. In particular, after introducing
h+ = hxx + hyy and h− = hxx − hyy , (3.13)
it is easy to see that a(r) and h−(r) decouple from the remaining three perturbations,
leaving us with a simpler system for {h+, htt, w},(
AdS2 −
2
L2
)
h+ = 0 , (3.14)(
AdS2 +
r∂r
L2
)
htt +
2
L2
h+ + 2V
′w = 0 , (3.15)
AdS2w −
1
4L2
(
f ′′
f
+ L2V ′′
)
w +
1
4L2
f ′
f
h+ = 0 . (3.16)
3.2 Instabilities
To approach the question of instabilities, we can now examine the spectrum of the scaling
dimensions ∆ associated with the perturbations, and ask whether they become complex
in any regions of phase space, signaling a violation of the AdS2 BF bound. In analogy
with e.g. [32], we expect that any potential instability will appear only at finite momentum
6Notice that the k = 0 case needs to be analyzed separately. We will return to this point shortly.
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k (see [40] for a study at zero-momentum). Furthermore, since our goal here is to make
a connection with the intermediate ‘scaling’ part of the geometry, we are particularly
interested in how the gauge kinetic function f and scalar potential V affect the structure
of the various instabilities.
Zero momentum case. Let us discuss briefly the zero momentum case, which corre-
sponds to no spatial modulation. It turns out to be convenient to package the perturbations
{h+, htt, w} in a vector ~v, so that the system of equations (3.14)–(3.16) can be put in matrix
form, M~v = 0. Assuming that the perturbations scale as ~v = ~v0 r
−δ, with ~v0 a constant
vector, the matrix takes the form
M =


δ2 − δ − 2 0 0
2 δ2 − 2δ 2V ′L2
1
4
f ′
f 0 δ
2 − δ − 14
(
f ′′
f + V
′′L2
)

 . (3.17)
The presence of classical instabilities will then be signaled by the roots of det(M) = 0
becoming complex. In this case the determinant equation is easy to solve, and we find that
the only solutions which are not manifestly real7 are of the form
δ± =
1
2
± 1
2
√
1 + L2V ′′ +
f ′′
f
. (3.18)
However, notice that L2V ′′+ f
′′
f is nothing but the curvature of the effective potential Veff .
Thus, for V ′′eff > − 1L2 we don’t see any instabilities at zero momentum. In particular, if the
dilatonic scalar sits at a minimum of the effective potential, as it does in the AdS2 × R2
background solution, we have V ′′eff > 0.
Finite momentum. We now move on to the spatial modulation case, for which the
momentum is no longer vanishing. As before, the perturbations {hxx, hyy, a, w} can be
packaged in a vector ~v = ~v0 r
−δ, in terms of which the system of equations (3.9)–(3.12)
takes the form M~v = 0, with
M=


−1 δ2 − δ − (1 + k2
b2
) 4fQmk
L2b4
0
δ2 δ 0 0
Qm
2k
(
1 + k
2
b2
+ δ
)
Qm
2k
(
1 + 2k
2
b2
+ δ
)
δ2 − δ − (1 + k2
b2
) −f ′Qmk
b2f
f ′
4f
f ′
4f
fQmV ′
b4
k δ2 − δ − (k2
b2
+ f
′′
4f +
V ′′L2
4 )

 .
(3.19)
For arbitrary momentum k, the roots of det(M) = 0 are significantly more complicated.
For the sake of simplicity, we will therefore approximate the determinant by expanding it for
small k, neglecting terms of O(k4) and higher. The large k limit will work in an analogous
manner, although we expect that it will lead to different bounds on the parameters of the
system. Since here we are not after the most general set of instabilities, we will content
7The remaining solutions are δ = 0,−1, 2.
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ourselves with a small k approximation. To this order in momentum, the solutions for δ
which are not manifestly real take the form
δ1,2,3,4 =
1
2
±
√
P1 ±
√
P2 , (3.20)
with
P1 ≡ 5
4
+
1
8
(
f ′′
f
+ L2V ′′
)
+
3k2
2b2
, (3.21)
and
P2 =
[
1− 1
8
(
L2V ′′ +
f ′′
f
)]2
+
[
1− 1
8
(
L2V ′′ +
f ′′
f
)
+
1
2
(
f ′
f
)2] k2
b2
+O(k4) . (3.22)
At this point, the presence of an instability can be determined by asking whether the entire
quantity P1 ±
√
P2 becomes negative, as this corresponds to a complex scaling dimension.
This will then lead to conditions on the structure of the gauge kinetic function and scalar
potential. In the small k limit, we have
P1 ±
√
P2 =
5
4
+
1
8
V ′′eff ±
(
1− 1
8
V ′′eff
)
+
k2
b2
[
3
2
± 1
2
± 2
8− V ′′eff
f ′ 2
f2
]
, (3.23)
where we have made use of the more compact expression
V ′′eff =
f ′′
f
+ L2V ′′ . (3.24)
It is now easy to see that the root
P1 +
√
P2 =
9
4
+
2k2
b2
[
1 +
1
8− V ′′eff
(
f ′
f
)2]
(3.25)
will become negative — signaling an instability — when
8 < V ′′eff < 8 +
(
f ′
f
)2
, (3.26)
for the range of k for which the contribution from the O(k2) term dominates over the
leading zero momentum term. Similarly, by inspecting the other root,
P1 −
√
P2 =
1
4
(
1 + V ′′eff
)
+
k2
b2
[
1− 2
8− V ′′eff
(
f ′
f
)2]
(3.27)
we see that the k-dependent term will be negative when the curvature of the effective
potential is in the range
8− 2
(
f ′
f
)2
< V ′′eff < 8 . (3.28)
Notice that, as we discussed earlier, the zero-momentum contribution to (3.27) is positive
when V ′′eff > −1, and in particular when the AdS2 × R2 background solution sits at a
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minimum of the effective potential. Combining the two expression (3.26) and (3.28), we
find that spatially modulated instabilities will be present — in an appropriate momentum
range — when the curvature of the effective potential V ′′eff =
f ′′
f + L
2V ′′, evaluated at
φ = φh, is in the window
8− 2
(
f ′
f
)2
<
f ′′
f
+ L2V ′′ < 8 +
(
f ′
f
)2
. (3.29)
We emphasize that this relation is valid for a generic scalar potential and gauge kinetic
function, only subject to the requirement that they lead to an AdS2 × R2 region in the
far infrared.
However, to connect this discussion with the intermediate hyperscaling violating
regime, we will now assume that they are of the form of (2.16), which we recall here
for convenience,
f(φ) = e2αφ , and V (φ) = −V0e−ηφ + V(φ) .
In terms of these, the finite-k instability condition (3.29) can be expressed, making use
of (2.12), as
8− 12α2 < −η2 + L2 (V ′′(φh)− η2V(φh)) < 8 . (3.30)
In particular, for the simple racetrack potential (2.18), it reduces to
8− 12α2 < 2α(η − γ)− ηγ < 8 , (3.31)
where we made use of (2.25). Finally, one can reexpress this condition entirely in terms of z,
θ and γ by recalling that η = 2θαθ−4 and α
2 = (θ−4)
2
(θ−2)(θ−2z+2) . Since this is rather cumbersome
— but straightforward to obtain — we won’t include it here.
We conclude this discussion by examining a few special cases, including some of the
constructions we discussed in section 2:
• To describe θ = 1, the case associated with log violations of the entanglement entropy
area law, we need to set η = −2α/3 and α2 = 9/(2z − 3). Notice that reality of α2
tells us that z > 3/2. With these values, we find that we have instabilities whenever
the racetrack potential parameter γ lies in the range
3− 4z√
2z − 3 < γ <
2(15− 2z)√
2z − 3 . (3.32)
In particular, the special case in which γ = η (as e.g. in a coshφ potential) will be
unstable as long as z is in the range 54 < z < 8.
• When η = γ, which is needed to support a coshφ potential, (3.31) simplifies to8
η2 − 12α2 + 8 < 0 . (3.33)
8One side of the inequality is satisfied trivially.
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Written in terms of z and θ, the condition for instabilities becomes
6 θ − 14− z(θ − 2)
(θ − 2)(θ − 2z + 2) < 0 . (3.34)
For the case with θ = 1, one then find that z < 8 will correspond to the presence of
unstable modes.
While here we have examined only a few explicit examples, the same logic can be applied
to systems described by (2.1), under the assumption of a constant background magnetic
field, by making use of the general condition (3.29).
4 Discussion
One of the appealing features of ‘scaling’ geometries with non-trivial {z, θ} is that they have
zero entropy at zero temperature, in agreement with the third law of thermodynamics. On
the other hand, AdS2 × R2 is known to suffer from an extensive zero temperature ground
state entropy, an indication that the theory may be unstable. This raises the natural
question of what is the ultimate IR fate of the {z, θ} scaling solutions whose infrared
completion is AdS2×R2 — and in particular, of what is the true zero temperature ground
state of the field theoretical systems they describe. With these motivations in mind, in this
note we have studied a class of instabilities of magnetically charged AdS2 ×R2 geometries
arising in Einstein-Maxwell-dilaton theories which can support an intermediate regime of
hyperscaling violation and Lifshitz scaling.9
In particular, by examining the response of the system to spatially modulated fluctu-
ations, we have identified conditions for the existence of instabilities in the far infrared,
sensitive to the structure of the scalar potential V (φ) and gauge kinetic function f(φ) in
the theory. As in a number of examples in the literature, in this context the instabilities
appear at finite k and are therefore intimately tied to the spatial modulation. Working in
a small k approximation for simplicity, we have seen that — in an appropriate momentum
range — the system is unstable to modulated perturbations when the conditions
8− 2
(
f ′
f
)2
<
f ′′
f
+ L2V ′′ < 8 +
(
f ′
f
)2
, (4.1)
are satisfied in the far infrared, where the geometry is AdS2 × R2.
For models which can give rise to intermediate ‘scaling’ solutions, the conditions (4.1)
can then be mapped to restrictions on z and θ, as well as on the remaining parameters in
the theory. A particularly tractable example is that of a racetrack potential of the form
V (φ) = −V0e−ηφ + V1eγφ, for which instabilities arise when
8− 12α2 < 2α(η − γ)− ηγ < 8 . (4.2)
9The analysis of [41] identifies striped instabilities by examining the scaling geometries directly (without
assuming a flow to AdS2 in the IR), and is therefore complementary to ours.
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As a simple application of this relation, we note that when γ = η, a choice which accommo-
dates a coshφ potential as well as many of the constructions in the literature, the system
will be unstable when
6 θ − 14− z(θ − 2)
(θ − 2)(θ − 2z + 2) < 0 . (4.3)
For the θ = 1 case, of particular interest as it is tied to log violations of the area law
of entanglement entropy, this condition translates to the restriction z < 8. The same
procedure can then be applied to more non-trivial models by using (4.1).
We emphasize that our instability analysis is in no way exhaustive — it applies to
Einstein-Maxwell-dilaton theories with a background magnetic field only,10 and does not
involve the most general class of perturbations. However, it provides further evidence for
the notion that solutions with hyperscaling violation are unstable to decay in the deep
infrared — and in particular, to the formation of spatially modulated phases — and that
AdS2 × R2 should not describe the true ground state of the theory at zero temperature.
A number of questions remain open. First of all, we expect that a more general
instability analysis — for arbitrary momentum and time-dependent fluctuations — may
yield more stringent constraints on z and θ. It would be interesting to explore if, by
turning on a background electric field and additional charges, the system might exhibit a
qualitatively different behavior. With a more general analysis in mind, we wonder whether
there is any notion of ‘universality’ for the values of {z, θ} associated with an unstable
infrared AdS2 region. Also, it is natural to ask how the structure of instabilities is modified
for ‘scaling’ solutions which can be embedded in higher dimensions, and how this story ties
into some of the recent work on classifying hyperscaling violation, and generating it from
dimensional reduction [22–25, 39]. Interestingly, solutions with an intermediate scaling
regime which approach a supersymmetric AdS2 × R2 geometry in the IR have recently
been found [23], with the emergent infrared SUSY suggesting that they may in fact be
stable. Finally, there is the related question of what one could learn, if anything, by
applying a similar instability analysis to geometries which are conformal to AdS2×R2 and
support the double scaling limit of [11]. We leave these questions to future work.
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