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3 Rotations and Tangent Processes on Wiener
Space
M. Zakai
Abstract
The paper considers (a) Representations of measure preserving transfor-
mations (“rotations”) on Wiener space, and (b) The stochastic calculus
of variations induced by parameterized rotations {Tθw, 0 ≤ θ ≤ ε}: “Di-
rectional derivatives” (dF (Tθw)/dθ)θ=0, “vector fields” or “tangent pro-
cesses” (dTθw/dθ)θ=0 and flows of rotations.
1 Introduction
Let (W,H, µ) be an abstract Wiener space (AWS): W = {w} is a separa-
ble Banach space, H (the Cameron-Martin space) is a separable Hilbert space
densely and continuously embedded in W , W ∗ →֒ H∗ = H →֒ W and for ev-
ery e in W ∗, w∗(e, w)w is N(0, |e|
2
H). By the Cameron-Martin theorem, for any
h ∈ H , the measure induced by w + h is equivalent to the measure µ, therefore
if F (w) is a r.v. on the Wiener space, so is F (w + h). This fact enabled the
development of the stochastic calculus of variations, i.e. the Malliavin calculus
which very roughly is based on the directional derivative of F in the h direction:
(dF (w + εh)/dε)ε=0. Now, let T be a measure preserving transformation on W
(in short, a ‘Rotation’), i.e. w∗(e, Tw)w is also N(0, |e|
2
H). Then if F (w) is a r.v.
so is F (Tw) and if Tθw 0 ≤ θ ≤ ε is a smooth collection of rotations one can
consider objects like (dF (Tθw)/dθ)θ=0. The purpose of this paper is to survey
previous work and to present new results on the following:
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(i) Measure preserving transformations (rotations)
(ii) The Malliavin calculus of rotations.
The study of stochastic analysis over Riemannian manifolds showed that the
Cameron-Martin space is not sufficient to represent the tangent space and as
discussed in ([4, 6, 5, 2, 12, 1]), more general vector fields are needed. The setup
of these papers was based on the model of
(Tw)i =
∫
·
0
d∑
j=1
σij(s, w)dwj(s), i, j ≤ d (1.1)
for “rotational vector fields”, where w is the d-dimensional (d ≥ 2) Wiener
process with σ being non-anticipative and skew symmetric. This paper considers
the abstract Wiener space setup presented in [8], it is restricted to flat space. A
particular class of anticipative tangent processes was recently considered in [3].
A class of rotations on Wiener space introduced in [10] are different from the
rotations considered here.
Section 2 summarizes results, mainly from the Malliavin Calculus, which are
needed later. Rotations T are considered in section 3, where Tw =
∑
ηi(w)ei,
ηi(w) are i.i.d. N(0, 1) random variables, and ei, i = 1, 2, · · · is a complete
orthonormal base in H . Rotations are introduced in Section 3. Theorem 3.1
([16, 18]) presents rotations by showing that sequences of i.i.d. (N(0, 1) random
variables can be constructed as the divergence of R(w)ei where R(w) belongs
to a certain class of operators. An outline of the proof is included. This is
followed by new results, Proposition 3.1 and Theorem 3.2 showing that under
some smoothness assumptions every sequence of i.i.d. N(0, 1) random variables
on the Wiener space can be represented by the construction of Theorem 3.1.
Section 4 deals with directional derivations of the type (dF (Tθw)/dθ)θ=0. A
“tangent operator” is introduced and its relation to the directional derivative
is indicated. Section 5 deals with “tangent process” which are Banach valued
random variables, play the role of tangent vectors and induce the directional
derivatives. The first part of section 6 gives a positive answer (due to Tsirelson
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and Glasner) to a problem raised in [8] whether the group of invertible rotations
on the Wiener space are connected. The second part deals with flows of rotations,
i.e. the flow induced by
dTtw
dt
= m(Ttw, t)
where m(w, t) are the tangent processes introduced in section 5. The case where
m(w, t) is of the type of equation of (1.1) was considered in [1]. A more detailed
proof of the result of [8] is given. The appendix deals with the following problem:
In view of the results of section 3 and other results, the question arose whether
the condition that ∇u(w) is quasinilpotent implies the existence of a filtration
such that u is adapted. A counter example, following [14] is presented in the
appendix.
Acknowledgements: We wish to express our sincere thanks to B. Tsirelson
and E. Glasner for their contribution in Section 6, to A.S. U¨stu¨nel for useful
discussions and to E. Mayer-Wolf for useful remarks.
2 Preliminaries
Notation: For each e ∈ H and induced by an element of W ∗, δ(e) denotes
the N(0, |e|2H) r.v. W∗(e, w)W . For all e ∈ H , δ(e) denotes the L
2 limit of
W∗(en, w)W as en → e in H .
We will not distinguish between embeddings and inclusions. For example,
e ∈ W ∗ will also be considered as an element of H or W ; the distinction being
clear from context.
For F (w) = f(δe1, · · · , δen) and f smooth, ∇F is defined as ∇F =
∑
f ′i(δe1, · · · , δen) · ei. Let X be a separable Hilbert space and u an X valued
functional Dp,k(X ), p > 1, k ∈ N will denote the Sobolev space of X valued
functionals in LP (µ,X ) whose k-th order derivative ∇ku is in LP (µ,X ⊗H⊗k).
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Dp,k(R) will be denoted Dp,k. D(X ) = ∩p>1 ∩k∈N Dp,k(X ). Recall that
∇ : Dp,k(X )→ Dp,k−1(X ⊗H)
and for δ, the adjoint of ∇ under the Wiener measure
δ : Dp,k(X ⊗H)→ Dp,k−1(X )
are continuous linear operators for any p > 1, k ∈ N. The operator δ is the
divergence or the Skorohod integral and:
(a) If u ∈ D2,1(H), then
E[(δu)2] = E[|u|2H ] + E[ trace (∇u)
2] .
(b) If F ∈ D2,1, u ∈ D2,1(H) and if Fu ∈ D2,1(H), then
δ(Fu) = Fδu− (∇F, u)H . (2.1)
A. Exact and divergence free H valued r.v’s.:
Let u ∈ D2,1(H) then (a) u is said to be “exact” if u ∈ ∇F (w) for some D2,1
functional F (w). (b) u is said to be divergence free if δu = 0.
Set
Ue = U exact = {u ∈ D2,1(H) : u = ∇F}
Ud.f. = Udiverg. free = {u ∈ D2,1(H) : δu = 0}
If u ∈ Ue, v ∈ Ud.f. then E(u, v)H = E(∇f, v)H = E(fδv) = 0. Hence U
e
and Ud.f. are orthogonal subspace of D2,1(H) and D2,1(H) = U
e ⊕ Ud.f..
Let LF be the Ornstein-Uhlenbeck operator: LF = δ∇F , assume that EF =
0 then L−1 is a bounded operator and LL−1F = F . Hence, for any F ∈
D2,1, EF = 0F (w) = δ(∇L
−1F ) and F possesses the representation F (w) =
δu, u = ∇L−1F , where u ∈ D2,1(H). Note that this representation is different
from the Ito-type representation of Wiener functionals.
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Returning to Ue and Ud.f., for F (w) = δu, u ∈ D2,1(H), δ(u − ∇L
−1δu) =
0 then ∇L−1δu and u − ∇L−1δu are the projections of u on Ue and Ud.f.
respectively.
We prepare, for later reference, the following lemma.
Lemma 2.1 Let u ∈ D2,1(H), let {ei, i = 1, 2, · · · } be a CONB on H further
assume that u =
∑
δ(vi)ei, vi ∈ D2,1(H). If (vi, ej)H + (vj , ei)H = 0, i, j =
1, 2, · · · , then δu = 0. In particular the above result holds for vi = A(w)ei, where
A+AT = 0.
Proof: For smooth F , integrating by parts we have
E(F · δu) = E
∑
i
∇eiFδvi
= E
∑
i
∇eiF · δ
∑
j
(vi, ej)ej

= E
∑
i,j
∇2ei,ejF · (vi, ej) .
and δu = 0 follows since ∇2ei,ejF is symmetric in i and j and F is arbitrary.
B. Constructing a filtration on the AWS
Let (W,H, µ) be an A.W.S., we introduce a time structure i.e. a filtration and
causality on it as follows: Let the projections {πθ, 0 ≤ θ ≤ 1} be a continuous
strictly increasing resolution of the identity on H . Set
Fθ = σ{δπθh, h ∈ H} .
Propositions 2.1–2.3 are from [17].
Proposition 2.1 F (w) ∈ D2,1 is Fθ measurable iff ∇F = πθ∇F a.s. (intu-
itively: if F (w) = f(δh1, · · · δhn) with hi = πθhi)
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Definition 2.1 An H-valued r.v. u will be said to be F·-adapted if for every
θ ∈ [0, 1] and h ∈ H, (u, πθh) is Fθ measurable.
Proposition 2.2 u ∈ D2,1(H) is F· adapted iff
πθ∇uπθ = πθ∇u
for all θ ∈ [0, 1]
Definition 2.2 Let G(w) be a measurable r.v. taking values in the class of
bounded transformations on H. Then G is said to be weakly adapted if for
all h ∈ H, Gh is adapted, G will be said to be adapted (or causal) if Gu is
adapted for all adapted u.
Proposition 2.3 If G(w) satisfies Gu ∈ D2,0(H) whenever u ∈ D2,0(H) and G
is weakly adapted then G is adapted iff πθGπθ = πθG.
Another version of the last result is:
Proposition 2.4 Under the assumptions of the previous proposition, a weakly
adapted G is adapted iff for all h ∈ H
πθh = 0⇒ πθGh = 0 . (2.2)
Proof: Let u be of the form
u =
n∑
1
ϕi
(
πθi+1 − πθi
)
hi (2.3)
where θi+1 > θi and the ϕi are D2 r.v.’s. Then
Au =
n∑
1
ϕiG
(
πθi+1 − πθi
)
hi (2.4)
hi ∈ H . Now, assume that u is adapted hence the ϕi are Fθi measurable.
Since G is weakly measurable then (2.2) implies that ϕiGπθi+1(I −πθi)hi is also
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adapted hence Gu is adapted and G is adapted since u of the form (2.3) are
dense in D2(H).
Conversely, again u is assumed to be adapted, and since Gu is adapted,
ϕiG(πθi+1 − πθi)hi is adapted. Hence, since ϕi are Fθi measurable, we must
have
πθG
(
πθi+1 − πθi
)
hi = 0
and (2.2) follows.
Given a D2,0 functional F (w) on (W,H, µ) and a filtration πθ (continuous
strictly increasing) then there exists a unique adapted u ∈ D2(H) such that
u ∈ Dom δ, and F (w) = δu, and E(δu)2 = E(|u|2H . ([19], in the classical
setup this follows directly from the multiple Wiener integral). Hence, given
F (w) = δue then ue can be lifted uniquely to u˜ such that δu˜ = δue and u˜ is
adapted to a given filtration.
C. Quasinilpotent operators
An H-S operator on H is said to be quasinilpotent (q.n.p.) if any one of the
following is satisfied (cf. [20] or [18]):
(a) traceAn = 0 ∀n ≥ 2.
(b) |An|
1
n −→ 0, | · | is the operator norm.
(c) The spectrum of A is {0} only.
(d) (1 − αA)−1 =
∑∞
n=0 α
nAn ∀α.
(e) det2(I + αA) = 1 ∀α, where det2(I +A) = Π(1− λi)e
−λi .
Proposition 2.5 ([17]) If u is adapted, u ∈ D2,1(H) then ∇u is q.n.p.
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Outline of proof: Let θi+1 > θi, set
ui = qi
(
πθi+1 − πθi
)
hi = qih˜i .
Then,
trace∇ui∇uj = trace (∇qi ⊗ h˜i)(∇qj ⊗ h˜j)
= (∇qi, h˜j)H(∇qj , h˜i)H .
For i = j, (∇qi, h˜j)H = 0, if i > j then (∇qi, h˜i)H = 0. Similarly for i < j.
The following question arises regarding the converse of the last result: Given
u such that ∇u is q.n.p., does this imply the existence of a filtration such that
u is adapted to it? The answer to this question, as shown in appendix A, is
negative.
D. The Ito-Nisio theorem
Theorem 2.1 Let (Xi) be a symmetric sequence of random variables (i.e.
(±X1,±X2, · · · ± Xn) has the same law as (X1, · · ·Xn) for any n) with val-
ues in a separable Banach space B. Denote by µn the distribution of the partial
sum Sn =
∑n
i=1Xi. The following are equivalent:
(i) the sequence (Sn) converges almost surely in the Banach norm;
(ii) (Sn) converges in probability;
(iii) (µn) converges weakly;
(iv) there exists a B-valued r.v. γ such that (Sn, f) −→
P
(γ, f) for all f in B′;
(v) there exists a probability measure µ in P(B) sucht that µn ◦ f
−1 → µ◦ f−1
weakly for every f in B′.
Cf. [11] for (i), (ii), (iii) and (v); (iv) follows from (i) and implies (v).
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Let (W,H, µ) be AWS, then for any CONS, {ei} and any i.i.d. N(0, 1)
random variables ηi then
yn =
n∑
1
ηiei
converges a.s. in the Banach norm (in particular |w−
∑n
1 δeiei|W
a.s.
−→ 0). Hence
denoting y = lim yn, then y = Tw is a measure preserving transformation and
ηi = W (Tw, ei)W∗ .
3 Rotations on Wiener space
Let ηi = i.i.d. N(0, 1) r.v.’s and {en} a CONB induced by W
∗ then by the
Ito-Nisio theorem
Tw =
∑
ηiei (3.1)
is a measure preserving transformation, we will refer to it as a rotation.
Theorem 3.1 ([16, 18]) Let w 7→ R(w) be a strongly measurable random vari-
able on W with values in the space of bounded linear operators on H. Assume
that R is almost surely an isometry on H, i.e. |R(w)h|H = |h|H a.s. for all
h ∈ H). Further assume that for some p > 1 and for all h ∈ H, Rh ∈ Dp,2(H),
and ∇Rh ∈ Dp,1(H⊗H) is a quasi-nilpotent operator on H. If moreover, either
(a) (I + i∇Rh)−1 · Rh is in Lq(µ,H), q > 1 for any h ∈ H (here q may depend
on h ∈ H) or,
(b) Rh ∈ D(H) for a dense set in H.
Then
E
[
exp iδ(Rh)
]
= exp−
1
2
|h|2H .
Namely, if (en, n ∈ N) is a complete, orthonormal basis in H then (δ(Ren), n ∈
N) are independent N(0, 1)-random variables and consequently
∑
i δ(Rei)ei de-
fines a measure preserving transformation of W .
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The map R satisfying the conditions for this theorem with p = 2 and under
(a) with q = 2 will be said to satisfy the rotation conditions.
Outline of proof: Let u : B → H be “an H-C1 map” and T = w+ u, assume
that T is a.s. invertible then [18].
E
(
F (Tw) · |Λ(w)|
)
= EF (w)
where
Λ(w) = det2(IH +∇u) exp
(
−δu−
1
2
|u|2H
)
.
In particular, F (w) = 1, u = ∇Rh, then since det2( ) = 1 and |Rh|
2
H = |h|
2
H ,
hence
E exp
(
−δ(Rh)−
1
2
|h|2H
)
= 1
or
E exp−δ(Rh) = exp−
1
2
|h|2H
consequently δ(Rei), i = 1, 2, · · · are i.i.d., N(0, 1) and
∑
δ(Rei)ei is a rotation
by the Ito-Nisio theorem.
The conditions on R in the notation theorem are obviously not necessary
since if for all i, ui ∈ U
d.f. and defining ρ : H → H by
ρei = ui, i = 1, 2, · · ·
then δρh = 0 and if R induces a rotation so does R+ ρ. We have, however, the
following two results, which yield a converse to the rotation theorem.
Proposition 3.1 Let R(w) be an a.s. bounded operator on H. Assume that
R(w) is weakly adapted with respect to a filtration induced by a continuous in-
creasing π·. Further assume for all h ∈ H, R(w)h is in the domain of δ and the
probability law of δ(Rh) is N(0, |h|2H) then:
1. If h1, h2 ∈ H and (h1, h2)H = 0 then δ(Rh1) and δ(Rh2) are independent.
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2. R(w) is a.s. an isometry on H.
3.
∑
i δ(Rei)ei is a rotation and if ei, i = 1, 2, · · · and hi, i = 1, 2, · · · are
CONB’s on H then, a.s.
∑
i
δ(Rhi)hi =
∑
i
δ(Rei)ei .
Proof:
1. E
(
exp iα δ(Rh1) exp iβ δ(Rh2)
)
= E exp iδ
(
R(αh+ βh2)
)
= exp−
α2
2
|h1|
2
H −
β2
2
|h2|
2
H
= E
(
exp iα δRh1
)
E exp iβ δ(Rh2)
2. By part 1, yθ = δ(Rπθh) is a Gaussian process of independent increments.
Hence it is Gaussian martingale and its quadratic variation satisfies
〈y, y〉θ = Ey
2
θ .
and by our assumption Ey2θ = |πθh|
2
H . But
〈y, y〉θ = (Rπθh,Rπθh)H
and RTR = I follows.
3. Follows from the Ito-Nisio theorem.
Theorem 3.2 Let Tw =
∑
ηiei be a rotation. Let F· be a filtration induced by
a continuous increasing resolution of the identity. Then there exists a unique F·
weakly adapted R(w) : H → H which is an isometry and
Tw =
∑
i
δ(Rei)ei .
If, moreover, ηi ∈ D2,2 then ∇Rh is q.n.p.
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Proof: By our assumptions, every ηi can be uniquely represented as ηi = δui
where the ui are adapted, in the domain of δ, and ui ∈ D2(H). Define R by
R(w)ei = ui
then R(w) is weakly adapted, and satisfies the assumptions of the previous result.
Hence R is an isometry and Tw =
∑
δ(Rei)ei. If moreover the ηi ∈ D2,2 then
∇Rh ∈ D2,1(H) and is q.n.p. since it is adapted.
Remark: For a given rotation Tw =
∑
δ(Rei)ei, R(w) is “highly non unique”;
instead of representing ηi as the divergence of adapted processes, we can define
ηi = δvi with vi ∈ U
e to yield a unique Re(w) such that Reh is exact for all
h ∈ H and Tw =
∑
δ(Reei)ei. In other words, given any R satisfying the
assumptions of the theorem we can construct an Re such that δ(Reh) = δ(Rh)
and Reh ∈ Ue for all h ∈ H . Thus Re will not necessarily be an isometry. Also,
we can “lift” Re to another R˜ which is weakly adapted with respect to another
filtration.
Two examples of rotations:
(a) Let R be a rotation. Assume that R(w) and RT (w) are adapted (not just
weakly adapted) and RT (w) = R−1(w). Then
R(w) =
∫ 1
0
exp 2πiθ π(dθ, w)
and [13, section 109] π(θ, w) can be approximated by polynomials in R and RT .
Consequently for {θ ∈ [0, 1]), π(θ, w)} is adapted. Therefore
A(w) = logR(w) =
∫ 1
0
2πiθ π(dθ, w)
is adapted A+AT = 0, for α ∈ R,
Rα(w) =
∫ 1
0
exp 2πiαθ π(dθ, w)
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is also adapted and under some additional conditions Rα(w) induces a rotation
for all real α.
(b) Let π(θ) be a nonrandom resolution of the identity and F· the filtration
induced by it. Let C denote the class of unitary transformations on H which
commute with π(θ) for every θ. Let
R(w) =
∫ 1
0
B(θ, w)π(dθ)
and assume that B(θ, w) ∈ C and B(θ, w)π(θ)h, θ ∈ b[0, 1], h ∈ H , is Fθ mea-
surable. Then R(w) is weakly adapted and unitary so that under some tech-
nical condition R is a rotation. Moreover by our assumptions on B, π(θ)R =
Rπ(θ), θ ∈ [0, 1] hence R(w) is weakly adapted. Similarly, let D denote the class
of skew symmetric operators (K +KT = 0) which commute with π(θ). Set
A(w) =
∫ 1
0
b(θ, w)π(dθ)
where b ∈ D and b(θ, w)π(θ) ·h is Fθ measurable. Then A+A
T = 0, A is weakly
adapted and
∫ 1
0
exp b(θ, w)π(dθ) is a rotation. Note that (1.1) is a special case
of this example.
4 Tangent operators
Let Ttw =
∑
i δ(Rtei)ei where Rt, t ∈ [0, δ] is unitary, satisfies the rotation
condition, and let (ei, i = 1, 2, · · · ) be a CONB on H induced by W
∗. Assume
that (Rt+ε −Rt)/ε converges a.s. in the operator norm to Bt(w) as ε→ 0, then
(RTt+ε −R
T
t )/ε converges to B
T
t and 0 =
d(RTt Rt)
dt =
dRtR
T
t
dt . Hence
BTt Rt +R
T
t Bt = 0 and BtR
T
t +RtB
T
t = 0 . (4.1)
Setting R0 = I and A = (dRt/dt) at t = 0 yields
A+AT = 0 . (4.2)
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Let f(x1, · · · , xn) be a smooth function Rn. Set F (w) = f(δe1, · · · , δen). Since
W (Ttw, ei)W∗ = δ(Rtei) and δei ◦ Tt =W(Ttw, ei)W∗ , δei ◦ Tεw =W(Ttw, ei)W∗ .
Hence, with A = (dRt/dt)t=0:
dF (Ttw)
dt
∣∣∣∣
t=0
=
∑
i
(
f ′i
(
δ(Rte1), · · · , δ(Rten)
)
δ
(
dRt
dt
ei
))
t=0
=
∑
i
f ′i(δe1, · · · , δen)δ(Aei)
=
∑
i
δ
(
f ′i(·)Aei
)
−
∑
ij
f ′′ij(·)(ej , Aei)
The second term vanished since f ′′ij is symmetric and A is skew symmetric. Hence
dF (Ttw)
dt
∣∣∣∣
t=0
= δ(A∇F ) (4.3)
Motivated by (4.3) we define
Definition 4.1 ([8]) Let w → Q(w) be a weakly measurable mapping taking
values in the space of bounded operators on H. Assume that for all F ∈ D2,1,
Q∇F ∈ D2,1(H). For every Q satisfying these conditions and u ∈ D2,1(H) we
define
LQ,uF = δ(Q∇F ) +∇uF
and denote it as the Tangent Operator induced by (Q, u). Also LQ,0F =: LQF .
The following summarizes some properties of the tangent operator (cf. [8] for
proofs).
1) LQ,u is closeable in H (i.e. if Fn → 0 in H a.s. and LFn exist, then
LFn → 0).
2) The adjoint of LQ,u satisfies L
∗
Q,uF = LQF + δ(Fu).
3) If Q = A where AT +A = 0, then
LAF1F2 = F1LAF2 + F2LAF1
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namely, LA is a derivation (i.e. behaves as a first order operator).
4) For F ∈ D, eF∇F ∈ D2,1(H) and A+A
T = 0
LAe
F = eFLAF + (∇F,A∇F ) = e
FLAF
and for all f ∈ C1b
LAf(δh) = f
′(δh)δ(Ah) .
5) Cf. [8] for results for LA(δu) and [LA,LB].
Let R be unitary and satisfy the rotation condition. Let Rt,k(w) denote
R(w + t · k), t ∈ [0, 1], k ∈ H . Then Rt,k is also a.s. unitary and ∇Rt,kh is also
a.s. quasinilpotent. Assume that Rt,k satisfies condition a or b of the rotation
theorem then Rt,k also induces a rotation, let Tt,k denote this rotation. Setting
XRk F (w) =
dF (Tt,kw)
dt
∣∣∣∣
t=0
= LR˙kF
where
R˙k =
dRt,k
dt
∣∣∣∣
t=0
As shown in [16] and [18]
∇(F ◦ T ) = R(∇F ◦ T ) +XRF (4.4)
i.e.
∇h(F ◦ T ) =
(
R(∇F ◦ T ), h
)
H
+XRh F
and when W → H is a cylindrical map
(δu) ◦ T = δ
(
R(u ◦ T )
)
+
∑
i
(
XR(u, ei), Rei
)
= δ
(
R(u ◦ T )
)
+ trace (R−1XRu) . (4.5)
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If F (w) and g(x), x ∈ R is smooth then
0 =
d
dt
Eg
(
F (Tt,kw)
)
= E
{
g′
(
F (Tt,k(w))
)
·XRt,kF
}
.
5 Tangent processes
Let Rt satisfy the rotation condition, set LRtw = Ttw =
∑
i δ(Rtei)ei. In
order to represent the “directional derivative” LAF as the action of a “tangent
vector” on F , the “vector field” (dTtw/dt)t=0 is needed. Formally, for A =(
dRt
dt
)
t=0
,
dTtw
dt
∣∣∣∣
t=0
=
∑
i
δ(Aei)ei
which motivates the following definition:
Definition 5.1 Let Q(w) be a weakly measurable H operator valued transfor-
mation on H. Assume that Q(w)h ∈ D2,1(H) for all h ∈ H. Let ei, i = 1, 2, · · ·
be a CONB induced by elements of W ∗, if
∑
i δ(Qei)ei converges weakly in the
Banach space as n→∞; namely, if there exists a W -valued random variable Y
such that
∑
i δ(Qei)(ei, α˜)H converges in probability (α˜ is the image of α in H
under the canonical injection from W ∗ to H) to W 〈Y, α〉W∗ for all α ∈W
∗. The
limit Y will be denoted Y = LQw and will be called the tangent process induced
by Q and {ei}).
Remarks: (a) The definition given here is somewhat different from that in [8]
as Y may depend on {ei}.
(b) It is often necessary to consider the case where the series
∑
δ(Qei)ei
satisfy a stronger convergence condition; several cases assuring a.s. convergence
are
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a. The case where the δ(Qei) satisfy the conditions of the extended Ito-Nisio
theorem.
b. The case where Q is a bounded non random operator ([9, Theorem 1.14]).
c. Let ϕ ∈ D2,1 and Q
∗∇ϕ ∈ D2,0(H), then LϕQw exists in the sense of a.s.
convergence in W if and only if ϕLQw exists in the corresponding sense
and then
LϕQw = ϕLQw −Q
T∇ϕ .
The proof follows directly from
N∑
1
δ(ϕQei)ei =
N∑
1
ϕδ(Qiei)ei −
N∑
1
(QT∇ϕ, ei) · ei .
The relation between the tangent process LQw and the tangent operator is
reflected in the following lemma.
Lemma 5.1 Assume that Q satisfies the requirements of Definition 5.1 and∑
δ(Qei)ei converges a.s. Further assume that u ∈ D2,1(H), Qu ∈ D2,1(H) u is
the image in H of ˜˜u(w) which is W ∗ valued and ∇uQ is trace class on H. Set
( trace )eK = limn→∞
∑n
1 (ei,Kei)H .
Then (a) ( trace )e(∇uQ) exists and
W
(
LQw, u˜(w)
)
W∗
= δ(Qu) + ( trace )e(∇uq) (5.1)
(b) If we also assume that u = ∇F and Q is skew-symmetric then
W (LQw, ∇˜F )W∗ = LQF (5.2)
(and then LQw acts as a vector field on F with LQF being the directional deriva-
tive along the tangent process).
Proof: Setting (u, ei) = vi and un =
∑n
1 viei, where {ei} is a CONB induced
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by W ∗.
W
(
Lθw, ˜˜u(w)
)
W∗
=
n∑
i
δ(Qei)vi
=
n∑
i
δ(Qviei) +
n∑
i
(∇vi, Qei)
= LQun +
n∑
i
n∑
j
∇ejvi(ej , Qei)
The left hand side is a continuous functional on W ∗ and the last equation con-
verges on both sides to (5.1) which proves (a). (b) follows since ∇ejui = ∇
2
ei,ejF
is symmetric.
Note that by Lemma 2.1, if LQw exist in D2,1(H), and if Q+Q
T = 0 then:
δ(LQw) = 0.
The tangent processes that were considered in [1]–[5] were of the form of
the right hand side of (1.1) in the introduction with {σij} skew symmetric and
nonanticipative. The relation to the LQw formulation will now be pointed out.
Consider the case of the d-dimensional Brownian motion, h =
∫
·
0 h
′
sds, h
′ ∈
L2([0, 1],Rd), then we have
Proposition 5.1
(A) Let q denote the matrix {qij(θ, u), i ≤ i, j ≤ d, θ, u ∈ [0, 1]} and set
(Qh)i =
n∑
j=0
∫
·
0
∫ 1
0
qij(θ, u)h
′
j(u)dudθ, i = 1, · · · , d .
Assume that the qi,j(θ, w) are Fθ adapted for all u ∈ [0, 1] and E|Qh|
2
H ≤
K · |h|2H .
Then LQw exists and as a H-valued r.v.
LQw =
∫
·
0
(∫ 1
0
q(θ, u)du
)
dwθ (5.3)
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(B) If b = {bi,j(s), 1 ≤ i, j ≤ d, s ∈ [0, 1]} where bi,j(s) are Fs adapted and
E
∑
i,j
b2i,j(s) <∞ .
Setting
(Bh)i =
∫
·
0
bij(s)h
′
j(s)ds
then
LBw =
∫
·
0
b(s)dws . (5.4)
Proof: Let (ei, i ≥ 1) be an orthonormal basis of H . Then
Qei =
∫ ·
0
(∫ 1
0
q(τ, u)e˙i(u)du
)
dτ ,
We have
n∑
i=1
δ(Qei)〈ei , α〉 =
n∑
i=1
∫ 1
0
(∫ 1
0
q(τ, u)e˙i(u)du
)
dwτ
∫ 1
0
e˙i(s)α˙(s)ds
=
∫ 1
0
∫ 1
0
q(τ, u)
(
n∑
i=1
∫ 1
0
e˙i(s)α˙(s)dse˙i(u)
)
dudwτ
=
∫ 1
0
∫ 1
0
q(τ, u)βn(u)dudwτ , (5.5)
where
βn(u) =
n∑
i=1
∫ 1
0
e˙i(s)α˙(s)ds e˙i(u) .
It is clear that βn converges to α˙ in L
2[0, 1]. Since A is of Hilbert-Schmidt, we
see that ∫ 1
0
q(τ, u)βn(u)du
converges to
∫ 1
0
a(τ, u)α˙(u)du in L2[0, 1]. Consequently, (5.5) converges to
∫ 1
0
∫ 1
0
q(τ, u)α˙(u)dudwτ
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in L2 hence in probability and (5.5) follows.
In order to prove (5.4) we have to show that (5.3) holds for the case where
q(θ, u) = b(θ)δ(θ − u)
where δ is the Dirac delta function. Setting
δε(u) =
1
ε
u ∈ [0, ε]
= 0 otherwise
then, (5.4) follows since by (5.3)
LQnw =
∫
·
0
1
ε
(∫ θ
θ−ε
b(u)du
)
dwθ
and
E
∫ 1
0
(
b−
1
ε
∫ θ
θ−ε
b(u)du
)2
dθ −→
ε→0
0 .
6 Groups of rotations
A. Theorem 6.1 ([15], [7]): Let T be an invertible measure preserving trans-
formation on the Wiener space, then there exists a family Tθ, θ ∈ [0, 1] of measure
preserving transformations such that T0w = w, T1 = T and for every θ ∈ [0, 1],
E
∣∣∣Tηw − Tθw∣∣∣
W
→ 0 as η → θ.
The proof was first shown to us by Tsirelson [15], the proof given here is a
shorter proof due to Glasner [7].
Proof: Since the Wiener measure on C[0, 1] and the Lebesgue measure on [0, 1]
are isomorphic, it suffices to prove the result for the Lebesgue measure. Set
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Ta(X) = aT (X/a) in (0, a) and Ta(X) = X in (a, 1) which is measure preserving,
T1 = T and T0 is the identity. Now,
E
∣∣∣Ta(X)− Ta+ε(X)∣∣∣ ≤ E{∣∣∣∣aT (Xa
)
− (a+ ε)T
(
X
a+ ε
)∣∣∣∣ · 1X≤a}+ a
≤ E
{∣∣∣∣aT (Xa
)
− aT
(
X
a+ ε
)∣∣∣∣ · 1X≤a}+ 2ε .
Applying Lusin’s theorem to approximate T (X) by a continuous τθ(X), yields∣∣∣E(Ta(X)− Ta+ε(X))∣∣∣ ≤ a ∣∣∣∣E (τθ (Xa
)
− τθ
(
X
a = ε
))∣∣∣∣+ 2θ + 2ε
and continuity in ε follows by dominated convergence since θ is arbitrary.
B. Flows
We want to show that for At +A
T
t = 0 and additional conditions the equation
dTtw
dt
=
(
LAt(w)w
)
◦ Ttw, T0w = w (6.1)
defines a flow of rotations. The case where W is the d-dimension Wiener space
and A is adapted:
(
LAw
)
i
=
∫
·
0
d∑
j
aij(s, w)dwj(s), i = 1, 2, · · · , d
was considered by Cipriano and Cruzeiro [1]. The general result presented in
the next theorem is from [8] and is followed by a more detailed proof.
Theorem 6.2 ([8]) Assume that for all t ≥ 0, A = At(w) : is a skew symmetric
strongly measurable mapping and for any h ∈ H, Ath ∈ Dp,1(H), for some p > 1
and a.a. t ∈ [0, T ] where T > 0 is fixed. Further assume that:
1. The series
Bt =
∞∑
i=1
δ(Atei)ei
converges in Lp(dµ×dt,W ) (as aW -valued random variable), where (ei, i ≥
1) is a fixed orthonormal basis of H.
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2. Let pn denote the orthogonal projection onto the span of {e1, . . . , en} and
Vn denote the sigma-algebra generated by {δe1, . . . , δen}. Assume that the
sequence of vector fields (Bn, n ≥ 1) defined by
Bnt =
n∑
i=1
δE[pnAtei|Vn]ei (6.2)
or, as will be shown later to be the same as
Bnt =
n∑
i=1
E[δ(pnAtei)|Vn]ei (6.2a)
converges to B in Lp(dµ× dt,W ).
3. Assume that for a given ε > 0, we have
∫ T
0
E {exp ε‖|∇Bt‖|} dt = Γ0,T <∞ , (6.3)
the norm above is defined as
‖|∇Bt‖| = sup{|∇h(W 〈Bt, α〉W∗) | : h ∈ B1, α ∈W
⋆
1 }
where B1 = {h ∈ H : |h|W = 1} and W
⋆
1 is the unit ball of W
⋆. Further
assume that (6.3) also holds for Bt replaced by B
n
t (this holds, e.g., when
{ei} is a Schauder basis of W ).
Then the equation
φs,t(w) = w +
∫ t
s
Br(φs,r)dr, s < t , (6.4)
defines a flow of measure preserving diffeoemorphisms of W whose almost sure
inverse is denoted by (ψs,t, 0 ≤ s ≤ t ≤ T ) and satisfies
µ{w : φs,t ◦ ψs,t(w) = ψs,t ◦ φs,t(w) = w} = 1 .
Moreover the inverse flow is the unique solution of the equation
ψs,t(w) = w −
∫ t
s
Br(ψr,t)dr (6.5)
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and φs,t (hence ψs,t) leaves the Wiener measure invariant, i.e. φ
⋆
s,tµ = µ for
any s < t ∈ [0, T ].
Proof: We start with showing the equality (6.2) and (6.2a). Set αm = pmApm
and amij = (ej , α
mei), then for i, j ≤ m
E
{
δ(pmAei)|Vm
}
= E
{
δ(αmei)|Vm
}
=
m∑
j=1
E
{
δ(amij ej)|Vm
}
=
m∑
j=1
δejE{ai,j|Vm} −
∑
j
E{∇ejaij |Vm}
=
m∑
j=1
δejE
{
aij |Vm
}
−
∑
j
∇ejE{aij |Vm}
=
m∑
j=1
δ
(
E
{
aij |Vm
}
· ej
)
= δE(αmei|Vm)
and (6.2a) follows. Also, since At is skew symmetric, so are the matrices a
m
ij
and E(amij |Vm) hence δB
m
t = 0. Consequently, (cf., e.g., [18, Theorem 5.3.1] the
claimed results of Theorem 6.1 hold for Bt replaced by B
m
t . Therefore, denoting
by φns,t, s ≤ t ∈ [0, T ]) the flow associated to the cylindrical vector field B
n and
by ψns,t, s ≤ t ∈ [0, T ] its inverse, then in particular we have
dφn⋆s,tµ
dµ
= exp
∫ t
s
δBnr (ψ
n
r,t)dr = 1
and
dψn⋆s,tµ
dµ
= exp−
∫ t
s
δBnr (φ
n
s,r)dr = 1 .
Let e1, e2, · · · be a fixed CONB of H induced by elements of W
∗. Let M
denote the following class of cylindrical operator Q on H . Let qij = (ej , Qei)
then, for some m
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(a) qi,j = 0 for i > m or j > m
(b) qi,j = −qji
(c) qij = fij(δe1, · · · , δem) and fij possesses bounded first derivatives.
Set Br(w) =
∑m
1 δ(Qr(w)ei)ei, Qr ∈ M . The following version of [18, The-
orem 5.2.1] is needed to complete the proof of the theorem.
Proposition 6.1 Let Qar , Q
b
r ∈M , r ∈ [0, T ] and assume that for some ε > 0
E
∫ T
0
(
exp ε|‖∇Bar |‖+ exp ε|‖∇B
b
r|‖
)
dr ≤ Γ0,T <∞ . (6.6)
Let ϕas,t, ϕ
b
s,t denote the flows induced by Q
a and Qb. Then for s < t, (t − s)
sufficiently small
E sup
u∈[s,t]
∣∣∣ϕas,u − ϕbs,u∣∣∣
W
≤ E
(∫ t
s
∣∣∣Bar −Bbr∣∣∣
W
pdr
) 1
p
Γ
1
γ
s,t
(
1
t− s
) 1
q
where Γs,t is defined as Γ0,T (equation (6.3)) with 0, T replaced by s, t, and
(t− s)q ≤ ε.
Proof of proposition: Set Dr = B
a
r − B
b
r and let ϕ
λ
s,t, λ ∈ [0, 1] be the
solution to
ϕλs,t(w) = w +
∫ t
s
(
λBar + (1 − λ)B
b
r
)
◦ ϕλs,rdr .
Then ϕλs,t is also a rotation. Set Z
λ
s,t =
dϕλs,t
dλ , then
ϕas,t − ϕ
b
s,t =
∫ 1
0
Zλs,tdλ
and
Zλs,t =
∫ t
s
Dr ◦ ϕ
λ
s,rdλ+
∫ t
s
[
(∇(Bbr + λDr)
]
◦ ϕλs,rZ
λ
s,rdr .
By Gronwall’s lemma
∣∣∣Zλs,t∣∣∣
W
≤
∫ t
s
∣∣∣Dr ◦ ϕλs,r∣∣∣
W
dr · exp
∫ t
s
|‖∇Bbr + λ∇Dr|‖ ◦ ϕ
λ
s,rdr .
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Therefore, since ϕλ is measure preserving:
E sup
r∈[s,t]
∣∣∣ϕas,r − ϕbs,r∣∣∣
W
≤ E
∫ 1
0
∣∣∣Zλs,t∣∣∣
W
dλ
≤ E
{∫ 1
0
(∫ t
s
∣∣∣Dr(w)∣∣∣
W
dr
)
exp
∫ t
s
|‖∇Bbr + λ∇Dr|‖drdλ
}
≤ E
{∫ t
s
∣∣∣Dr∣∣∣
W
dr exp
∫ t
s
(
|‖∇Bbr|‖+ |‖∇B
a
r |‖
)
dr
}
≤
(
E
∫ t
s
∣∣∣Dr∣∣∣
W
pdr
) 1
p
E
(
exp q
∫ t
s
(
|‖∇Bar |‖+ |‖∇B
a
r |‖
)
dr
) 1
q
≤
(
E
∫ t
s
∣∣∣Dr∣∣∣
W
Pdr
) 1
p
E
(
1
t− s
∫ t
s
exp q(t− s)
(
|‖∇Bar |‖+ |‖B
b
r|‖
)
dr
) 1
q
which proves the proposition.
Returning to the proof of the theorem, setting
Qar = E(pmArpm|Vm)
and similarly, with m replaced by n, for Qbr yields
E sup
u∈[s,t]
∣∣∣ϕms,u − ϕns,u∣∣∣
W
≤
(
Γs,t
1
t− s
) 1
q
E
∫ t
s
∣∣∣Bmr −Bnr ∣∣∣
W
dr . (6.7)
This result implies the convergence of (φns,u, u ∈ [s, t]) in L
1(µ,W ) uniformly
with respect to u for the intervals [s, t] and the limit (φs,u, u ∈ [s, t]) is the
unique solution of the equation (6.5). Equation (6.7) implies the uniqueness of
the since if (φ′s,u) is another solution, then its finite dimensional approximations
must coincide with (φns,u). Now, using Lemmas 5.3.1, 5.3.2 and 5.3.5 of [18], it
can be shown that the constructions of (φs,u) on the different small intervals
can be patched together to give the entire flow. For the inverse flow the same
reasoning applies also.
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Appendix
As discussed in section 2, a necessary condition for u ∈ D2,1(H) to be adapted
to a given filtration is that ∇u be a.s. quasinilpotent. Now, given a u ∈ D2,1(H)
such that ∇u is quasinilpotent, the question arises whether this assumes the
existence of a filtration for which u is adapted. The answer is negative as seen
from the following example:
Let
u(w) =
∞∑
i=1
2−iαδ(ei+1)ei
where ei is a CONB in H . Hence, for h ∈ H
(∇u)h =
∞∑
i=1
2−iα(eiH , h)ei
(∇u)rh =
∞∑
i=1
βi,r(ei+r, h)ei
where βi,r = 2
−iα, βi+1,r−1 = 2
−αr(2i+r+1)/2. Following Ringrose [14]:
1. ∇R is quasinilpotent.
2. For any h ∈ H , it holds for r large enough that∣∣∣∣((∇u)rh, ei)H
∣∣∣∣> 12
∣∣∣∣ (∇u)rh∣∣∣∣
H
. (A.1)
Lemma A Let E· be a strictly monotone resolution of the identity. Given δ > 0
and some e in H, then there exists an N such that for all X for which (I −
E1− 1
N
)X = X, |X |H = 1, we have |(X, e)H | ≤ δ.
Proof: Assume that the Lemma is not true, then for every N there exists an X
satisfying (I − E1− 1
N
)X = X , |X |H = 1 and |(X, e)| > δ. Let MN denote the
collection of such X ′s. Then, by compactness, for every N there is a converging
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sequence and then consider a collection of such sequences as N →∞ from which
we can construct a converging sequence with N → ∞. Let Xn N → ∞ denote
this subsequence then |XW |H = 1, XN = (I −E1− 1
N
)XN . Hence the limit must
vanish since E· is continuous contradicts our assumption.
Assume now that u is adapted to F· induced by E· then
∇u · Eλ = Eλ · ∇u · Eλ .
Hence
(∇u)T (I − Eλ) = (I − Eλ)(∇u)
T (I − Eλ) .
Consequently for λ = − 1N , if X ∈MN so in (∇u)
∗X . Hence, for r large enough
by (A.1) ∣∣∣((∇u)T)rX, ei∣∣∣ ≥ 1
2
and by the lemma the left hand side is upper bounded by any δ < 12 hence u
cannot be adapted to any continuous filtration.
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