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Dans ce mémoire, sont rassemblés une bonne partie de mes travaux de maîtrise 
portant sur la mécanique quantique bicomplexe. Les nombres bicomplexes sont la 
généralisation multicomplexe d'ordre deux des nombres complexes. Lorsqu'ils sont 
munis de l'addition et de la multiplication standard, ils forment une structure al-
gébrique d'anneau commutatif avec unité et sont une des multiples généralisations 
des nombres réels connues. L'idée d 'utiliser une algèbre de dimension supérieure à 
celle des nombres complexes pour élaborer le formalisme mathématique de la mé-
canique quantique remonte à près de quatre-vingts ans. Toutefois, l'utilisation des 
nombres bicomplexes à cette fin est une idée qui a moins de dix ans. La résolution du 
problème de l'oscillateur harmonique quantique dans un espace de Hilbert bicomplexe 
a constitué le premier accomplissement majeur de ce projet ambitieux. 
Ce mémoire, de type par article, s'inscrit dans la continuité de ces travaux de 
généralisation. Il présente, par une approche axiomatique, la solution différentielle 
complète du problème quantique bicomplexe du potentiel de Coulomb et la moitié de 
sa solution algébrique. 
Jérémie Mathieu Louis Marchildon 

Abstract 
In this master 's thesis, is gathered a great part of my work on bicomplex quantum 
mechanics. Bicomplex numbers are the second order multicomplex generalization of 
complex numbers. Equipped with the standard addition and multiplication, they form 
an algebraic structure called a commutative ring with unit y and are one of many 
known generalizations of the real number system. It has been almost eighty years 
since it's been proposed to use an algebra of a superior dimension than the one of 
complex numbers to construct the mathematical formalism of quantum mechanics. 
However it 's only been since less than a decade ago that the ide a of using the bicomplex 
numbers to do so has been seriously considered. In that sense, the complete resolution 
of the quantum harmonie oscillator in a bicomplex Hilbert space was the first major 
achievement of this ambitious project. 
This thesis, by article style, is a continuation of this work of generalization. It 
presents, by an axiomatic approach, the complete differential solution of the bicomplex 
quantum Coulomb potential problem and half of its algebraic solution. 
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Whereas physics consists in the analysis of the 
physical world, philosophy consists in the 
analysis of our knowledge of the physical world. 
- Hans Reichenbach [2, p. vii] 
Comment est le monde? Comment peut-il être? Comment est-il devenu ce qu'il 
est? Qu'est-ce que la réalité? Quelles sont les lois qui régissent le fonctionnement de 
l'Univers? Quels sont les processus nécessaires à l'apparition de la vie et à l'accession 
à l'intelligence? Existe t-il une théorie ultime capable de tout expliquer? Voilà, entre 
autres, les questions fondamentales auxquelles la physique se propose de répondre. Les 
réponses sont vraiment très loin d 'être simples et brèves. Elles sont essentiellement 
l'aboutissement de plus de deux mille quatre cents ans de réflexion et d'accumulation 
de connaissances sur l'Univers, ses constituants, son fonctionnement et son histoire [3 , 
4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. À l'époque de la Grèce antique, on 
appelait philosophie naturelle les diverses façons de réfléchir sur le fonctionnement de 
la nature et du monde qui nous entoure. Une partie non négligeable de toute théorie 
physique est philosophique et repose sur des idées purement abstraites. Toutefois, afin 
de mieux connecter l'ensemble de ces idées avec l'Univers et son comportement, il 
faut également lui greffer un formalisme mathématique qui est en mesure de faire des 
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prédictions vérifiables à l'aide d 'observations. C'est ce dernier point qui différentie 
fondamentalement la physique de la philosophie et qui lui confère la puissance et 
l'applicabilité de cette théorie qui réussit si bien à expliquer et à modéliser le monde. 
Dans ce chapitre, un résumé, parsemé d'un soupçon d 'histoire et d'une façon de 
concevoir la physique, ainsi que la nature du problème de Coulomb, seront d 'abord 
exposés. Cette réflexion physico-philosophique constituera le contexte de motivation 
du présent mémoire. Par la suite, la structure de ce dernier sera développée un peu 
plus en détail. 
1.1 Motivations 
Voici, a priori et/ ou a posteriori, quelques réflexions conceptuelles et philosophi-
ques qui peuvent constituer une source de motivation à entamer ou à poursuivre 
des recherches en physique théorique et plus précisément en mécanique quantique 
bicomplexe. 
1.1.1 Les fondations de la physique 
La mécanique quantique, et toute théorie physique en général, sont construites 
à partir de deux éléments profondément interconnectés. D'une part, elles consistent 
toujours en un ensemble de principes et de postulats, c'est-à-dire des énoncés dont 
on ne peut pas démontrer la véracité, mais qu'on accepte tout de même comme étant 
valides. Ces postulats peuvent être soit des énoncés mathématiques, i. e. des axiomes, 
ou encore des idées purement philosophiques [2 , 18]. Ces principes de base et ces ax-
iomes servent de briques fondamentales à l'élaboration du formalisme mathématique, 
qui pour sa part, constitue le second élément de ce que nous appelIons les fondations 
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d'une théorie physique. Ce formalisme confère les outils nécessaires à faire des pré-
dictions qualitatives, mais surtout quantitatives, vérifiables sur les phénomènes qui 
régissent la nature. Il est souvent déterministe dans ses prédictions, comme en rel-
ativité [19, 20] et en mécanique classique [21 , 22], où il apparaît sous forme de lois 
temporellement ou spatialement causales, c'est-à-dire des équations dont l'évolution 
dépend explicitement du temps et de l'espace. Par contre en mécanique quantique, il 
est probabiliste et fait intervenir des lois statistiques dont les prédictions sont régies 
par le hasard et par les règles des probabilités [23, 24]. 
L'interprétation du formalisme et de ses liens avec la conception philosophique 
est la partie la plus subjective de l'analyse des fondations de la physique. Or, con-
trairement à l'interprétation de la mécanique classique qui n 'est pas très controversée, 
en mécanique quantique, il existe plusieurs écoles de pensée qui ont des explications 
parfois bien différentes les unes des autres du même concept ou du même événement 
analysé. En particulier, l'interprétation de la mécanique quantique s'intéresse à trois 
problèmes : la signification du vecteur d'état (ou de la fonction d'onde) , les corréla-
tions sur de longues distances (l'intrication) et le problème de la mesure (le chat de 
Schrodinger). Il existe une école de pensée qui soutient l'idée que seul l'aspect cal-
culatoire et sa capacité à connecter avec l'expérimentation importe et devrait être 
analysé. D'autres chercheurs comme Louis Marchildon [25 , 26] semblent penser, au 
contraire, que ces questions sont importantes et doivent être investiguées. Quoi qu 'il 
en soit, elles ne seront pas abordées plus en détails dans ce mémoire. 
Il existe plusieurs théories physiques reliées à différents ensembles de phénomènes 
qui modélisent plus ou moins adéquatement une partie de l'Univers selon l'échelle 
de grandeur analysée : microscopique, mésoscopique, macroscopique ou encore cos-
mologique. Le célèbre physicien Stephen Hawking précise [6 , p. 58] : 
There seems to be no single mathematical model or theory that can de-
scribe every aspect of the universe. Instead, as mentionned in the opening 
chapter, there seems to be the network of theories called M- theory. 
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D'une certaine façon, la physique est le réseau que forment ces théories amSl que 
l'étude des différents liens qui les unissent. La mécanique quantique est une de ces 
théories qui réussit particulièrement bien dans le domaine microscopique à expliquer 
les résultats expérimentaux des phénomènes atomiques, subatomiques et moléculaires. 
Un champ d'études où, au début du vingtième siècle, la mécanique classique avait 
échoué et où la nécessité d'une nouvelle théorie, qui intégrerait bien le caractère dis-
crétisé de la nature à cette échelle, s'est fait ressentir plus que jamais auparavant. 
Il arrive parfois que le raisonnement intuitif pur et l'exploration mathématique à 
eux seuls conduisent à l'établissement de bonnes théories scientifiques ou, du moins, 
qu'ils permettent une avancée significative en ce sens. On appelle approche axiomatique 
ce processus de pensée qui consiste à émettre un certain nombre d'hypothèses ad hoc 
puis de tester la qualité et de vérifier la cohérence de la théorie une fois la structure 
complète obtenue. Cette approche est souvent très instructive pour voir les choses 
différemment et vise à identifier clairement quel est le système minimal d'axiomes 
qu'il faut utiliser. Toutefois, la plupart du temps, c'est dans l'autre sens et par un 
raisonnement déductif basé sur l'observation quantitative, l'analyse des données et la 
construction de modèles adaptés que les théories se développent. 
Dans cette section et puisque l'article présenté dans ce mémoire porte surtout sur 
ce point, nous allons nous concentrer à analyser et à élaborer la nature du formal-
isme mathématique, particulièrement son élément le plus important : le système de 
nombres. 
1.1.2 Les systèmes de nombres 
Plusieurs idées de cette sous-section sont une reformulation par l'auteur de ce 
mémoire des idées présentées dans l'impressionnant et passionant ouvrage de Roger 
Penrose [17]. 
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Un système de nombres est au coeur de chaque théorie physique. C'est le con-
cept fondamental sur lequel on s'appuie pour construire les structures algébriques du 
formalisme mathématique. Le système de nombres le plus fondamental et celui qui 
est utilisé pour dériver tous les autres est celui des nombres naturels {a, 1,2, ... }. La 
façon dont l'humanité en est venue à accepter le concept du néant, qu'on appelle zéro, 
comme étant un nombre naturel ainsi que les multiples conséquences que celui-ci a eues 
sur le développement des mathématiques est une histoire vraiment passionnante [27]. 
Le plus connu et le plus utilisé des systèmes de nombres en physique est sans 
contredit le système des nombres réels. C'est un concept mathématique qu'on trouve 
inévitablement dans les fondements de toute théorie physique. Sa propriété d'ordi-
nalité, c'est-à-dire la possibilité de pouvoir comparer la grandeur relative de deux 
nombres et de les ordonner l'un par rapport à l'autre, confère à ce système une car-
actéristique requise pour expliquer la nature. Plus précisément, le physicien Geoffrey 
Hemion dit [28, p. 1375] : 
Physicallaws, even reason itself, has ta do with the idea of cause and effect. 
If one event is part of the cause of another, then it must come before it in 
time. This causal structure then is the basic reason why real numbers are 
relevant in the study of physical space. 
Qui plus est, la non-dénombrabilité des nombres réels est fondamentale pour représen-
ter la continuité de l'espace et du temps si chère à tant de théories physiques macro-
scopiques et mésoscopiques. Lorsqu'ils l'ont découvert bien malgré leurs croyances 
mystiques, à l'aide du théorème de Pythagore, les Grecs de l'Antiquité ont cherché 
à extraire ce nouveau type de nombre directement de la nature. Effectivement, c'est 
le mathématicien Eudoxos qui est le premier à avoir dérivé le concept de nombre 
réel à partir de la géométrie euclidienne et de la notion de distance qui y est définie. 
Ceci était tout à fait naturel étant donné qu'en première approximation, l'espace dans 
lequel on vit semble satisfaire cette géométrie. Toutefois, le théoricien Penrose nous 
signale qu'avec cette approche, il y a un problème fondamental [17, p. 58] : 
In arder ta know the nature of the numbers according ta which geometrical 
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distance is ta be defined, for example, it would be necessary ta know what 
happens bath at indefinitely tiny and indefinitely large distances. 
Malheureusement, puisqu'on ne sait pas ce qui se passe à ces deux extrémités du 
concept de distance physique, il est beaucoup plus pratique et raisonnable de définir 
les nombres réels à partir de l'union des nombres rationnels et irrationnels, se libérant 
ainsi de toute géométrie particulière que peut satisfaire la nature. Lorsqu'il est muni 
de l'addition et de la multiplication standard, l'ensemble des nombres réels forme un 
corps ordonné [29]. En particulier, ces nombres permettent de définir le processus de 
limite, un concept qui est fondamental pour la dérivée et l'intégrale. Puisque toutes 
les théories physiques dynamiques qui expliquent bien la nature ont recours au calcul 
différentiel et intégral ou à des versions discrétisées de celui-ci, c'est précisément ce 
qui donne sa force et son statut si universel au système des nombres réels. 
Toutefois, rien dans la connaissance physique actuelle ne semble suggérer que les 
nombres réels soient encore adaptés à décrire correctement le monde en deçà d'une 
échelle de grandeur de 10- 17 m et au delà de 1026 m. Effectivement, la mécanique 
quantique nous a fait découvrir le caractère quantifié de certaines observables de la 
nature à l'échelle microscopique. Encore plus loin dans l'univers du petit, Lee Smolin 
nous explique qu'à l'échelle de Planck, c'est-à-dire à environ 10- 35 met 10-43 s où les 
effets de la gravité et ceux dus aux phénomènes quantiques sont aussi importants, la 
théorie de la gravité quantique suggère que l'espace et le temps sont inévitablement 
discrétisés [1, p. 62] : 
The Planck length is [ ... ] 20 orders of magnitude smaller than an atomic 
nucleus. [ . .. ] A blink of an eye has more fundamental moments than there 
are atoms in Mount Everest. 
En comparaison avec cette échelle de grandeur, nous sommes absolument gigantesques 
et tout ce que nous percevons de la réalité est extrêmement lent et froid. Quoi qu'il 
en soit, depuis plus de deux mille quatre cents ans et selon les meilleures théories 
actuelles, les nombres réels ont été et sont encore un concept fondamental dans notre 
compréhension du monde physique. 
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Un peu comme la découverte de .J2 et des nombres irrationnels en général ont 
conduit les Grecs anciens à développer les nombres réels, la découverte et l'accep-
tation de yCI comme étant un nombre imaginaire ont conduit les mathématiciens 
du seizième siècle à formaliser un nouveau type de nombres appelés complexes. Par 
contre, contrairement aux nombres réels, pendant plus de trois cent cinquante ans, 
rien dans la nature ne semblait promouvoir l'utilisation des nombres complexes pour 
la décrire. Ceux-ci étaient étudiés exclusivement pour leur richesse en termes de pro-
priétés algébriques et pour leur élégance mathématique. Sur ce point, Penrose nous 
fait remarquer que [17, p. 73] : 
ft would, no doubt, have come as a great surprise to all those who had 
voiced their suspicion of complex numbers to find that, according to the 
physics of the latter three-quarters of the 20th century, the laws governing 
the behaviour of the world, at its tiniest scales, is fundam entally governed 
by the complex-number system. 
Cette généralisation des nombres réels semblent permettre d'accéder à une meilleure 
et plus profonde compréhension de l'Univers. En particulier, en mécanique quantique, 
le formalisme consiste en des espaces de Hilbert qui sont généralement construits en 
s'appuyant sur le corps non-ordonné des nombres complexes. Lorsqu'ils font inter-
venir les vecteurs d'état, ou encore les fonctions d'onde, ces structures sont appelés 
espaces d'états. Ces derniers représentent l'ensemble des configurations physiques dans 
lesquelles peut se trouver un système quantique. Le produit scalaire permet de calculer 
la probabilité de mesurer le système dans un état particulier. On reconnecte avec les 
nombres réels en requérant que le produit scalaire d 'un vecteur d 'état avec lui-même 
soit une quantité réelle positive. On impose également l'hermiticité des opérateurs 
agissant dans ces espaces d'état ce qui garantit que leurs valeurs propres sont réelles 
et représentent bien les grandeurs physiques observables [23, 24]. 
En 1843, le mathématicien et physicien irlandais William Rowan Hamilton a 
développé une nouvelle algèbre de dimension quatre qui généralise les nombres com-
plexes. On a appelé ce nouveau système de nombre quaternions. L'idée d'utiliser les 
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quaternions pour généraliser le formalisme de la mécanique quantique a premièrement 
été proposée par Birkhoff et von Neumann [30]. Il a fallu environ soixante ans pour que 
cette idée soit extensivement explorée dans l'ouvrage de Adler [31]. Malheureusement, 
comme nous le fait remarquer Penrose [17, p. 200] : 
[ ... ] the original li pure quaternions" still have not lived up to what must 
undoubtedly have initially seemed to be an extraordinary promise. 
Il existe maintenant un nombre significatif de généralisations d'ordre supérieur à 
celle des nombres complexes qu'on appelle en général nombres hypercomplexes. On 
pense par exemple aux nombres duaux, hyperboliques, multicomplexes, octonions, 
sédénions, etc [32]. Ces nombres sont utilisés dans toutes sortes de domaines de la 
physique pour généraliser le formalisme ou bien pour donner une nouvelle perspective 
sur la solution à un problème particulier [33, 34, 35]. Dans ce mémoire, nous allons 
présenter les nombres bicomplexes, le concept fondamental de la généralisation de la 
mécanique quantique proposée ici [36] et entamée dans [37, 32, 38, 39, 40, 41]. 
En conclusion, les nombres sont un concept abstrait qui appartient au «monde 
des formes mathématiques de Platon» et qui n'a pas besoin d'être extrait directement 
de l'analyse du monde physique. Toutefois, tel que nous allons le voir dans la section 
suivante, c'est leur abilité à modéliser convenablement le monde qui constitue l'ultime 
raison de leur utilisation universelle en physique. 
1.1.3 La qualité d'une théorie 
Pour le philosophe grec ancien Platon et pendant près de deux mille ans, il était 
généralement accepté que l'expérimentation n'était pas nécessaire pour comprendre 
comment fonctionne le monde. Toutefois, au seizième siècle, les travaux sur la chute 
des corps, l'inertie et le principe de relativité de Galileo Galilei nous ont appris l'im-
portance de l'observation comme étant la voie incontournable vers une meilleure com-
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préhension de la nature [42]. En effet, c'est précisément la capacité à prédire et à 
expliquer les résultats d 'expériences qui constitue le facteur principal déterminant la 
qualité d'une théorie. Comme disait l'astrophysicien et communicateur scientifique 
Hubert Reeves [7, p. 225] : 
L 'adaptation au réel, la capacité de rendre compte avec la plus grande 
précision des observations, est le critère ultime de la vérité scientifique. 
[ . . . ] La nature n'a pas à s'adapter à notre façon de penser. C'est à nous 
de changer notre façon de penser pour qu'elle s'adapte à la nature. 
Autrement dit, la qualité d'une théorie est directement proportionnelle à l'accord entre 
les prédictions de son formalisme mathématique et les observations expérimentales. 
En ce sens, il devient clair que le processus déductif et observationnel est le choix 
le plus naturel qu'il est possible de faire pour construire, justement, une théorie qui 
explique bien le monde. 
Il existe également un principe de base qui est déterminant dans l'élaboration 
d'une théorie physique. Quoi que sa paternité soit plutôt controversée, le principe 
du rasoir d'Ockham, généralement attribué au logicien William de la ville d'Ockham 
au quatorzième siècle, s'énonce originellement en latin comme suit: Entia non sunt 
multiplicanda, proeter necessitatem, ce qui signifie que les entités ne devraient pas être 
multipliées inutilement [43]. En science, le rasoir d 'Ockham est utilisé comme une sorte 
de critère de sélection naturelle pour les théories. Plusieurs scientifiques ont adopté et 
reformulé ce principe en une version de leur cru. Dans le troisième livre des célèbres 
Principes mathématiques de la philosophie naturelle: Sur le système du monde, Isaac 
Newton l'énonce comme sa première règle sur le raisonnement philosophique [44, p. 
384] : 
We are to admit no more causes of natural things than such as are both 
true and sujJicient to explain their appearances. 
À travers le principe du rasoir d'Ockham, le premier facteur déterminant la qualité 
d'une théorie physique nous conduit inexorablement au second, la beauté. Cette no-
tion plutôt subjective est souvent associée, mélangée ou combinée avec les concepts de 
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simplicité, de symétrie, d'élégance et de cohérence. On n'a qu'à regarder un paysage 
naturel, une fleur, une montagne, le désert, la mer, le ciel ou la vie en général pour con-
stater que ces caractéristiques sont omniprésentes. La beauté constitue certainement 
une caractéristique recherchée dans l'élaboration d'une théorie physique, particulière-
ment dans son formalisme mathématique. En ce sens, Paul Adrien Maurice Dirac 
s'exprime ainsi [45, p. 2-3] : 
The research worker, in his efforts to express the fundamentallaws of Na-
ture in mathematical form, should strive mainly for mathematical beauty. 
He should still take simplicity into consideration in a subordinate way to 
beauty. [ ... ] It often happens that the requirements of simplicity and of 
beauty are the same, but where they clash the latter must take precedence. 
Pourquoi le formalisme mathématique d'une théorie physique devrait-il être simple? 
Une réponse pragmatique et quelque peu naïve est parce que nous sommes humains 
et que naturellement, nos capacités intellectuelles sont inévitablement limitées. Les 
mathématiques sont un domaine où la complexité est théoriquement infinie. En la 
gardant simple, on maximise le nombres de liens qu'on peut faire entre le formalisme, 
les principes de bases et l'expérience, augmentant subséquemment nos chances de 
compréhension du monde. À propos de la simplicité, Albert Einstein autocritique son 
dernier ouvrage comme suit [46, p. 162-163] : 
In my opinion the theory presented here is the logically simplest relativistic 
field theory which is at all possible. But this does not mean that nature 
might not obey a more complex field theory. More complex field theories 
have frequently been proposed. [ ... ] In my view, such more complicated 
systems and their combinations should be considered only if there exist 
physical-empirical reasons to do so. 
En ce sens, pour Einstein, il est évident que la simplicité devrait être considérée 
comme un critère de qualité inférieure à la confirmation expérimentale. Une raison 
plus profonde à la question de la simplicité en physique est developpée dans un article 
de Murray Gell-Mann. Selon lui, à toute échelle de grandeur, la nature nous montre 
qu'elle est conforme à elle-même et qu'elle exhibe des propriétés qui sont similaires 
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d'un niveau énergétique à l'autre. Par exemple, la force de gravitation universelle de 
Newton et la force électrostatique de Coulomb sont toutes deux inversement propor-
tionnelle au carré de la distance, mais sont relativement efficaces dans différents ordres 
de grandeur. Terminons cette sous-section en citant ce codécouvreur du quark [47, p. 
12] : 
AU three principles - the conformability of nature ta herself, the applica-
bility of the criterion of simplicity, and the utility of certain parts of 
mathematics in describing physical reality - are thus consequences of the 
underlying Law of the elementary particles and their interactions. Those 
three principles need not be assumed as separate metaphysical postulat es. 
Instead, they are emergent properties of the fundamental laws of physics. 
1.1.4 Le problème de Coulomb 
En 1785, le physicien français Charles Augustin Coulomb mettait expérimentale-
ment en évidence la dépendance inversement proportionnelle au carré de la distance de 
la force électrostatique [48]. C'est dans une expérience célèbre qui passa à la postérité 
et en utilisant une balance à torsion qu'il jettait les bases théoriques de l'électro-
magnétisme, une théorie qui allait s'établir comme un des plus grands paradigmes 
en physique. L'expérience consistait essentiellement à approcher deux sphères simi-
lairement chargées et à mesurer la dépendance spatiale de la force de répulsion. Il a 
toutefois fallu attendre en 1812 pour qu'un des pères de la physique mathématique, 
Siméon Denis Poisson, unifie la loi de Coulomb aux méthodes mathématiques de son 
professeur Pierre-Simon Laplace en une théorie du potentiel électrique [49, 50]. 
En général, on définit un problème de Coulomb comme tout problème physique 
faisant intervenir deux particules (ou plus) dans (au moins) un potentiel central dont 
la dépendance est précisément inversement proportionnelle à la distance. On doit 
alors décrire leurs interactions ainsi que calculer les grandeurs physiques associées. Ce 
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potentiel est extrêmement important, car il sous-entend directement que le problème 
satisfait à une propriété de symétrie sphérique. En raison du désir d'accession à la 
simplicité, les symétries sont généralement très prisées par les physiciens. 
Au début du vingtième siècle, la mécanique classique et l'électrodynamique avaient 
échoué à expliquer correctement le fonctionnement de la structure interne du prob-
lème coulombien des atomes. C'est à Niels Bohr, à Erwin Schrodinger et à Wolfgang 
Ernst Pauli qu'on doit le premier et certainement un des plus grands accomplisse-
ments de la mécanique quantique que de réussir à faire cela mathématiquement, pour 
l'atome d'hydrogène, en utilisant exclusivement des principes physiques généraux. En 
particulier, la solution quantique était en très bon accord avec le spectre de l'atome 
d'hydrogène lorsqu'il est irradié par des ondes électromagnétiques [51]. Le physicien 
Arthur Beiser nous explique pourquoi il est important de comprendre l'atome [52, p. 
120] : 
In this chapter and in others to come our chief concern will be the structure 
of atom, since it is this structure that is responsible for nearly all the 
properties of matter that have shaped the world around us. 
Comprendre l'atome, c'est mieux comprendre le monde. On n'a qu'à penser au laser et 
à ses multiples applications. Or, en raison du lien profond et mystérieux qui existe entre 
le formalisme mathématique et le monde physique [53], même aujourd'hui, l'atome 
n'est pas encore complètement bien compris. En ce sens, il semble pertinent d'explorer 
les généralisations du problème de Coulomb. À l'instar de certains qui ont choisi de 
généraliser la dimension spatiale du problème [54], nous avons choisi de généraliser le 
système de nombres à une dimension supérieure. Finalement, Penrose souligne que [17, 
p. 59] : 
There is a profound issue that is being touched upon here. [ . . . ] it is nor-
mally not possible to examine the physical world itself in such precise detail 
that appropriately clear-cut mathematical notions can be abstracted directly 
from it. 
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Dans cet ordre d'idées, toute exploration en physique mathématique est pertinente, 
puisqu'on ne sait pas lesquelles des découvertes associées vont parvenir à décrire cor-
rectement le monde. Cela constitue l'ultime justification de ce mémoire. 
1.2 La struct ure du mémoire 
La structure du présent mémoire par article, de par sa nature, diffère assez sig-
nificativement de celle d'un mémoire de type essai conventionnel. En particulier, il 
contient beaucoup moins de chapitres et il est axé sur une présentation de son élé-
ment principal et sur des résultats complémentaires. 
Plus précisément, dans le chapitre 2, une introduction des nombres bicomplexes 
plus détaillée que celle qui est faite dans l'article est présentée. Nous y mettons l'ac-
cent sur les liens entre les différentes représentations, effectuons la preuve de certains 
résultats, explorons un peu plus les fonctions , le calcul différentiel et intégral ainsi 
que les modules bicomplexes. Le chapitre 3 est dédié à présenter l'article en ques-
tion, ce qui représente la majeure partie du travail de maîtrise effectué. Une petite 
introduction détaillant les contributions de chaque auteur précédera. Nous concluons 
ce mémoire au chapitre 4 en ouvrant sur l'espoir que cette algèbre bicomplexe con-
duise à une généralisation complète du formalisme mathématique de la mécanique 
quantique. L'annexe A présente trois programmes informatiques qui ont été écrits 
pour représenter les solutions radiales hyperboliques du problème de Coulomb. Fi-
nalement , l'annexe B contient la preuve en détails des relations (21) à (25) de notre 




L'algèbre et l'analyse bicomplexe 
The understanding that we have of the principles 
that actually underlie the behaviour of our 
physical world indeed depends upon some 
appreciation of its mathematics. 
- Roger Penrose [17, p. xv] 
En 1892, Corrado Segre a développé une algèbre de dimension infinie dont il a 
nommé les éléments nombres bicomplexes, tricomplexes et n-complexes en général. 
C'est la classe de nombres qu 'on appelle aujourd'hui les multicomplexes d'ordre n. 
En 1928 et 1932, Michiji Futagawa semble être le premier à avoir considéré des fonc-
tions d 'une variable bicomplexe [55]. Les nombres bicomplexes forment la plus simple 
algèbre qui généralise les nombres réels, mais qui n'est pas une algèbre de division 
ni une algèbre à valeur absolue. La référence actuelle ultime en la matière est sans 
aucun doute le livre de Griffith Baley Priee [56]. En 2004, Dominic Rochon et Michael 
Shapiro ont écrit un article instigateur en ce domaine qui résume bien plusieurs pro-
priétés analysées par Priee en plus d'en présenter quelques autres [57] . D'ailleurs, 
mentionnons que la majorité des notions définies dans ce chapitre et des propriétés 
qui en découlent se retrouvent dans ces deux références. 
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Dans ce chapitre, en plus de présenter l'algèbre des nombres bicomplexes, nous 
allons également présenter quelques résultats intéressants qui sont complémentaires à 
l'article [36] et qui ne savaient pas comment trouver leur place dans celui-ci. 
2.1 Les nombres 
Il existe au moins trois façons complètement différentes les unes des autres, mais 
tout de même équivalentes, de définir un nombre bicomplexe a [56, 57] 
a := Za, z~ E C(i l ) . 
aî, ai E C(i l ) 
(2 .1 ) 
La première définition de (2.1) établit la représentation d 'un nombre bicomplexe 
comme une généralisation quadridimensionnelle des nombres réels. La deuxième est 
le résultat d 'une complexification des nombres complexes où on a transformé la partie 
réelle et la partie imaginaire habituelle par des nombres complexes en il et où on a 
introduit l'unité imaginaire i 2 . La dernière représentation, sur la base idempotente 
{el ' e2}, est définitivement un cadeau hautement simplificateur qui nous est offert 
par cette algèbre. Les unités imaginaires {l , il ' i 2 ,j} sont, par définition, linéairement 
indépendantes deux à deux et satisfont à la table de Caley suivante 
1 J 
1 1 Il 12 J 
Il Il -1 J -i2 
12 i 2 J -1 -il 
J j -i2 -il 1 
TABLEAU 2.1 - Table de Caley des unités imaginaires {l , il ' i 2 ,j} . 
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En définissant 
1 + j 
e l := --2 
et 
1- j 
e2 := -2-' (2.2) 
et en utilisant j 2 = 1 (du tableau 2.1), il est très facile de vérifier que 
(2.3) 
L'addition et la multiplication de deux nombres bicomplexes a := aa+bail +cai2+d~ 
et (3 := af3 + bf3 il + cf3 i 2 + df3j , en vertu de l'indépendance linéaire de ces unités 
imaginaires, sont respectivement et intuitivement définies par 
(2.4) 
a(3 := (aaaf3 - babf3 - cacf3 + dad(3 ) + (aa bf3 + baaf3 - cadf3 - dac(3) il 
+ (aa Cf3 - badf3 + caaf3 - dab(3) i2 + (aadf3 + bacf3 + cabf3 + daa(3)j. (2.5) 
Muni de ceci, on peut montrer que les trois définitions (2.1) sont équivalentes deux 
à deux. En effet, pour montrer que la première équivaut à la deuxième, on peut tout 
simplement écrire 
Ensuite, la deuxième représentation se transforme comme suit 
/. 1 j /. 1 j /. 
Za + za12 = 2Za - 2Za 11 + 2 za - 2Za 11 
1 J 1 /. j /. 1 J 1 /. J /. 
= 2 za + 2 za - 2Za 11 - 2Za 11 + 2 za - 2 za + 2Za 11 - 2Za 11 
( ,.)l+j ( ,.)l-j = Za - za11 -2- + Za + za11 -2-
= (za - z~il ) el + (Za + Z~il) e 2 := aîel + a2e2· (2.6) 
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Notons que aî et a2 sont des nombres complexes dans C(i l ) et leur expression 
exacte est arbitraire, tout comme celle de Za et z~ l'est. Plus précisément, aî et a2 sont 
respectivement les projections idempotentes Pl(a) : 1I' -+ C(i l ) et P2(a) : 1I' -+ C(i l ). 
Pour le moment, nous ne savons pas encore comment définir l'égalité de deux 
nombres bicomplexes, mais en montrant que la décomposition idempotente est unique, 
nous allons découler celle-ci de l'égalité de deux nombres complexes. Supposons qu'il 
existe deux décompositions idempotentes distinctes d'un nombre 1 E 1I', qu'on écrit 
comme 
où Zl-y, z~-y, Z2-y, z~-y sont des nombres complexes arbitraires en il. D'une part, de (2.3) , 
en mulipliant (2.7) par el' on voit que [(Zl-y - Z2-y ) - (z~-y - Z~-y ) il] el = o. D'autre 
part, en mulipliant (2.7) par e2, on obtient que [(Zl-y - Z2-y ) + (z~-y - Z~-y ) il] e2 = O. 
Conséquemment, 
et 
Or, en isolant (Zl-y - Z2-y ) dans la première de ces relations et en remplaçant dans la 
seconde, il vient que z~-y = z~-Y . Qui plus est, en isolant (z~-y - Z~-y) il dans la seconde et 
en remplaçant dans la première, on obtient Zl-y = Z2-y , ce qui implique directement que 
la décomposition de l'ensemble des nombres bicomplexes 1I' sur la base idempotente 
{el ' e2} est unique. Ainsi, ce résultat signifie que deux nombres bicomplexes sont 
égaux si et seulement si leurs composantes idempotentes sont les mêmes. 
En vertu des propriétés (2.3), la définition idempotente est de loin la plus pratique 
pour effectuer des calculs. Avec cette définition, les propriétés prennent une forme 
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beaucoup plus simple. En effet , l'addition et la multiplication se transforment comme 
et (2.8) 
On remarque que (2 .8) est particulièrement simplifiée par rapport à l'addition (2.4) 
et à la multiplication (2.5). 
En vertu des propriétés du corps des nombres complexes C(i l ), l'opération bi-
naire + est fermée, associative et commutative sur T. Son élément neutre est Oe l + 
Oe2 = 0 et tout a E T a un inverse additif donné par -aîel - a2"e2 . Pour sa part, 
l'opération binaire· est aussi fermée, associative et commutative sur T. De plus, elle 
est distributive sur + et son neutre est leI + 1e2 = 1. Toutes ces propriétés font de 
la structure (T, + , .) un anneau commutatif avec unité. 
Dérivons la propriété de diviseur de zéro à l'aide de la représentation réelle et 
montrons que la forme trouvée est équivalente à celle de la base idempotente. On a 
a· f3 = (aa + bail + Cai2 + dcJ) (af3 + bf3 il + cf3i2 + df3j ) 
= (aaaf3 - babf3 - cacf3 + dadf3 ) + (aabf3 + baaf3 - cadf3 - dacf3 ) il 
+ (aaCf3 - badf3 + caaf3 - dabf3 ) i2 + (aadf3 + bacf3 + cabf3 + daaf3 ) j. 
En posant ceci égal à zéro, on obtient un système de quatre équations 
aaaf3 - babf3 - cacf3 + dadf3 = 0 af3 -bf3 -cf3 df3 aa 0 
aabf3 + baaf3 - cadf3 - dacf3 = 0 bf3 af3 -df3 -cf3 ba 0 
{:} 
cf3 -df3 af3 -bf3 Ca 0 
aaCf3 - badf3 + caaf3 - dabf3 = 0 
df3 bf3 da 0 Cf3 af3 
aadf3 + bacf3 + cabf3 + daaf3 = 0 \, ...,. " B 
(2.9) 
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En calculant le déterminant de B à l'aide de Mathematica, 
En factorisant , 
On sait [58] que le système homogène ci-dessus possède une solution non triviale si et 
seulement si dét B = O. En posant le déterminant égal à zéro, 
ou 
On a donc 
ou 
Par conséquent, puisque ceci est valide pour f3 et a , tous les nombres bicomplexes 
et 
sont des diviseurs de zéro l'un par rapport à l'autre. Si on transforme ces nombres 
dans la troisième représentation, on obtient exactement la forme simple des diviseurs 
de zéro présentée dans l'article 
f3 = (af3 + bf3 Îl) + (-bf3 + a f3 Îl) Î2 = [2af3 + 2bf3 Îl] el + [0] e 2 E NC , (2.11) 
a = (aa + baÎl) + (ba - aa Îl) Î2 = [0] el + [2aa + 2ba Îl] e 2 E NC. (2.12) 
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Il suffit de multiplier ces nombres ensemble pour vérifier qu'ils sont des diviseurs 
de zéro l'un par rapport à l'autre. Notons que c'est le fait qu'il existe des éléments 
bicomplexes qui sont non inversibles sous la multiplication, i. e. les diviseurs de zéro, 
qui empêche (T, +,.) d 'être un corps. Lorsqu'on développe la mécanique quantique 
bicomplexe, il suffit de contourner les diviseurs de zéro en requérant qu'aucune des 
composantes idempotentes ne soit nulle pour éviter une généralisation triviale. 
Notons qu'un isomorphisme matriciel des nombres bicomplexes est trivialement 
donné par 
[ a
î 0 J. 
o a~ 2 
(2.13) 
Effectivement, ces quantités s'additionnent et se multiplient de sorte que cette trans-
formation soit un homomorphisme bijectif. 





où la barre au dessus représente la conjugaison complexe selon il. Il n'est pas difficile 
de vérifier que, Va, f3 E 'lI' et k E {l, 2, 3}, 
et (2.17) 
Ceci fait de ces trois conjugaisons des involutions additives et multiplicatives sur 
l'anneau T. Toutefois, le troisième type semble le plus simple et le plus pertinent 
puisqu'il ne permute pas les composantes idempotentes, mais il les conjugue. C'est 
précisément cette application qui est retenue dans notre généralisation de la mécanique 
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quantique [37, 36]. On définit la norme réelle d'un nombre bicomplexe a par 
(2.18) 
où 1 1 est la norme réelle de l'analyse complexe. Puisque la:l ~ 0 pour s = 1 et 2, 
on voit immédiatement que lai ~ O. En particulier, lai = 0 si et seulement si aî et 
ai = O. De plus, pour tout z E C(i1 ), 
Cette norme respecte également l'inégalité triangulaire 
IV 2 2 Iv 2 2 la + /31 = v'2 laî + 1%1 + lai + 1%1 ~ 72 (Iaîl + 11%1) + (Iail + 11%1) 
~ ~ Vlaîl2 + 21aîlll%I + 11%12 + lail2 + 21ailll%I + 11%12 
~ ~ L lasl2 + 2 L lasll/3sl + L l/3sI2, 
s s s 
mais puisque lasl et l/3sl sont des nombres réels positifs et en vertu de l'inégalité de 
Cauchy-Schwarz, 
L lasll/3sl = 
s 
cela nous conduit à 
1" +/lI s ~ ~ 1",1' + 2J~ 1",1' J~ Ithl' + ~ I{J,I' 
s ~ [J~ 1",1' + J~ Ithl' ] = 1"1 + I{JI· 
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Finalement, 
IV 2 2 Iv 22 22 IŒ,BI = V2 1 Œîl3îl + 1 Œil%l = J2 IŒîl II3îI + IŒil 11%1 
::; ~VIŒî 1 2 1 13î 1 2 + IŒîl211%12 + IŒil2113î12 + IŒi l211%12 
::; ~v (IŒîI2 + IŒin (113î12 + Il%n = V2IŒII,8I· 
Ce dernier résultat, i.e. IŒ,BI =1 IŒII,8I, implique que la structure (T, +,·,1 1) n'est 
pas une algèbre à valeur absolue. Toutefois, il fait de celle-ci une algèbre de Banach 
modifiée. 
2.2 L'analyse 
Nous allons maintenant présenter un modeste et bref aperçu très peu rigoureux du 
calcul différentiel et intégral bicomplexe. Tout d'abord, on doit introduire le concept 
de fonction bicomplexe. Afin de construire une généralisat ion du concept de nombre 
bicomplexe qui intègre la notion de continuité, on choisit de définir une fonction 
bicomplexe f d'une variable bicomplexe f.J, par un développement en série infinie de 
puissances entières 
00 
f(f.J,) := L Œkli , avec Œk E T. (2.19) 
k=O 
En écrivant ceci dans la représentation idempotente , on a 
00 
f(f.J,) = L (Œkîel + Œki e2) (f.J,îel + f.J,i e2)k 
k=O 
00 00 
= el L ŒkîJ.4 + e2 L ŒkiJ.4 := el!î(f.J,î) + e2h(f.J,i) , (2.20) 
k=O k=O 
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avec h et h deux fonctions complexes en C(i1 ) et où on suppose que le développement 
en série de ces deux fonctions converge. Si les coefficients Qk sont tous réels, alors 
h = h· En particulier, on définit la fonction bicomplexe la plus simple et la plus 






De la même façon que pour les nombres complexes, on a également les définitions des 
fonctions élémentaires suivantes 
00 2n 




cosh f-l := L (~n)!' 
n=O 
(2.23) 
. 00 f-l2n+1 
smh f-l : = ~ ( ) , . ~ 2n+1 . 
n=O 
On peut montrer, en s'appuyant sur les résultats de l'analyse complexe, que toutes 
ces séries convergent et satisfont à une panoplie de théorèmes semblables à ceux du 
cas complexe. 
Similairement à (2.19), on peut définir une fonction bicomplexe f de q variables 
bicomplexes f-l1 , ... , f-lq de la façon suivante 
00 00 
f(J-t) := L ... L Qkl ... kqf-l~l ..• f-l~q. 
kl=O kq=O 
En l'écrivant sur la base idempotente, 
00 00 
+ e2 L ... L Q(kl ... kq)2f-l~i· .. f-l:~ := edî(J-tî) + e2 h(J-t2) . 
k 1=O kq=O 
Dans le cas particulier où f-l1, ... , f-lq sont toutes des variables réelles, les projections 
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idempotentes coïncident avec l'identité et il vient que 
Une fonction bicomplexe f est dite holomorphe si et seulement si h et 12 sont toutes 
deux holomorphes. L'avantage de cette définition est que ce type de fonction hérite 
de plusieurs, voir de la majorité, des propriétés des fonctions holomorphes complexes. 
Soit X un domaine de Tet f : xq -+ T, J..L H f(J..L), une fonction bicomplexe de q 
variables bicomplexes Mi. On définit la dérivée partielle de f par rapport à Mk en un 
point quelconque J..Lo dans x q par 
of(J..Lo):= lim f(J..L) - f(J..Lo) , 
OMk J.Lk --+ J.L kO Mk - MkO 
avec Mk - MkO ~ Ne. (2.24) 
La fonction f a une dérivée dans x q si et seulement si elle a une dérivée en chaque 
point J..Lo de x q . En écrivant cette définition sur la base idempotente, il vient que 
(2.25) 
Ce résultat suggère que la dérivée dans x q ç Tq est inévitablement reliée à celle dans 
Yi ç C(i1)q et YI ç C(i1)q· La définition en tant que séries de puissances entières 
nous assure que toute fonction bicomplexe est infiniment différentiable et continue. 
La somme, le produit, le quotient et la composition de fonctions bicomplexes différen-
tiables sont encore des fonctions différentiables. De plus, les formules de dérivation 
pour ces entités sont des extensions du cas complexe. Avec la dérivée, on peut mon-
trer que toute fonction bicomplexe différentiable possède un développement en série 
de puissances infinies donnée par une version généralisée du théorème de Taylor. 
Supposons que [a, b 1 soit un intervalle de R On dit d'une application ( : [a , b 1 -+ 
T, tH ((t), qu'elle est une courbe C dans T. La trace de C est l'ensemble des points 
((t) dans T. Si C est une courbe dans T, alors il existe quatre fonctions Xk : [a, b 1 -+ 
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IR, tH Xk(t) telles que 
(2.26) 
La dérivée d'une telle fonction en ta E [a, b 1 est bien définie, car 
ce qui implique, en passant à la limite t -+ ta, 
Si ( est holomorphe, alors toutes ses dérivées sont continues. Dans le même ordre 
d'idées, on peut définir une intégrale de Riemann comme en [56], et obtenir un 
théorème fondamental du calcul intégral. 
2.3 Les modules 
Un module est une structure algébrique similaire à un espace vectoriel, sauf qu'au 
lieu d'être construite sur un corps, elle est basée sur le concept d'anneau. Supposons 
If), Ig), Ih) trois éléments quelconques d'un ensemble S et a, f3 appartenant à un 
anneau (A, +, .). Soit une opération binaire interne, notée * : S X S -+ S, et une 
opération binaire externe, notée 0 : A x S -+ S. On dit que la structure algébrique 
(S, A, *, 0) est un A-module si elle satisfait les propriétés du tableau 2.2 [59]. 
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l. Commutativité de * If) * Ig) = Ig) * If) 
2. Associativité de * (If) * Ig)) * Ih) = If) * (Ig) * Ih)) 
3. Neutre de * (:310) E S) (la) * If) = If)) 
4. Distributivité de 0 sur + (a + (3) 0 If) = a 0 If) * (3 0 If) 
5. Nul de 0 a 0 If) = la) 
6. Neutre de 0 10 If) = If) 
7. Distributivité de 0 sur * a 0 (If) * Ig)) = a 0 If) * a 0 Ig) 
8. Associativité de 0 (a· (3) 0 If) = a 0 ({3 0 If)) 
TABLEAU 2.2 - Propriétés d'un module. 
Notons que par définition, une opération binaire sur un même ensemble est toujours 
fermée. Plus précisément, la définition ci-dessus est celle d 'un module à gauche. Si 
l'opération 0 est commutative, alors le module à gauche et le module à droite sont 
équivalents. Évidemment, on vérifie aisément que les nombres bicomplexes sont un 
module construit sur eux-même. 
Nous allons maintenant montrer que l'ensemble des fonctions bicomplexes normal-
isables de q variables réelles Fq muni de l'opération interne d'addition + et l'opération 
externe de multiplication par un scalaire· forme un 1I'-module. Supposons d'abord que 
f, g, h E Fq et a, {3 E 1I'. Alors, puisqu'une fonction bicomplexe est fondamentalement 
une machine à générer des nombres bicomplexes et que conséquemment, elle est tou-
jours un nombre bicomplexe elle-même, les propriétés 1 à 8 sont automatiquement 
satisfaites pour tout ensemble de fonctions bicomplexes. Il reste seulement à vérifier 
que l'addition de deux éléments de Fq est encore un élément de Fq. 
En effet, pour toutes fonctions complexes de carré intégrable fs et g-s et en vertu 
des propriétés de la norme réelle de l'analyse complexe [60], 
28 
::; L Li 1 fsÜt ) Ilgs-(/1) 1 d/1 + L Lj 1 !s( /1 ) Ilgs-(/1 ) 1 d/1 
2 I fsl~19. 1 J Ifsl<19.1 
::; L Li 1!s(/1) 1 1!s(/1) 1 d/1 + L JR) Igs-(/1 ) 1 Igs-(/1 ) 1 d/1 
2 J 
::; L Li 1!s(/1)1 2 d/1 + L L Igs-(/1 )12 d/1 < 00 . 
2 J 
Notons que Ri sont les régions du domaine d'intégration pour lesquelles la fonction l!sl 
est plus grande ou égale à Igs- I. De façon complémentaire, les régions Rj correspondent 
au cas où 1 !sI est plus petite que Igs-I. Ainsi, la fonction I+g est de carré intégrable et Fq 
est fermé sous l'addition. Finalement, nous avons prouvé que la structure (Fq , T, +, .) 
est un T-module. 
Il est important de préciser que les fonctions qui appartiennent à l'ensemble Fq 
proviennent d 'une combinaison linéaire sur la base idempotente de deux fonctions com-
plexes quelconques de carré intégrable. Ces fonctions bicomplexes sont plus générales 
que celles qui sont définies par un développement en série de puissances. 
Chapitre 3 
Présentation de l'article 
Discovery consists of seeing what everybody has 
seen and thinking what no body has thought. 
- Albert von Szent-Gyorgyi [61, p. 15]. 
L'article contenu dans ce mémoire a été soumis au journal Communications in 
Mathematical Physics dans un format approprié qui se plie à leurs exigences ty-
pographiques. La version ci-dessous est la même, mais présentée dans un format plus 
standard et disponible sur le site internet d 'arXiv [36] . 
Les calculs préliminaires ainsi que les quatre premières versions de l'article ont été 
rédigés par J.M. sous la supervision rigoureuse de L.M. et D.R. Des améliorations de 
toute sorte ont été apportées par les trois auteurs, particulièrement L.M. et D.R. Par la 
suite, les trois dernières versions ont été consciencieusement peaufinées et reformulées 
par L.M. en tenant compte de diverses améliorations proposées par D.R. et J.M. 
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Abstract 
Generalizations of the complex number system underlying the 
mathematical formulation of quantum mechanics have been known for 
sorne time, but the use of the commutative ring of bicomplex numbers 
for that purpose is relatively new. This paper provides an analyti-
cal solution of the quantum Coulomb potential problem formulated 
in terms of bicomplex numbers. We define the problem by introduc-
ing a bicomplex hamiltonian operator and extending the canonical 
commutation relations to a form like [Xi, Pk] = il hf,6ikI , where ç 
is a bicomplex number. Following Pauli's algebraic method, we find 
the eigenvalues of the bicomplex hamiltonian. These eigenvalues are 
also obtained, along with appropriate eigenfunctions, by solving the 
extension of Schrodinger's time-independent differential equation. Ex-
amples of solutions are displayed. There is an orthonormal system of 
solutions that belongs to a bicomplex Hilbert space. 
1 Introduction 
It is generally believed that the best justification of a physical theory, no 
matter what the nature of its mathematical formalism, rests on the agreement 
of its predictions with experiments and the internaI consistency or elegance 
of the the ory itself [1]. Views on the mathematical formalism range from 
pure instrumentalism to the idea that the formalism itself is real [2]. 
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The mathematical formalism of quantum mechanics has been studied 
thoroughly [3, 4, 5]. Not everyone agrees on the set of postulates neces-
sary to build the foundations of a coherent quantum mechanics [6 , 7]. The 
Hilbert space structure of the set of quantum states, however, seems to be 
uncontroversial. 
Hilbert spaces used in quantum mechanics are defined over the nonordered 
field of complex numbers te. Complex numbers make up a division algebra 
richer than their real subset, and are deeply connected with superposition of 
quantum-mechanical amplitudes. Unitary representations of Lie groups, fun-
dament al tools in the quantum theory of symmetry, require complex numbers 
in an essential way [8 , 9]. 
Quantum mechanics postulates that the only possible results of the mea-
surement of a dynamical variable are the eigenvalues of the corresponding 
self-adjoint operator acting in the state space. As eigenvalues of self-adjoint 
operators are real, this is a form of correspondence between the quantum 
and classical world descriptions. 
If complex numbers are so appropriate to describe the quantum world, one 
can ask whether generalizations of that number system might do equally well 
or even better. The noncommutative field of quaternions has already been 
investigated from that point of view [10]. More recently, attention has turned 
towards the commutative ring of bicomplex numbers [11 , 12]. This paper is 
part of a program of extending the quantum mathematical formalism to that 
algebraic structure, which is neither a division algebra nor an absolute-valued 
algebra over the real numbers [13, 14, 15, 16, 17, 18] . 
In sect. 2, we review sorne of the algebraic properties of bicomplex num-
bers and construct an infinite-dimensional bicomplex Hilbert space made 
up of square-integrable bicomplex functions. Section 3 defines the bicom-
plex generalization of the quantum-mechanical Coulomb potential problem. 
Eigenvalues of the corresponding hamiltonian are obtained through Pauli's 
algebraic method. Section 4 is devoted to obtaining eigenfunctions of the 
bicomplex Coulomb potential hamiltonian in the coordinates basis. To our 
knowledge, this is the first time that this has been done with an algebra larger 
than te. Graphical representations of sorne functions of interest are shown in 
sect . 5. In sect. 6 we check the consistency of sorne of the assumptions made 
and show that the Coulomb eigenfunctions live in a bicomplex Hilbert space. 
We conclude in sect. 7. 
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2 Bicomplex numbers and functions 
In this section we briefly summarize relevant algebraic properties of bicom-
plex numbers. More information and proofs can be found in [11 , 12]. We 
define the concept of a square-integrable bicomplex function. Such functions 
are then used to construct an infinite-dimensional bicomplex Hilbert space 
which, it turns out , will be an appropriate arena for bicomplex Coulomb 
potential eigenfunctions. 
2.1 Algebraic structure 
One way to define a bicomplex number Œ is by writing 
(1) 
where Œî and Œi belong to C(il ), the field of complex numbers. The caret 
notation [15] is used to label complex components of bicomplex numbers, 
thereby avoiding confusion with other kinds of indices. The imaginary bi-
complex units el and e2 satisfy the remarkable properties 
We calI {el' e2} the idempotent basis of bicomplex numbers. With the ad-
dition and multiplication defined in the obvious way, the set of bicomplex 
numbers 'JI' forms a commutative ring with unity. Properties (2) greatly sim-
plify bicom plex alge braic calculations and make defini tion (1), among other 
equivalent choices, a very useful one for our purposes. 
If Œî = 0, then (2) implies that Œel = O. In fact any bicomplex number 
Œ for which either Œî = 0 or Œi = 0 is a zero divisor. The set of aIl zero 
divis ors is called the nuIl cone and is denoted by Ne. 
Define j , the imaginary hyperbolic unit, as j := el - e2. Then j 2 = 1, 
el = (1 + j ) /2 and e2 = (1 - j ) /2 . Substituting this in (1), we get the 
hyperbolic representation of Œ as 
{ Œ-+Œ- } { Œ--Œ- } Œ = 1 2 2 + 1 2 2 j =: X a + Ya j , (3) 
which in turn me ans that Œî = X a + Ya and Œi = X a - Ya' If Œî and Œi 
are both in lR, we call Œ a hyperbolic number. The set JO) of aIl hyperbolic 
3 
numbers is obviously a subset of 'IT'.1 
There are several ways to define conjugation in 'IT' , but the one most useful 
for our purposes is the following. We define a t as aî el + ai e2, where the 
upper bar denotes the usual complex conjugation. Clearly, 
where 1 1 is the standard real norm of complex algebra. 
The real norm of a bicomplex number a is defined as 
If a is hyperbolic, then 
lai = Jx~ + y; := VIRe(a)2 + lHIy(af 
One can show [11] that for all a, /3 E 'IT' and z E C(il ), 
(4) 
(5) 
lai 2: 0, Iza l = Iz llal , la + /3 1 :S la i + 1/3 1 and la/3 l:S V2lall /3 l· 
Since 'IT' possesses zero divisors and since the norm of a product of bicomplex 
numbers is not in general equal to the product of their norms, the algebraic 
structure ('IT' , +, ., 1 1) is neither a division algebra nor an absolute-valued 
algebra over the real numbers. 
2.2 Normed function space 
Defining a bicomplex function f of q bicomplex variables as a q-tuple infinite 
positive-integer power series with bicomplex coefficients, one can show that 
(6) 
The notation f( J.L ) means that f depends on q bicomplex variables f-ti , and 
each fs (8 = 1, 2) is a C(il ) complex functions of the q complex variables f-tïs. 
We say that f in (6) belongs to the null co ne if either h or h is zero. We 
call f a hyperbolic function if h and h are both real. 
INote that (-id)2 = -1 , so that -i1j has the properties of an imaginary unit. It is 
usually called i 2 . 
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As a particular case, if all /.Li are real we simply have 
(7) 
We say that J is a bicomplex square-integrable function if and only if the fs 
are both square-integrable functions, that is, 
J Ifs( J-L )12 dJ-L < 00 (8) 
for s = 1 and 2. Here dJ-L is the Lebesgue mesure on lRq [19] . We denote 
by Fq the set of bicomplex square-integrable functions of q real variables. It 
can be shown that with standard addition and multiplication, Fq makes up a 
T-module. This module is explicitly denoted as (Fq , T, +,.) and it obviously 
has infinite dimension. 
For any J, 9 E F q , the following binary mapping takes two bicomplex 
square-integrable functions and transforms them into a unique bicomplex 
number: 
(f, g) := J Jt (J-L ) g( J-L ) dJ-L = L es J fs( J-L )gs(J-L ) dJ-L . (9) 
s 
If we identify functions that differ only on a set of measure zero, the binary 
mapping (9) satisfies all the properties of a: scalar product. Explicitly, 
1. (f,g+h) = (f,g) + (f,h); 
2. (f,o:g)=o:(f,g); 
3. (f,g) = (g,f)t; 
4. (f, f) = 0 if and only if J = O. 
The functions J and 9 are orthogonal if their scalar product vanish. We say 
that J is normalized if (f, f) = 1. 
With (9), one can define an induced T-norm on Fq as 
II JII := :nV (f,jh+ (f,jh =:n L J Ifs(J-L )1 2 dJ-L. (10) 
s 
Making use of results proved in [17], it is not difficult to show that the 
structure (F q , T, +, " ( , ) , II Il) is a bicomplex Hilbert space. 
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3 The Coulomb potential problem 
In standard quantum mechanics, the hamiltonian associated with the Cou-
lomb potential is given by 
(11) 
where p" e2 and Z are positive real numbers and 
p2 '= p2 + p,2 + p2 
. 1 2 3 , R:= VXî + X'#, +Xj. (12) 
The six operators Xi and Pk are self-adjoint and satisfy the commutation 
relation [Xi, Pk] = il fî6ik I . 
The quantum-mechanical Coulomb problem consists in finding the eigen-
values and eigenvectors of H, that is , it consists in solving the equation 
HI 'l/JE ) = EI 'l/JE )' Its most important application is the determination of the 
energy levels and state vectors of a hydrogen atom or hydrogen-like ion in 
its center-of-mass frame. The Coulomb problem is one of the few analyti-
cally solvable problems of quantum mechanics. The solution can be obtained 
both by an algebraic method that goes back to Pauli [20, 21, 22], and by a 
differential equation method that goes back to Schrodinger [23, 24, 25]. 
3.1 Statement of the bicomplex problem 
The quantum Coulomb problem will now be formulated in terms of bicomplex 
numbers. The crucial step consists in extending the canonical commutation 
relations the way it was do ne for the harmonie oscillator [15]. We proceed by 
making a set of assumptions, from which we will derive a number of properties 
satisfied by eigenvalues and eigenkets of the hamiltonian. The consistency 
of the assumptions will eventually be checked through the explicit solutions 
obtained. So here are our assumptions: 
a) Seven bicomplex linear operators Xi , Pk and H , related by (11) and 
(12), act in a 1l'-module M . Elements of M are called kets and are 
generically denoted as l'l/J). Operators and kets can be decomposed in 
the idempotent basis as 
Xi = XiI el + X i2e 2 , 




Here Xis := esXi and 11/1)s := esl1/1)· We say that Xi belongs to the 
nun co ne if either XiI or X i2 = O. The same applies to Pk and H. 
Similarly, 11/1) E Ne if l1/1h or 11/1)2 = 10). The bold index notation 
is such that any quantity affected by a bold subscript s is unchanged 
when multiplied by es' 
b) The operators X i and Pk are self-adjoint with respect to a bicomplex 
scalar product to be specified explicitly. The scalar product has to 
satisfy properties analogous to the ones enumerated after eq. (9) . Self-
adjointness is denoted as Xi = Xt and Pk = Pk ' 
c) The scalar product of a ket with itself belongs to 11)+ := {cxîel + cxie2 : 
cxî, cxi 2:: O}. 
d) [Xi , Pk] = i1MikÇ,I, where ç E 'lI' is not in the nun cone, lis the identity 
operator on M , !ï is Planck's reduced constant and 6i k is Kronecker's 
delta. 
e) There are eigenkets I1/1E) of H which are not in the nun co ne and whose 
corresponding eigenvalues E are not in the nun cone. 
f) Eigenkets I1/1E) corresponding to a given eigenvalue E span a finite-
dimensional 'lI'-module. 
g) Two eigenkets I1/1EJ , I1/1Ej ) of H , not in Ne , with (Ei - Ej) not in Ne , 
are orthogonal. 
Assumption (a) introduces the bicomplex generalization of the position, 
momentum and energy operators. With (b) we impose, as in the standard 
case, the self-adjointness of Xi and Pk' The third general property of the 
scalar product , stated after eq. (9), implies that (1 1/1),11/1)) E 11). The more 
restrictive assumption (c) is added so that a ket 11/1) tf. Ne can always be 
normalized [16], through multiplication by (1 1/1),11/1)) -1/2 . 
The second and third general properties of the scalar product imply that 
(CX 1 1/1) , 14») = cxt (11/1), 14»). This means that the eigenvalues of a self-adjoint 
bicomplex operator (associated with an eigenket that is not in the nun cone) 
are hyperbolic numbers [14]. 
The simplest possible form of a bicomplex extension of the canonical 
commutation relations seems to be imbedded in (d) . This assumption entails 
that none of the operators X i and Pk belongs to the nun cone. Assumption (e) 
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implies that H is not in Ne. Indeed if Hl vanished, for instance, H could 
not have an eigenvalue with q #- O. Making use of the self-adjointness of 
Xi and Pk and the properties of the scalar product, one can show that the 
bicomplex number ç introduced in (d) is in fact a hyperbolic number [15]. 
Assumption (f) is not really necessary. In effect it restricts the eigenvalues 
we will obtain to the discrete spectrum. Assumption (g) can be seen as 
contributing to the specification of the scalar product. That assumption is 
not necessary to derive eigenvalues through the algebraic method, but it is 
needed to give structure to the 'Ir-module of eigenkets. In the differential 
equation method that will be used in sect. 4, (g) will in fact be derived. 
We will now show that, without loss of generality, ç can be taken in JI))+ .2 
To do this, we show that a simple rescaling of Xi and Pk transforms the 
problem specified in assumptions (a) to (g) into an equivalent one, but with 
ç in JI))+. 
For s = 1,2, let as and /3s be in C(i l ) and nonzero. Define XI and P~ so 
that 
We have 
(11)), Xi I?/!)) = {aîel + aie2} (11)), X: I?/!)) , 
(Xi l1», I?/!)) = {aîel + aie2} (X:I1», I?/!)) . 
Since Xi is self-adjoint, the left-hand sides of these two expressions are equal. 
The right-hand sides must also be equal. U sing that and requiring XI to be 
self-adjoint, we find 
Since XI is not in Ne, one can always find kets 11» and I?/!) such that 
(11)), XI I?/!)) is not in Ne. Therefore as = as. By a similar argument, 
/3s = /3s· 
Let us now substitute (15) into (11). In the idempotent basis we have 
2][}+ differs from ][}+ introduced in assumption (c) in that in ][}+, vanishing values of 
0î and 0"2 are excluded. 
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Sums over indices like i, j and k run from 1 to 3, whereas the idempotent-
basis index s runs from 1 to 2. We want H to have a form similar to (11) or, 
again in the idempotent basis , 
Comparing (16) and (17) , we see that Jl = /-lI (3'1;. This holds for both s = 1 
and 2. Rence (3f = (3~ or, equivalently, l3î = ±f32. Comparing again (16) 
and (17) , we have 
Once more, the only way (Ze2 )' can be a real positive number is if ai = a~, 
or aî = ±ai· 
Now assumption (d) and definition (15) allow us to write 
This implies that 
Therefore, we can always choose as and (3s so that çi and çi are real and 
positive. Moreover, we can rescale çi to be 1, but we cannot in general rescale 
çi so that çi = çi· We conclude that H can always be written as in (11) , 
with the commutation relations between Xi and Pk given by 
(18) 
3.2 Eigenvalues of H 
In this section, eigenvalues of H are obtained through Pauli's algebraic 
method. This shows the unicity of the eigenvalues obtained, under assump-
tions (a)-(g). 
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Just as in standard quantum mechanics, we define the bicomplex angular 
momentum operator L := R x P . In terms of the Levi-Civita symbol we 
have 
(19) 
The bicomplex Runge-Lenz vector is defined as 
1 2R A := - (P x L - L x P ) - Z e -
2M R' 
which is equivalent to 
Let us write 'Tl := fïÇ. We then observe that the commutator of Xis and 
Pjs , as well as the definitions of Lis and A js , are the same as the ones in the 
standard quantum-mechanical case, except that fi is everywhere replaced by 
'Tl? By an argument identical as in the standard case [21, 22], we therefore 
obtain the following commutation relations and properties: 
[AiS' Hs] = 0, 
[Lis, A js] = i1'Tl? L tijkAks, 
k 
2i1'Tl? ~ [Ais, A js] = ---Hs ~ tijkLks, 
M k 
L LiSAiS = 0 = L AiSLiS' 







Here L; = Li Lfs and A; = Li Afs· By properties of the idempotent basis, 
operators H, Li, and Aj satisfy similar relations as (21)- (25), with the index 
s deleted. Note that, because of (23), operators Hs, Lis, and A js do not 
make up a Lie algebra. They do, however, generate an infinite-dimensional 
one. 
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To avoid having to work with (the bicomplex generalization of) an infinite-
dimensional algebra, we will restrict the action of H, Li , and Aj on the 
module FE corresponding to a given eigenvalue E of H . By assumption (f), 
FE is finite-dimeE-sional. Assuming as in (e) that E is not in Ne, we define 
three operators Ai acting on FE as 
-H Ai := V mA. (26) 
Equations (21)- (23) (without the index s) imply quite straightforwardly that 
[Ài ' H] = 0, 
[Li' Àj] = il Tl L EijkÀkl 
k 
[Ài' Àj] = il Tl L EijkLk. 
k 







To arrive at explicit values of E, it is useful to construct six operators Fi 
and Ci as 
(32) 
Since Li and Ài commute with H, so do Fi and Ci. The commutation 
relations of the latter are given by 
[Fi , Fj] = il Tl L EijkFk, 
k 






This means that the Fi commute with the Cj , but the Fi (and the Ci) have 
with themselves the same commutation relation as the bicomplex angular 
momentum operators. Since Fi and Cj commute, F 2 commutes with C2 . 
With (30) and (32), one can show that F 2 - C2 = 0 and, therefore, that 
their eigenvalues are equal. 
If we project (33) on the idempotent basis, we find that for each s the 
Fis have the commutation relations of standard angular momentum (with 
fi replaced by rJs) . The eigenvalue of F; is therefore equal to h Us + 1) rJ~, 
where h is a nonnegative integer or half integer [26]. The eigenvalues of F2 
(and of C2 ) are therefore equal to 
S 
where of course f = he! + he2' 
If we substitute (32) in (31) we get 
0= 2 L FiFi + 2 L CjCj + rJ2 + ~ (Ze2)2 . 
i j 
For the eigenvalues this entails that 
0= (2f + 1)2 rJ2 + :E (Ze2)2 
or, in the idempotent basis, 
o ~ ~ {(2h + 1)' rP, + 2~, (ze')' } e,. 
But then 
(2h+ 1)2rJ~+ 2~s (Ze2)2 = 0 
for both s = 1 and 2. This yields for Es 
~ (Ze2)2 _. 
2fi2ç~ (2h + 1)2 
where ns is a positive integer. This means that we can write 
~Z2~ {~Z2~ } 
En = - 2nN:,2n2 = L - 2nN;}-n3. es' 




This coincides with the standard Coulomb potential energy levels [24, 25] if 
and only if Çî = 1 = Çi and nî = ni = n. We call n = nîel + nie2 the 
bicomplex principal quantum number. In the hyperbolic representation, 
E = _ j),z2é {[C::-2 -2 + C.:::-2 -2] + [C,:-2 -2 _ C.:-2n;;2] .} . 
n 41ï2 "'1 ~ "'2 ~ "'1 ~ "'2 2 J (38) 
We point out a formaI symmetry satisfied by (38). Sinee j := el - e2 , 
we can see that VI = el + i l e 2 · But then çVI = Çîel + ilçie2 ' This 
immediately implies that 
lRe(En ,ç) = Hy (En,çVI) and lRe (En,çVI) = Hy(En ,ç) . 
ote, however, that ç VI is not a hyperbolic number. 
4 Eigenfunctions of H 
In this section, we define a coordinate-basis representation for the bicomplex 
operators Xi and Pk' We then show that they, as well as H , are self-adjoint 
with respect to the scalar product defined in sect. 2.2. Finally, solving the 
hamiltonian eigenvalue equation in the coordinate basis, we recover eigenval-
ues given in (37) and obtain the hyperbolic Coulomb potential eigenfunctions. 
4.1 Coordinate-basis representation 
We begin by constructing a representation of Xi and Pk on F3, the spaee 
of bicomplex square-integrable functions on lR3 . Letting r denote the triplet 
(Xl , X2, X3) , we define the action of Xi as 
Xd(r) := xd(r). (39) 
This implies that the Xi commute two by two. A function F(R ) acts on f 
as 
F(R )f(r) := F(r)f(r) . (40) 




where ç = Çîel + Çie2 and the 6-are positive real numbers.3 Clearly the Pk 
commute two by two. Moreover, by letting both sides act on an arbitrary 
function f, one easily shows that 
[Xi, Pk] = il 'TJ6ikI. (42) 
Let f and 9 be in F3' Clearly (Xii, g) (l, Xig), so that Xi is self-
adjoint . For Pk we have 
(Pkf,g) - (I,Pkg) 
_. t ( Of ) . ( f Og ) 
- l l'TJ OXk,g +ll'TJ 'OXk 
= i,ry J [;fJ g(r) dr + i, ry J fl(r) ;:. dT 
= il'TJ J O~k [ft(r) g(r)] dr = O. 
To obtain the last equality, we have restricted the space of functions to those 
that vanish at infinity and on these functions, Pk is self-adjoint. The proof 
that (Hf, g) = (l, Hg), and therefore that H is self-adjoint, is straightfor-
ward. 
4 .2 Wave functions 
The bicomplex quantum Coulomb potential problem consists in solving the 
three-dimensional eigenvalue equation 
(43) 
for H given by (11) . Making use of (40) and (41) we can write more explicitly 
{ 'TJ2 2 ze
2} 
- -\1 + - 'l/JE(r) = E'l/JE(r). 
2J-l r 
(44) 
We now write ç, E, and 'l/JE in the idempotent basis. Equation (44) 
becomes 
(45) 
3Strictly speaking, Pk should be defined on a subset of F3 , made up of suitably differ-
entiable functions. We'll come back to this in sect. 6. 
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Clearly, each coefficient of es must separately vanish. Writing the laplacian 
in spherical coordinates and making use of the standard expression of the 
angular momentum operator we get 
_ 8 __ r - ___ 8 +-+Es ('l/JE)s =O, { 'T]J.. [1 0 ( 2 0 ) 1 LJ..] Z e2 } 2/1 r2 or or r2 'T]~ r ( 46) 
for s = 1 and 2. Now we know from standard quantum mechanics that the 
spherical harmonies are eigenfunctions of the square of the angular momen-
tum, that is , 
(47) 
with -ls ::; ms ::; ls' Looking for solutions of the form 
( 48) 
and using (47) , we get for s = 1, 2 
Just as in the standard case, the suitably normalized solutionE? of (49) are 
given by [24, 25] 
where ls < ns, the L~l~l:_l are Laguerre polynomials and 
s s 




Each solution corresponds to a value of Es given by -/1Z2é/2'T]~n~. Thus 
we recover the eigenvalues (37). The bicomplex wave functions in (43) can 
be written as 
8 
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For Çî and Çi fuced, any sextuplet (nî, ni, lî, li, mî, mi) de fines an eigen-
function of H. AH functions with the same (nî, ni) correspond to the same 
eigenvalue. A general eigenfunction of H can therefore be written as 
n.-l 1. 
L L L Clsm.Un.l.(r) Yzsm.(() , cp) es (53) 
5 1.=0 m.=-l. 
Along the way, we have introduced the bicomplex orbital quantum number 
l = lîel + lie2 and the bicomplex magnetie quantum number m = mîel + 
mie2' When nî = ni, the number n is real, and similarly with land m . 
5 Graphical representation 
It is interesting to plot sorne of the eigenfunctions (52) explicitly. We will 
concentrate on the radial part. (Note that if lî =J. li, the spherieal harmonies 
will never factor out as real functions of () and cp .) We write 
(54) 
It is particularly instructive to use the decomposition of {el ' e2} in terms of 
j given in sect. 2.1. We can then rewrite (54) as 
( ) - ! L Vuf;. c- 3 -C:./2(1 . L 2lS+l (Î~) Uni r - 2 Un-l- <":5 e :5 n--l--l '>5 s s s s 
5 
+! ~ (_1)5+1 r;;o- ç::3e-C:./2(!!L21.+1 ((~) j (55) 2 ~ V Un.l. 5 5 n.-l.-l 5 , 
5 
where VU~.I. çi3 is the normalization constant. 
It will be useful to define , as in (3), 
(56) 
and consider the three functions lRe(unl), lHlY(Unl) and Iund as depending on r 
through the two variables Xc: and Yc:. With ç:5 fuced, graphical representations 
of these functions can be obtained by assigning specifie values to n:5 and l:5' 
Figure 1 shows the real part , the hyperbolic part and the real norm of (55) 
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Figure 1: Coulomb potential radial function in a specifie eigenstate, for Ç2 = 
0.50 (red), 0.62 (green), 0.74 (blue), 0.86 (yellow) and 0.98 (purple). 
Here Çî = 1 and we have shown the curves obtained for different values of Ç2' 
from 0.50 to 0.98 by intervals of 0.12. The independent variable pis defined 
as 2Zr / ao and the function plotted is indicated un der each graph. 
In fig. 2, we go beyond the representation of eigenfunctions of H and 
extend xç and yç to genuinely independent variables. For ç fixed, this is 
equivalent to considering r in the hyperbolic plane. This allows for interest-
ing surfaces to emerge, connected to a new class of polynomials in two real 
variables. We take Çî = 1 = Ç2 and let ns = 25 and Ls = 12 for s = 1,2. In 
these plots, a eut at Yç = a makes the hyperbolic part of Unl vanish. The real 
part and real norm then coincide with the ones in the standard case. 
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hyperbolic basis {l ,j } in the standard case. We can write eigenfunctions (54) 
as 
G c-3 -(/2 f) (() Unl = V Unl '" e ~nl , 
where ~ := xç + yd, ( := x( + yd and 
enl (() := (lL~l~Ll(() = 1Re(enl(x( ,yç)) +lHIy(enl(x(,yç)) j , 
where 
L2l+1 (().= ~ L2ls+1 ((-) e n-l-l . n.-l.-l S s· 
S 
Using the correspondence between the idempotent and hyperbolic bases, one 
can easily show that 
~-3 = ~ {(xç + yç) -3 + (xç _ yç)-3} + ~ {(xç + yç) -3 _ (xç _ yç) -3 } j , 
which we define as x~ + y~j . It is not difficult to show that the exponential 
transforms as 
e-(/2 = e-xd2 { cosh ~( - j sinh ~( } . 
This suggests that we can explicitlywrite 
1Re(unl) = ~e-Xd2 [ (X~ cosh ~( - y~ sinh ~( ) 1Re (enl (x( , yç)) 
+ (y~ cosh ~( - x~ sinh ~( ) lHIy(enl(x( , yç)) ] , 
lHIY(Unl) = ~e-Xd2 [ (x~ cosh ~( - y~ sinh ~( ) lHIy(enl(x(, yç)) 
+ (y~ cosh ~( - x~ sinh ~( ) 1Re(enl(x(, yç)) ] . 
With a symbolic computation software, we can generate the polynomial enl (() 
for any positive integers ns and ls :=:; ns - l, for s = 1,2. We then take 
n = 25, l = 12, xç = l, yç = 0 (implying that x~ = 1 and y~ = 0), compute 
enl ((), transform ( into x( + yd and separate the real and hyperbolic parts 
to get 1Re (enl (x(, yç)) and lHIy(enl(x(, yç)) explicitly. If we plot the associated 
a~/21Re(u), a~/2lHIy(u) and a~ luI2 , we recover the results shown in fig. 2. 
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6 Discussion 
We have solved the eigenvalue equation (43) for the discrete spectrum of the 
Coulomb potential hamiltonian (11) in the framework of bicomplex numbers. 
The continuous spectrum could also be worked out along similar lines. The 
eigenvalues corresponding to the dis crete spectrum are given in (37) and the 
eigenfunctions in (52) . Note that if Çî = 1 = Çi, the standard wave functions 
can be recovered by letting nî = ni, lî = li and mî = mi· 
It is instructive to investigate the orthogonality properties of the eigen-
functions (52). Making use of definition (9) of the scalar product, one can 
write 
('l/Jnlm, 'l/Jnl llml) = J 'l/J~lm (r) 'l/Jn' l'm' (r) dr 
= ~ es J 'l/J~-l~Jr) 'l/Jn'-1'--m,--(r) dr. (57) 
88 8 88 8 
S 
It is well-known [24, 25] that the standard Coulomb problem eigenfunctions 
are orthonormal in all indices. This implies that 
(58) 
s 
From (58) we can draw two conclusions: 
1. The eigenfunction 'l/Jnlm is normalized. lndeed 
s s 
2. If En - Eni is not in the null cone, then 'l/Jnlm and 'l/Jn' l'm
' 
are orthogonal. 
lndeed from (37) we see that En - Eni is not in the null cone if and 
only if ns =1 n~ for s = 1,2. But then 8nsn~ = 0 for s = 1, 2 and the 
orthogonality follows from (58). 
Let us consider the set of all finite linear combinat ions of eigenfunctions 
'l/Jnlm, with bicomplex coefficients enlm . It is straightforward to show that 
this set makes up a 'lI'-module, which we denote as M. Defining Xi and Pk 
as in (39) and (41), one sees that these operators are well-defined on M. 
Moreover, it is not difficult to show that properties (a)- (g) in sect. 3.1 are 
satisfied in M , thus proving their consistency. 
19 
Of course, M is not a Hilbert spaee, sinee the restriction to finite lin-
ear combinat ions entails that it is not complete. It is well-known that the 
Coulomb potential eigenfunctions in standard quantum mechanics, i. e. the 
'l/Jnslsms' make up an orthonormal system in the Hilbert spaee L2(lR.3 ) [5]. 
From [17] , one concludes that the 'l/Jnlm make up an orthonormal system in a 
bicomplex Hilbert spaee L2(lR.3 ) EB L2(lR.3 ). 
We close this section with a result that we prove with the notation of 
the Coulomb problem, but that clearly holds more generally. Let U be a 
bicomplex linear operator, acting on M, that commutes with H. Then 
The proof is straightforward: 
0= ('l/Jnlm, [H, U] 'l/Jn'l'm') 
= ('l/Jnlm, {HU - U H} 'l/Jn'l'm') 
= ('l/Jnlm, HU 'l/Jn' l'm') - ('l/Jnlm, U H 'l/Jn'l'm') 
= (U* H*'l/Jnlm, 'l/Jn' l'm') - ('l/Jnlm, U H 'l/Jn'l'm') 
= En (U*'l/Jnlm, 'l/Jn' l'm') - En' ('l/Jnlm, U'l/Jn'l'm') 
= (En - En') ('l/Jnlm, U'l/Jn'l'm') . 
(60) 
This means that if En - En' is not in the null cone, then ('l/Jnlm, U 'l/Jn' l'm') van-
ishes. In other words, U'l/Jn' l'm' is a linear combination of functions associated 
with eigenvalue En'. 
7 Conclusion 
We have shown that, just like the quantum harmonic oscillator problem [15], 
the quantum Coulomb problem can be solved in the framework of bicom-
plex numbers. We have obtained the eigenvalues and eigenfunctions of the 
bicomplex hamiltonian, and have shown that the eigenfunctions make up an 
orthonormal system in a bicomplex Hilbert spaee. The question is still open 
whether the constants Çî and Ç2 can be given a physical interpretation. In 
any case, it is likely that the mathematical properties of the functions we 
introdueed can be fruitfully studied for their own sake. 
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[ ... ] the enormous usefulness of mathematics in 
the natural sciences is something bordering on 
the mysterious and [ ... ] there is no rational 
explanation for it. - Eugene Wigner [53, p. 1]. 
Ici s'achève un petit bout de chemin et une modeste contribution à l'ambitieux 
projet de généraliser la mécanique quantique à l'algèbre des nombres bicomplexes. Les 
bases de l'algèbre linéaire bicomplexe ont déjà été établies et les espaces de Hilbert 
bicomplexes en dimension finie [40] ainsi qu'en dimension infinie [41] ont été préal-
ablement analysés. Ces résultats ont servi d'arsenal mathématique dans la solution 
du problème fondamental de l'oscillateur harmonique quantique bicomplexe qui a 
constitué le premier accomplissement majeur dans cette direction [37]. Nous avons 
solutionné, à l'aide de certains autres outils mathématiques qui ont dû être dévelop-
pés en cours de route, le problème de l'atome d'hydrogène et des ions hydrogénoïdes 
bicomplexes en général. 
Pour l'instant , nous ne proposons pas d 'interprétation physique de nos résultats 
en ce sens que nous ne pouvons pas dire ce à quoi correspondent respectivement les 
composantes idempotentes des objets mathématiques du formalisme bicomplexe. Ce 
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mémoire et l'article qu'il présente est un second pas important dans ce projet d'explo-
ration en physique mathématique. De plus, les solutions et leurs propriétés mathéma-
tiques potentielles seront sans aucun doute, en elles-mêmes, une source d'exploration 
future intéressante. 
Les propriétés de la base idempotente et la dichotomie qu'elles apportent semblent 
être très appropriées pour généraliser les concepts mathématiques en des versions 
complexes séparées. En ce sens, il semble raisonnable de penser que le formalisme de 
la mécanique quantique pourra être généralisé en entier. 
En conclusion, rien dans la nature ne nous indique de façon claire, précise et sans 
équivoque, quel est le formalisme mathématique le plus approprié à décrire le monde 
et quelles sont ses caractéristiques exactes. C'est même un mystère fondamental de 
l'Univers, à savoir pourquoi la mathématique semble-t-elle être le language universel 
qui le décrit et comment se fait-il que les humains ait accès, du moins en bonne partie, 
à ses secrets les plus intimes? ! 
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A Programmes Mathematica 
Le but de cet appendice est de présenter trois programmes qui ont été développés 
avec le logiciel de calcul symbolique et numérique Mathematica 8. Ces programmes 
ont été conçus afin de tracer et d'analyser, à l'aide de l'éq. (55) de l'article [36], le 
comportement des fonctions radiales hyperboliques Unl(r) d'un ion hydrogénoïde. 
A.l Fonctions radiales hyperboliques 
A.1.I Composantes idempotentes, cas standard 
Dans le premier programme, nous commençons par analyser les composantes idem-
potentes des fonctions Uni, c'est-à-dire les fonctions Un. l. de l'éq. (50) de [36]. Nous 
confirmons que les propriétés de la base idempotente ont bien conduit à des résultats 
qui constituent une dichotomie parfaite du cas standard. C'est dire que chacune des 
fonctions Un. l. pour S = 1, 2 et ';î = ';2 = 1, représente un état propre radial standard 
qu'on retrouve dans la litérature [23, 24]. 
Remove [" Global' * "] 
Programme 1 : Composantes idempotentes 1 cas standard 
Déf inissons quelques constantes. Les valeurs données ici sont celles 
publiées sur http://www.physics.nist.gov (CODATA 2010). 
Z = 1; (* nombre de protons * ) 
ns = 1; (*nombre quantique principal niveau d' énergie*) 
ls = 0; (*nombre quantique orbital : plus petit ou égal à ns-1*) 
çs = 1; (*facteur de dilatation de la) 
cO = 299792458; (*vitesse de la ltnnière dans le vide [m S - l]*) 
J,JO = 4 :rr * 10 -7; (*perméabilité du vide [N A -2 ] *) 
1 
eO = ; (*permittivité du vide [F m - 1 ]*) 
c0 2 J,JO 
me = 9.10938291 * 10 - 31 ; (*masse de l'électron [kg] *) 
mp = 1.672621777 * 10-27 ; (*masse du proton [kg] *) 
me (mp Z) 
J,J= ; (* masse rédui te d' un ion hydrogénoïde [kg] *) 
me+mpZ 
qe = 1.602176565 * 10 - 19 ; (*charge électrique du proton [C]*) 
qe 2 
eq = Sqrt[ ]; (*Charge électrique réduite [c F- 1/ 2 m1/2 ]*) 
4 :rr eO 
6.62606957 * 10 - 34 
hb=------- (* constante de Planck réduite [J s] *) 
2:rr 
hb 2 
aO = --; (*rayon de Bohr [m] *) 
J,J eq2 
La constante de normalisation de la fonction radiale est 
( 
2 Z ) 3 (ns - ls - 1) ! 
uOnsls [ns_, ls_].- -- çS-6 -------
ns aO 2 ns (ns + ls) ! 
La fonction radiale hydrogénoïde s'écrit 
unslS[Cs_ , ns_ , lS_ ] := 
-Cs 
(uOnsls [ns, ls]) 112 Exp [--] Cs 1S LaguerreL [ns - ls - 1, 2 ls + 1, Cs] 
2 
On vérifi e que pour ce ns et ce ls, la somme des probabilités de présence 
converge vers l'unité. La forme exacte est due à la fonction de poids r A2 et dr. 
Integrate[ (~) -3 çS 6 Cs2unS1S[Cs, ns, ls] A2 , {Cs, 0, Infinity}] 
ns aO 
On libère les constantes ns et ls de l eur valeur fixée et on teste pour voir 
si toute valeur de lsns<oo et Oslssns-1 génère une solution normalisée . 
2 1 JM-fctsradiales_m 1.nb 
Clear [ns, ls] 
Table [Integrate [(--.:..:..) -3 çS6 Cs 2 unsls [Cs, ns, ls] A 2, {Cs, 0, Infinity }], 
ns aO 
{ns, 1,5, 1}, {ls, 0, ns-1, 1}] 
Traçons toutes les fonctions d'onde radiales u associées à ls pour un ns donné. 
Clear [ns, ls] 
fctsradstan = Table [Plot [Evaluate [Table [ a0 31 2 unsls [Cs, ns, lS], {ls, 0, ns - 1, 1}]], 
{Cs, 0, 20}, PlotStyle ~ {Thickness[0.006]}, PlotRange ~ Autamatic, 
ImageSize ~ 300, PlotPoints ~ 30, MaxRecursion ~ 5, AxesStyle -> Thickness[0.005], 
Ticks ~ Autamatic, TicksStyle ~ Directive [20], AxesLabel -> 
{Text [Style ["C", Blue, 24]], Text [Style [lao3/2Uni"' Blue, 24]]}], {ns, 1,9, 1}] 
Générons et exportons en .png ces images l'une après l'autre à l 'ai de de 
l'algorithme suivant. On change (ns=l,fctsradstanA) pour (ns=2,fctsradstanB) .•• 
Clear [ns] 
ns = 1; 
fctsradstanA = Plot [Evaluate [Table [ a0 31 2 unsls [Cs, ns, lS], {ls, 0, ns - 1, 1}]], 
{Cs, 0, 20}, PlotRange ~ Autamatic, ImageSize ~ 300, 
PlotStyle ~ Directive [Thickness [0.006]], PlotPoints ~ 30, MaxRecursion ~ 5, 
AxesStyle -> Thickness[0.005], Ticks ~ Autamatic, TicksStyle ~ Directive[20], 
AxesLabel -> {Text [Style [" Cil, Blue, 24]], Text [Style [" ao 31 2Uni ", Blue, 24]]}]; 
Il = ImageCrop[Rasterize[fctsradstanA, ImageSize ~ aoo, ImageResolution ~ 300]]; 
Export ["fctsradstanA .png", Il]; 
Traçons toutes les densités de probabilités de la fonction d'onde radiale 
qui sont associées à ls pour un ns donné 
Clear [ns, ls] 
densiprob = 
Table [Plot [Evaluate [Table [a0 3 unSlS[Cs, ns, ls]2, {ls, 0, ns-1, 1}]], {Cs, 0, a}, 
PlotRange ~ Autamatic, ImageSize ~ 300, PlotStyle ~ Directive [Thickness [0.006]], 
PlotPoints ~ 30, MaxRecursion ~ 5, AxesStyle - > Thickness[0.005], 
Ticks ~ Automatic, TicksStyle ~ Directive [20], AxesLabe1 -> 
{Text [Style ["C", Blue, 24]], Text [Style ["ao3un121, Blue, 24]]}], {ns, 1,9, 1}] 
Clear [ns] 
ns = 1; 
densiprobA = Plot [ Evaluate [Table [a0 3 unsls [Cs, ns, lS] 2, {ls, 0, ns - 1, 1}]], 
{Cs, 0, a}, PlotRange ~ Automatic, ImageSize ~ 300, 
PlotStyle ~ Directive [Thickness [0.006]], PlotPoints ~ 30, MaxRecursion ~ 5, 
AxesStyle -> Thickness[0.005], Ticks ~ Automatic, TicksStyle ~ Directive[20], 
AxesLabel -> {Text [Style [" Cil, Blue, 24]], Text [Style [" ao 3 Uni 2 ", Blue, 24]]}]; 
12 = ImageCrop [Rasterize [densiprobA, ImageSize ~ aoo, ImageResolution ~ 300]]; 
Export [" densiprobA . png ", 12]; 
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A.1.2 Surfaces hyperboliques générales 
Dans cette section, nous développons le deuxième programme afin de représenter 
graphiquement la partie réelle, la partie imaginaire hyperbolique ainsi que le carré 
de la norme réelle de la fonction d'onde radiale hyperbolique Unl. Ces fonctions sont 
exprimées par rapport aux variables xc,: , Yc,: qui sont considérées indépendantes, malgré 
le fait que l'éq. (51) nous montre très bien qu'elles ne le sont pas. Ces fonctions 
correspondent toutes à des surfaces tridimensionnelles dans ]R3 et ce, pour n'importe 
quel état propre correspondant à un sextuplet (nî, ni, lî, li , mî, mi) avec des valeurs 
de ';î, ';i données. En choisissant différentes valeurs de ';î et ';i , on change la forme des 
surfaces d'ondes. 
Lorsque nous imposons la contrainte Vj" = Vi pour tout v E {n, l, m}, on retombe 
sur le cas standard avec seulement ';î et ';i permettant à ( d'être hyperbolique. Lorsque 
ces deux paramètres valent respectivement un, nous avons (î = (i = (. Alors, la partie 
imaginaire hyperbolique s'annule et la partie réelle coïncide avec la fonction radiale 
standard en deux dimensions que nous avions obtenue dans le premier programme. 
Finalement, la partie réelle, la partie imaginaire hyperbolique et la norme des 
fonctions d'ondes hyperboliques de l'atome d'hydrogène sont traçées en fonction ex-
clusivement de r. 
Remove [ Il Global' * "] 
progranune 2 : Surfaces hyperboliques gé né raIes 
Définissons quelques constantes . 
Z = 1; (* nOIDbre de protons *) 
n1 = 22; (*1 er nombre quantique principal : niveau d'énergie 1*) 
n2 = 18; (* 2 e nombre quantique principal : niveau d'énergie 2*) 
Il = 4; (*1 er nOIDbre quantique orbital : plus petit ou égal à n1-1*) 
12 = 17; (* 2 e nOIDbre quantique orbital : plus petit ou égal à n2-1*) 
{1 = 7f; (*1 er facteur de dilatation de fa) 
{2 = E; (*2 e facteur de dilatation de h*) 
cO = 299792458; (*vitesse de la lumière dans le vide [m S - l]*) 
/10 = 4 7f * 10- 7 ; (*perméabilité du vide [N A -2 ]*) 
1 
eO= ; (*permittivité du vide [F m - 1 ]*) 
c0 2 /10 
me = 9.10938291*10 - 31 ; (*masse de l'électron [kg]*) 
mp = 1.672621777 * 10 - 27 ; (*masse du proton [kg]*) 
me (mp Z) 
/1 = ; (* masse rédui te d' un ion hydrogénoïde [kg] *) 
me+mpZ 
qe = 1.602176565 * 10- 19 ; (*charge électrique du proton [C]*) 
qe 2 
eq = Sqrt[ ]; (*Charge électrique réduite [c F - 1 / 2 m 1 / 2]*) 
4 7f eO 
6.62606957 * 10 - 34 
hb = ; (* constante de Planck réduite [J s] *) 
27f 
hb2 
aO = --; (*rayon de Bohr [m]*) 
/1 eq2 
Les constantes de normalisation sont 
.. __ (~)3 Ç2 - 6 u0n212[n2_ ,12_ ] ... 
n2 aO 
(n1 -11 -1) ! 
2 n1 (n1 + 11) ! 
(n2 - 12 - 1) ! 
2 n2 (n2 + 12) ! 
Les composantes bicomplexes de la fonction radiale sont 
2 1 JM-fct srad ia fes_m2.nb 
-~l 
(uOnlll[nl, 11])1/2 Exp[--] ~lll LaguerreL[nl-11-l, 211+1, ~l] 
2 
un2l2[~2_, n2_, 12_] := (u0n2l2[n2, 12])1/2 
-~2 Exp [--] ~212 LaguerreL [ n2 - 12 - l, 2 12 + l, ~2] 
2 
La partie réelle de la fonction radiale dans la représentation hyperbolique s'écrit 
1 1 
Reun1[~1_ , ~2_ , nl_ , n2_ , 11_ , 12-1 := - unl11[~l, nl, 11] +- un212[~2, n2, 12] 
2 2 
La partie imaginaire hyperbolique est donnée par 
1 1 
Hyun1[~1_ , ~2_ , nl_, n2_ , 11_ , 12_ ] := - unl11[~l, nl, 11] -- un212[~2, n2, 12] 
2 2 
et la norme réelle de la fonction radiale est 
Nun1[~1_ , ~2_ , nl_ , n2_ , 11_ , 12_ ] := 
Sqrt [ Reun1 [~l, ~2, nl, n2, 11, 12] 2 + Hyun1 [~l, ~2, nl, n2, 11, 12] 2] 
On regarde la forme de ces fonctions pour les valeurs de {l, {2, nl, n2, 11 et 12 
que nous avons entrées. Ce sont bien des polynômes des deux variables ~l et ~2 
Reun1 [~l, ~2, nl, n2, 11, 12] 
Hyun1 [~l, ~2, nl, n2, 11, 12] 
Nun1 [~l, ~2, nl, n2, 11, 12] 
Ca s général e l,e2>O, n le {1, 2, . .. , co} , n2 e {1,2, ... , co}, 
lle {O , l , . .. , nl-l} et 12 e {O , l , .. . , n2- l } 
Définissons de nouveaux {l, {2, nl, n2, 11 et 12. 
C1ear [{l, {2, nl, n2, 11, 12] 
nl = 15; n2 = 18; 11 = 12; 12 = 9; {l = JI"; {2 = E; 
On peut tracer la fonction Reun1 par rapport aux composantes hyperboliques de ~ en 
effectuant un changement de variables sur ses composantes bicomp1exes. 
PhyReu15v18v12v9xilepixi2ee = P1ot3D [a0 3/ 2 Reun1 [x + y, x - y, nl, n2, 11, 12], 
{x, 0, 20}, {y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshSty1e -+ Automatic, 
Co1orFunctionSca1ing -+ True, Co1orFunction -+ Function [ {x, y, z}, Hue [z] ] , 
BoundarySty1e -+ Directive [Blue, Thickness[0.006]], P1otSty1e -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Automatic, Automatic, {l, l}}, 
AxesSty1e - > Thickness[0.007], Boxed -+ Fa1se, P10tRange -+ Automatic, 
AspectRatio -+ l, MaxRecursion -+ 6, P1otPoints -+ 120, 
Ticks -+ {Automatic, Automatic, {{_lO -s, "_10 - SI}, {2*10-5, 112X10- 511 }}}, 
TicksSty1e -+ Directive [50], AxesLabe1 -> {Text [Style ["xe ", Blue, 55]], 
Text [Style ["Ye", Blue, 55]] (*, Text [Style ["ao 3/ 2Reunl", Blue, 55]] *)}] 
On génère et exporte l'image en png. 
JM-fct sradiales_m 2.nb 13 
Il = ImageCrop [ 
Rasterize[PhyReu15v18v12v9xi1epixi2ee, ImageSize ~ 800, ImageResolution ~ 300]]; 
Export [" PhyReu15v18v12v9xi1epixi2ee . png ", Il]; 
Similairement pour Hyunl, on a 
PhyHyu15v18v12v9xi1epixi2ee = Plot3D [ a0 31 2 Hyunl [x + y, x - y, n1, n2, Il, 12], 
{x, 0, 20}, {y, - 4, 4}, ImageSize ~ 450, Mesh ~ 50, MeshStyle ~ Automatic, 
ColorFunctionScaling ~ True, ColorFunction ~ Function [{x, y, z}, Hue [z]] , 
BoundaryStyle ~ Directive [Blue, Thickness[O.006]], PlotStyle ~ Opacity[l], 
Axes ~ True, AxesEdge -> {Automatic, Automatic, {l, 1}}, AxesStyle -> Thickness[0.007], 
Boxed ~ False, PlotRange ~ Automatic, AspectRatio ~ 1, MaxRecursion ~ 6, 
PlotPoints ~ 120, Ticks ~ {Automatic, Automatic, {{O, "0 "}, {2 * 10 - 5 , 112X10 - 511 }}}, 
TicksStyle ~ Directive [50], AxesLabel - > {Text [ Style [ Il x~ ", Blue, 55]], 
Text [Style ["y~ ", Blue, 55]] (* , Text [Style [" ao 31 2Hyunl", Blue, 55] ] *) } ] 
I2 = ImageCrop [ 
Rasterize[PhyHyu15v18v12v9xi1epixi2ee, ImageSize ~ 800, ImageResolution ~ 300]]; 
Export [" PhyHyu15v18v12v9xi1epixi2ee . png ", I2]; 
Finalement, pour le carré de Nunl, 
PhyNu15v18v12v9xi1epixi2ee = Plot3D [a0 3 Nunl [x + y, x - y, n1, n2, 11, 12] 2, 
{x, 0, 20}, {y, - 4, 4}, ImageSize ~ 450, Mesh ~ 50, MeshSty1e ~ Automatic, 
Co1orFunctionSca1ing ~ True, Co1orFunction ~ Function[{x, y, z}, Hue[z]], 
BoundarySty1e ~ Directive [Blue, Thickness[O.006]], P1otSty1e ~ Opacity[l], 
Axes ~ True, AxesEdge -> {Automatic, Automatic, {l, 1}}, 
AxesStyle -> Thickness [0.007], Boxed ~ False, PlotRange ~ Automatic, 
AspectRatio ~ 1, MaxRecursion ~ 6, P1otPoints ~ 120, 
Ticks ~ {Automatic, Automatic, {{2*10 - 10 , "2X10 - 10 ,,}, {4*10 - 10 , "4X10 - 10 ,,}}}, 
TicksSty1e ~ Directive [50], AxesLabe1 -> {Text[Sty1e["x~l, Blue, 55]] , 
Text [Style ["y~", Blue, 55]] (*, Text [Style ["ao 3 Nun12 Il ,Blue, 55]] *)}] 
I3 = ImageCrop [ 
Rasterize[PhyNu15v18v12v9xi1epixi2ee, ImageSize ~ 800, ImageReso1ution ~ 300]]; 
Export [" PhyNu15v18v12v9xi1epixi2ee . png ", I3]; 
Domaine standard {=l , ne{1 , 2, ... , oo} et le{O,l, ... ,n-l} 
On trace des surfaces d'onde radiales pour ReunI, Hyunl et le carré de Nunl 
avec ç1=ç2, n1=n2 et 11=12 en considérant tout de même C comme une quantité 
hyperbolique. C'est le cas standard en 3d . 
C1ear [ ç1, ç2, n1, n2, 11, 12] 
n1 = n; n2 = n; n = 25; Il = 1; 12 = 1; 1 = 12; ç1 = ç; ç2 = ç; ç = 1; 
4 1 JM-fctsradiale s_m2.nb 
PhyReu25v25v12v12xi1e1pOOxi2e1pOO = Plot3D [a0 3/ 2 Reunl [X + y, X - y, nl, 02, 11, 12], 
{x, 0, 20}, {y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshStyle -+ Automatic, 
ColorFunctionScaling -+ True, ColorFunction -+ Function[{x, y, z}, Hue[z]], 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Automatic, Automatic, {l, 1}}, AxesStyle -> Thickness[0.007], 
Boxed -+ False, PlotRange -+ Automatic, AspectRatio -+ 1, MaxRecursion -+ 6, 
PlotPoints -+ 120, Ticks -+ {Automatic, Automatic, {{D, "O"}, {2 * 10- 4 , 112X10- 411 }}}, 
TicksStyle -+ Directive [50], AxesLabel -> {Text [Style ["X~ ", Blue, 55]], 
Text [Style ["y~", Blue, 55]] (*, Text [Style ["ao 3/2 Reunl", Blue, 55]] *)}] 
I4 = ImageCrop [Rasterize [ 
PhyReu25v25v12v12xi1e1pOOxi2e1pOO, ImageSize -+ 800, ImageResolution -+ 300]]; 
Export [" PhyReu25v25v12v12xi1e1pOOxi2e1pOO . png ", 14]; 
PhyHyu25v25v12v12xile1pOOxi2e1pOO = Plot3D [a0 3/ 2 Hyunl [x + y, x - y, n1, 02, 11, 12], 
{x, 0, 20}, {y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshStyle -+ Automatic, 
ColorFunctionScaling -+ True, ColorFunction -+ Function[{x, y, z}, Hue[z]], 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Automatic, Automatic, {l, 1}}, 
AxesStyle -> Thickness[0.007], Boxed -+ False, PlotRange -+ Automatic, 
AspectRatio -+ 1, MaxRecursion -+ 6, PlotPoints -+ 120, 
Ticks -+ {Automatic, Automatic, {{-2*10- 4 , "-2X10-41 }, {O, "O"}, {2*10-4 , 112X10- 411 }}}, 
TicksStyle -+ Directive[50], AxesLabel-> {Text[Style["x~l, Blue, 55]], 
Text [Style ["y~", Blue, 55]] (*, Text [Style ["ao 3/2 Hyunl", Blue, 55]] *)}] 
15 = ImageCrop [Rasterize [ 
PhyHyu25v25v12v12xi1e1pOOxi2e1pOO, ImageSize -+ 800, ImageResolution -+ 300]]; 
Export [" PhyHyu25v25v12v12xile1pOOxi2e1pOO . png ", 15]; 
PhyNu25v25v12v12xile1pOOxi2e1pOO = Plot3D [a0 3 Nunl [x + y, x - y, n1, 02, 11, 12] 2, 
{x, 0, 20}, {y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshStyle -+ Automatic, 
ColorFunctionScaling -+ True, ColorFunction -+ Function [{x, y, z}, Hue [z] ] , 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Automatic, Automatic, {l, 1}}, 
AxesStyle -> Thickness[0.007], Boxed -+ False, PlotRange -+ Automatic, 
AspectRatio -+ 1, MaxRecursion -+ 6, PlotPoints -+ 120, Ticks -+ {Automatic, 
Automatic, {{2*10-8 , 112X10- 811 }, {4*10-8 , 114X10- 811 }, {6*10-8 , 116X10- 811 }}}, 
TicksStyle -+ Directive [50], AxesLabel -> {Text [Style ["X~ ", Blue, 55]], 
Text [Style ["y~", Blue, 55]] (*, Text [Style ["ao 3 Nun12 Il , Blue, 55]] *)}] 
16 = ImageCrop [ 
Rasterize[PhyNu25v25v12v12xi1e1pOOxi2e1pOO, ImageSize -+ 800, ImageResolution -+ 300]]; 
Export ["PhyNu25v25v12v12xile1pOOxi2e1pOO .png", 16]; 
Fonctions propres 2D dépendantes de p:=2Zr/aO 
Clear [ {l, {2, n1, 02, 11, 12] 




çl- 2 ç2 - 2 
Plot [Evaluate [Table [a0 3/ 2 Reunl[p --, p --, n1, n2, 11, 12], {ç2, 0.52, 1, 0.12}]], 
n1 n2 
{p, 0, 249}, ImageSize ~ 800, 
PlotStyle ~ {{Red, Thickness[O.Ol]}, {Green, Thickness[O.Ol]}, 
{Blue, Thickness[O.Ol]}, {Yellow, Thickness[O.Ol]}, {Purple, Thickness[O.Ol]}}, 
Axes ~ True, AxesStyle -> Thickness[0.006], PlotRange ~ {{O, 249}, {-0.025, 0.025}}, 
AspectRatio ~ 1, MaxRecursion ~ 8, PlotPoints ~ 200, 
Ticks ~ Autamatic, TicksStyle ~ Directive[40], 
AxesLabel-> {Text [Style ["p", Blue, 45]] (*,Text[StYle["Re(U)",BlUe,45)]*)}] 
l7 = ImageCrop[Rasterize[PhyReu2D8v7v6v5xi1e1pOOxi2eOp52a1pOOiOp12, 
ImageSize ~ 800, ImageResolution ~ 300]]; 
Export [" PhyReu2D8v7v6v5xile1pOOxi2eOp52a1pOOiOp12. png ", l7]; 
Clear [ç2] 
PhyHyu2D8v7v6v5xi1e1pOOxi2eOp52a1pOOiOp12 = 
çl - 2 ç2- 2 
Plot [ Evaluate [Table [a0 3 / 2 Hyunl [p --, p --, n1, n2, 11, 12], {ç2, 0.52, 1, 0.12}]], 
n1 n2 
{p, 0, 249}, ImageSize ~ 800, 
PlotStyle ~ {{Red, Thickness[O.Ol]}, {Green, Thickness[O.Ol]}, 
{Blue, Thickness[O.Ol]}, {Yellow, Thickness[O.Ol]}, {Purple, Thickness[O.Ol]}}, 
Axes ~ True, AxesStyle -> Thickness[0.006], PlotRange ~ {{O, 249}, {-0.025, 0.025}}, 
AspectRatio ~ 1, MaxRecursion ~ 8, PlotPoints ~ 200, 
Ticks ~ Autamatic, TicksStyle ~ Directive[40], 
AxesLabel -> {Text [Style ["p", Blue, 45)] (*, Text [Style ["Hy (u) ", Blue, 45)] *)}] 
l8 = ImageCrop [Rasterize [PhyHyu2D8v7v6v5xile1pOOxi2eOp52a1pOOiOp12, 
ImageSize ~ 800, ImageResolution ~ 300]]; 
Export [" PhyHyu2D8v7v6v5xile1pOOxi2eOp52a1pOOiOp12. png ", l8]; 
Clear [ç2] 
PhyNu2D8v7v6v5xi1e1pOOxi2eOp52a1pOOiOp12 = 
çl- 2 ç2 -2 
Plot [Evaluate [Table [a0 3 / 2 Nunl[P --, P --, n1, n2, 11, 12], {ç2, 0.52, 1.00, 0.12}]], 
n1 n2 
{p, 0, 249}, ImageSize ~ 800, 
PlotStyle ~ {{Red, Thickness[O.Ol]}, {Green, Thickness[O.Ol]}, 
{Blue, Thickness[O.Ol]}, {Yellow, Thickness[O.Ol]}, {Purple, Thickness[O.Ol]}}, 
Axes ~ True, AxesStyle -> Thickness[0.006], PlotRange ~ {{O, 249}, {O, 0.029}}, 
AspectRatio ~ 1, MaxRecursion ~ 8, PlotPoints ~ 200, 
Ticks ~ {Autamatic, Autamatic}, TicksStyle ~ Directive [40] , 
AxesLabel -> {Text [Style ["p", Blue, 45]] (*, Text [Style [" 1 u 1211 , Blue, 45]] *)}] 
19 = ImageCrop [Rasterize [PhyNu2D8v7v6v5xi1e1pOOxi2eOp52a1pOOiOp12, 
ImageSize ~ 800, ImageResolution ~ 300]]; 
Export [" PhyNu2D8v7v6v5xile1pO Oxi2eOp52a1pO 0 i Op12 . png ", 19]; 
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A.1.3 Surfaces hyperboliques standard 
Cette dernière section est consacrée au développement du troisième programme 
Mathematica. Il consiste en une approche mathématique différente qui explicite le 
rôle joué par chacune des quantités hyperboliques intervenant dans nos solutions ra-
diales. Celle-ci fait ressortir explicitement la nature de ces fonctions comment étant 
des polynômes réels de deux variables réelles. C'est une confirmation des résultats 
obtenus avec les programmes 1 et 2 qui met en lumière des polynômes de Laguerre 
généralisés à deux variables indépendantes dans le plan hyperbolique. Il donne égale-
ment une idée de comment travailler avec l'agèbre hyperbolique sur Mathematica sans 
pour autant définir celle-ci. 
Remove[IGlobal'*"] 
progranune 3 : Surfaces hyperboliques standard 
Définissons quelques constantes. 
Z = 1; (* nombre de protons * ) 
cO = 299792458; (*vitesse de la lumière dans le vide [m S-l]*) 
/.l0 = 4 71" * 10-7 ; (*perméabilité du vide [N A -2]*) 
1 
eO = ; (*permittivité du vide [F m- 1 ]*) 
c0 2 /.l0 
me = 9.10938291*10- 31 ; (*masse de l'électron [kg]*) 
mp = 1.672621777 * 10- 27 ; (*masse du proton [kg]*) 
me (mp Z) 
/.l = ; (* masse rédui te d' un ion hydrogénoïde [kg] * ) 
me+mp Z 
qe = 1.602176565 * 10-19 ; (*charge électrique du proton [C]*) 
qe 2 
eq = Sqrt[ ]; (*Charge électrique réduite [c F- 1 / 2 m 1 / 2]*) 
4 71" eO 
6.62606957 * 10 -34 
hb=------- (*constante de Planck réduite [J s]*) 
271" 
hb2 
aO = --; (*rayon de Bohr [m]*) 
/.l eq2 
La constante de normalisation de la fonction radiale est 
(
2 Z)3 (n-l-1)! 
uOnl [n_, 1_]:= --
n aO 2 n (n + l) ! 
La partie réelle et la partie imaginaire hyperbolique de çA(_3) sont 
respectivement données par 
2 
(xç + yç) -3 _ (xç _ yç)-3 
yçp[xc, yC] :=--------
2 
On définit la fonction Inl comme 
Inl [ n _, 1_, ~_] : = ~ l LaguerreL [ n - l - 1, 2 l + 1, ~] 
Avec la commande suivante, on peut générer n'importe lequel des polynômes ci-dessus 
pour un ~ hyperbolique. La commande Collect simplifie dans la forme Re(lnl)+Hy(lnl)j. 
Par exemple, pour n=25 et 1=12, 
2 1 JM-fctsradiales_m3.nb 
C011ect[Expand[lnl[25, 12, x+y j]] /. {j1 -+ j, j2 -+ 1, j3 -+ j, j4 -+ 1, j5 -+ j, j6 -+ 1, 
j 7 -+ j, j 8 -+ 1, j 9 -+ j, j 10 -+ 1, j 11 -+ j, j 12 -+ 1, j 13 -+ j, j 14 -+ 1, j 15 -+ j, j 16 -+ 1, 
j 17 -+ j, j 18 -+ 1, j 19 -+ j, j 20 -+ 1, j 21 -+ j, j 22 -+ 1, j 23 -+ j, j 24 -+ 1, j 25 -+ j}, j] 
En effectuant un copier-coller, on extrait manuellement la partie réelle et la partie 
imaginaire hyperbolique générée précédemment qu'on écrit respectivement comme 
62201810 x 15 
Re12512 [x_ , Y_ l := 1852482996 x 12 - 854 992152 x 13 + 174165068 x 14 - + 
3 
3217335 x 16 428978 x 17 48433 x 18 6919 X 19 629 x 20 37 X 21 37 X 22 
-----+---- ----+--- ---+---
2 5 15 80 384 1728 201600 
37 X 23 x 24 
---- + +122263877736 x 10 y2-66689387856 x 11 y2+15849021188 X 12 y2_ 
39916800 479001600 
58341008 X 15 y2 2470083 X 16 y2 
2177 063 350 x 13 y 2 + 193 040 100 x 14 y 2 _ + -------
5 5 
1183149 X 17 y2 59755 x 18 y2 1295 X 19 y2 407 x 20 y2 851 X 21 y2 
+ + + 
80 192 288 9600 3628800 
23 X 22 Y 2 
---- + 916979083020 x 8 y4 -611319388680 x 9 y4 +174339233068 x 10 y4_ 
39916800 
28301823550 x 11 y 4 + 2927774850 x 12 y 4 _ 204193528 x 13 y 4 + 9880332 x 14 y 4 _ 
6704511 X 15 y4 1015835 X 16 y4 24605 x l7 y4 7733 X 18 y4 851 x19 y4 
-------+------- ------+----- -----+ 
20 128 192 5760 103680 
23 x 20 y4 
---- + 1711694288304 x 6 y6 -1467166532832 x 7 y6 + 523017699204 x 8 y6 _ 
1036800 
311320059050 x 9 y 6 5309031728 x 11 y 6 299703404 x 12 y 6 
--------- + 12 882209340 x 10 y 6 _ + --------
55 
46931577 x l3 y6 1015835 X 14 y6 83657 X 15 y6 131461 x 16 y6 16169 x l7 y6 
+-------
------+------ ------+ 
20 16 72 9600 172 800 
437x 18 y 6 
----- + 916979083020 x 4 y 8 - 1100374899624 x 5 y 8 + 523017699204 x 6 y 8 _ 
1555200 
706443738 x 10 y 8 
133422882450 x 7 y 8 + 20703550725 x 8 y 8 _ 2085691036 x 9 y 8 + _ 
5 
261475929x 11 y 8 13205855x 12 y 8 418285x 13 y 8 131461x 14 y 8 274873x 15 y 8 
+ +------ ------+ 
40 64 96 2240 604800 
7429x 16 y 8 
----- + 122263877 736 x 2 y 10 _ 244527755472 x 3 y 10 + 174339233068 x 4 y 10 _ 
4838400 
8342764144 x 7 y 10 706443738 x 8 y 10 
62264011810 x 5 y 10 + 12882209340 x 6 y 10 _ + --------
5 5 
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319581691 x 9 y la 29052881 x la y la 1087541 x 11 y la 1708993 x 12 y la 
+ + 
40 96 144 14400 
274873 x 13 y10 7429 x 14 y10 
+ + 1852482996 Y 12 - 11114897976 x y 12 + 15 849 021188 x 2 y 12 -
259200 1814400 
28301823550 x 3 y 12 2654515864 x 5 y 12 299703404 x 6 y 12 
+ 2927774850 x 4 y12 _ + ------....:-
 
87158643 x 7 y 12 13205855 x 8 y 12 5437705 x 9 y 12 1708993 x la y 12 
+ + 
64 864 14400 20 
3573349 x 11 y 12 96577 x 12 y12 
+------ + 174165068 Y 14 - 311 009 050 x y 14 + 193 040 100 x 2 y 14 -
2851200 17107200 
20113533 x 5 y 14 1015835 x 6 y 14 59755 x 7 y 14 
58341008 x 3 y 14 + 9880332 x 4 y 14 _ + + 
20 16 24 
131461 x 8 y14 274873 x 9 y14 7429 x 10 y14 3217335 y16 7292626 x y16 
+ + + 
2240 362880 1814400 2 5 
2470083 x 2 y16 6704511 x 3 y16 1015835 x 4 y16 83657 x 5 y16 131461 x 6 y16 
+ + 
5 80 128 192 9600 
------+ + + 
1209600 4838400 15 80 192 
24605 x 3 y 18 7733 x 4 y 18 16169 x 5 y 18 437 x 6 y18 629 Y 20 259 X y20 
+ + + + 
864 5760. 518400 1555200 384 576 
851 x y22 23 x 2 y22 y24 
+ + + 
9600 518400 1036800 201600 39916800 39916800 479001600 
Hy12512[x_, y_l := 22229795952 x 11 y -11114897976 X 12 y + 2438310952 x 13 y-
7292626 x 16 y 290598 x 17 y 131461 X 18 Y 
311009050 x 14 y + 25738680 x 15 y - + + 
5 5 80 
3145 X 19 Y 259 x 20 y 407 X 21 Y 851 X 22 Y X 23 Y 
+ + + 407546259120 x 9 y 3 -
96 576 100800 39916800 19958400 
28301823550 x 12 y 3 
244527755472 x la y3 + 63396084752 x 11 y3 _ + 900853800 x 13 y3_ 
3 
13173776 X 15 y3 6704511 x 16 y3 59755 x 17 y3 
58341008 x 14 y3 + _ + ------
5 80 32 
24605 x 18 y 3 851 x 20 y3 23 x 21 y3 
+ ---- + 1467 166 532 832 x 7 y 5 -+ 
864 1440 518400 5443200 
1100374899624 x 8 y 5 + 348678466136 x 9 y 5 _ 62264011810 x la y 5 + 7 026 659 640 x 11 y 5 -
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2654515864 x 12 yS 138324648 x 13 yS 20113533 x 14 yS 203167 x 1S yS 
+ + 
5 5 20 8 
83657 x 16 yS 7733 X 17 yS 16169 X 18 yS 23 X 19 yS 
+ + + 1467 166 532 832 x S y 7 -
192 1600 518400 259200 
1467166532832 x 6 y 7 + 597734513376 x 7 y 7 _ 133422882450 x 8 y 7 + 18403156200 x 9 y 7 -
8342764144 x 10 y 7 513777 264 x 11 y 7 87158643 x 12 y 7 1015835 x 13 y 7 
---------+-------- -------+-------
5 5 20 8 
59755 x 14 y 7 131461 X lS y 7 
+ 
437 X 17 Y 7 
+ + 407546259120 x 3 y 9 _ 
24 4200 1209600 604800 
311320059050 x 6 y 9 
611319388680 x 4 y 9 + 348678466136 x S y 9 _ + 18403156200 x 7 y 9 _ 
3 
470962492 x 9 y9 319581691 x 10 y9 13205855 x 11 y9 
2085691036 x 8 y 9 + + -------
5437705 x 12 y 9 
40 
274873x 14 y 9 7429x 1S y 9 
48 
-------+------ + ----- + 22229795952 x y 11 -
864 1440 362880 2721600 
66689387856 x 2 y 11 + 63396084752 x 3 y 11 _ 28301823550 x 4 y 11 + 7 026 659 640 x S y 11 -
5309031728 x 6 y11 513777264 x 7 y 11 261475929 x 8 y11 13 205 855 x 9 y 11 
+ + 
5 5 40 48 
1087541 x 10 y11 155363 x 11 y 11 3573349 x 12 y 11 7429x 13 y11 
- 854992152 Y 13 + + + 
144 1200 2851200 1425600 
2438310952 X y13 _ 2177063350 x 2 y13 + 900853800 x 3 y13 _ 204193528 x 4 y13 + 
138324648 x S y 13 46931577 x: 6 y 13 1015835 x 7 y 13 418285 x 8 y 13 
5 






62201810 Y lS 
------- + ----- ------ + 25738680 x y lS -
1440 259200 1425600 3 
5 5 20 8 72 
131461 x 7 y1S 274873 x 8 y1S 7429 x 9 y1S 428978 y17 290598 X y17 
+ + 
4200 604800 2721600 5 5 
1183149x 2 y17 59755x 3 y17 24605x 4 y17 7733x S y17 16169x 6 y 17 
+ + ------+ 
80 32 192 1600 172 800 
----+----- ----- + ----- ----- + 
604800 80 96 288 1440 103680 
X y 23 
---+---- -----+---- ----+ 
259200 1728 100800 3628800 5443200 39916800 19958400 
+ 
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La partie réelle, la partie imaginaire hyperbolique et la norme de la fonction 
radiale sont données par 
x 
Reu25l2[xC, YC, x_ , y_] := Sqrt[uOnl[25, 12]] Exp[--] 
2 
( (X~p [x~, y~] Cosh [~ ] - y~p [xC y~] Sinh [~ ]) Re12512 [x, y] + 
(y~p[X~' y~] COSh[~] -x~p[x~, y~] Sinh[~]) Hy125l2[x, y]) 
X 
Hyu25l2[xC, yC, x_ , y_] :=Sqrt[uOnl[25, 12]] Exp[--] 
2 
(( x~p [x~, y~] Cosh [~ ] - y~p [x~, y~] Sinh [~ ]) Hy125l2 [x, y] + 
(y~p[X~' y~] COSh[~] -x~p[x~, y~] Sinh[~]) Re125l2[x, y]) 
Nu25l2[xC, yC, x_ , y_] :=Sqrt[Reu25l2[XC yC x, y] 2 +HYU25l2[xC yC x, y] 2] 
En traçant ces fonctions, on obtient les mêmes résultats qu'avec le programme 2. 
Phy3DReu25l2 = Plot3D [ a0 3/ 2 Reu25l2 [l, 0, x, y], {x, 0, 20}, 
{y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshStyle -+ Autamatic, 
ColorFunctionScaling -+ True, ColorFunction -+ Function[{x, y, z}, Hue[z]], 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Autamatic, Autamatic, {l, l}}, AxesStyle -> Thickness[0.007], 
Boxed -+ False, PlotRange -+ Autamatic, AspectRatio -+ l, MaxRecursion -+ 5, 
PlotPoints -+ 60, Ticks -+ {Autamatic, Automatic, {{O, "O"}, {2 .*10 -4, 112X10- 411 }}}, 
TicksStyle -+ Directive [50], AxesLabel -> {Text [Style ["X,", Blue, 55]], 
Text [Style ["y,", Blue, 55]] (*, Text [Style ["ao 3/2 Reunl", Blue, 55]] *)}] 
19 = ImageCrop[Rasterize[Phy3DReu25l2, ImageSize -+ 800, ImageResolution -+ 300]]; 
Export [ Il Phy3DReu2 512 . png ", l 9] ; 
Phy3DHyu25l2 = Plot3D [ a0 3/ 2 Hyu25l2 [l, 0, x, y], {x, 0, 20}, 
{y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshStyle -+ Autamatic, 
ColorFunctionScaling -+ True, ColorFunction -+ Function[{x, y, z}, Hue[z]], 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge -> {Autamatic, Automatic, {l, l}}, 
AxesStyle -> Thickness[0.007], Boxed -+ False, PlotRange -+ Autamatic, 
AspectRatio -+ l, MaxRecursion -+ 5, PlotPoints -+ 60, 
Ticks -+ {Automatic, Autamatic, {{-2*10- 4, "_2X10 - 41 }, {O, "O"}, {2*10 - 4, 112X10 - 411 }}}, 
TicksStyle -+ Directive [50], AxesLabel - > {Text [Style ["X, ", Blue, 55]], 
Text [Style ["y, ", Blue, 55]] (*, Text [Style ["ao 3/2 Hyunl", Blue, 55] ]*)}] 
IlO = ImageCrop [Rasterize [Phy3DHyu25l2, ImageSize -+ 800, ImageResolution -+ 300)); 
Export [" Phy3DHyu25l2. png ", I10]; 
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Phy3DNu2512 = P1ot3D [a0 3 Nu2512 [1, 0, x, y] 2, {x, 0, 20}, 
{y, - 4, 4}, ImageSize -+ 450, Mesh -+ 50, MeshSty1e -+ Automatic, 
COlorFunctionScaling -+ True, ColorFunction -+ Function[{x, y, z}, Hue[z]], 
BoundaryStyle -+ Directive [Blue, Thickness[0.006]], PlotStyle -+ Opacity[l], 
Axes -+ True, AxesEdge - > {Autamatic, Automatic, {l, Il}, 
AxesStyle -> Thickness[0.007], Boxed -+ False, PlotRange -+ Autamatic, 
AspectRatio -+ 1, MaxRecursion -+ 5, PlotPoints -+ 60, Ticks -+ {Automatic, 
Autamatic, {{2*10 - S , 112X10 - SII }, {4*10 - S , 114x10 - SII }, {6*10 - s , 116X10 - SII }}}, 
TicksStyle -+ Directive [50], AxesLabel -> {Text [Style [" x~ ", Blue, 55]], 
Text [Style ["y~", Blue, 55]] (*, Text [Style ["ao 3 Nunl 2 Il , Blue, 55]] *)}] 
III = ImageCrop [Rasterize [Phy3DNu2512, ImageSize -+ 800, ImageResolution -+ 300]]; 
Export [" Phy3DNu2512. png ", Ill]; 
En regardant la coupe y~=O, on obtient les mêmes résultats qu'avec le programme 1. 
Phy2DReu2 512 = 
Plot[a0 312 Reu2512 [1, 0, x, 0], {x, 0, 20}, PlotRange -+ Automatic, ImageSize -+ 450, 
PlotStyle -+ Directive[Thickness[0.006]], PlotPoints -+ 50, MaxRecursion -+ 5, 
AxesStyle -+ Thickness[0.007], Ticks -+ Automatic, TicksStyle -+ Directive [20], 
AxesLabel -+ {Text [ Style [ Il ~ ", Blue, 24]], Text [ Style [ Il ao 31 2 ReunI ", Blue, 24]]}] 
Phy2DHyu2 512 = 
Plot [a0 312 Hyu2512 [1, 0, x, 0], {x, 0, 20}, PlotRange -+ Automatic, ImageSize -+ 450, 
PlotStyle -+ Directive[Thickness[0.006]], PlotPoints -+ 50, MaxRecursion -+ 5, 
AxesStyle -+ Thickness[0.007], Ticks -+ Automatic, TicksStyle -+ Directive[20], 
AxesLabel -+ {Text[Style["~", Blue, 24]], Text[Style["ao312Hyunl", Blue, 24]]}] 
Phy2DNu2512 = 
Plot [ a0 3 Nu2512 [1, 0, x, 0] 2, {x, 0, 20}, PlotRange -+ Automatic, ImageSize -+ 450, 
PlotStyle -+ Directive [Thickness [0.006] ], PlotPoints -+ 50, MaxRecursion -+ 5, 
AxesStyle -+ Thickness[0.007], Ticks -+ Autamatic, TicksStyle -+ Directive [20], 
AxesLabel -+ {Text [ Style [" ~ ", Blue, 24]], Text [ Style [" ao 3 Nunl 2 ", Blue, 24]]}] 
B Quelques preuves 
Dans cet appendice, nous présenterons d 'abord quelques résultats intéressants im-
pliquant le symbole de Levi-Civita. Ensuite, en utilisant ceux-ci, nous ferons la preuve 
en détail que les opérateurs bicomplexes H , Li et Aj satisfont aux relations (21) à 
(25) de l'article [36] avec l'indice s supprimé. La preuve donnée dans l'article, qui se 
base sur des résultats bien connus en mécanique quantique, est complète, mais nous 
voulons ici travailler directement avec les opérateurs bicomplexes. 
B.I Le symbole de Levi-Civita 
Le symbole de Levi-Civita est défini comme [24] 
+1, si (ijk) est une permutation paire de (123) 
Eijk := -1, si (ijk) est une permutation impaire de (123) . (BI) 
0, autrement 
C'est une fonction du triplet (ij k) qui, par définition, est antisymétrique par rapport 
à toute permutation de deux indices, c'est-à-dire, 
(B2) 
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Avec la définition et cette dernière propriété, on montre facilement que pour tout 
opérateur linéaire Ai , Bj et Ck, avec i,j,k E {1,2,3}, 
L Eabe (AbBe + A cBb) = 0, 
bc 
be bc 
où il est sous-entendu que les sommes s'effectuent de 1 à 3. 
(B3) 
bc 
Il existe une relation remarquable entre la somme sur un indice commun du produit 
de deux symboles de Levi-Civita et la différence des produits de deux delta de Kro-
necker dont les indices ne contiennent pas l'indice sommé. Ce théorème rend possible 
les calculs de commutateur compliqués impliquant ce symbole. En particulier, celui-ci 
sera la clé ultime de la preuve des équations (21) à (25) que nous allons développer à 
la section suivante. Il s'écrit symboliquement 
Preuve. 
3 L Ei jkElmk = 6il6 jm - 6 im6jl . 
k= l 
(B6) 
Puisque i, j, l, m peuvent respectivement prendre 3 valeurs chacun et k est un 
indice muet , la relation (B6) représente en fait 34 = 81 cas possibles, un pour chaque 
quadruplet ijlm. Effectuons une preuve exhaustive de tous les cas, 
1. Si on impose la contrainte i = j, on vérifie les 33 = 27 cas 
3 L EjjkElmk = 6j l6jm - 6jm6jl 
k= l 
2. Si i =J j et l = m, on a également les 24 cas suivant 
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3. Si i i- j , l i- m, 
(a) i = l, il faut vérifier l'équation 
3 L EljkElmk = 6jm - 6lm 6jl 
k=l 
6 fois, une pour chaque quadruplet ljlm qui respecte l i- j, l i- m et j i- m. 
C'est dire que pour tout 
ljlm E {1213,1312, 2123, 2321 ,3132,3231} , 
3 L EljkElmk = 6jm - 6lm 6j l 
k=l 
(b) i = m, il faut vérifier l'équation 
3 L EmjkElmk = 6m l6jm - 6j l 
k=l 
0=0. 
6 fois, une pour chaque quadruplet mjlm qui respecte m i- j, m i- l et 
j i- l . C'est dire que pour tout 
mjlm E {1231 , 1321, 2132, 2312,3123,3213} , 
3 L EmjkElmk = 6ml6jm - 6jl 
k=l 
(c) j = m, il faut vérifier l'équation 
3 L EimkElmk = 6il - 6im6ml 
k=l 
0=0. 
6 fois, une pour chaque quadruplet imlm qui respecte m i- i, m i- l et 
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i #- l. C'est dire que pour tout 
imlm E {2131 , 3121 , 1232, 3212,1323, 2313} , 
3 L éimkélmk = 6il - 6im6m l 
k=l 
0 = 0. 
(d) j = l, il faut vérifier l'équation 
3 L éilk élmk = 6 il6lm - 6im 
k=l 
6 fois , une pour chaque quadruplet i llm qui respecte l #- i, l #- m et i #- m. 
C'est dire que pour tout 
illm E {2113, 3112, 1223, 3221 , 1332, 2331 } , 
3 L éilkélmk = 6il 6lm - 6im 
k=l 
0=0. 
(e) i = l et j = m, il faut vérifier l'équation 
6 fois , une pour chaque quadruplet lmlm qui respecte i #- j, l #- m, i = l 
et j = m. C'est dire que pour tout 
lmlm E {2323, 3232, 1313,3131 , 1212, 2121} , 
3 L élmkélmk = 6116mm - 6lm 6 m l 
k=l 
1 = 1. 
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(f) i = m et j = l , il faut vérifier l'équation 
Emil Elml + Eml2Elm2 + Eml3Elm3 = -1 
6 fois , une pour chaque quadruplet mllm qui respecte i =1=- j, l =1=- m, i = m 
et j = l. C'est dire que pour tout 
mllm E {2332, 3223,1331,3113,1221, 2112} , 
3 L EmlkElmk = 6m l6lm - 6mm611 
k=l 
-1 = -1. 
Notons que l'antisymétrie du symbole de Levi-Civita induit trois redondances dans 
chacun des cas (e) et (f). On a ainsi trouvé les 75 identités 0 = 0, les 3 identités 1 = 1 
et les 3 identités -1 = -1 associées à l'équation (B6). D 
B.2 Certains commutateurs 
Avec le symbole de Levi-Civita, l'identité (B6) et les propriétés des commutateurs, 
on peut calculer les relations de commutation des composantes du moment cinétique 
L d'un seul coup 
[Li , Lj] = [L EikeXkPe, L EjmnXmpn] 
ke mn 
= L EikeEjmn { XkPeXmPn - XmPnXkPe} 
kemn 
= L EikeEjmn { X k (XmPe - ilMmeç,I) Pn - X m (XkPn - i l lï6knÇI) Pe} 
kemn 
= il 'ri L Eike Ejmn6kn X m P e - il'rl L Eike Ejmn6meX k P n 
kemn kemn 
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~ i,~ {~ (~ €ik'€jmk) XmF, -~ (~ €iki€j,n) XkFn } 
= il TJ {L (6ej6im - 6em6ij) XmPe - L (6in6kj - 6ij6kn) Xkpn} 
em kn 
= i l TJ { L 6ej6imXmPe - L 6em6ijX mPe - L 6in6kjXkPn + L 6ij6knXkPn } 
em em kn kn 
= i l TJ { L 6ej6im [XmPe - XePm]- 6ij L 6em [XmPe - XmPe]} 
em em 
= ilTJ{XiPj - XjPi} = ilTJ {L 6ia6jbXaPb - L6ib6jaXaPb} 
ab ab 
= il TJ L (6ia6jb - 6ib6ja) XaPb = il TJ L (L EijkEabk ) XaPb 
ab ab k 
= il TJ L EijkLk o 
k 
(B7) 
Les relations de commutation du moment cinétique L avec l'opérateur position R et 
impulsion P s'évaluent de la façon suivante 
[Li, X j] = [L EikiXkPe, X j] = L Eike [XkPe, X j] 
ke ke 
= L Eike {Xk [Pe, X j] + [Xk, X j] Pe} = - L EikeXk [Xj , Pel 
ke ke 
= - L EikeXk{ilMje,;!} = ilTJ L EijkXk, (B8) 
ke k 
[Li, Pj] = [L EiakXaPk, Pj] = L Eiak [XaPk, Pj] 
ak ak 
= L Eiak {Xa [Pk, Pj] + [Xa, Pj] Pk} = L Eiak [Xa, Pj] Pk 
ak ak 
= L Eiak {il Maj<;!}Pk = ilTJ L EijkPk o (B9) 
ak k 
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On obtient également, en utilisant (B8) et l'antisymétrie de Eijk, que 
[Li' R2] = [Li' L XaXa] = L [Li, X aX a] = L {Xa [Li, X a] + [Li, X a] X a} 
a a a 
~ ~ ( Xa { i l ry ~ 'iabX, } + { i l ry ~ 'w'X, } Xa) 
= i l 'Tl L Eiab (XaX b + XbXa) = 0 (BlO) 
ab 
Similairement , en utilisant (B9) et l'antisymétrie de Eijk, on a que 
[Li' p 2] = [Li, L PaPa] = L [Li, PaPa] = L {Pa [Li' Pa] + [Li, Pa] Pa} 
a a a 
~ ~ (Pa {il ry ~ 'iabP,} + {il ry ~ 'ia,P, } Pa) 
= i l'Tl L Eiab (PaPb + PbPa) = 0 (Bl1) 
ab 
Puisque les Li commute avec R2 et p 2, ils commutent avec toutes fonctions f(R ) 
et g( P) si on définit celles-ci en séries de puissances entières avec coefficients bicom-
plexes. Les résultats (BlO) et (Bl1) impliquent directement que {H, Li, L2} forment 
un ensemble d 'opérateurs commutants pour tout hamiltonien avec potentiel central. 
En effet, 
[L2, Li] = [L L%, Li] = L [LkLk, Li] = L {Lk [Lk, Li] + [Lk, Li] Lk } 
k k k 
~ ~ (Lk {il ry ~ 'kiaLa} + {il ry ~ 'haLa} Lk) 
(Bl2) 
ak 
[H, Li] = [ 2~ p 2 + V(R) , Li] = 2~ [p2, Li] + [V(R) , Li] = 0, (Bl3) 
[H, L2] = [H' ~ L:] = L [H, LiLi] = L {Li [H, Li] + [H, Li] Li} = O. (Bl4) 
2 2 2 
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En général, on utilise le fait que ces opérateurs ont des fonctions propres communes et 
on cherche celles-ci afin d'obtenir la fonction d'onde des ions hydrogénoïdes [24, 23]. 
B.3 Preuves de (21) à (25) 
Nous allons faire la démonstration des relations (21) à (25) de [36] avec l'indice s 
supprimé en nous basant sur le développement de [62, 63]. Pour ce faire , nous allons 
utiliser la représentation des coordonnées introduite en (39) à (41). Bien qu'elles soient 
très calculatoires, ces démonstrations sont directes et ne présentent aucun problème 
conceptuel. 
Établissons tout d'abord quelques résultats qui nous seront utiles , en commençant 
par certaines propriétés des commutateurs. Si deux opérateurs linéaires A et B com-
mutent respectivement avec leur commutateur, i.e. 
[A , [A, B]] = 0 et [B, [A , B]] = 0, 
alors 
et 
Pour n = 2, nous avons 
[A 2 , B] = AAB - BAA = ABA - BAA + AAB - ABA 
= [A,B]A +A[A, B] = A[A,B] +A[A,B] = 2A [A , B], 
[A , B2] = ABB - BBA = BAB - BBA + ABB - BAB 




comme hypothèse d 'induction et on vérifie que 
et 
[Ak, B] = [AAk-l, B] = A [Ak-l, B] + [A , Bl Ak-l 
= A (k - 1) An - 2 [A , Bl + [A , Bl Ak-l 
= (k - 1) Ak-l [A , Bl + Ak- l [A , Bl 
= kAk- 1 [A , Bl . 
[A , Bk] = [A, BBk- l] = B [A , Bk-l] + [A , Bl Bk-l 
= B (k - 1) B n - 2 [A , Bl + [A, Bl Bk-l 
= (k - 1) Bk- l [A , Bl + Bk-l [A , Bl 
= kBk- l [A , Bl. 
En vertu de la définition (40) et (41), on a maintenant 
[~ , f(R)l 'lj; (r) = -il 71 {a~i [f(R) 'lj; (r)l- f(R) a~i 'lj; (r)} 
{ a a a } = -il 71 ax/(r) 'lj;( r) + f(r) aXi 'lj;(r) - f(r) aXi 'lj;( r) 
= -il 71 a~/(r) 'lj; (r) . 
Ceci veut dire que 
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On a également, 
[Xi, f(P)] = [Xi, L tabcPia pl p~] = L tabc [Xi' ~a pl p~] 
abc abc 
= L tabc {Pt pl [Xi, P~] + Pia [Xi' pn P~ + [Xi, Pt] pl p~} 
abc 
[Xi, f(P)] = i l 77 L tabc {aPt-1} pl P~ = i l 77 a~i f(P) . 
abc 
Pour démontrer la relation (21), on commence par montrer, comme nous l'avions déjà 
mentionné, que l'hamiltonien des ions hydrogénoïdes H , donné par (11) , commute 
avec Li. En effet, en utilisant la notation ae pour désigner la dérivée partielle par 
rapport à Xe, 
[ 1 Z e
2 1 1 2 [ -1 ] [H, Li]= 2jjP.P- R ,Li = 2jjlP.:, Lil-Ze R , Li 
o 
= -Ze2 [R-1, L CiabXaPb] = -Ze2 L ciab [R- 1, XaPb] 
ab ab 
= -Ze2 L ciab {Xa [R- 1,pb] + [R- 1,X a] Pb} 
ab "-v--" 
o 
= Z e2 L ciabXa [Pb, R - 1] = Z e2 L ciabXa (- il 77abR- 1) 
ab ab 
. 2"" {Il} il77Z e2 "" 
= - ll77Z e ~ ciabXa - R2 2R 2Xb = R3 ~ CiabXaXb 
~ ~ 
il77Z e2 "" 
= 2R3 ~ Ciab (XaXb - XbXa) = O. 
ab 
On calcule maintenant la relation de commutation suivante dont nous aurons besoin 
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Pour le commutateur de Ai avec H , 
Toutefois, 
et 
[I: Cijk PjLk - ilTJ~ , Hl = I: CijdPjLk, Hl- i1TJ [Pi, Hl jk jk 
= I: Cijk {Pj [Lk, Hl + [Pj, Hl Lk} - i1TJ [Pi' Hl 
jk 
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= -Ze2 "'"' t:- Ok [Po ~l Lk + i nZe2 [Po ~l L..t tJ J' R 1'/ t, R jk 
, Z 2 ",", X j L ( ' )2 Z 2 Xi 
= -llTJ e L..t Eijk R3 k + IlTJ e-3 jk R 
, Z 2 ",", X j "'"' X R (' )2 Z 2X i 
= -Il TJ e L..t Eijk R3 L..t Ekab a b + Il TJ e R3 
Jk ab 
, Z 2 ",", "'"' Xjx R (' )2 Z 2X i 
= -llTJ e L..t L..t Eijk Eabk 3 a b + IlTJ e 3 jab k R R 
= -ilTJZe2 L (6ia6jb - 6ib6ja) ~;XaPb + (ilTJ)2 Ze2~~ 
Jab 
, Z 2 ",", J: J: X j X R ' Z 2 ",", J: J: X j X R (' )2 Z 2 Xi 
= -Il TJ e L..t UiaUjb R3 a b + Il TJ e L..t UibUja R3 a b + Il TJ e R3 
jab jab 
, Z2",",XjXP , Z2",",XjXp (' )2 Z 2Xi 
= -Il TJ e L..t R3 i j + Il TJ e L..t R3 j i + Il TJ e R3 
j j 
' 2Xi ",", ' 21 (' )2 2X i 
= -llTJZe R3 L..tXjPj + IlTJZe R Pi + IlTJ Ze R3 
j 
, Z 2 Xi "'"' X ( , ;:)) , Z 2 1 (, 0) (' )2 Z 2 Xi 
= -llTJ e R3 L..t j -llTJVj + IlTJ e R -llTJ OXi + IlTJ e R3 
J 
2 2 {Xi 1 a Xi "'"' } 
= TJ Ze - R3 + ROXi - R3 ~Xeoe . 
Par conséquent, 
[Ai, Hl = ~ [~ Eii,pjL' - i,liP;, H] - Ze' [i ' Hl 
TJ2 Z e2 {Xi 1 a Xi } 
= -f-l- - R3 + ROXi - R3 ~Xeoe 
TJ2 Z e2 (Xi 1 a Xi ) 
- -f-l- - R3 + R OXi - R3 ~ Xeoe = O. 
Calculons maintenant (22) : 
[Li, Aj] = [Li, ~ (~ EjfmP'Lm - i,rypj) - ze':;; ] 
90 
Mais, en faisant agir sur une certaine fonction arbitraire, on voit que 
em 
= L Ejem {Peil 'Tl L EimkLk + il 'Tl L Eiek Pk Lm } 
em k k 
~ i, ry ( ~ [~ ,;em'k;m 1 PeLk + ~ [~ 'm;"kU 1 Pk Lm ) 
= il'Tl (L [6jk6ei - 6ji6ekl PeLk + L [6mk6ji - 6mi6jkl PkLm) 
& mk 
= iL 'TL (L 6jk6eiPeLk - L 6ji6ekPeLk + L 6mk6ji PkLm - L 6mi6jkPkLm) 
ek ek mk mk 
= iL 'TL (L 6jk6ei PeLk + L [-6ji6ek PeLk + 6ke6jiPeLkl - L 6mi6jkPkLm) 
& & ~ 
= iL 'TL (L 6jk6eiPeLk - L 6mi6jkPkLm) 
ek mk 
= il 'Tl (~Lj - PjLi) = il 'Tl {L 6ia6jbPaLb - L 6ib6jaPaLb} 
ab ab 
= il 'Tl L (6ia6jb - 6ib6ja) PaLb = il 'Tl L (L EijkEabk ) PaLb 
ab ab k 
= il 'Tl L Eijk L EkabPaLb' 
k ab 
Annexe B 
On sait que 
On a donc 
Pour l'expression (23), 
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Effectuons maintenant un calcul par morceaux. Pour la 1re ligne, 
1 
2 L EickEjab {Pc [Lk ' Pa] Lb + Pa [Pc, Lb] Lk} 
f.L ckab 
= ~ L EickEjab {il TJ L EkanPcPnLb - il TJ L EbcnPaPnLk } 
f.L d~ n n · 
= il; { L EickEjabEkanPcPnLb - L EiCkEjabEbcnPaPnLk } 
f.L ckabn ckabn 
= il; {L Eick L EbjaEnkaPcPnLb - L Eick L EjabEcnbPaPnLk } 
f.L dbn a d~ b 
= il; {L Eick (6bn6jk - 6bk6jn) PcPnLb - L Eick (6jc6an - 6jn6ac) papnLk} 
f.L ckbn ckan 
= il; L Eick {L (6bn 6jk - 6bk 6jn) P cPnLb - L (6jc6an - 6jn6ac ) papnLk} 
f.L ck bn an 
= il; L Eick { L 6bn6jk P cP n L b - L 6bk 6jn P cP n L b 
f.L ck bn bn 
- L 6jc6anPaPnLk + L 6jn6acPaPnLk } 
an an 
= il; L Eick {L 6bn6jk P cP n L b - L 6jc6anPaPnLk } 
f.L ck bn an 
94 
= il; L cick { 6jk L PcPnLn - 6jc L pnpnLk} 
p, ck n n 
= il; {L Cick6jk L PcPnLn - L Cick6jc L pnpnLk} 
p, ck n ck n 
= il; {L Cicj L PcPn Ln - L Cijk L pnpnLk} 
p, c n k n 
mais 
n n ab nab 
La 2e ligne s'annule, 
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Pour la 3e ligne, 
La 4e et 5e ligne se calculent comme suit: 
96 
mais 
~{ Xa X a }  tjabXi R 3 Lb - tiabXj R3 Lb 
ab 
= L { tjabXi ~; L tbcdXcPd - tiabXj ~; L tbCdXcPd } 
ab cd cd 
= L L tjabtcdbXi ~; X cPd - L L tiabtcdbXj ~; X cPd 
acd b acd b 
= L (6j c6ad - 6jd6ac) Xi ~; X c Pd - L (6ic6ad - 6id6ac) X j ~; X c Pd 
acd acd 
~ X a ~ X a 
= ~ 6jc6adX i R3 X cPd - ~ 6jd6acX i R3 X cPd 
acd acd 
~ X a ~ X a 
- ~ 6ic6ad X j R 3 X cPd + ~ 6id6acX j R3 X cPd 
acd acd 
La 6e ligne s'annule avec la 7e car 
En regroupant tous ces résultats ensemble, on a 
Annexe B 97 
et finalement, 
PjXiR- 1 - PiXjR- 1 + XjR-1 Pi - X iR- 1 Pj 
= PjXiR-1 - (XjPi - i l "l6jiI) R- 1 + XjPiR- 1 - (il"l6j J + PjXi ) R-1 
= PjXiR- 1 - XjPiR- 1 + il "l6jiR-1 + X j PiR- 1 - il"l6jiR-1 - PjXiR- 1 = O. 
Ainsi, on trouve 
Pour la relation (24) , nous avons 
et 
98 
L'expression (25) se calcule comme suit. On commence par montrer une conséquence 
directe du théorème (B6). Soit 
L EijkEajk = L L EijkEajk = L (6ia6jj - 6ij6ja ) 
jk j k j 
= L 6ia6jj - L 6ij6ja = L 6ia - 6ia = 36ia - 6ia = 26ia , 
j j j 
d'où 
(L x P )i = L EijkLj Pk = L Eijk (il 'Tl L EjkaPa + Pk Lj ) 
jk jk a 
= il 'Tl L EijkEajkPa + L EijkPkLj 
ajk jk 





--> --> 1 2R A . A = -(P x L - L x P ) - Ze -
2~ R 
1 2 Ze2 R 
=-(PxL-LxP) --(PxL-LxP).-4~2 2~ R 
Ze2 R ( 2)2 R · R 
- --. (P x L -L x P ) + Ze --2~ R R2 . 
On évalue séparément 
(PxL-LxP? 
= (P x L - [2il'TlP - (P x L)])2 = 4(P x L - il'TlP)2 
= 4 [P x L - il 'TlP] . [P x L - il 'TlP] 
= 4 {(P x L)2 - il'Tl [(P x L ) . P + p. (P x L )] + (il 'Tl)2 p. p}. 
En brisant encore en morceaux, 
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= [P x Ll· [P x Ll = LL EijkPjLk L EiabPaLb 
i jk ab 
jkab i jkab 
= L 6ja6kbPjLkPaLb - L 6jb6kaPjLkPaLb 
jkab jkab 
= r; F;L,F;L, - r; F;L,F,L; = r; FjLd';L, - ~ Fj { ~ L,F, } L; 
= L Pj (il'TJ L EkjaPa + PjLk ) Lk = il'TJ L EjakPjPaLk + L PjPjLkLk 
jk a jak jk 
= L PjPj L LkLk = [p . P l [L . L l· 
j k 
De plus, 
(P x L ) · P = L (P x L )iPi = LEiabPaLb~ 
i ~b 
= L EiabPa (il'TJ L EbiePe + PiLb) = il'TJ L EiabEbiePaPe + L EiabPaPiLb 
iab e iabe iab 
ae bi ae a 
et 
p . (P x L ) = L Pi( P x L )i = L ~ L EiabPaLb = L EiabPiPaLb = O. 
i i ab iab 
En rassemblant les termes ensemble, 
(P x L - L x p )2 
= 4 { [p . Pl [L· Ll - il'TJ (2il'TJP, P ) + (il 'TJ)2 p . p} 
= 4 { [p. P l [L · L l + ('TJ)2 p. p} = 4 [p . P l {L. L + ('TJ)2 }. 
100 
Les autres termes sont traités de la façon suivante: 
avec l'utilisation des résultats 
et 
{
i l rJ ~ i l rJ ~ ~ Xi } • ~ Xe 
= - R ~ 8ai Eiab + R3 ~ EiabXiXa + ~ EiabJiPa Lb + 21l rJ ~ 8aeP aJi 
iab iab iab ae 
= L Eiab i PaLb + 2i l rJ L Pa ~a = ~ L (L EbiaXiPa ) Lb + 2i l rJP . ~ 
iab a b ia 
= ~L. L + 2i l rJP , R. R R 
Ceci nous permet de déterminer que 
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On a également, 
avec 
donc 
~ . (P x L - L x P ) = ~ . 2(P x L - iITJP ) 
= 2 { ~ . [P x L] - il TJ ~ . p} , 
~ . (P x L - L x P ) = 2 {~L . L - il TJ ~ . p} . 
Qui plus est, on a trivialement 
R·R Ji2 = 1. 
Par conséquent, en rassemblant tous ces résultats , 
........ 1 { 2} Z e2 { 1 . R } A·A=-[P·P] L · L+ (TJ) -- -L·L+IITJP·-
f.-l2 f.-l R R 
Z e
2 
{ 1 . R } ( 2)2 
- - -L· L - 1 TJ- . P + Z e f.-l R 1 R 
101 




[ R R 1 
= Z e +-[P·P] L·L+ (TJ) --L·L- p. ---. p , 




A2 = (Ze2)2 + ~p2 {L2 + (77)2} _ 2Ze2 L2 - il77Z e2 [-2i 77~] 
p,2 p,R p, 1 R 
= (Ze2)2 + -;'p2 {L2 + (77)2 } _ 2Ze
2 
{L2 + (77)2 } 
p, p,R 
= (Ze2)2 + [:2P2 - 2:~2] {L2 + (77)2 } 
= (Ze2)2 + ~ [~p2 _ Ze2] {L2 + (77)2 } 
p, 2p, R 
= (Ze2)2 + ~H {L2 + (77)2 }. D 
p, 
