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a b s t r a c t
A bipartite graph is Hamiltonian laceable if there exists a Hamiltonian path joining every
pair of vertices that are in different parts of the graph. It is well known that Cay(Sn, B)
is Hamiltonian laceable, where Sn is the symmetric group on {1, 2, . . . , n} and B is a
generating set consisting of transpositions of Sn. In this paper, we show that for any
F ⊆ E(Cay(Sn, B)), if |F | ≤ n − 3 and n ≥ 4, then there exists a Hamiltonian path in
Cay(Sn, B) − F joining every pair of vertices that are in different parts of the graph. The
result is optimal with respect to the number of edge faults.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Recall that a path (cycle) thatmeets every vertex of a graph is aHamiltonian path (cycle) of the graph. For a bipartite graph
G, Wong introduced the following definition: a bipartite graphG isHamiltonian laceable if there is a Hamiltonian path joining
every pair of vertices that are in different parts [28]. Fault tolerance is an important property of network performance. A
bipartite graph G is k-edge fault-tolerant Hamiltonian laceable if G− F is Hamiltonian laceable for any F ⊆ E(G)with |F | ≤ k,
where F is called a fault edge set , edges of F are called fault edges, and edges of E(G)− F are called fault-free edges.
The Hamiltonicity of graphs without fault edges have been widely studied and many interesting results have been
obtained [1,5,18,20,27]. The Hamiltonicity of graphs with fault edges have also been studied by many authors, including
hypercubes [3,10–13,15,23,26], star graphs and bubble-sort graphs [2,6,16,19,24], arrangement graphs [8,9,14,21], and
alternating group graphs and butterfly graphs [25,28].
In particular, Li et al. [19] and Araki and Kikuchi [2] showed that n-dimensional star graphs and bubble-sort graphs are
(n− 3)-edge fault-tolerant Hamiltonian laceable. A common generalization of star graphs and bubble-sort graphs, the class
of Cayley graphs generated by transposition trees, has been studied [1,4,7,17,22,29]. Motivated by the proofs presented
by Araki and Kikuchi [2] and Li et al. [19], we consider the edge fault-tolerant Hamiltonicity of Cayley graphs generated
by transposition trees. We demonstrate that Cayley graphs generated by transposition trees of order n are (n − 3)-edge
fault-tolerant Hamiltonian laceable if n ≥ 4.
The remainder of the paper is organized as follows. In Section 2, we introduce some definitions and results concerning
star graphs, bubble-sort graphs and Cayley graphs generated by transposition trees. In Section 3, we recall the definition of
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Johnson graphs and describe some results on the Hamiltonicity of Johnson graphs. In particular, we construct a mapping
from Cayley graphs generated by transposition trees with diameter 3 to Johnson graphs, which plays a key role in our proof.
In Section 4, we show that for any F ⊆ E(Cay(Sn, B)), if |F | ≤ n−3, D(TB) = 3 and n ≥ 4, then Cay(Sn, B)− F is Hamiltonian
laceable, where D(TB) denotes the diameter of TB. In Section 5, we present a special property of TB when D(TB) ≥ 3 and
n ≥ 5, and complete our proof using this property.
2. Preliminaries
All graphs considered in this paper are undirected, finite and simple. Notation and terminology not described here can
be found in the literature [7].
Let Sn, [p1p2 · · · pn] and (ij) denote the symmetric group on {1, . . . , n}, the permutation

1 2 · · · n
p1p2 · · · pn

and the permutation
1 2 · · · i · · · j · · · n
1 2 · · · j · · · i · · · n

, respectively. The permutation (ij) is said to be a transposition. A minimal transposition-generating set of Sn
is a subset B of Sn such that B is a minimal generating set consisting of transpositions. For convenience, we can describe B
by a tree, written TB, with vertex set {1, 2, . . . , n} and edge set {(i, j) : (ij) ∈ B} (Note that (i, j) represents an edge but not
a direct edge. We use this notation to avoid confusion). TB is called the transposition tree of B [7].
Definition 2.1. Let Γ be a group and S ⊆ Γ such that 1Γ ∉ S and S−1 = S, where 1Γ is the identity of Γ . The Cayley graph
Cay(Γ , S) is the graph with vertex set Γ in which vertices x and y are adjacent if and only if there exists s ∈ S such that
y = xs.
Definition 2.2. Cay(Sn, B) is a Cayley graph generated by a transposition tree if B is a minimal transposition-generating set of
Sn. In particular, Cay(Sn, B) is an n-dimensional star graph, written STn, if TB ∼= K1,n−1. Cay(Sn, B) is an n-dimensional bubble-
sort graph, written BSn, if TB ∼= Pn (Pn is a path with n vertices).
It is convenient to denote Cay(Sn, B) by Gn when no confusion arises. For any bipartite graph G, we use V0(G) and V1(G)
to denote the two different parts of G.
Let x be a permutation. The ith position of x is denoted by x(i). For example, given x = [4312] ∈ V (G4), then,
x(1) = 4, x(2) = 3, x(3) = 1 and x(4) = 2. Therefore, {x : x(n) = i} = {[p1p2 · · · pn−1i] : p1p2 · · · pn−1 range over
all permutations on {1, 2, . . . , i − 1, i + 1, . . . , n}}. The following property implies that the label of the vertex set of a
transposition tree TB does not affect the structural property of the Cayley graph generated by TB.
Property 2.1 ([7]). Let B1 and B2 be two minimal transposition generating sets of Sn. Cay(Sn, B1) ∼= Cay(Sn, B2) if and only if
TB1 ∼= TB2 .
Let Gn(j, k) denote the subgraph of Gn induced by vertex set {x : x(j) = k}. The following useful structural properties of
Gn can be found in the literature [4,17,29].
Property 2.2 ([4]). If j is a leaf of TB, then the subgraphs Gn(j, 1),Gn(j, 2), . . . ,Gn(j, n) decompose the vertex set of Gn into n
disjoint copies of Gn−1.
We say that the decomposition given in Property 2.2 is induced by the leaf j. For this decomposition, we call x′ = x(ij)
(Note that [p1 · · · pi · · · pj · · · pn](ij) = [p1 · · · pj · · · pi · · · pn]) the outgoing neighbor of x and (x, x′) the outgoing edge of x,
where i is the only neighbor of j in TB. In the following, unless stated otherwise, we always assume that n is a leaf with
neighbor n− 1 in TB and Gn(1),Gn(2), . . . ,Gn(n) is the decomposition of Gn induced by n, where Gn(i) = Gn(n, i).
Property 2.3 ([4,17,29]).
(1) There are (n− 2)! edges between Gn(i) and Gn(j) for a pair of distinct integers i and j, where i, j ∈ {1, 2, . . . , n}. We use E i,j
to denote the set formed by such (n− 2)! edges between Gn(i) and Gn(j).
(2) E i,j is an independent edge set of Gn, that is, no two edges in E i,j have a vertex in common.
(3) V (E i,j) ∩ V (Gn(i)) = (n − 2)!, V (E i,j) ∩ V0(Gn(i)) = (n−2)!2 , and V (E i,j) ∩ V1(Gn(i)) = (n−2)!2 , where V (E i,j) is the set of
vertices incident to an edge of E i,j and i ≠ j.
(4) For an n-dimensional star graph STn, the outgoing neighbors of x and y are contained in different subgraphs STn(i) if x and y
are adjacent in V (STn(j)).
Note that n− 3 < (n−2)!2 for n ≥ 5. We have the following observation by Property 2.3.
Observation 2.1. Let F be a fault edge set of Gn. If |F | ≤ n− 3 and n ≥ 5, then there exist x ∈ V0(Gn(i)), y ∈ V1(Gn(i)), w ∈
V1(Gn(j)), z ∈ V0(Gn(j)) such that (x, w), (y, z) ∈ E i,j − F for i ≠ j.
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Fig. 1. Johnson graphs J(5, 2, 1) and J(6, 3, 2).
For any s ∈ B, we think of the edge (g, gs) as being labeled by s. An edge e = (x, y) is a pair-edge if outgoing neighbors of x
and y belong to a subgraph Gn(i), that is, x(n−1) = y(n−1) and x(n) = y(n), where x(i) is the ith position of x. Thus, an edge
with label (ij) is a pair-edge if and only if {i, j} ∩ {n− 1, n} = ∅. For a pair-edge e = (x, y), e(n− 1) = x(n− 1) = y(n− 1)
and e(n) = x(n) = y(n). Clearly, if a pair-edge e = (x, y) is in Gn(i)with e(n− 1) = j, then x′ and y′ are both in Gn(j) and x′
is adjacent to y′, where x′ and y′ are the outgoing neighbors of x and y, respectively. Furthermore, the pair-edge e′ = (x′, y′)
is called the coupled pair-edge of e [16].
Li et al. [19] and Araki and Kikuchi [2] obtained the following results for STn and BSn.
Lemma 2.1 ([19]). Let x ∈ V0(BSn), y ∈ V1(BSn) and e ∈ E(BSn) such that e ≠ (x, y). If n ≥ 4, then BSn has a Hamiltonian
path joining x and y that contains e.
Lemma 2.2 ([2]). Let e = (u, v) ∈ E(BSn) and x ∈ V (BSn)−{u, v}. If n ≥ 4, then BSn−{u, v} has a Hamiltonian path starting
from x.
Theorem 2.1 ([2,19]). Star graphs STn and bubble-sort graphs BSn are (n−3)-edge fault-tolerant Hamiltonian laceable for n ≥ 4.
Theorem 2.2 ([22]). Cayley graphs Gn are Hamiltonian laceable for n ≥ 4.
3. Johnson graphs and Cartesian product
We introduce a well-known graph family, Johnson graphs J(m, k, k−1), and a useful relation between J(m, k, k−1) and
Cay(Sn, B).
Definition 3.1. Letm, k, and i be positive integers withm ≥ k ≥ i, and letΩ be a set of sizem. The vertices of J(m, k, i) are
the subsets ofΩ of size k, and two vertices are adjacent if their intersection has size i.












-regular. For m ≥ 2k, the graphs J(m, k, k − 1) are known as
Johnson graphs [7]. The graphs J(5, 2, 1) and J(6, 3, 2) are shown in Fig. 1.
A graph G is vertex (edge-transitive if its automorphism group acts transitively on V (G) (E(G)), that is, for any two distinct
vertices (edges) of G there exists an automorphism mapping one to the other.
The cartesian product of G and H , written GH , is the graph with vertex set V (G) × V (H), and two vertices (u, v) and
(u′, v′) are adjacent if and only if u = u′ and (v, v′) ∈ E(H), or v = v′ and (u, u′) ∈ E(G).
Let X ⊆ V (G) (E ⊆ E(G)). We use G[X] (G[E]) to denote the subgraph of G induced by X (E). D(G) is the diameter of graph
G. When D(TB) = 3, the following observation, which plays a key role in our proof, implies a relation between Johnson
graphs and Cay(Sn, B).
Observation 3.1. Let B = {(1m), (2m), . . . , ((m − 1)m), (m(m + 1)), ((m + 1)(m + 2)), . . . , ((m + 1)n)} and let f :
V (Cay(Sn, B)) → V (J(n, n − m, n − m − 1)) be defined as f : [x1x2 · · · xn] → {xm+1, xm+2, . . . , xn}. For every X ⊆ [n] with
|X | = n−m, the subgraph of Cay(Sn, B) induced by the inverse image of X is a connected component of Cay(Sn, B−{(m(m+1))})
isomorphic to STmSTn−m, and this component is denoted by GX .
Proof. We may assume that X = {m + 1,m + 2, . . . , n}. Let V ′ denote the inverse image of X , which is {x1 · · · xm
xm+1 · · · xn | x1 · · · xm range over all permutations on {1, . . . ,m} and xm+1 · · · xn range over all permutations on {m+1, . . . , n}}.
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We set G = Cay(Sn, B − {(m(m + 1))}) and define the horizontal edge set E1 and vertical edge set E2 as follows:
E1 = {e ∈ E(G[V ′]): the label of e belongs to {(1m), (2m), . . . , ((m − 1)m)}}; E2 = {e ∈ E(G[V ′]): the label of e belongs
to {(m(m+ 1)), ((m+ 1)(m+ 2)), . . . , ((m+ 1)n)}}.
Note that for each horizontal edge e = (x, y), x(i) = y(i), where m + 1 ≤ i ≤ n, and for each vertical edge e = (x, y),
x(i) = y(i), where 1 ≤ i ≤ m. It is easy to check that the graph G[V ′] is isomorphic to STmSTn−m. (The horizontal edges
correspond to the edges of STm and the vertical edges correspond to the edges of STn−m). Moreover, since for each v ∈ V ′ all
incident edges of v in G belong to G[V ′], the graph G[V ′] is a component of G. Thus, this observation holds. 
The following lemmas can be obtained by straightforward calculations.
Lemma 3.1. There exists a Hamiltonian path joining any two vertices in J(5, 2, 1)− F for any F ⊆ E(J(5, 2, 1)) with |F | ≤ 2.
Lemma 3.2. There exists a Hamiltonian path joining any two vertices in J(6, 3, 2)− F for any F ⊆ E(J(6, 3, 2)) with |F | ≤ 2.
A Hamiltonian cycle C of G is called a triangle-v Hamiltonian cycle, denoted by Cv , if the two neighborsw, z of v on C are
adjacent in G. We have the following two lemmas.
Lemma 3.3. There exists a triangle-v Hamiltonian cycle Cv in J(5, 2, 1) − F for any v ∈ V (J(5, 2, 1)) and F ⊆ E(J(5, 2, 1))
with |F | ≤ 2.
Lemma 3.4. There exists a triangle-v Hamiltonian cycle Cv in J(6, 3, 2) − F for any v ∈ V (J(6, 3, 2)) and F ⊆ E(J(6, 3, 2))
with |F | ≤ 3.
Let Cn denote a cycle of length n and Kn denote a complete graph with n vertices. It is not difficult to see that C6K2
is a vertex-transitive bipartite graph, and C6C6 is both a vertex-transitive and edge-transitive bipartite graph. Observing
structures of C6K2 and C6C6, we have the following lemmas.
Lemma 3.5. If x ∈ V0(C6K2), y ∈ V1(C6K2), e ∈ E(C6K2) and e ≠ (x, y), then there is a Hamiltonian path joining x and y
that contains e in C6K2.
Lemma 3.6. If x ∈ V0(C6C6), y ∈ V1(C6C6), e ∈ E(C6C6) and e ≠ (x, y), then there is a Hamiltonian path joining x and y
that contains e in C6C6.
4. D(TB) < 4
Let H1 and H2 be two subgraphs of a bipartite graph H , and let F be a fault edge set in H . We say that H1 and H2 have
propertyP with respect to F if there exist edges e and e′ such that their endpoints inH1 belong to different parts of the graph.
First, the following observation holds.
Observation 4.1. Let H = (V0∪V1, E) be a bipartite graphwith a fault edge set F and let Hi be subgraphs of H, where 1 ≤ i ≤ m,
such that V0(H) ∪ V1(H) = V (H1) ∪ V (H2) ∪ · · · ∪ V (Hm) and V (Hi) ∩ V (Hj) = ∅ for i ≠ j. For x ∈ V0(H1) and y ∈ V1(Hm),
if Hi and Hi+1 have property P with respect to F for each i, where 1 ≤ i ≤ m− 1, and Hi − F is Hamiltonian laceable for each i,
where 1 ≤ i ≤ m, then there exists a Hamiltonian path connecting x and y in H − F .
Proof. Since Hi and Hi+1 have property P with respect to F for each i, we can pick xi ∈ V0(Hi) and yi ∈ V1(Hi) in Hi such
that xjyj+1 ∉ F , where 1 ≤ i ≤ m, 1 ≤ j ≤ m− 1, x1 = x and ym = y. Let Pi denote a Hamiltonian path connecting xi and yi
in Hi. The desired Hamiltonian path is obtained from paths Pi and edges xjyj+1, where 1 ≤ i ≤ m and 1 ≤ j ≤ m− 1. 
The following corollary holds.
Corollary 4.1. Let S ⊆ {1, 2, . . . , n} and F ⊆ E(Gn)with |F | ≤ n− 3. For any x ∈ V0(Gn(i)), y ∈ V1(Gn(j)), where i, j ∈ S and
i ≠ j, if n ≥ 5 and Gn(k)− F is Hamiltonian laceable for each k ∈ S, then there exists a Hamiltonian path connecting x and y in
Gn[i∈S V (Gn(i))] − F .
Note that ST2 ∼= K2 and ST3 ∼= C6. It is easy to see that Cay(S5, {(13), (23)}) is the disjoint union of 20 cycles of length 6,
and Cay(S5, {(13), (23), (45)}) is the disjoint union of 10 graphs that are isomorphic to C6K2.
Lemma 4.1. Let B = {(13), (23), (34), (45)} and F ⊆ E(Cay(S5, B)) with |F | ≤ 2. If all edges of F have the same label (34),
then Cay(S5, B)− F is Hamiltonian laceable.
Proof. Let f ([x1x2 · · · x5]) = {x4, x5} be the mapping from V (Cay(S5, B)) to V (J(5, 2, 1)) defined in Observation 3.1. Thus,
for any X ⊆ [5]with X = 2, the subgraph induced by the inverse image of X is a connected component of Cay(S5, B−{(34)}),
written as GX , which is isomorphic to ST3ST2 (C6K2). Furthermore, there are exactly two edges between GX and GY whose
endpoints belong to different parts of GX if |X Y | = 1.
H. Li et al. / Discrete Mathematics 312 (2012) 3087–3095 3091
Fig. 2. A Hamiltonian path in ST5 − F joining x and y.
We define the fault edge set F ′ in J(5, 2, 1) as F ′ = {(X, Y ) : F ∩ E[GX ,GY ]} ≠ ∅. Thus, GX and GY have the property P
with respect to F if and only if (X, Y ) ∉ F ′. Since |F | ≤ 2, we have |F ′| ≤ 2.
Let x ∈ V0(GX ) and y ∈ V1(GY ). Consider the following two cases to prove that Cay(S5, B)− F is Hamiltonian laceable.
Case 1. X = Y .
In this case, there exists a triangle-X Hamiltonian cycle CX in J(5, 2, 1) − F ′ by Lemma 3.3. It is not difficult to see that
there exists an edge e = (u, v) on CX such that e ≠ (x, y), the outgoing neighbor u′ of u belongs to GW and the outgoing
neighbor v′ of v belongs to GZ , where W and Z are neighbors of X in J(5, 2, 1). By Lemma 3.5, there is a Hamiltonian path
P1 joining x and y in GX that contains e. By the definition of fault edges of J(5, 2, 1) and Observation 4.1, there exists a path
P2 joining u′ and v′ that contains all vertices of Cay(S5, B)− GX . Thus, a Hamiltonian path in Cay(S5, B)− F is obtained from
P1 − e, P2 and edges (u, u′) and (v, v′).
Case 2. X ≠ Y .
By Lemma 3.1, there is a Hamiltonian path connecting X and Y in J(5, 2, 1)− F ′. Furthermore, by the definition of fault
edges of J(5, 2, 1) and Observation 4.1, there exists a Hamiltonian path P connecting x and y in Cay(S5, B)− F . 
Lemma 4.2. Suppose that B = {(13), (23), (34), (45), (46)} and F ∈ E(Cay(S6, B)). If |F | ≤ 3 and all edges of F have label
(34), then Cay(S6, B)− F is Hamiltonian laceable.
Proof. Let x and y be any two vertices in different parts of Cay(S6, B) and let f be the mapping from V (Cay(S6, B)) to
V (J(6, 3, 2)) defined in Observation 3.1. We define the fault edge set of J(6, 3, 2) as follows. When x, y ∈ V (GX ) for some
set X ⊆ [6]with |X | = 3, we call an edge (Z,W ) a fault edge of J(6, 3, 2) if F ∩ E[V (GZ ), V (GW )] ≠ ∅; when x ∈ GX , y ∈ GY
satisfying X ≠ Y , we call an edge (Z,W ) a fault edge of J(6, 3, 2) if |F ∩ E[V (GZ ), V (GW )]| ≥ 2. Furthermore, there are
exactly four edges between GX and GY if |X ∩ Y | = 2. According to a similar argument as in Lemma 4.1, this lemma follows
from Lemmas 3.2, 3.4 and 3.6. 
Lemma 4.3. Let F be a set of edges with label ((n−1)n) in STn. If |F | ≤ 2n−5 and n ≥ 5, then STn− F is Hamiltonian laceable.
Proof. Since each edge of F has label ((n− 1)n), E(STn(i)) ∩ F = ∅. Thus, STn(i) ∼= STn−1 is Hamiltonian laceable for each i.
Let x ∈ V0(STn(i1)), y ∈ V1(STn(i2)). We prove this lemma by distinguishing the following two cases.
Case 1. i1 ≠ i2.
Note that there are (n−2)!2 edges between V0(STn(i)) and V1(STn(j)), and
(n−2)!
2 edges between V1(STn(i)) and V0(STn(j)) if
i ≠ j by Property 2.3. Since 2n − 5 < 2 · (n−2)!2 for n ≥ 5, at most one pair of elements of {STn(i) : i = 1, 2, . . . , n} has no
property P with respect to F . Therefore, there exists a sequence STn(j1), STn(j2), . . . , STn(jn), with {STn(i) | i = 1, 2, . . . , n},
such that i1 = j1, i2 = jn and STn(k) and STn(k + 1) have property P with respect to F , where 1 ≤ k ≤ n − 1. By
Observation 4.1, there exists a Hamiltonian path connecting x and y in STn − F .
Case 2. i1 = i2.
Without loss of generality, assume i1 = i2 = 1 and let P1 be a Hamiltonian path joining x and y in STn(i1). Since P1 has
length (n−1)!−1, there exists amatching in STn(i1) that contains ⌊ (n−1)!−12 ⌋ edges of P1. Since ⌊ (n−1)!−12 ⌋ > 2n−5 for n ≥ 5
and all fault edges are outgoing edges, by the pigeonhole principle, we can pick an edge (u, v) ∈ E(P1) such that u, v are not
incident to any fault edge. Let u′ and v′ be the outgoing neighbors of u and v, respectively, and assume v′ ∈ V1(STn(j2)) and
u′ ∈ V0(STn(jn)) (j2 ≠ jn by Property 2.3). Without loss of generality, assume P1 = (x, . . . , u, v, . . . , y).
If there exists a sequence j2, j3, . . . , jn of set {2, 3, . . . , n} such that STn(jk) and STn(jk+1)havepropertyP with respect to F ,
where k = 2, . . . , n−1, byObservation4.1 there exists aHamiltonianpath P2 joiningu′ andv′ in STn[2≤i≤n V (STn(i))]. Thus,
xP1uu′P2v′vP1y is a Hamiltonian path joining x and y in STn − F . Otherwise, that is, if there exists no sequence j2, j3, . . . , jn
of set {2, 3, . . . , n} such that STn(jk) and STn+1(jk) have property P with respect to F , where k = 2, . . . , n − 1, it only
occurs when n = 5 and at least three fault edges between ST5(j3) and ST5(j4) (otherwise, there exists such a sequence).
However, |E j3j4 | = 6 and |F | ≤ 5, so at least one edge e = (w,w′) in E j3j4 is fault-free. Without loss of generality, assume
w ∈ V0(ST5(j3)) andw′ ∈ V1(ST5(j4)) (Fig. 2).
Since |F − Ej3j4 | ≤ 2, each pair of {ST5(j) | j = 2, 3, 4, 5}, except ST5(j3) and ST5(j4), has property P with respect to F .
Thus, by Observation 4.1, there exists a Hamiltonian path P2 connecting v′ andw in ST5[V (ST5(j2)) ∪ V (ST5(j3))] − F , and a
Hamiltonian path P3 connecting u′ and w′ in ST5[V (ST5(j4)) ∪ V (ST5(j5))] − F . Therefore, the desired Hamiltonian path in
ST5 − F is obtained from paths Pi, i = 1, 2, 3 and edges (u, u′), (v, v′) and (w,w′). 
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Lemma 4.4. Let F be a set of edges with label (lk) in Gn. If D(TB) = 3, |F | ≤ n− 3 and neither l nor k is a leaf of TB, then Gn− F
is Hamiltonian laceable.
Proof. SinceD(TB) = 3 and neither l nor k is a leaf of TB, either 2dTB(l) ≥ n or 2dTB(k) ≥ n, where dTB(i) is the degree of i in TB.
Without loss of generality, let dTB(l) = m ≥ n/2. Furthermore, let l = m, k = m+1,NTB(m) = {1, 2, . . . ,m−1,m+1} and
NTB(m+ 1) = {m,m+ 2, . . . , n}. If n = 4, and then G4 ∼= BS4 follows from D(TB) = 3 and the result holds by Theorem 2.1.
If n ≥ 5, thenm ≥ 3 by D(TB) = 3. Ifm = 3, then n = 5, 6 follows from dTB(m) = m ≥ n/2. Therefore, the result holds for
m = 3 by Lemmas 4.1 and 4.2. Supposem ≥ 4 in the following argument.
By induction on n − m, clearly n − m ≥ 2. Let x ∈ V0(Gn(i1)), y ∈ V1(Gn(i2)). It suffices to show that there exists a
Hamiltonian path in Gn−F joining x and y. Let Gn(1),Gn(2), . . . ,Gn(n) be the decomposition induced by the leaf n (the edge
(m+ 1, n)). If n−m = 2, then Gn(i) ∼= STm+1. Since n− 3 ≤ 2m− 3 = 2(m+ 1)− 5, Gn(i)− F is Hamiltonian laceable for
each i by Lemma 4.3. The graph Gn− F is Hamiltonian laceable by Observation 4.1. Now suppose that Gn− F is Hamiltonian
laceable for n − m < k, k ≥ 2. We can easily check that Gn − F is Hamiltonian laceable for n − m = k by induction on
n−m. 
Theorem 4.1. Cayley graphs Gn are (n− 3)-edge fault-tolerant Hamiltonian laceable for n ≥ 4 if D(TB) ≤ 3.
Proof. If D(TB) = 2, then the result is true by Theorem 2.1. Thus, suppose D(TB) = 3. By induction on n, if n = 4, then
G4 ∼= SB4 and the result holds by Theorem 2.1. We assume that the result holds for Gn−1, and prove that the result holds for
Gn. If there exists no fault edge of F with label (lk) such that dTB(l) = 1 or dTB(k) = 1, then the result follows from Lemma 4.4.
If not, that is, there exists some fault edges of F with label (lk) such that dTB(l) = 1 or dTB(k) = 1, without loss of generality
we assume that l = n − 1, k = n and dTB(n) = 1. Let Gn(1),Gn(2), . . . ,Gn(n) be the decomposition induced by the leaf n.
Since at least one edge of F is an outgoing edge, |E(Gn(i)) F | ≤ n− 4 for each i. Hence, Gn(i)− F is Hamiltonian laceable
by induction.
For x ∈ V0(Gn(i1)), y ∈ V1(Gn(i2)), it suffices to show that there exists a Hamiltonian path connecting x and y in Gn − F .
If i1 ≠ i2, then there exists a Hamiltonian path connecting x and y in Gn − F by Corollary 4.1. Otherwise, that is, for i1 = i2,
let P1 be a Hamiltonian path connecting x and y in Gn(i1) − F . Since Gn(i1) contains n − 1 copies of Gn−2 by Property 2.2, a
Hamiltonian path in Gn(i1) contains at least (n− 2) edges joining two different copies of Gn−2. Note that edges joining two
different copies ofGn−2 have label (r(n−1)), where one of r and (n−1) is a leaf of TB−n. Thus, P1 contains at least n−2 edges
with label (r(n − 1)). Edges with the same label are nonadjacent, so each fault outgoing edge is adjacent to at most one of
such n−2 edges.Moreover, |F | ≤ n−3, so by the pigeonhole principle, at least one edge, say e = (u, v), of such n−2 edges is
adjacent to no fault edgewith label ((n−1)n). Let u′ and v′ be the outgoing neighbors of u and v, respectively. Since (u, v) has
label (r(n−1)), u′ and v′ are in distinct subgraphs Gn(jk), say Gn(j2) and Gn(jn). By Observation 4.1, Gn[2≤k≤n V (Gn(jk))]−F
has a Hamiltonian path P2 connecting u′ and v′. Therefore, the desired Hamiltonian path is obtained from paths P1 − e, P2
and edges (u, u′) and (v, v′). 
5. D(TB) ≥ 4
In this section, we first show that if n ≥ 5 and D(TB) ≥ 3, then there exists a special decomposition by some leaf of TB.
This decomposition plays a key role in this section.
Property 5.1. For arbitrary e ∈ E(Gn), if n ≥ 5 and D(TB) ≥ 3, then there exists a decomposition of Gn induced by some leaf m
of TB such that D(TB −m) ≥ 3 and e belongs to some subgraph Gn(m, i).
Proof. First, for D(TB) ≥ 4 let P be the longest path with endpoints i and j in TB, and let i′ and j′ be neighbors of i and j on
P , respectively. If e is not labeled by (ii′), then the decomposition induced by leaf i is the desired decomposition; otherwise,
the decomposition induced by leaf j is the desired decomposition.
Next, suppose D(TB) = 3. Since n ≥ 5, TB has at least three leaves. Clearly, at least two leaves have a common neighbor
in TB; without loss of generality, say that leaves i, j have a common neighbor k in TB. If e is not labeled by (ik), then the
decomposition induced by leaf i is the desired decomposition; otherwise, the decomposition induced by leaf j is the desired
decomposition. 
By Property 5.1 and Lemma 2.1, it is easy to check that the following lemma holds.
Lemma 5.1. Let x ∈ V0(Gn), y ∈ V1(Gn) and e ∈ E(Gn) such that e ≠ (x, y). If D(TB) ≥ 3 and n ≥ 4, then there exists a
Hamiltonian path in Gn joining x and y that contains e.
Corollary 5.1. Let e = (u, v) ∈ E(Gn) and x ∈ V (Gn). If n ≥ 4 and D(TB) ≥ 3, then Gn−{u, v} has a Hamiltonian path starting
from x.
Proof. Without loss of generality, assume x ∈ V0(Gn) and v ∈ V1(Gn). Thus, there exists a Hamiltonian path P in Gn joining
x and v that contains e. Therefore, P − {u, v} is the desired path. 
H. Li et al. / Discrete Mathematics 312 (2012) 3087–3095 3093
In the following argument, for any x ∈ V (Gn(i)), we always suppose that x′ is the outgoing neighbor of x and (x, x′) is the
outgoing edge of x. Moreover, for a pair-edge e, we use e′ to denote the coupled pair-edge.
Lemma 5.2. Let F ⊆ E(Gn), S ⊆ {1, 2, . . . , n} with n ≥ 5, and let Gn(1),Gn(2), . . . ,Gn(n) be the decomposition induced by a
leaf n of TB satisfying D(TB − n) ≥ 3. For an arbitrary path P in Gn − F , if
(1) V (P)

V (Gn(i)) = ∅, i ∈ S;
(2) There exists an edge (u, v) ∈ E(P) such that u(n− 1), v(n− 1) ∈ S and the outgoing edges of u and v are fault-free; and
(3) F

E(Gn[i∈S V (Gn(i))]) = ∅,
then P can be extended to a path P∗ in Gn such that P∗ contains all edges of P − e and all vertices of Gn(i), i ∈ S.
Proof. Since D(TB − n) ≥ 3, Lemma 5.1 holds for Gn(i) if F ∩ E(Gn(i)) = ∅. Let (u, v) be an edge on P such that
u(n − 1), v(n − 1) ∈ S and the outgoing edges of u and v are fault-free. Assume u′ ∈ Gn(i1), v′ ∈ Gn(i2). If |S| = 1,
then the result follows from Theorem 2.2. Suppose |S| ≥ 2. If i1 ≠ i2, then the result follows from Observation 4.1. For
i1 = i2, when |S| = 2, we assume S = {i1, j}. We can choose e = (w, z) ∈ E(Gn(i1)) such that e ≠ (u′, v′), and w′ and z ′
are in Gn(j) (since D(TB) ≥ D(TB − n) ≥ 3, there exist such pair-edges). By Lemma 5.1, there exists a Hamiltonian path P1 in
Gn(i1) joining x and y that contains e, and a Hamiltonian path P2 in Gn(j) joining w′ and z ′. Therefore, the desired path P∗ is
obtained from paths P − (u, v), P1 − e and P2 and edges (u, u′), (v, v′), (z, z ′) and (w,w′).
When |S| > 2, then we can choose e = (w, z) ∈ E(Gn(i1)) such that w′ ∈ V (Gn(i3)) and z ′ ∈ V (Gn(i4)), where i3, i4 ∈ S
and i3 ≠ i4. (It is not difficult to check that there exists such an edge since D(TB) ≥ 3, for example, if (r(n−1)) ∈ B, and then
(w1 · · ·wr−1i3wr+1 · · ·wn−3i4i1, w1 · · ·wr−1i4wr+1 · · ·wn−3i3i1) is such an edge with label (r(n− 1))). Clearly, e ≠ (u′, v′).
By Lemma 5.1, there exists a Hamiltonian path P joining u′ and v′ in Gn(i1) that contains e. By Observation 4.1, there exists
a Hamiltonian path P2 joining w′ and z ′ in Gn[i∈S−{i1} V (Gn(i))]. Therefore, the desired path P∗ is obtained from paths
P − (u, v), P1 − e and P2 and edges (u, u′), (v, v′), (z, z ′) and (w,w′). 
Theorem 5.1. Cayley graphs Gn are (n− 3)-edge fault-tolerant Hamiltonian laceable for n ≥ 5 if D(TB) ≥ 4.
Proof. By induction on n, if n = 5, then G5 ∼= BS5 follows from D(TB) ≥ 4. By Theorem 2.1, BS5 is (5−3)-edge fault-tolerant
Hamiltonian laceable. We suppose that Gn−1 is (n− 4)-edge fault-tolerant Hamiltonian laceable for n ≥ 6 and demonstrate
that Gn is (n− 3)-edge fault-tolerant Hamiltonian laceable. Let F ∈ E(Gn)with |F | ≤ n− 3.
Case 1. There exists an edge e ∈ F with label (lk) such that either dTB(l) = 1 or dTB(k) = 1.
Without loss of generality, assume that dTB(k) = 1, k = n, l = n−1. Hence, |E(Gn(i))

F | ≤ n−4 for all i ∈ {1, 2, . . . , n}.
If D(TB−n) ≥ 4, Gn(i)− F is Hamiltonian laceable by induction. If not, that is, D(TB−n) = 3 since D(TB) ≥ 4, then Gn(i)− F
is Hamiltonian laceable by Theorem 4.1. For any two vertices x and y in different parts of Gn, when x and y do not belong to a
common subgraph, there exists a Hamiltonian path in Gn − F by Corollary 4.1. When x and y belong to a common subgraph
Gn(i), say Gn(i), let P be a Hamiltonian path in Gn(i)− F joining x and y. Clearly, there exists an edge e = (u, v) ∈ E(P) such
that the outgoing neighbor u′ of u and the outgoing neighbor v′ of v do not belong to a common subgraph Gn(j). Similar to
Lemma 5.2, this path P can be extended to a Hamiltonian path in Gn − F joining x and y.
Case 2. There exists no edge e in F with label (lk) such that either dTB(l) = 1 or dTB(k) = 1.
Let F be a fault edge set with |F | = n−3 (add edges to F if necessary). If TB is a path, then this case holds by Theorem 2.1.
Suppose TB is not a path. We have the following claim.
Claim 1. If TB is not a path, then there exists a decomposition Gn(1),Gn(2), . . . ,Gn(n) of Gn such that at least two fault pair-
edges have the same label.
Proof of Claim 1. Since TB is not a path, TB has at least three leaves. Since there exists no edge e ∈ F with label (lk) such
that either dTB(l) = 1 or dTB(k) = 1, at most n − 4 labels are used by fault edges. Moreover, |F | .= n − 3, so by the
pigeonhole principle, at least two fault pair-edges have the same label, say (i, j). Since D(TB) ≥ 4, there exists a leaf,
without loss of generality, say n, such that the incident edge of n is nonadjacent to the edge (i, j) in TB. The decomposition
Gn(1),Gn(2), . . . ,Gn(n) of Gn induced by leaf n satisfies the requirement of this claim. This completes the proof. 
Let Gn(1),Gn(2), . . . ,Gn(n) be a decomposition of Gn by n such that at least two fault pair-edges have the same label.
Since D(TB) ≥ 4, D(TB − n) ≥ 3. Therefore, Lemmas 5.1 and 5.2 hold for Gn(i) if F ∩ E(Gn(i)) = ∅. We suppose that
|F E(Gn(i))| = n− 3 for some i in the following. (Otherwise, |F E(Gn(i))| ≤ n− 4 for all i ∈ {1, 2, . . . , n} and this case
can be checked similar to Case 1.) Since F ⊆ E(Gn(i)), Lemmas 5.1 and 5.2 hold for Gn(j), j ≠ i.
It suffices to show that for any two vertices x and y in different parts, there exists a Hamiltonian path in Gn − F joining x
and y. Assume x ∈ V0(Gn(i1)), y ∈ V1(Gn(i2)). Consider the following four cases.
Case 2.1. i1 = i2 = i.
Suppose that Gn(i) − F has a Hamiltonian path P joining x and y. Clearly, there exists an edge e = (u, v) of P such that
u(n− 1), v(n− 1) ≠ i. By Lemma 5.2, P can be extended to a Hamiltonian path P∗ in Gn − F joining x and y.
Next, suppose that Gn(i) − F has no Hamiltonian path from x to y. Pick f = (w, z) ∈ F such that f ≠ (x, y) and let
F ′ = F − f . Thus, Gn(i)− F ′ has a Hamiltonian path P joining x and y by induction. Clearly, f ∈ E(P). Thus, P can be extended
to a Hamiltonian path P∗ in Gn − F joining x and y by Lemma 5.2.
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Fig. 3. A fault-free Hamiltonian path in Gn − F joining x and y.
Case 2.2. i1 = i and i1 ≠ i2.
Suppose that Gn(i) − F has a Hamiltonian path P1 joining x and some vertex v. suppose that v′ ∈ V0(Gn(i2)). Pick
e = (w, z) ∈ E(Gn(i2)) such that w(n − 1), z(n − 1) ∉ {i, i2}. By Lemma 5.1, there exists a Hamiltonian path P2 in Gn(i2)
joining v′ and y that contains e. By Lemma 5.2, (x, P1, v, v′, P2, y) can be extended to a Hamiltonian path in Gn − F joining x
and y. If v′ ∉ V0(Gn(i2)), then by Corollary 4.1 there exists a Hamiltonian path P2 in Gn − Gn(i)− F joining v′ and y. Hence,
the desired Hamiltonian path is obtained from P1, P2 and the edge (v, v′).
We next suppose that Gn(i)− F has no Hamiltonian path starting from x.
Assume there exists a pair-edge f = (u, v) ∈ F such that f (n − 1) ≠ i2. Choose z ∈ V1(Gn(i)) such that f ≠ (x, z)
and z ′ ∈ V0(Gn(i2)). Let F ′ = F − f . By induction, Gn(i) − F ′ has a Hamiltonian path P1 joining x and z. Clearly, f ∈ E(P1).
By Theorem 2.2, Gn(i2) has a Hamiltonian path P2 joining z ′ and y. By Lemma 5.2, (x, P1, z, z ′, P2, y) can be extended to a
Hamiltonian path in Gn − F joining x and y.
Suppose there exists no pair-edge f ∈ F such that f (n − 1) ≠ i2. By Claim 1, at least two fault pair-edges have the
same label. Therefore, we can find a pair-edge f = (u, v) ∈ F such that y is the outgoing neighbor of neither u nor v.
Let F ′ = F − {f } and let the coupled pair-edge of f be f ′ = (u′, v′) ∈ E(Gn(i2)). By Corollary 5.1, Gn(i2) − {u′, v′} has a
Hamiltonian path P2 starting from y to some vertex, say z. If z ′ ∈ V1(Gn(i)) (Fig. 3(a)), then Gn(i)− F ′ has a Hamiltonian path
P1 joining x and z ′ by induction. Clearly, f ∈ E(P1). Without loss of generality, assume that P1 = (x, . . . , v, u, . . . , z ′). Pick
an edge e = (s, t) ∈ E(P1) such that s(n− 1), t(n− 1) ∉ {i, i2}. (In fact, let s be a vertex in Gn(i) different from x, u, v and z ′
such that s(n− 1) ≠ i2. Clearly, at least one of two incident edges of s on P1 is such an edge. since the incident edges of s on
P1 have different labels.) By Lemma 5.2, (x, . . . , v, v′, u′, u, . . . , z ′, z, P2, y) can be extended to a Hamiltonian path in Gn− F
joining x and y. If z ′ ∉ V1(Gn(i)) (Fig. 3(b)), then we can assume that z ′ ∈ V1(Gn(i3)), i3 ∉ {i, i2}. Choosew ∈ V1(Gn(i)) such
that f ≠ (x, w) andw′ ∈ V0(Gn(i4)), where i4 ∉ {i, i2, i3}. Let P1 be a Hamiltonian path in Gn(i)− F ′ joining x andw. Clearly,
f ∈ E(P1). By Corollary 4.1, Gn − Gn(i)− Gn(i2) has a Hamiltonian path P3 joiningw′ and z ′. Hence, the desired Hamiltonian
path is obtained from P1 − f , P2 and P3 and edges (u, u′), (v, v′), (u′, v′), (w,w′) and (z, z ′).
Case 2.3. i1 = i2 ≠ i.
Assume there exists a pair-edge f = (u, v) ∈ F such that its coupled pair-edge f ′ = (u′, v′) belongs to Gn(i1) and
f ′ ≠ (x, y) (Fig. 3(c)). By Lemma 5.1, Gn(i1) has a Hamiltonian path P1 joining x and y that contains f ′. Without loss of
generality, assume P1 = (x, . . . , u′, v′, . . . , y). By induction, Gn(i)− F has a Hamiltonian path P2 joining u and v. Clearly, we
can pick an edge e = (w, z) of P2 such thatw(n−1), z(n−1) ∉ {i, i1}, and then by Lemma 5.2, (x, . . . , u′, u, P2, v, v′, . . . , y)
can be extended to a Hamiltonian path in Gn − F joining x and y.
If not, then there exists no pair-edge f = (u, v) ∈ F such that its coupled pair-edge f ′ = (u′, v′) belongs to Gn(i1) and
f ′ ≠ (x, y). We have the following claim.
Claim 2. There exists a pair-edge f = (u, v) ∈ F such that its coupled pair-edge is f ′ = (u′, v′) ∈ E(Gn(i3)), i3 ∉ {i1, i}.
Proof of Claim 2. By Claim 1, at least two fault pair-edges have the same label, say f1 and f2. If f1(n − 1) ≠ i1, the proof
is complete. Therefore, suppose f1(n − 1) = i1 and f1 = (x, y) (otherwise, f1(n − 1) = i1 and f1 ≠ (x, y), which is a
contradiction). We say f2(n− 1) ≠ i1;otherwise, f2(n− 1) = i1. Since f1 and f2 have the same label and f1 = (x, y), we have
f2 ≠ (x, y), which is a contradiction. 
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By Claim 2, we can pick a pair-edge f = (u, v) ∈ F such that its coupled pair-edge is f ′ = (u′, v′) ∈ E(Gn(i3)), i3 ∉ {i1, i}
(Fig. 3(d)). By induction, Gn(i) − F has a Hamiltonian path P1 from u to v. It is not difficult to construct a Hamiltonian path
P2 in Gn − Gn(i) joining x and y that contains f ′. Thus, the desired Hamiltonian path in Gn − F is obtained from paths P1 and
P2 and edges (u, u′) and (v, v′).
Case 2.4. i1, i2 and i are pairwise distinct.
Let f = (u, v) be a fault pair-edge in F and let f ′ = (u′v′) be its coupled pair-edge. By Lemma5.1,Gn(i1) has aHamiltonian
path P1 joining u and v. Furthermore, there exists a Hamiltonian path P2 in Gn − Gn(i) joining x and y that contains f ′. Thus,
a Hamiltonian path joining x and y in Gn − F is obtained from P1 and P2 − f ′ and edges (u, u′) and (v, v′). 
Combining Theorem 4.1 with Theorem 5.1, we have the following main result.
Theorem 5.2. Cayley graphs Gn are (n− 3)-edge fault-tolerant Hamiltonian laceable for n ≥ 4.
Note that Gn is (n− 1)-regular. Thus, the number of fault edges is sharp.
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