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Abstract
Leaf permutative theories contain variable-permuting equations, so that rewriting
a term may lead to an exponential number of terms which are only permutations
of it. In [1] Avenhaus and Plaisted propose to represent such sets by stratied
terms, and to deduce directly with these. Our aim is to use computational group
theory to analyse the complexity of the corresponding problems, and hopefully
devise better algorithms than [1]. In order to express stratied sets as orbits, we
adopt a representation of terms based on occurrences, which can conveniently be
permuted. An algorithm solving a basic equivalence problem is presented.
1 Introduction
When dealing with an equational theory, it is often the case that leaf per-
mutative equations are produced, i.e. equations that are invariant under
some permutation of variables. For example, suppose an equational theory
E contains the two following equations: f(x; y; g(z; t)) = f(y; x; g(z; t)) and
f(x; y; g(z; t)) = f(y; z; g(t; x)). Then from a clause C[f(t
1
; t
2
; g(t
3
; t
4
))] we
can deduce any clause C[f(t
1

; t
2

; g(t
3

; t
4

))], where  is a permutation in
the symmetric group Sym(4), of cardinality 4!. Consequently, the number
of resolvents modulo E can grow exponentially (depending on E). Dierent
methods have been devised to handle this sort of problem, either by designing
specialised unication algorithms, or by adding constraints to the theory (see
e.g. [8]).
In [1], Avenhaus and Plaisted devise a new way to handle such theories,
which intuitively consists in reasoning with a member of an equivalence class
of terms instead of the terms themselves, thus avoiding the exponential over-
head. More precisely, any formula is considered modulo its consequences mod-
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ulo leaf permutative equational theories, which are nite, and are dened in
[1] through \stratied" rewriting. Of course, reasoning modulo such equiva-
lence classes requires the modication of basic deduction algorithms such as
unication, subsumption or factorisation. Unfortunately, the algorithms in [1]
all have exponential time complexity.
It is an essential idea of [1] that leaf permutative equations provide gener-
ators for permutation groups. Our aim is to exploit further this idea by using
group-theoretic tools (see e.g. [6] or [4]). We rst focus on dening a suitable
group and action (on group actions see [6], or the simple introduction in [3,
section 3]) so that these equivalence classes appear as orbits.
But dening an action on terms gives rise to a rst diÆculty: how do
we determine precisely the image of a term by a given permutation? For
example, given a commutative function symbol g, how can we identify the
basic operation of swapping a and b in the two equivalent terms g(g(a; b); c)
and g(c; g(a; b)), since g(a; b) occurs at dierent positions? In [1] a distinctive
mark labels each occurrence of g, which allows to keep track of \travelling"
positions. This makes the swapping of a and b relative to a mark, which is
not very convenient to retain a simple group-theoretic framework.
This is why our formalism departs from [1], starting with a simple obser-
vation: considering the usual computer representation of the two terms above
(e.g. in LISP), they may both contain the same pointer to g(a; b). Hence the
action we are looking for boils down to a simple kind of pointer manipulations.
This justies the notion of terms developed in section 2, where occurrences
are the fundamental objects.
In section 3 we add leaf permutative theories as labels in terms, yielding
(our version of) the stratied terms of [1]. In this context we give a simple
denition of stratied rewriting (section 4) and reach our aim of expressing
equivalence classes as orbits. This result is limited to our formalism, which
becomes clear in section 5, devoted to the issue of computing the cardinality
of these classes. Section 6 presents an algorithm for the equivalence problem
on stratied terms, in a rather abstract way that should serve as a schema for
further algorithms, and hints to solving the complexity issues.
A word on notations. The operation in permutation groups is the inverse
of function composition, i.e. 
0
= 
0
Æ . The exponential notation (e.g. T

)
is usual for group actions, including function application, i.e. if  is an integer
permutation and i an integer, then i

= (i). id is the identity function and
I = fidg is the trivial group. Permutations are written in cycle notations and
implicitly extended with x-points, e.g. 3
(1 2)
= 3.
2 Occurrence terms
Denition 2.1 A -term t is a nite algebra (O; s; a), with s : O !  and
a : O ! O
?
such that 8v 2 O, the length of the word a(v) is the arity of s(v),
and the directed graph (O; fhv; v
0
i 2 O
2
=v
0
occurs in a(v)g) is a tree.
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We call the root of t the root of this tree, and note it root(t). The formula
8v; v
1
; : : : ; v
n
2 O; a(v) = v
1
: : : v
n
) desc
t
(v) = v:desc
t
(v
1
) : : :desc
t
(v
n
)
denes a unique function from O to O
?
, such that all the elements of O occur
once and only once in desc
t
(root(t)), which we note desc(t). The elements of
O are the occurrences of t. The subscripts will be dropped if no ambiguities
arise. We may use desc(v) to denote the set of occurrences appearing in
desc(v); the same holds for other strings, such as a(v).
If t = (O; s; a) is a -term and v 2 O, we note t:v = (desc(v); s
0
; a
0
) the
subterm of t at v, where s
0
and a
0
are the restrictions of s and a to desc(v). The
reader may check that t:v is a -term, and that root(t:v) = v, t:root(t) = t,
and 8u 2 desc(v); (t:v):u = t:u.
This denition is closely linked to the way a term could be represented in
a computer: an occurrence v can be considered as the address of a structure
that contains a label, s(v), and a list of addresses of (i.e. pointers to) other
occurrences: a(v).
It should be noted that terms in the usual sense (say, terms-as-strings)
have a unique mathematical representation, like integers. This is not the
case here, and two dierent terms may represent the same term-as-string.
Strictly speaking, terms-as-strings may be identied with isomorphism classes
of terms.
Denition 2.2 For a term t = (O; s; a) and a bijection  : O ! O
0
, we
dene (t) = (O
0
; s
0
; a
0
) by 8v 2 O; s
0
((v)) = s(v) and a
0
((v)) = (a(v))
(i.e. the function  is applied to each letter in a(v)). Two terms t and t
0
are isomorphic, noted t ' t
0
i there is an isomorphism  from t to t
0
, noted
 : t ' t
0
, that is a bijection such that t
0
= (t).
For any -term t, with r = root(t), if a(r) = v
1
: : : v
n
6= " (the empty
string), let string(t) = s(r)(string(v
1
); : : : ; string(v
n
)), otherwise string(t) =
s(r).
Isomorphism testing can be performed in linear time; it is easy to see that
t ' t
0
i string(t) = string(t
0
). Two isomorphic terms are joined by a unique
isomorphism, so that (t) = 
0
(t) i  = 
0
.
Example 2.3 Let f(a; g(b; c)) be a -term in the usual sense (i.e. a term-
as-string). This term is composed of two binary functions f and g, and three
constant symbols, a; b and c. Take O = f0; : : : ; 4g and dene the functions s
and a by:
0 1 2 3 4
s f a g b c
a 1.2 " 3.4 " "
Then t = (O; s; a) is one representation with occurrences of the term,
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0
2
43
ba
1
f
c
g
Fig. 1. A representation of f(a; g(b; c))
desc(t) = 0:1:2:3:4, and string(t) = f(a; g(b; c)). Figure 1 is a graphical rep-
resentation of t.
Denition 2.4 A -context c is a ( ] f[]g)-term, where [] is a constant
known as \the hole".
From a term t = (O; s; a) and H  O such that 8h; h
0
2 H; desc(h) \
desc(h
0
) = ; (i.e. H is an antichain in T ), we dene the context t n H
by replacing the occurrences in H by holes: t n H = (O
0
[ H; s
0
; a
0
), where
O
0
= O n
S
h2H
desc(h), and 8v 2 O
0
; s
0
(v) = s(v); a
0
(v) = a(v), and 8h 2
H; s
0
(h) = []; a
0
(h) = ".
A term t is an instance of c i there is a H such that t nH ' c; this set
H is of course unique.
Example 2.5 It is easy to build a -context c corresponding to the string
f([]; g([]; [])). The term t of Example 2.3 is an instance of c, since with H =
f1; 3; 4g, we have t nH ' c.
3 Stratied terms
The manner of controlling rewriting adopted in [1] is to rewrite so-called strat-
ied terms, where function symbols are labelled with permutative equational
theories and unique integers to avoid possible ambiguities. Our focus on occur-
rences makes this integer superuous, and the theory is essentially a context
and a group permuting the holes of this context.
Denition 3.1 Let 
0
be the set of hf; c; Gi where f 2 , c is a -context
such that s(root(c)) = f , and G is a subgroup of Sym(m), where m is the
number of holes in c. A stratied term T is a (]
0
)-term such that 8v 2 T ,
if s(v) 2 
0
, let hf; c; Gi = s(v), then T:v is an instance of c
0
, which is c with
s(root(c)) replaced by hf; c; Gi.
Let um be the projection from  ] 
0
onto  dened by 8hf; c; Gi 2

0
; um(hf; c; Gi) = f . It can trivially be extended to a projection from (]
0
)-
terms to -terms, also noted um.
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Example 3.2 We consider the leaf permutative theory E axiomatised by the
equation 8x; y; z; f(x; g(y; z)) = f(y; g(z; x)). Using the context from Example
2.5, we can write it c[x; y; z] = c[y; z; x]. This means that the rst hole moves
to the third position, the second to the rst, the third to the second. So we
represent the equation by c and the permutation  = (1 3 2). The theory E
is represented by the symbol F = hf; c; Gi, where G is the group generated
3
by . By replacing f by F in Figure 1, we obtain a stratied term T . Indeed,
T nH is isomorphic to the context c
0
, with string(c
0
) = F ([]; g([]; [])). We have
um(T ) = t.
Each symbol in 
0
corresponds to a leaf permutative theory, and may
appear at several occurrences in a stratied term. However, each occurrence
labelled with a symbol of 
0
does not need the full generality of the theory,
and refers only to specic occurrences. Hence the following denition:
Denition 3.3 Given a stratied term T = (O; s; a) we rst dene a function
H
T
from O to O
?
: 8v 2 O, if s(v) 2  then H
T
(v) = ", else let hf; c; Gi = s(v),
and c
0
be the context obtained from c as in denition 3.1, then 9!H  O such
that T n H ' c
0
, let v
1
; : : : ; v
m
be the elements of H, given in the order in
which they appear in desc(T ), then we let H
T
(v) = v
1
: : : v
m
.
Next we dene for any v 2 O a function 
v
T
from Sym(m), where m =
jH
T
(v)j, to Sym(O): let v
1
: : : v
m
= H
T
(v), and  2 Sym(O) dened by
8i; (v
i
)

= v
i

, we let 
v
T
() = . The reader may check that 
v
T
is a group
isomorphism.
Finally, for any v 2 O we dene a group G
T
(v), equal to I if s(v) 2 ,
and to 
v
T
(G) if s(v) = hf; c; Gi.
Example 3.4 Following our example, we have H
T
(0) = 1:3:4, so v
1
= 1; v
2
=
3 and v
3
= 4. Let  = 
0
T
(), we have 1

= v
1

= v
3
= 4; 3

= v
2

= 1 and
4

= v
3

= 3, so  = (1 4 3).
We may now dene the image of T by any  2 G
T
(v).
Denition 3.5 For T = (O; s; a), v 2 O and  2 G
T
(v), let T

= (O; s; a

),
where 8v 2 O; a

(v) = a(v)

, i.e.  is applied to each letter in a(v).
Example 3.6 We may apply  = (1 4 3) to T , simply by replacing a by a

.
We have a

(0) = (1:2)

= 4:2 and a

(2) = (3:4)

= 1:3. See the result on
Figure 2.
The reader may check that T

is a term, since a

still denes a tree-
like structure; this is due to the fact that G
T
(v) only permutes occurrences
from H
T
(v), which is an antichain in T . But we still need to prove that
T

is a stratied term. This is not obvious since a random permutation on
occurrences may disrupt the contexts (try for instance  = (1 2) in Example
3.6; then string(T

) = F (g(b; c); a) is not stratied). We rst prove a lemma.
3
An implementation would contain a concise representation of G, i.e. basically some set
of generators.
65
Boy de la Tour and Echenim
0
2
43
ba
1
F
c
g
F (a; g(b; c))

-
0
2
43
ba
1
c
g
F
F (c; g(a; b))
Fig. 2. The action of  = (1 4 3) on T
Lemma 3.7 8u; v 2 O; 8 2 G
T
(v),
(i) if u 6= v and s(u) 2 
0
, then T

:u n H
T
(u) = T:u n H
T
(u),
(ii) (T:v n H
T
(v)) = T

:v n H
T
(v).
Proof. If s(v) 2 , then G
T
(v) = I, hence  = id and T

= T , and both (i)
and (ii) hold. If s(v) 2 
0
, with hf; c; Gi = s(v),
(i) we rst suppose that T:u is a (strict) subterm of T:v; then 9w 2 H
T
(v)
such that T:u is a subterm of T:w (since s(u) 2 
0
and c is a -context),
so a(u) \ H
T
(v) = ;, hence a

(u) = a(u), and by induction we conclude
T

:u = T:u. Suppose now that T:u is not a subterm of T:v, then H
T
(v)\
desc(T

:u nH
T
(u)) = ;, and we clearly get T

:u n H
T
(u) = T:u n H
T
(u).
(ii) 8u 2 desc(T:v n H
T
(v)), either u 2 H
T
(v), and then (u) 2 H
T
(v) and
s(u) = s((u)) = []; or u 62 H
T
(v), and then (u) = u, hence s((u)) =
s(u) and a

((u)) = a

(u) = (a(u)). This proves (T:v n H
T
(v)) =
T

:v n H
T
(v).
Theorem 3.8 8v 2 O; 8 2 G
T
(v), T

is a stratied term and H
T

= ÆH
T
.
Proof. 8u 2 O, if u 2 
0
then by Lemma 3.7 we get T

:u n H
T
(u) ' T:u n
H
T
(u), which is isomorphic to the required context since T is stratied, and
therefore so is T

.
Remark that if u 6= v, we have (T:u n H
T
(u)) = T:u n H
T
(u). Hence by
Lemma 3.7 we have (even if u = v) (T:u n H
T
(u)) = T

:u n H
T
(u), so that
(H
T
(u)) = H
T

(u).
This last fact is important since any  2 G
T
(u) is a permutation of H
T
(u),
hence of H
T

(u), and may therefore be applied to T

, as we now prove.
Lemma 3.9 8u; v 2 O; 8 2 G
T
(v);G
T

(u) = G
T
(u).
Proof. If s(u) 2 , then G
T

(u) = I = G
T
(u). If s(u) 2 
0
, let G be the
group in s(u), we have G
T
(u) = 
u
T
(G), G
T

(u) = 
u
T

(G) and by Theorem
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3.8 we have H
T

(u) = (H
T
(u)).
If u 6= v, since  is a permutation of H
T
(v), which is disjoint from H
T
(u),
we have H
T

(u) = H
T
(u), so that 
u
T

= 
u
T
, hence G
T

(u) = G
T
(u).
If u = v, let v
1
: : : v
m
= H
T
(v), and for all  2 G, let  = 
v
T

(),
by denition we have (v
i
)

= (v
i

), thus v

 1
i
= v
i

, which proves that

 1
= 
v
T
(), i.e. 
v
T

() = 
 1

v
T
(). Hence G
T

(v) = 
 1
G
T
(v) =
G
T
(v) since  2 G
T
(v).
In this proof, if we express  = 
v
T
(
0
), we see that 
v
T
(
0
)
v
T

() =

v
T
()
v
T
(
0
) = 
v
T
(
0
), i.e. if we apply  on the term obtained after applying

0
, we obtain the same result as applying the product of  and 
0
in reverse
order. This is a source of confusion that explains why the subscript T in 
v
T
is mandatory. The previous lemma proves that the group, i.e. the image of
these morphisms, is invariant under , even though the morphisms are not.
4 Stratied rewriting
We now use Denition 3.5 to dene the rewriting of T at an occurrence v,
through the theory specied in s(v).
Denition 4.1 We say that T rewrites at v into T
0
, noted T !
v;?
T
0
, i
9 2 G
T
(v); T
0
= T

. We note ! for
S
v2O
!
v;?
, and !
?
its reexive and
transitive closure
4
. Since the relation !
v;?
is symmetric, so are ! and !
?
.
The stratied set of T , noted [T ]
s
, is the equivalence class of T modulo
!
?
. We also dene S[T ] = string(um([T ]
s
)).
Our aim is now to build a group that will yield stratied sets as orbits.
We construct it from the G
T
(v)'s, but we must rst establish the following
commutativity.
Lemma 4.2 8u; v 2 O;G
T
(u)G
T
(v) = G
T
(v)G
T
(u).
Proof. If u = v this is obvious, so suppose that u 6= v, then H
T
(u)\H
T
(v) =
;, so that 8 2 G
T
(u); 8
0
2 G
T
(v),  and 
0
have disjoint cycles, hence

0
= 
0
.
This allows the denition of the following product.
Denition 4.3 Let G(T ) =
Q
v2O
G
T
(v). If desc(T ) = v
1
: : : v
n
, and  =
Q
n
i=1

i
2 G(T ), where 
i
2 G
T
(v
i
), we dene T

= (   (T

1
)

2
  )

n
.
This denition of T

is correct due to Lemma 3.9, which yields 
2
2
G
T
(v
2
) = G
T

1
(v
2
), etc. In fact, Lemma 3.9 shows that 8v 2 O; 8 2 G
T
(v),
we have G(T

) = G(T ). But then, a trivial induction proves that 8 2
G(T );G(T

) = G(T ).
4
The relation !
v;?
corresponds to the relation !
s;?
i
of [1], but is dened on occurrence
terms rather than terms-as-strings.
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Example 4.4 In our example, G(T ) is the group generated by , thus con-
taining the three elements ; 
2
= (1 3 4) and 
3
= id. Hence S[T ] =
ff(a; g(b; c)); f(c; g(a; b)); f(b; g(c; a))g.
It is obvious from Theorem 3.8 that 8 2 G(T ); T

is a stratied term.
We now prove that we have dened a semi-regular action of G(T ).
Theorem 4.5 (i) We have T
id
= T and 8; 
0
2 G(T ); (T

)

0
= T

0
.
(ii) If T

= T

0
then  = 
0
.
Proof.
(i) T
id
= T is obvious. Let v
1
: : : v
n
= desc(T ), and ; 
0
2 G(T ), with
 =
Q
n
i=1

i
; 
0
=
Q
n
i=1

0
i
where 8i; 
i
; 
0
i
2 G
T
(v
i
).
As in the proof of Lemma 4.2, if i 6= j then 
i

j
= 
j

i
. Hence 
0
=
Q
n
i=1

i

0
i
, and by denition T

0
= (  T

1

0
1
  )

n

0
n
. Remark that in
(T

)

0
, the 
0
i
's are applied in the order specied in desc(T

). How-
ever, the order is irrelevant, since obviously 8u 2 O; 8 2 G
T
(v
i
); 8
0
2
G
T
(v
j
); (a

)

0
(u) = a

0
(u) = a

0

(u) (by Lemma 4.2), thus (T

)

0
=
(T

0
)

(if i 6= j). Successive applications of this swapping rule yields
(T

)

0
= ((   (T

1
)

0
1
  )

n
)

0
n
= T

0
:
(ii) If T

= T

0
then 8u 2 O, if u
1
: : : u
m
= a(u), then u

1
: : : u

m
= a

(u) =
a

0
(u) = u

0
1
: : : u

0
m
, so that 8i; u

i
= u

0
i
. The only occurrence that does
not occur in a a(u) is root(T ), which is a x-point for both  and 
0
.
Hence 8u 2 O; u

= u

0
, i.e.  = 
0
.
This proves that rewritings at dierent occurrences are essentially inde-
pendent, even if one occurrence appears in a subterm of another one.
We are now going to use the G(T )-orbit of T , but we must rst remark
that it is not quite standard to consider the orbit of an element w.r.t. a group
that depends on this element. This does not allow us, for instance, to speak
of the orbit partition of the set of stratied terms, since many dierent groups
are involved. But wherever the group G(T ) is invariant, we do have an action.
More precisely, we have dened a one-orbit action on any stratied set.
Theorem 4.6 [T ]
s
= T
G(T )
.
Proof. We rst show by induction that 8i 2 N ; if T !
i
T
0
then 9 2 G(T )
such that T
0
= T

. This is trivial for i = 0, with  = id. If true for i,
and T !
i+1
T
0
, then by induction hypothesis 9 2 G(T ); 9v 2 O such that
T !
i
T

!
v;?
T
0
, and by denition 9 2 G
T

(v) = G
T
(v) (by Lemma 3.9)
such that T
0
= (T

)

= T

(by Theorem 4.5). We have  2 G(T ), which
completes the induction, and proves [T ]
s
 T
G(T )
.
Conversely, 8 2 G(T ), let v
1
: : : v
n
= desc(T ), then 8i; 9
i
2 G
T
(v
i
) such
that  = 
1
  
n
. Let T
1
= T and T
i+1
= T

i
i
for i = 1 : : : n, suppose
T !
?
T
i
(which is true for i = 1), since 
i
2 G
T
(v
i
) = G
T
i
(v
i
) by Lemma 3.9,
then T
i
!
v
i
;?
T

i
i
, thus T
i
! T
i+1
, and therefore T !
?
T
i+1
. This proves by
induction that T !
?
T
n+1
= T

, yielding T

2 [T ]
s
.
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5 On cardinality
Since the action is semi-regular, the cardinality of [T ]
s
is the order of the
group G(T ), which can be computed in polynomial time from the generators
of the groups in 
0
(see [6]). However, the stratied set as dened in [1] is
string([T ]
s
), which is equipotent to the quotient [T ]
s
= '. Let us consider an
example.
Example 5.1 We consider a ternary function symbol g and two constant
symbols A and B. The theory axiomatised by 8xyz; g(x; y; z) = g(y; z; x) is
represented by the context c = g([]; []; []) and the group G generated by (1 2 3).
Let g
0
= hg; c; Gi, O = f0; : : : ; 9;i;k; jg, we dene the functions s and a by:
0 i k j 1 2 3 4 5 6 7 8 9
s g
0
g
0
g
0
g
0
A A A B B B A A B
a i:k:j 1:2:3 4:5:6 7:8:9 " " " " " " " " "
This denes a stratied term T = (O; s; a), whose root is 0. We have
string(um(T )) = g(g(A;A;A); g(B;B;B); g(A;A;B)), and G(T ) is the group
generated by f(i k j); (1 2 3); (4 5 6); (7 8 9)g, which has 81 elements, and
so does [T ]
s
. We now list the elements in S[T ], each followed by the number
of times it is obtained as a string(um(T

)) for  2 G(T ).
g(g(B;A;A); g(A;A;A); g(B;B;B)) 9
g(g(A;B;A); g(A;A;A); g(B;B;B)) 9
g(g(A;A;B); g(A;A;A); g(B;B;B)) 9
g(g(B;B;B); g(B;A;A); g(A;A;A)) 9
g(g(B;B;B); g(A;B;A); g(A;A;A)) 9
g(g(B;B;B); g(A;A;B); g(A;A;A)) 9
g(g(A;A;A); g(B;B;B); g(B;A;A)) 9
g(g(A;A;A); g(B;B;B); g(A;B;A)) 9
g(g(A;A;A); g(B;B;B); g(A;A;B)) 9
This means that [T ]
s
= ' is an equipartition of [T ]
s
. We are now going
to prove that this is always the case. This is probably an important result
toward computing the number of partitions.
Denition 5.2 For u 2 O n froot(T )g we dene an integer pos(T; u) (the
position of u in T ) and an occurrence sup(T; u), by:

If 9v 2 O such that u 2 H
T
(v), then v is unique, let v
1
: : : v
m
= H
T
(v), then
pos(T; u) = j, where v
j
= u, and sup(T; u) = v.
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
If u is not in a H
T
(v), then 9!v 2 O such that u 2 a(v), and we let
pos(T; u) = j where u appears as the j
th
letter in a(v), and sup(T; u) = v.
Example 5.3 Considering the stratied term T dened in Example 3.2, we
have sup(T; 2) = 0; pos(T; 2) = 2 and sup(T; 4) = 0; pos(T; 4) = 3. Re-
mark that sup(um(T ); 4) = 2 6= sup(T; 4), and similarly pos(um(T ); 4) = 2 6=
pos(T; 4).
Lemma 5.4 8 2 Sym(O); 8u 2 O n froot(T )g, we have
(i) sup((T ); (u)) = (sup(T; u)),
(ii) pos((T ); (u)) = pos(T; u),
(iii) (root(T )) = root((T )).
We leave the proof of this lemma to the reader. It is intuitively obvious,
since  is an isomorphism between T and (T ). We now prove an important
rule for computing positions.
Lemma 5.5 8u 2 O n froot(T )g;  2 G(T ), let v = sup(T; u) and  be the
inverse image by 
v
T
of the restriction of  to H
T
(v), then
pos(T

; u) = pos(T; u)

 1
:
Proof. If s(v) 2  then  = id and the result is trivial. If s(v) 2 
0
, let
v
1
: : : v
m
= H
T
(v), then H
T

(v) = (v
1
: : : v
m
) = v
1

: : : v
m

, so if u = v
j

then
pos(T

; u) = j, and pos(T; u) = j

.
We now show that any isomorphism between any two stratied terms in
an orbit can be applied everywhere in the orbit.
Theorem 5.6 8;  2 G(T ); 8 2 Sym(O), if (T ) = T

then (T

) 2 T
G(T )
.
Proof. For all v 2 O, let 
v
be the inverse image by 
v
T
of the restriction
of  to H
T
(v), and 
v
= 
(v)
T

(
v
), we have 
v
2 G
T

((v)) = G
T
((v)) by
Lemma 3.9. Let  =
Q
v2O

v
, we have  2 G(T ), and we will prove that
(T

) = T

. Remark that 
v
is the restriction of  to H
T

((v)).
We have root(T

) = root(T ), and according to Lemma 5.4 (iii) we have
root((T

)) = (root(T

))
= (root(T ))
= root((T ))
= root(T

) (since (T ) = T

)
= root(T );
so the two terms have the same root. Moreover, 8u 2 O n froot(T )g, let
v = sup(T; u), then by Lemma 5.4 (i) we have (v) = sup((T ); (u)) =
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sup(T

; (u)), so that
pos(T

; (u)) = pos(T

; (u))

 1
v
(by Lemma 5.5)
= pos((T ); (u))

 1
v
= pos(T; u)

 1
v
(by Lemma 5.4 (ii))
= pos(T

; u) (by Lemma 5.5)
= pos((T

); (u)) (by Lemma 5.4 (ii)).
So all occurrences have the same positions in these two terms. By induc-
tion, they must be equal. Carrying this last induction requires some more
formalism, of which we have decided to exempt the reader.
Corollary 5.7 [T ]
s
= ' is an equipartition of [T ]
s
.
Proof. Consider any element C = fT
1
; : : : ; T
n
g 2 [T ]
s
= ', then 9
1
; : : : ; 
n
2
G(T ) such that 8i; T
i
= T

i
1
, and 9
1
; : : : ; 
n
2 Sym(O) such that 
i
(T
1
) = T
i
.
Since 8j 6= i; T
j
6= T
i
, then 
j
6= 
i
.
Consider now any C
0
2 [T ]
s
= ', T
0
2 C
0
and  2 G(T ) such that T
0
=
T

1
. Since 8i; 
i
(T
1
) = T

i
1
, then by the previous theorem 
i
(T
0
) = 
i
(T

1
) 2
T
G(T
1
)
1
= [T ]
s
. Therefore 
i
(T
0
) 2 C
0
, and 8j 6= i; 
j
(T
0
) 6= 
i
(T
0
). This proves
that jC
0
j  n = jCj.
This is true for any C;C
0
, so we also have jCj  jC
0
j, hence jCj = jC
0
j.
6 The equivalence problem
Denition 6.1 The equivalence problem, given T
1
and T
2
, is the problem
9T 2 [T
1
]
s
such that T ' T
2
; we note it T
1
./ T
2
.
On any stratied term T we consider a binary relation  on O dened by
8u; v 2 O; u  v , 9 2 G(T:u); T

:u ' T:v.
We also dene the height of v in T , noted h
T
(v), as follows: if s(v) 2 ,
then h
T
(v) = 1 if a(v) = ", and h
T
(v) = 1+maxfh
T
(u)=u 2 a(v)g if a(v) 6= ";
if s(v) 2 
0
, then h
T
(v) = 1 + maxfh
T
(u)=u 2 H
T
(v)g.
Given two stratied terms on disjoint occurrences T
i
= (O
i
; s
i
; a
i
) for i =
1; 2, we consider a new occurrence  and a new binary function symbol @,
let O = O
1
] O
2
] fg, the function s equal to s
i
on O
i
and s() = @, and
the function a equal to a
i
on O
i
and a() = root(T
1
)root(T
2
); then T
1
@T
2
=
(O; s; a) is a stratied term.
Example 6.2 Considering the stratied term T dened in Example 3.2, we
have h
T
(0) = h
T
(2) = 2, even though T:2 is a subterm of T:0.
It is easy to see that the height is invariant under both isomorphisms and
the action of G(T ), i.e. h
(T )
((v)) = h
T
(v), and h
T

(v) = h
T
(v). As a
consequence we have u  v ) h
T
(u) = h
T
(v) (and s(u) = s(v) as well), which
justies the following induction.
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Theorem 6.3  is an equivalence relation.
Proof. Reexivity is trivial. Suppose  is an equivalence relation on oc-
currences of height strictly less than h, and consider u; v 2 O such that
h
T
(u) = h
T
(v) = h.
If u  v then 9 2 G(T:u); T

:u ' T:v. In the case s(u) 2 , let
a(u) = u
1
: : : u
n
and a(v) = v
1
: : : v
n
, we can write  = 
1
  
n
such that
8i; 
i
2 G(T:u
i
), and since a

(u) = a(u) we easily get T

i
:u
i
' T:v
i
. Therefore
u
i
 v
i
, and by induction hypothesis v
i
 u
i
, i.e. 9
0
i
2 G(T:v
i
); T

0
i
:v
i
' T:u
i
.
Let 
0
= 
0
1
  
0
n
2 G(T:v), we obviously have T

0
:v ' T:u, (since a

0
(v) =
a(v)), hence v  u.
We now consider the case where s(u) 2 
0
, let u
1
: : : u
m
= H
T
(u) and
v
1
: : : v
m
= H
T
(v), we can write  = 
1
  
m
such that 8i; 
i
2 G(T:u
i
)
and  2 G
T
(u). Let  be the inverse image of  by 
u
T
and 
0
= 
v
T
(
 1
),
as above we have u
i

 v
i
, so that 9
0
i
2 G(T:v
i
); T

0
i
:v
i
' T:u
i

, and we let

0
= 
0

0
1
  
0
m
2 G(T:v). We have T

0
j
:v
j
' T:u
i
, where j = i

 1
, and by
Lemma 5.5 we have pos(T

0
; v
j
) = pos(T; v
j
)

= j

= i = pos(T; u
i
), hence
T

0
:v ' T:u. This proves that  is symmetric.
For transitivity we add a w 2 O such that h
T
(w) = h
T
(u), and the hy-
pothesis v  w, so that 9 2 G(T:v); T

:v ' T:w. We skip the easy case
s(u) 2  and suppose s(u) 2 
0
, with w
1
: : : w
m
= H
T
(w). We can write
 = 
1
  
m
and  = 
1
   
m
where  2 G
T
(u);  2 G
T
(v); 
i
2 G(T:u
i
)
and 
i
2 G(T:v
i
), and if  is the inverse image of  by 
u
T
, and  is the
inverse image of  by 
v
T
, then we get u
i

 v
i
and v
i

 w
i
. By induction
hypothesis we have u
i

 w
i
, so that 9
0
i
2 G(T:u
i

); T

0
i
:u
i

' T:w
i
. Let

0
= 
u
T
()
0
1
  
0
m
2 G(T:u), we have pos(T

0
; u
i

) = pos(T; u
i

)
()
 1
=
i = pos(T; w
i
), hence T

0
:u ' T:w, and the induction is complete.
This is clearly related to the equivalence problem:
Lemma 6.4 T
1
./ T
2
i root(T
1
)  root(T
2
) in T = T
1
@T
2
.
Proof. Let r
i
= root(T
i
), we have by denition of 
r
1
 r
2
, 9 2 G(T:r
1
); T

:r
1
' T:r
2
, 9 2 G(T
1
); T

1
' T
2
, T
1
./ T
2
by Theorem 4.6.
A trivial consequence is that ./ is an equivalence relation among stratied
terms. But the point is that we can compute ./ by determining the -classes
of occurrences of a suitable term (built in linear time), which can be performed
recursively. It is rather trivial to see that 8u; v 2 O, if s(u) = s(v) 2 , then
u  v i 8i; u
i
 v
i
, where a(u) = u
1
: : : u
n
and a(v) = v
1
: : : v
n
. But if
s(u) = s(v) 2 
0
, we must resort to more complex notions.
Denition 6.5 If s(u) 2 
0
, let E(u) =
Y
C2H
T
(u)=
Sym(C):
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Example 6.6 Considering the stratied term T dened in Example 5.1, then
H
T
(j)= = ff7; 8g; f9gg, so that E(j) = Sym(f7; 8g)Sym(f9g) = fid; (7 8)g.
The group E(u) has a particularly simple structure, and a generating set
can easily be computed, supposing as we do that we have determined  on
the subterms of u and v. We then show that determining whether u  v holds
or not reduces to a group theoretic problem.
Lemma 6.7 8u; v 2 O such that s(u) = s(v) 2 
0
, if H
T
(u) = u
1
: : : u
m
and
H
T
(v) = v
1
: : : v
m
, then
(i) u  v i 9 2 Sym(m) such that conditions (1) and (2) below hold,
8i; u
i

 v
i
(1)

u
T
()E(u) \G
T
(u) 6= ;(2)
(ii) if we have ; 
0
2 Sym(m) such that 8i; u
i

 v
i
and u
i

0
 v
i
, then

u
T
()E(u) = 
u
T
(
0
)E(u).
Proof.
(i) If u  v then by denition 9 2 G(T:u) such that T

:u ' T:v. Let  be
the restriction of  to H
T
(u), and  its inverse image by 
u
T
; since  2
G
T
(u) we trivially have  2 
u
T
()E(u)\G
T
(u). And since pos(T

; u
i

) =
i = pos(T; v
i
) we have u
i

 v
i
.
Conversely, we suppose there is a  2 Sym(m) such that (1) and (2)
hold, and let  = 
u
T
(). There is a  2 E(u) such that  2 G
T
(u), and
by denition of E(u) we have 8i; (u
i

)

 u
i

 v
i
. If  is the inverse
image of  by 
u
T
we get (u
i

)

= u
i

 v
i
by Theorem 6.3. Hence
9
i
2 G
T
(u
i

) such that T

i
:u
i

' T:v
i
, and if we let  = 
1
  
m
2
G(T:u) we have pos(T

; u
i

) = i = pos(T; v
i
), and therefore T

:u ' T:v,
i.e. u  v.
(ii) Since u
i

 1

0
 v
i

 1
 u
i
, then 
u
T
(
 1

0
) = 
u
T
()
 1

u
T
(
0
) 2 E(u), and
therefore 
u
T
(
0
) 2 
u
T
()E(u).
The condition (2) is an instance of the coset intersection emptiness prob-
lem, noted CIE, dened on two subgroups G;H of Sym(n), given by genera-
tors, and on a permutation  2 Sym(n), and deciding H \G 6= ;.
Supposing that we are given an oracle for CIE, according to Lemma 6.7
(i) we can compute u  v with the polynomial algorithm Test(u; v), given in
Figure 3 in pseudo-CAML. In this algorithm, the value of  obviously depends
on the choices of j on line (?), but its existence (i.e. the value of c1) does
not, hence according to Lemma 6.7 (ii) the value of Test(u; v) is independent
of these choices. We can therefore compute T
1
./ T
2
with the polynomial
algorithm Equiv(T
1
; T
2
), given in Figure 4.
We have therefore established a polynomial Turing reduction (see [5]) from
the equivalence problem on stratied terms toCIE. It is shown in [6] that CIE
is polynomially equivalent to a number of problems on groups, including the
problem of computing generators for the intersection of two groups, and the
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Test(u; v) =
assert s(u) = s(v) ^ h
T
(u) = h
T
(v);
if s(u) 2  then
let u
1
: : : u
n
= a(u) and v
1
: : : v
n
= a(v) in
return 8i 2 f1; : : : ; ng; u
i
 v
i
else let u
1
: : : u
m
= H
T
(u) and v
1
: : : v
m
= H
T
(v) in
let J = f1; : : : ; mg and  = ; and c1 = true in
for i = 1 to m do
(?) if 9j 2 J=u
i
 v
j
then
 :=  [ fhi; jig; J := J n fjg
else c1 := false
done;
return c1 ^ 
u
T
()E(u) \G
T
(u) 6= ;
Fig. 3. Algorithm Test
Equiv(T
1
; T
2
) =
let T = T
1
@T
2
in
for h = 1 to h
T
(root(T
1
)) do
let V = fv 2 O=h
T
(v) = hg in
while V 6= ; do
choose v 2 V ;
let U = fu 2 V=s(u) = s(v)g in
V := V n U ;
for hu
0
; v
0
i 2 U
2
do u
0
 v
0
:= Test(u
0
; v
0
) done
done
done;
return root(T
1
)  root(T
2
)
Fig. 4. Algorithm Equiv
setwise stabiliser problem Set Stab. This problem is dened on a subgroup
G of Sym(n) and a subset A of f1; : : : ; ng, and consists in computing a set of
generators for the group G
A
= f 2 G=A

= Ag.
Although no polynomial algorithm is known for these problems, eÆcient
techniques exploiting group theoretic properties can be used, see e.g. [7].
Problems that are computationally close to the graph isomorphism problem
GI (it is shown in [6] that GI polynomially reduces to the problems in the
class of CIE) often exhibit eÆcient average case algorithms (see [2]). On the
peculiar status of GI's complexity, see [9, chapters 16 to 18].
From a theoretical point of view it also important that we provide a poly-
nomial reduction in the reverse direction, i.e. from an isomorphism-hard prob-
lem to our equivalence problem, hence making sure (as much as can be) that
T
1
./ T
2
can not be solved in polynomial time. This is not as obvious as Lemma
6.7 (i) suggests, due to the particularly simple structure of the group E(u),
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i.e. it seems that we do not need the full generality of CIE. This may well
lower its complexity, since asserting special properties on groups sometimes
yields polynomial algorithms (as for instance for computing the intersection
of a group with a p-group, see [6]).
However, an analysis of some proofs in [6], which we cannot carry here, led
us to a polynomial reduction from Set Stab to this subproblem of CIE, and
therefore to our equivalence problem, hence showing that it is polynomially
equivalent to Set Stab, CIE, etc.
One may wonder why we focus on the equivalence problem on stratied
terms. It is not one of the problems considered in [1], which are more complex
in the sense that they are about the sets S[T ] rather than about the orbits [T ]
s
.
The set S[T ] can be considered as the meaning of the stratied term T . We feel
however that the algorithms and techniques developed above can be useful for
solving problems on S[T ] (like unication) under reasonable hypotheses linking
S[T ] and [T ]
s
. These hypotheses and links are still to be devised.
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