Abstract: This paper deals with a distributed coordination problem including collision avoidance. The problem is solved by using a Command Governor strategy based on mixed integer optimization. First, we present an algorithm to find an appropriate command in the centralized case, then a distributed sequential procedure is described. Simulations are reported for comparisons.
INTRODUCTION
The problem of interest here is the control of a group of dynamically decoupled systems required to accomplish a cooperative mission. In particular this paper considers formation control problems where it is required that a set of agents, such as vehicles or aircrafts, converges to a desired formation. Such a problem concerns with the following aspects
• a large number of subsystems which can be separately actuated • subsystems are dynamically decoupled;
• the admissible set of states of each subsystem depends on other subsystem states; • the control objective can be undertaken through a collaborative procedure.
Several papers exist where solutions to similar problems have been achieved by using distributed Model Predictive Control (MPC) for decoupled linear systems, see for example (Keviczky et al. [2006] , Jia and Krogh [2002] , Dunbar and Murray [2006] , Franco et al. [2008] , Richards A. and How J.P. [2002] , Rakovic and Mayne [2007] ). In such a context, a considerable number of works have dealt with the collision avoidance problem arising when e.g. the considered systems represent a set of vehicles moving in a certain area. Collision avoidance problem is a well studied topic in robotics and in air traffic management, see e.g. Kuchar and Yang et al. [1997] . Related to this problem, a widely used method is the one presented in Rimon and Koditschek [1992] , Dimarogonas and Kyriakopoulos [2006] , that is very suitable for the control ⋆ This research has been partially supported by the European Commission under the project Feednetback FP7- ICT-223866 (www.feednetback.eu) of single or multiple mobile vehicles and offers provable convergence to the desired configuration. On the other hand, it does not take into account constraints which are present in many real applications, for example the need to consider bounded velocities, time constraints, etc. A different approach is described in Richards A. and How J.P. [2002] , where a distributed control solution based on mixed-integer linear programming is proposed for multivehicle formations uncoupled dynamics subject to coupled constraints (collision avoidance constraints). Other solutions to the collision avoidance problem can be found in Raghunathan et al. [2004] , Bicchi and Pallottino et al. [2000] , Frazzoli et al. [2001] Here we present a Command Governor (CG) approach facing collision avoidance. Such a strategy has been successfully used in Bemporad et al. [1997]-Gilbert and Tin Tan [1991] in more traditional contexts. The CG unit is a nonlinear control device installed to a primal compensated system. The goal of the CG device is to adjust, whenever necessary, the reference to the closed loop system into a feasible one so as to generate an admissible command to the plant input in order to enforce point wise-in-time constraints on relevant system variables along the system trajectories. CG schemes for linear systems under full state availability have appeared e.g. in Gilbert et al. [1995] . In particular, CG schemes dealing with disturbances were considered in Casavola et al. [2000] , and with model uncertainty in Casavola et al. [2000] . In Kitudomrat et al. [2007] a CG based decentralized formation control problem including collision avoidance by using set invariance theory is presented.
The collision avoidance CG strategy here proposed extends the results obtained in Bemporad et al. [1997] to distributed systems subject to non-convex constraints. FolProceedings of the 2nd IFAC Workshop on Distributed Estimation and Control in Networked Systems, Centre de Congrès de L'Impérial Palace, Annecy, France, September 13-14, 2010 lowing the same lines of Richards A. and How J.P. [2002] , it involves discrete decisions amongst linear constraints, which in turn can be expressed as linear constraints upon a mixture of continuous and integer variables, see Williams and Brailsford [1996] , Bemporad and Morari [1999] . Efficient commercial software packages employing branchand-bound techniques (Floudas [1995] ) exist to cope with the resulting mixed-integer linear program (MILP). This approach has been applied to spacecraft maneuvering, for which linear approximations of relative dynamics are standard (Schouwenaars et al. [2001] This paper is organized as follows. Section II is concerned with the problem statement. We discuss the dynamics of the agent and the constraints which will be considered. In Section III, a Centralized Command Governor approach for collision avoidance is presented and its properties, which are relevant for subsequent developments, summarized. A Distributed Sequential Command Governor is described in section IV. Finally, a coordination example regarding three networked autonomous vehicles is illustrated in Section VI and some conclusions end the paper.
2. PROBLEM STATEMENT The aim of this section is to illustrate a distributed CG strategy for decoupled linear systems subject to convex set-membership input, state constraints and interacting constraints. To this end, consider a set of N subsystems A = {1, . . . , N }. Each subsystem is a LTI closed-loop dynamical system regulated by a local controller which ensures stability and good closed-loop properties when the constraints are not active. Let the i-th closed-loop subsystem be described by the following discrete-time model
( 1) where: t ∈ Z Z + , x i ∈ IR ni is the state vector (which includes the controller states under dynamic regulation),
T ∈ IR 2 is the manipulable reference,
i represents the local constrained vector which has to fulfill the local set-membership constraint (e.g. velocity constraints, acceleration constraints etc. )
where C i being a convex and compact polytopic set. Finally
T ∈ IR 2 is a performance related signal that, in addition, is subject to following interactive nonlinear and nonconvex constraints ||z i (t) − z j (t)|| ∞ > d ∀i, j(i = j) and t ∈ Z Z + (3) Although several interpretations can be plausible, we consider that this constraint can represent the collision avoidance condition between each pair of agents. It is further assumed that A1. Each system (1) is asymptotically stable. A2. Each system (1) is off-set free i.e.
In words, the CG design problem we want to face is that of locally determining, at each time step t and for each agent i ∈ A associated to each subsystem, a suitable reference signal g i (t) which is the best approximation of a prescribed reference r i (t) := [r
T ∈ IR 2 such that its application never produces constraint violations (2),(3). Moreover, it is required that:
(1) g i (t) →r i whenever r i (t) → r i , withr i the best admissible approximation of r i ; (2) the CG action has a finite settling time, that is g i (t) =r i for a possibly large but finite t whenever the reference stays constant after a finite time.
CENTRALIZED CG FOR COLLISION AVOIDANCE
Standard centralized solutions of the above stated CG design problem, viz. without considering constraints of the form (3), have been proposed in (Bemporad et al. [1997] , Casavola et al. [2000] ). In this section, we present a CG formulation able to handle constraints of the form (3) which are relevant for the collision avoidance problem. To cope with this particular problem we first note that the overall system arising by the composition of the above N subsystems can be described as
where
T ∈ IR 2N is the manipulable reference vector. We denote r = [r
, the other relevant aggregate vectors and set
2nd IFAC NECSYS (NecSys'10) Annecy, France, September 13-14,2010 As shown in Figure 1 , at each time t, the overall CG action g(t) consists of a function of the current overall reference r(t) and measured state x(t) g(t) := g(r(t), x(t)) (5) such that g(t) is the best approximation of r(t) under the conditions c(t) ∈ C (6) z(t) ∈ Z (7) where C := {C 1 ×...×C N } is the set of decoupled constraints and Z := {z : ||z i − z j || ∞ > d ∀i, j ∈ A(i = j)} is the set of interacting constraints. Constraints expressed with Z can be written as ∀i, j ∈ A(i = j)|i > j : |z
The condition i > j avoids duplication of the constraints on the positions. By exploiting the absolute values, the constraints (8) can be reformulated as ∀i, j ∈ A(i = j)|i > j :
A way to transform the or-constraints into more useful and-constraints is that of introducing binary slack variables. To this end, let T p ij ∈ {0, 1} be a binary variable and µ be a sufficiently large big positive number. Then, constraints (9) can be replaced by following mixedinteger/linear constraints ∀i, j|i > j : z 
If the p-th constraints in (9) is not satisfied, the corresponding binary variable T p ij is equal to 1. The last constraint in (10) ensures that at least one of the constraints in (9) is satisfied. Hence, in order to belong to set Z, z has to be contained into the z-projection of the following set 
Then, in the sequel we adopt the following notations
for the equilibrium solutions of (4) to a constant command g(t) ≡ g, with g ∈ R m constant vector.
For reasons which have been clarified in (Bemporad et al. [1997] ), it is convenient to introduce the following sets for two given δ 1 > 0, δ 2 > 0
where B δ1 is a ball of radius δ 1 centered at the origin and where for given sets A, E ⊂ IR n , A ∼ E is the Pontryagin set difference defined as A ∼ E := {a : a + e ∈ A, ∀e ∈ E}. Let us assume that sufficiently small δ 1 > 0, δ 2 > 0 such that W δ is non-empty. In particular, W δ is the set of all commands whose corresponding steady-state solution c g and z g satisfies the constraints (6) with margin δ 1 and constraints (7) with margin δ 2 Notice that the choice g(t) ∈ W δ only ensures constraints fulfillment in steadystate conditions, when c g(t) ∈ C δ1 and z g(t) ∈Z δ2 , but nothing can be said about the transient from x(t) to x g(t) . For this reason the CG action g(t) at each time t is selected in a suitable x(t)-dependent subset of W δ , in which each element, if constantly applied as a command to the system from the time instant t onwards, gives rise to system evolutions that do not produce constraint violations during transient from x(t) to x g(t) . If many choices exist for g(t), an optimization problem is solved to determine the best feasible approximation to r according to a performance index. Such a CG command is applied, a new state is measured and the procedure is repeated at next time instant t + 1 on the basis of the new state x(t + 1). In this respect, we consider the following family of constant virtual command sequences
where k 0 is a constraint horizon selected according the procedure described in Tedesco et al. [2010] ; as a consequence, the state and c-vector and z-vector future predictions emanating from x(t) under a whatever constant command g is given ∀k ≤ k 0 by
Finally, we define the set V(x(t)) as
of all constant virtual commands in W δ whose corresponding c-evolutions and z-evolutions starting at time t from the state x(t) satisfy the constraints for all k ∈ Z Z + , for some sequence T (·). If V(x(t)) is nonempty, closed at each time t ∈ Z Z + , the CG action can be chosen in a centralized manner according to the solution of the following constrained optimization problemĝ (t)=arg min
where (Bemporad et al. [1997] ), in the case where collision avoidance constraints are not present, it is proved that a k 0 exists sucht that the set V(x(t)) can be computed just for k ≤ k 0 ensuring that constraints are fullfilled also for k > k 0 . In our case a similar result is proved and described in Tedesco et al. [2010] 2 4. DISTRIBUTED CG DESIGN FOR COLLISION AVOIDANCE Here we introduce two distributed CG schemes by starting from the above centralized CG approach and assuming the agents are connected via a communication network. Such a network is modeled with a communication graph: an undirected graph G = (A, B) , where A denotes the set 2nd IFAC NECSYS (NecSys'10) Annecy, France, September 13-14,2010 of the N subsystems and B ⊂ A × A the set of edges representing the communication links amongst agents. More precisely, the edge (i, j) belongs to B if and only if the agents governing the i-th and the j-th subsystems are able to directly share information within one sampling time. The communication graph is assumed to be connected, i.e. for each pair of agents i ∈ A, j ∈ A there exists at least one sequence of edges connecting i and j, with the minimum number of edges connecting the two agents denoted by d i,j . Let G be an undirect graph (Figure 2) and Fig. 2 . Graph A and Hamiltonian cycle H assume, without loss of generality, that the sequence H = {1, 2, ..., N −1, N } is a Hamiltonian cycle. The idea behind the approach, quite similar to the serial method presented in Venkat [2006] , is that only one agent per decision time is allowed to manipulate its local command signal g i (t) while all others are instructed to hold their previous values. After each decision, the agent in charge transmits its local command and state to the next updating agent. Such a polling policy implies that, eventually after a preliminary initialization cycle, at each time instant the "agent in charge" always knows the whole aggregate vectors z(t − N + j), j = {1, . . . , N − 1} and the past whole aggregate state vectors x(t−N +j), j = {1, . . . , N −1}. By exploiting these observations we can define the following distributed CG algorithm:
Sequential-CG Algorithm (S-CG) -Agent i repeat at each time t 1.1 if(t mod N ) == i 1.1.1 receive z(t − 1) and x(t − 1) from the previous agent in the cycle H 1.1.2 solve g i (t) = arg min
1.1.5 transmit g(t) to the next agent in H 1.2 else 1.2.1 apply g i (t) = g i (t − 1) where Ψ i > 0 are weighting matrices, t mod N is the remainder of the integer division t/N . 2
Remark 2 -For both CG and S-CG it is proved that under the assumptions A1-A2, if a feasible command vector
T ∈ W δ exists at t = 0, then (1) for each subsystem i ∈ A the algorithm produces at each time step a feasible local command g i (t); (2) constraints are fulfilled for all t ∈ Z Z + ; (3) the overall system is asymptotically stable. In particular, whenever r(t) ≡ r, the sequence of the aggregate vectors g(t) = [g 
EXAMPLE
In order to show the effectiveness of proposed method we consider a system of three decoupled mass particles. The system is described by the following equation
where (x i , y i ), i ∈ A = {1, 2, 3} are the coordinates of the i-th mass position w.r.t a cartesian reference and (F T , as shown in Figure 3 , complying with the following local and coupling constraints
The first set of inequalities represents input-saturation constraints on the forces F x i and F y i , i ∈ A, acting as inputs of the vehicles. They have to be taken into account in order to avoid the generation of trajectories out of the actuator ranges. The second set of constraints represents collision avoidance between agents. The straight line paths to the destinations, shown in Figure 3 , would clearly lead to collision; in particular agents 1 and 2 have to go along the same route in opposite way. In the distributed case, at time t = 0, when the sequential procedure begins, each agent knows the initial applied local references
Moreover each agents has knowledge of the starting positions [
Simulations are performed with horizon k 0 = 20. In Figures 4 and 5 , the actual trajectories designed by agents in the case of CG and SCG respectively are depicted. Their starting points are marked by circles and destinations by stars. In both cases an avoidance maneuver allows to reach target with the minimal deviation and without any collision. Actually in Figure 6 , that shows progression of distance between agents during simulation, we can see that distance is always greater then 1 m, as requested in (19). Although both coordination strategies successfully work, the S-CG is characterized by a certain conservativeness w.r.t the CG. This is illustrated in Figures 7-8 where input forces are depicted: as expected, in the CG case, actuators are more saturated respect to S-CG case. The computational requirement of S-CG is a magnitude order lower than CG as reported in Table 1 , (CPU-time in the distributed case is considered for single agent only) though algorithms have quite similar performances.
2nd IFAC NECSYS (NecSys'10) Annecy, France, September 13-14,2010 2nd IFAC NECSYS (NecSys'10) Annecy, France, September 13-14,2010 6. CONCLUSION AND FUTURE WORKS A distributed implementation of CG schemes has been developed for dynamically decoupled linear systems subject to local and interacting constraints. The key point was to resort to a particular CG scheme that uses mixedinteger optimization. A sequential distributed scheme is also described. Comparisons with central solutions have been presented and discussed in the final illustrative example. Future work will involve disturbance effects and more complicated coordination tasks.
