This technical report is an overview of work done on Headline Generation for written and broadcast news. The report covers HMM Hedge, a statistical approach based on the noisy channel model, Hedge Trimmer, a parse-andtrim approach using linguistically motivated trimming rules, and Topiary, a combination of Trimmer and Unsupervised Topic Discovery. Automatic evaluation of summaries using ROUGE and BLEU is described and used to evaluate the Headline Generation systems.
Introduction
This report presents work done from 2002 to 2005 for the TIDES project in the area of automatic headline generation. A headline is a very short (approximately 75 character) summary of a news story. Our goal is to produce informative abstracts that tell what happened in a news story. Other types of headlines include indicative headlines that tell what topic the story is about, and eye-catcher headlines that don't tell about the content of the story but are designed to entice people to read the story.
Our general approach is to select words in order from the story to form a headline. We allow for the possibility of morphological variation of individual words to preserve grammaticality. Section 2 discusses work we did to demonstrate the feasiblity of this approach for written news. Section 3 describes our first approach to the problem, HMM Hedge, a statistical approach that was biased to favor certain pragmatic linguistic characteristics.
Section 4 presents our second approach to the problem, Hedge Trimmer, which consists of linguisticallymotivated sentence compression of lead sentences. In Section 5 we discuss topic lists, implemented by Unsupervised Topic Discovery, as an alternative to fluent headlines, and in Section 6 we describe Topiary, an approach that combines topic lists and fluent text to form more informative short summaries. Section 7 describes how Topiary was extended to cover the domain of transcripts of broadcast news.
The evaluation tools that we have used for intrinsic evaluation, BLEU and ROUGE, are described in Section 8, and the results of evaluations on written and broadcast news domains are given in Section 9. An extrinsic task for testing whether automatic headline generation (and short summaries in general) helps humans perform a task, or helps humans perform a task more quickly without loss of accuracy is discussed in Section 10.
Feasibility
Our approach is based on the selection of words from the original story, in the order that they appear in the story, and allowing for morphological variation. To determine the feasibility of our head-line-generation approach, we first attempted to apply our "select-words-in-order" technique by hand. We examined 73 stories from the TIPSTER corpus and found that it was possible to produce a fluent and accurate informative headline for all of the stories. Two researchers each constructed a head-line for each of the 73 stories, using words or morphological variants of words from the stories in order.
Generative Model: Using HMMs for Story Generation from Headlines
To estimate P(S|H) we must consider the process by which a story is generated. This process can be represented as a Hidden Markov Model (HMM). A HMM is a weighted finite-state automaton in which each state probabilistically emits a string. The simplest HMM to generate stories with headlines is shown in Figure 1 .
Figure 1: HMM for Three-Word Story
Consider the following story.
(1) Story Words: After months of debate following the Sept. 11 terrorist hijackings, the Transportation Department has decided that airline pilots will not be allowed to have guns in the cockpits.
Generated Headline: Pilots not allowed to have guns in cockpits
The H state will emit the words in bold (pilots, not, allowed, to, have, guns, in, cockpits) , and the G state will emit all the other words. The HMM will transition between the H and G states as needed to generate the words of the story.
We use a unigram model of stories and a bigram model of headlines based on a corpus of 496215 stories from Associated Press, Wall Street Journal and San Jose Mercury News. Because of the bigram model of the headline language, the HMM in Figure 1 will not be sufficient. The HMM for a three-word story is shown in Figure 1 above. There should be an H state in the HMM for each word in the headline vocabulary. Since we can observe the words in the story, it is sufficient to have an H state for each word in the story. Each H state will have a corresponding G state which emits story words until the next headline word and remembers the previous emitted headline word. The next word in the story is not a headline word, so the HMM transitions to the corresponding G state, G pilots , which emits will. Note that being in state G pilots allows the machine to remember that pilots is the last
emitted headline word. The next story word is a headline word, so we transition to H not and emit not. Skipping ahead to after H allowed has emitted allowed, we note that the next story word is also a headline word. In this case, the HMM does not go into the corresponding G state, but instead goes directly to H to .
Transitions from H states to a later H state corresponds to a clump of sequential headline words in the story. A transition from a H state to a G state corresponds to the end of a clump and the start of a gap, i.e., a headline word followed by non-headline word.
Conversely, a transition from a G state to a H state corresponds to the end of a gap and the start of a clump. Finally, after cockpits is emitted by H cockpits , the HMM goes to the end state. If there had been more words in the story after cockpits, they would all be emitted by G cockpits , then the HMM would go to the end state.
This process can be thought of as one in which a story and a headline are generated simultaneously. Alternatively, we can think of the headline as the input to an HMM controlling the sequence of H states, but in which the model is free to transition to G states at any time. This view fits the Noisy Channel Model interpretation.
P(S|H) is estimated using this HMM. The H states can only emit their specific word from the headline vocabulary with probability 1. The G states can emit any word w in the general language vocabulary with probability P(w).
Every possible headline corresponds to a path through the HMM which successfully emits the story. The path through the HMM described above is not the only one that could generate the story in (1). Other possibilities are:
(2) Transportation Department decided airline pilots not to have guns (3) Months of the terrorist has to have cockpits Although (2) and (3) are possible headlines for (1), the conditional probability of (3) given (1) will be lower than the conditional probability of (2) given (1).
Viterbi Decoding
We use the Viterbi algorithm to select the most likely headline for a story. The implementation took advantage of the constraints that we imposed on headlines: that headline words are taken from the story in the order that they appear. Headline states can only emit a specific word, and all other words have zero probability. Each headline state has transitions only to the following headline state or to the corresponding G state.
Decoding Parameters
In the course of our investigation, we added four decoding parameters motivated by intuitive observations of the output. Our goal was to make the results more like Headlinese. The decoding parameters are  a length penalty  a position penalty  a string penalty  a gap penalty
Note that the incorporation of these parameters changes the values in the cells from log probabilities to relative desirability scores.
We tested different values of the four parameters by trial and error. A logical extension to this work would be to attempt to learn the best setting of these parameters, e.g., through Expectation Maximization.
Length Penalty
The most salient parameter is the length penalty. We have observed that headlines are usually 5 to 15 words long. The initial translation model had no pressure for headlines in this length range. It is possible for the algorithm to generate headlines of length N which include all the story words, or of length zero.
The length penalty biases the algorithm towards shorter or longer headlines as follows. The transition probability from a G state to itself is multiplied by the length penalty. A length penalty greater than one will favor paths which spend more time in G states, and thus have fewer headline words. A length penalty less than one will favor paths which spend less time in G states, and thus have more headline words. The goal is to nudge the headline length into a specific length range, so no single length penalty is suitable for every story. We iterate the Viterbi algorithm, adjusting the length penalty until the headline length falls in the desired range.
Position Penalty
We observed that, in the human-constructed headlines, the headline words tended to appear near the front of the story. The position penalty is used to favor headline words from early in the story. The story word in the nth position is assigned a position penalty of pn, where p is a positive number less than one. The emission probabilities on H states are multiplied by the position penalty for the position of the word being considered. Thus words near the front of the story carry less of a position penalty than words farther along. This technique doesn't work in the case of human interest and sports stories that start with a hook to get the reader's attention, before getting to the main topic of the story.
String Penalty
We observed that the human-constructed headlines often contained contiguous strings of story words in the headlines. Examples (1) and (2) above illustrate this with strings such as "allowed to have guns," and "embargo against Cuba." The string penalty is used as a bias for "clumpiness", i.e., the tendency to generate headlines composed of strings of contiguous story words. Each transition from an H state to its G state is multiplied by the string penalty. A string penalty lower than one will cause the algorithm to prefer clumpy headlines.
Gap Penalty
Very large gaps between headline words tend to be a sign of great effort from the human to piece together a headline from unrelated words. We believe that the algorithm would not be nearly as successful as the humans in constructing large gap headlines, and that allowing it to try would cause it to miss easy, nongappy headlines.
The gap penalty is used to bias against headline "gappiness", i.e., the tendency to generate headlines in which contiguous headline words correspond to widely separated story words. At each transition from a G state to a H state, a gap penalty is applied which depends on the size of the gap since the last headline word was emitted. This can also be seen as a penalty for spending too much time in one G state. Low gap penalties will cause the algorithm to favor headlines with few large gaps.
Morphological Extensions to the Model
Headlines usually use verbs in the present tense while stories use verbs in the past tense. This observation suggests that our initial algorithm omitted important content words from headlines because their probability in the headline language model is low.
The algorithm has been modified to accommodate morphological variations as follows. Each story word is expanded into its set of morphological variants, such that each story-position is associated with a set of strings. In the HMM there is a H state and a G state for each story-position string pair. For example, if the second word in the story is "said", there can be an H state capable of emitting "says," and the word "says" can appear in the generated headline.
The emission probability for an H state is nonzero for all the morphological variants of that word. At present this probability is 1/n, where n is the number of morphological variants. In future work, this will be biased in favor of the morphological variations that are observed between headlines and stories.
Trimmer Algorithm Description
In this section we will give an overview of how we create short summaries for written news stories and broadcast news stories, placing Hedge Trimmer and UTD in that context. We will describe Hedge Trimmer and UTD and how they are combined to produce Topiary. We will discuss some issues involved in extending Topiary to the domain of broadcast news.
Overview
We use a parse-and-trim approach to produce short summaries for written news stories. We select a lead sentence from the story, parse the lead sentence, and add named-entity information to the parse. We trim the parse tree by pruning constituents according to a linguistically-motivated heuristic until the surface form of the parse is below the desired length threshold. We then produce a list of topics and augment the trimmed result with a subset of these topics using a dynamic threshold on the overall length. Each of these processes is described in detail below.
Hedge Trimmer
We have designed and implemented an algorithm called Hedge Trimmer that generates a headline for a news story by compressing the lead (or main) topic sentence according to a linguistically-motivated algorithm. 1 The compression consists of parsing the sentence using the BBN SIFT parser and removing lowcontent syntactic constituents.
Low-content constituents are removed one-by-one until a length threshold has been reached. These include, among others, certain determiners (the, a), time expressions, relative clauses, verb-phrase conjunction, preposed adjuncts, have and be in past or present participle constructions, certain modal verbs, it in extraposition (It was the third maritime accident), there in existential clauses (There has been a maritime accident), and prepositional phrases that do not contain named entities.
2 These constituents are considered to be low-content because they occur less frequently in human summaries than in general text.
1 Pre-processing for written news stories includes removal of datelines and other non-story text, such as instructions to editors.
2
The named-entity tagging is done with BBN IdentiFinder (Bikel et al., 1999) .
If Hedge Trimmer is unable to reach the desired threshold by removing these low-content constituents, we consider the removal of high-content constituents, such as adverbs, adverbial phrases, adjectives, adjective phrases and nouns that modify other nouns. If Hedge Trimmer is unable to reach the threshold even by removing high-content constituents, the trimmed sentence will be truncated to meet the length constraint. The threshold can be specified either in number of words or number of characters.
Trimming Rules
The input to Hedge is a story, whose first sentence is immediately passed through the BBN parser. The parse-tree result is passed to a linguistically-motivated module that selects story words to form headlines by means of three simple steps: We discuss each of these three steps in turn.
STEP 1: Choose the Correct S Node
The first step relies on what is referred to as the Projection Principle in linguistic theory (Chomsky, 1981) : Predicates project a subject (both dominated by S) in the surface structure. Our human-generated headlines generally conformed to this rule; thus, we adopted it as a constraint in our algorithm.
An example of the application of step 1 above is the following, where boldfaced material from the parse tree representation is retained and italicized material is eliminated:
(4) Input: Rebels agree to talks with government officials said Tuesday. (6) Output of step 1: Rebels agree to talks with government.
When the parser produces a correct tree, this step provides a grammatical headline. However, the parser often produces an incorrect output. Human inspection of our 624-sentence DUC-2003 evaluation set revealed that there were two such scenarios, illustrated by the following cases:
[S [SBAR What started as a local controversy] [VP has evolved into an international scandal.]] [NP [NP Bangladesh] [CC and] [NP [NP India] [VP signed a water sharing accord.]]]
In the first case, an S exists, but it does not conform to the requirements of step 1. This occurred in 2.6% of the sentences in the DUC-2003 evaluation data. We resolve this by selecting the lowest leftmost S, i.e., the entire string "What started as a local controversy has evolved into an international scandal" in the example above.
In the second case, there is no S available. This occurred in 3.4% of the sentences in the evaluation data. We resolve this by selecting the root of the parse tree; this would be the entire string "Bangladesh and India signed a water sharing accord" above. No other parser errors were encountered in the DUC-2003 evaluation data.
STEP 2: Removal of Low Content Nodes
This step of our algorithm eliminates low-content units. We start with the simplest low-content units: the determiners a and the. Beyond these, we found that the human-generated headlines did not include time expressions which, although certainly not content-free, do not contribute toward conveying the overall "who/what content" of the story. Since our goal is to provide an informative headline (i.e., the action and its participants), the identification and elimination of time expressions provided a significant boost in the performance of our automatic headline generator.
We identified time expressions in the stories using BBN's Identifinder (Bikel et al, 1999) . We implemented the elimination of time expressions as a two-step process:
where X is tagged as part of a time expression
The following examples illustrate the application of this step: Output of step 2: International relief agency announced that it is withdrawing from North Korea.
We found that 53.2% of the stories we examined contained at least one time expression which could be deleted. A human inspection of 50 deleted time expressions showed that 38 were desirable deletions, 10 were locally undesirable because they introduced an ungrammatical fragment, 3 and 2 were undesirable because they removed a potentially relevant constituent. However, even an undesirable deletion often pans out for two reasons: (1) the ungrammatical fragment is frequently deleted later by some other rule; and (2) every time a constituent is removed it makes room under the threshold for some other, possibly more relevant constituent. Consider the following examples.
(9) At least two people were killed Sunday.
(10) At least two people were killed when single-engine airplane crashed. Example (9) was produced by a system which did not remove time expressions. Example (10) shows that if the time expression Sunday were removed, it would make room below the 10-word threshold for another important piece of information.
STEP 3: Iterative Shortening
The final step, iterative shortening, removes linguistically peripheral material-through successive deletions-until the sentence is shorter than a given threshold. We took the threshold to be 10 for the DUC task, but it is a configurable parameter. Also, given that the human-generated headlines tended to retain earlier material more often than later material, much of our iterative shortening is focused on deleting the rightmost phrasal categories until the length is below threshold.
There are four types of iterative shortening rules. The first type is a rule we call "XP-over-XP," which is implemented as follows:
In constructions of the form [XP [XP …] …] remove the other children of the higher XP, where XP is NP, VP or S.
The motivation for this rule is that the human-produced headlines primarily include head words with short lexical modifiers, not phrasal-level modifiers. The rule is applied iteratively, from the deepest rightmost applicable node backwards, until the length threshold is reached.
The impact of XP-over-XP can be seen in these examples of NP-over-NP, VP-over-VP, and S-over-S, respectively: (11) Input: A fire killed a firefighter who was fatally injured as he searched the house. The third and fourth types of iterative shortening are the removal of trailing PPs and SBARs, respectively:
 Remove PPs from deepest rightmost node backward until length is below threshold.  Remove SBARs from deepest rightmost node backward until length is below threshold.
These rules are applied with a backoff option to avoid over-trimming the parse tree. First the PP shortening rule is applied. If the threshold has been reached, no more shortening is done. However, if the threshold has not been reached, the system reverts to the parse tree as it was before any PPs were removed, and applies the SBAR shortening rule. If the threshold still has not been reached, the PP rule is applied to the result of the SBAR rule.
Other sequences of shortening rules are possible. The one above was observed to produce the best results on a 73-sentence development set of stories from the TIPSTER corpus. The intuition is that, when removing constituents from a parse tree, it's best to remove smaller portions during each iteration, to avoid producing trees with undesirably few words. PPs tend to represent small parts of the tree while SBARs represent large parts of the tree. Thus we try to reach the threshold by removing small constituents, but if we can't reach the threshold that way, we restore the small constituents, remove a large constituent and resume the deletion of small constituents.
The impact of these two types of shortening can be seen in the following examples:
(15) Input: More oil-covered sea birds were found over the weekend. Recently we have investigated a rendering of the summary as "Headlinese" (Mårdh, 1980) in which certain constituents are dropped with no loss of meaning. The result of this investigation has been used to enhance Hedge Trimmer, most notably the removal of certain instances of have and be. For example, the previous headline generator produced summaries such as Sentence (18) Finally, for situations in which the length threshold is a hard constraint, we added some emergency shortening methods which are only to be used when the alternative is truncating the headline after the threshold, possibly cutting the middle of a word. These include removal of adverbs and adverbial phrases, adjectives and adjective phrases, and nouns that modify other nouns.
The main benefit of have/be removal is that it often shortens a headline by five to eight characters, without losing any content and rarely causing the sentence to become ungrammatical as Headlinese. Sometimes this shortening is enough to allow another constituent or, as we discuss in Section 6, an additional topic word or phrase to fit under the length threshold.
Unsupervised Topic Discovery
Unsupervised Topic Discovery (UTD) (Schwartz et al., 2001 ) is used when we do not have a corpus annotated with topics. It takes as input a large unannotated corpus in any language and automatically creates a set of topic models with meaningful names. The algorithm has several stages. First, it analyzes the corpus to find strings of words that occur frequently. (It does this using a Minimum Description Length criterion.) These strings are frequently meaningful topic names.
Second, it finds the high-content words in each document (using a modified tf.idf measure). These are possible topic names for each document. It keeps only those names that occur in at least four different documents. 4 These are taken to be an initial set of topic names.
In the third stage UTD trains topic models corresponding to these topic names. The modified EM procedure of OnTopic is used to determine which words in the documents often signify these topic names. This produces topic models.
Fourth, these topic models are used to find the most likely topics for each document. This often adds new topics to documents, even though the topic name did not appear in the document.
We found, in various experiments, that the topics derived by this procedure were usually meaningful and that the topic assignment was about as good as when the topics were derived from a corpus that was annotated by people. We have also used this procedure on different languages and shown the same behavior.
Sentence (26) is a topic list generated for a story about the investigation into the bombing of the U.S. Embassy in Nairobi on August 7, 1998.
(26) BIN_LADEN EMBASSY BOMBING POLICE OFFICIALS PRISON HOUSE FIRE KABILA

Combination of Hedge Trimmer and Topics: Topiary
The Hedge Trimmer algorithm is constrained to take its headline from a single sentence. It is often the case that there is no single sentence that contains all the important information in a story. The information can be spread over two or three sentences, with pronouns or ellipsis used to link them. In addition, our algorithms do not always select the ideal sentence and trim it perfectly.
On the other hand, topics alone also have drawbacks. UTD rarely generates any topic names that are verbs. Thus topic lists are good at indicating the general subject are but rarely give any direct indication of what events took place.
Topiary is a modification of the Hedge Trimmer algorithm that takes a list of topics with relevance scores as additional input. The compression threshold is lowered so that there will be room for the highest scoring topic terms that aren't already in the headline. This amount of threshold lowering is dynamic, because the trimming of the sentence can remove a high-scoring topic term from the trimmed output, making that topic term eligible to be part of the topic list.
After trimming is complete, additional topic terms that do not occur in the headline are added to use up any remaining space. The number or requested topics is a parameter. If Hedge Trimmer cannot reach the adjusted threshold required for the requested number of topics, the Hedge Trimmer output will be truncated to ensure the required number of topics.
In experiments on written news, we found that the best ROUGE scores were achieved by requiring one topic. The Hedge Trimmer algorithm usually undershoots the threshold by a few characters, so this resulted in two topic terms per headline, on average.
Topiary produces a short summary consisting of one or more main topics about the story and a short sentence that says what happened concerning them. To aid in comprehension when the output is intended for human readers we present the topics in all caps and separate topic list from the fluent summary by a colon. The output submitted to automatic evaluation omits these conventions. The combination is often more concise than a fully fluent sentence and compensates for the fact that the topic and the description of what happened to it do not appear in the same sentence in the original story.
Sentences (27) and (28) 
Automatic Summaries Reference Summaries Topiary The key observations are that there was a wide range of performance among the submitted systems, and that Topiary scored first or second among the automatic systems on each ROUGE measure.
Extension to Broadcast News
Our goal was to determine whether Topiary's design was as readily applicable to broadcast news as it was to text and, if not, what design changes would be necessary to broaden its applicability. Broadcast news stories require considerable pre-processing than written news. In order to reach a point where our summarization approach would be applicable to broadcast news, the news story had to go through Automatic Speech Recognition (ASR), story boundary detection and sentence boundary detection.
We used BBN BYBLOS News Transcription System (Ma et al., 2004) for ASR. Story boundary detection was done manually, and sentence boundary detection was done using the SRILM toolkit (Stolcke, 2002) . We consider story boundary detection and sentence boundary detection to be outside of the scope of this work, although dealing appropriately with the noise introduced by these systems is within scope.
The pre-processing used for written news, parsing and named-entity tagging is also required for broadcast news. We use the same tools for these tasks, but with language models that were trained on broadcast news.
For written news stories, the first sentence of the document is taken to be the lead sentence. For broadcast news this is less often true. Broadcast news stories often begin with introductory or connective sentences, such as "This is CNN news," or "Now we turn to international news." Errors in story boundary detection can make the situation worse.
We used the M5' learning algorithm implemented by Weka (Witten and Frank 2000) to train a decision tree for lead sentence selection. However, this algorithm does not yet outperform the baseline of choosing the first sentence as the lead sentence. In the evaluations that follow, the first sentence of broadcast news stories will be taken to be the lead sentence, and improvement of the lead sentence chooser will be a high priority.
In applying the Hedge Trimmer algorithm to broadcast news we found that some of the linguistic triggers we used are more typical of written news than broadcast news. For instance, one such trigger was intended to catch attributions such as "The capital city is now under the control of rebel forces, government officals announced." In broadcast news we observed that this information is more likely to be structured, "Officals announced that the capital city is now under the control of rebel forces," and that the structure we had prepared for rarely occured. Further, with broadcast news we are more likely to see fragmented or incorrect parses.
Sentences (29) through (31) are actual outputs from Topiary on broadcast news stores from the TDT corpus, as transcribed by BYBLOS. These examples are atypically informative and coherent, however they show the promise of this approach.
(29) CASEY_MARTIN GOLF DISABLED:he's attracted attention because he's suing pga (30) ALGERIA:the state department issued its annual report on human rights today (31) IVORY_COAST:capital being torn apart massive demonstrations drove military
Evaluation Tools and Corpora
We used two automatic evaluation systems, BLEU (Papineni et al. 2002) and ROUGE (Lin and Hovy, 2003) , to evaluate three variants of our headline generation systems on both written news and broadcast news. Both measures make n-gram comparisons of the candidate systems to a set of reference summaries.
ROUGE
ROUGE is a recall-based measure for summarizations. This automatic metric counts the number of n-grams in the reference summaries that occur in the candidate and divides by the number of n-grams in the reference summaries. The size of the n-grams used by ROUGE is configurable. ROUGE-n uses 1-grams through ngrams. ROUGE-L is based on longest common subsequences, and ROUGE-W-1.2 is based on weighted longest common subsequences with a weighting of 1.2 on consecutive matches of length greater than 1.
BLEU
BLEU is a system for automatic evaluation of machine translation that uses a modified n-gram precision measure to compare machine translations to reference human translations. This automatic metric counts the number of n-grams in the candidate that occur in any of the reference summaries and divides by the number of n-grams in the candidate. The size of the n-grams used by BLEU is configurable. BLEU-n uses 1-grams through n-grams. In our evaluation of headline generation systems, we treat summarization as a type of translation from a verbose language to a concise one, and compare automatically generated headlines to human generated headlines.
Corpora and References
For both written news and broadcast news we ran three summarization systems: Topiary, Hedge Trimmer and UTD. The corpus for the written news was 489 stories from the DUC2004 single-document summarization headline generation task. We used the four references per document that were provided by NIST for the DUC2004 evaluation. Topiary, Hedge Trimmer and UTD were run on this corpus, with a length threshold of 75 characters. For Topiary and Hedge Trimmer the first sentence of the document was taken to be the lead sentence. Topiary was configured to require one topic. We created a baseline consisting of the first 75 characters of each story.
The average output sizes of each system are shown in 1. Hedge Trimmer headlines tend to be shorter than the threshold because Hedge Trimmer removes constituents until the length is below the threshold. Sometimes it must remove a large constituent in order to get below the threshold. Topiary is able to make full use of the space by filling in topic words. The corpus for the broadcast news consisted of 560 broadcast news stories from the TDT corpora. We commissioned two reference summaries for each story for use in this evaluation. Topiary, Hedge Trimmer and UTD were run on this corpus using the same configuration as for the written news. The average sizes of the three systems are shown in 
System
Evaluation Results
In this section we present ROUGE and BLEU evaluations for written and broadcast news.
Evaluation on Written News: ROUGE
The ROUGE scores for the three systems and the baseline are shown in Table 3 . Under ROUGE-1 Topiary scored significantly higher than Hedge Trimmer, and both scored significantly higher than the UTD topic lists with 95% confidence. Since fluency is not measured at all by unigrams, we must conclude that the Hedge Trimmer headlines, by selecting the lead sentence, included more or better topic words than UTD. The highest scoring UTD topics tend to be very meaningful while the fifth and lower scoring topics tend to be very noisy. Thus the higher scores of Topiary can be attributed to including only the best of the UTD topics while preserving the lead sentence topics. The same groupings occur with ROUGE-L and ROUGE-W, indicating that the longest common subsequences are dominated by sequences of length one.
Evaluation on Broadcast News: ROUGE
The ROUGE scores of the three systems and the baseline are shown in Table 4 . None of the systems score higher on ROUGE than the baseline. The difference between Topiary and the baseline is not significant at 95% confidence. However, as with the written news, Topiary scores significantly higher at 95% confidence than either Hedge Trimmer or UTD alone for N=1. As higher order n-grams are used Hedge Trimmer scores higher than Topiary because it contains a higher portion of fluent text. The BLEU scores for the three systems and the baseline are shown in Table 6 . As with the ROUGE scores there is no significant difference at 95% confidence between Topiary and the baseline. Also Topiary significantly outscores Hedge Trimmer and UTD when N=1 with 95% confidence. Once again, Hedge Trimmer scores better when higher order n-grams are used. 
Extrinsic Task
For an automatic summarization evaluation tool to be of use to developers it must be shown to correlate well with human performance on a specific extrinsic task. In selecting the extrinsic task it is important that the task be unambiguous enough that subjects can perform it with a high level of agreement. If the task is so difficult that subjects cannot perform with a high level of agreement-even when they are shown the entire document-it will not be possible to detect significant differences among different summarization methods because the amount of variation due to noise will overshadow the variation due to summarization method.
In an earlier experiment we attempted to use document selection in the context of information retrieval as an extrinsic task. Subjects were asked to decide if a document was highly relevant, somewhat relevant or not relevant to a given query. However we found that subjects who had been shown the entire document were only able to agree with each other 75% of the time and agreed with the allegedly correct answers only 70% of the time. We were unable to draw any conclusions about the relative performance of the summarization systems, and thus were not able to make any correlations between human performance and scores on automatic summarization evaluation tools. For more details see (Zajic et al., 2003) .
We propose a more constrained type of document relevance judgment as an appropriate extrinsic task for evaluating human performance using automatic summarizations. The task, event tracking, has been reported in NIST TDT evaluations to provide the basis for more reliable results. Subjects are asked to decide if a document contains information related to a particular event in a specific domain. The subject is told about a specific event, such as the bombing of the Murrah Federal Building in Oklahoma City. A detailed description is given about what information is considered relevent to an event in the given domain. For instance, in the criminal case domain, information about the crime, the investigation, the arrest, the trial and the sentence are relevant.
We performed a small event tracking experiment to compare human performance using full news story text against performance using human-generated headlines of the same stories. Seven events and twenty documents per event were chosen from the 1999 Topic Detection and Tracking (TDT3) corpus. Four subjects were asked to judge the full news story texts or story headlines as relevant or not relevant to each specified event. The documents in the TDT3 corpus were already annotated as relevant or not relevant to each event by NIST annotators. The NIST annotations were taken to be the correct answers by which to judge the overall performance of the subjects. The subjects were shown a practice event, three events with full story text and three events with story headlines.
We calculated average agreement between subjects as the number of documents on which two subjects made the same judgment divided by the number of documents on which the two subjects had both made judgments. The average agreement between subjects was 86% for full story texts and 80% for headlines. The average agreement with the NIST annotations was slightly higher when using the full story text than the headline, with text producing 86% overall agreement with NIST and headlines producing 84% agreement with NIST. Use of headlines resulted in a significant increase in speed. Subjects spent an average of 30 seconds per document when shown the entire text, but only 7.7 seconds per document when shown the headline. Table 7 shows the precision, recall and F á with á = 0.5. The small difference in NIST agreement between full texts and headlines seems to suggest that the best human-written headlines can supply sufficient information for performing event tracking. However it is possible that subjects found the task of reading entire texts dull, and allowed their performance to diminish as they grew tired.
System
Full texts yielded a higher recall than headlines, which is not surprising. However headlines yielded a slightly higher precision than full texts which means that subjects were able to reject non-relevant documents as well with headlines as they could by reading the entire document. We observed that subjects sometimes marked documents as relevant if the full text contained even a brief mention of the event or any detail that could be construed as satisfying the domain description. If avoiding false positives (or increasing precision) is an important goal, these results suggest that use of headlines provides an advantage over reading the entire text.
Further event tracking experiments will include a variety of methods for automatic summarization. This will give us the ability to compare human performance using the summarization methods against one another and against human performance using full text. We do not expect that any summarization method will allow humans to perform event tracking better than reading the entire document, however we hope that we can improve human performance time while introducing only a small, acceptable loss in performance. We also plan to calibrate automatic summarization evaluation tools, such as BLEU and ROUGE, to actual human performance on event tracking for each method.
Conclusions and Future Work
We have shown the effectiveness of combining sentence compression and topic lists to construct informative summaries. We have compared three approaches to automatic headline generation (Topiary, Hedge Trimmer and Unsupervised Topic Discovery) on both written news and transcribed broadcast news, using two automatic summarization evaluation tools (BLEU and ROUGE).
We have shown that Topiary can be applied to broadcast news. At present Topiary is not performing better than the baseline in this domain. We anticipate that our experience in this domain will mirror our experience with written news, in which the research community did not initially outperform the same baseline.
In order to improve performance it will be minimally necessary to improve lead sentence selection and generalize the Hedge Trimmer algorithm which, at present, is tuned to the linguistic characteristics of written news. We plan to move the Hedge Trimmer algorithm away from applying its trimming rules according to a fixed heuristic, to applying the rules according a scoring function that will be based on annotated data from a similar corpus.
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