The threat of invasive bigheaded carp swimming into the upper reaches of the Mississippi River (USA) demands new and effective approaches to block these species. To explore how navigational Lock and Dams (LDs) on the Mississippi River could be used to deter the upstream migration of invasive fish species, computer modelling that combined computational fluid dynamics (CFD) and agent-based (AB) fish passage model (CFD-AB model) could be used to hypothetically quantify the passage of bigheaded carp (Hypophthalmichthys spp.) through LDs. Agent-based fish (AB-fish) are always located on a node of the CFD mesh and move by selecting the neighboring node that minimizes fatigue. A possible limitation of this approach is that the AB-fish movement exhibits a dependence upon the CFD mesh. The proposed modified approach allows the AB-fish to occupy any point in the computational domain and to continually (within the size of the time step) update their minimum fatigue path. Computations in a simplified channel/dam structure show that the modified CFD-AB results are smoother swimming trajectories and increased estimates of fish passage when compared to the original CFD-AB model. Knight et al. (2002) [5] and Zigler et al. (2003) [6] monitored the movement of lake sturgeon (Acipenser fulvescens) and paddlefish (Polyodon spathula) through the upper Mississippi River, and suggested upstream movement may be impeded by certain LDs. The main idea consists of generating high-water velocities below the spillway gates of LDS (gap between the roller/tainter gates and spillway, where fish try to pass through) that bigheaded carp could not be able to overcome, except during times of open-river when the gates raised out of the water. The network of 29 LDs in the Mississippi River are owned and operated by the US Army Corps of Engineers (USACE) to maintain a navigable channel. Operations seek to maintain a minimum channel depth while passing all remaining river discharge. Thus, gate operations do not consider fish passage concerns, and may not be optimal for blocking invasive species passage.
Introduction
Bigheaded carp (silver carp, Hypophthalmichthys molitrix, and bighead carp, H. nobilis) occupy the Mississippi River south of the Iowa border (USA), with the leading edge of reproducing bighead carp and silver carp ("Invasive Front") estimated to be somewhere between Pool 15 (Rock Island, IL) and Pool 16 (Muscatine, IA) [1] . The "Presence Front" is the most upstream extent of capture of either species, where densities are low, and reproduction has not occurred. For example, in Minnesota (USA), there were 33 bigheaded carp (0 to 6 individuals per year) captured during 1996 through 2016. Because all of these bigheaded carp were adult, their population is considered non-reproducing (Kokotovich et al., 2017) [2] , in other words, the "Presence Front" was recognized in Minnesota. The bigheaded carp are moving upstream into the headwaters of the Mississippi River basin, which could cause significant issues in the upstream aquatic ecosystems in Minnesota. To protect the existing ecosystem balance in the entire Mississippi watershed, it is critical to stop, or at least slow, this invasion. The threat of bigheaded carp swimming into the Mississippi River headwaters demands new and effective approaches to block these species [3] . Zielinski et al. (2018) [4] suggested the network of existing Lock and Dams (LDs) on the Mississippi River could be used to help prevent the upstream spread of bigheaded carp, if combined with behavioral deterrents in locks.
Applications of fish swimming models that predict upstream passage has been limited to software packages like FishXing [29] , which use simplified representations of hydraulic conditions and rigid swimming performance rules, and modified versions of the Eulerian-Lagrangian-Agent Method by Smith et al. (2014) [25] to test upstream fish movement through a section of small fishways [30] . The first numerical approach to examine the upstream passage of fish through a fully realized 3D hydraulic environment (i.e., flow in and around a LD) was done by Zielinski et al. (2018) [4] .
In this paper, we present the concept of the CFD-AB model [4] (Zielinski, et al., 2018 ) and a modification of this algorithm. This modification provides smoother fish swimming trajectories, which concept reduces mesh dependency and further improves the search algorithm seeking the least energetic path. Simulations of the modified CFD-AB method are compared to the original algorithms using a simplified test problem of fish swimming in a channel with a single spillway gate. Note that in this paper, "fish" is a computer-simulated (not a real) fish, which is called as an AB-fish. Below to simplify this, AB-fish will be called fish.
This paper is organized as follows: In Section 2, we discuss methods, including Section 2.1 with the presentation of fluid Equations; in Section 2.2 Equations for the Agent-Based model are discussed, including the main assumptions, descriptions, and proposed modifications of the Agent-Based model. Section 3 provides to comparison of the original and modified CFD-AB model applied to fish swimming in a simple channel. Finally, the implications of the algorithm modification are discussed in Section 4.
Methods
The computational fluid dynamics agent-based (CFD-AB) numerical approach used to simulate fish swimming upstream through LDs follows three separate phases [4] (Zielinski et 2018; Figure 1 ). The first phase involves building a solid model of the Lock and Dam (LD) using AutoCAD (Autodesk, San Rafael, USA, 2018) from original construction drawings of LD and river bathymetry provided by the US Army Corps of Engineers (USACE, St. Paul, USA). Next, the solid model is imported into the commercial code FLUENT (ANSYS-FLUENT, Canonsburg, USA, 2012) to provide a solution of 3D turbulent flow, giving the water velocity distribution in and around the LD. The velocity distributions for a given river discharge and gate operation are then exported to the agent-based (AB) model to calculate the Fish Passage Index %FPI = 100 × F tot − F pass /F tot , where F tot is the total number of fish and F pass is the total number of fish that pass through the dam.
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Fluid Equations
We consider three-dimensional incompressible fluid flow through a model channel with a tainter gate ( Figure 2 ) which mimics the spillway portion of the typical Mississippi River LD. The computational region consists of a channel encased by the following boundaries:
-bottom, -top (i.e., water surface), -left and -right sides of the channel, -inflow and -outflow surfaces, and is the surface of the immersed tainter gate ( Figure 2 ).
The computational fluid mesh is generated by the ANSYS Mesh Editor and contains ~31,000 nodes with a minimum element edge length ∆ℎ = 3 × 10 m. The solution of fluid flow in this computational region was obtained by FLUENT. 
We consider three-dimensional incompressible fluid flow through a model channel with a tainter gate ( Figure 2 ) which mimics the spillway portion of the typical Mississippi River LD. The computational region consists of a channel encased by the following boundaries: Γ b -bottom, Γ t top (i.e., water surface), Γ l left and Γ r right sides of the channel, Γ i inflow and Γ o outflow surfaces, and Γ d is the surface of the immersed tainter gate ( Figure 2 ). The Equations governing the motion of Newtonian incompressible fluid in the channel Ω with geometry/surface of dam immersed in the fluid domain read as follows:
In the above Equations, is the mass density of the fluid, / is the material or Lagrangian time derivative, is the fluid velocity and is the fluid stress tensor. The above Equations are subjected to Dirichlet and Neumann boundary conditions on all surfaces of the computational region:
, / = 0 on Γ .
Here, Equation (3) is the Dirichlet nonslip boundary conditions on the dam, bottom, right and left sides of the computational domain; Equation (4) is the inflow condition with prescribed velocity , , which is defined from the known fluid discharge (m /s) and value of inflow surface area (m ). Velocity at the inflow surface is equal to , (m/s) = / , is a unit vector coincided with the fluid flow direction; Equation (5) is a Neumann boundary which indicates the absence of stresses on the top of the water, and Equation (6) is the outflow boundary condition. Fluid flows around navigation dams are characterized by high turbulence conditions, and it is necessary to take into account the spatial distribution of turbulence. To solve fluid Equations (1)-(2) with ANSYS-FLUENT the Reynolds-Averaged Equations with the − turbulence model [31] were used. The instantaneous fluid velocity can be written as = + , where is the mean velocity and ′ is turbulent fluctuation of velocity.
The computational fluid dynamics (CFD) set-up (i.e., software package, mesh size, numerical solvers and turbulence closure) is consistent with that used by Zielinski et al. (2018) [4] . Zielinski et al. (2018) qualitatively validated the CFD model of LD8 with acoustic doppler current profiler (ADCP) surveys and a physical model study across seven different river discharge scenarios. By using a similar approach, the above CFD model is expected to resolve the major hydraulic features near a Mississippi River LD accurately. The computational fluid mesh is generated by the ANSYS Mesh Editor and contains~31,000 nodes with a minimum element edge length ∆h min = 3 × 10 −2 m. The solution of fluid flow in this computational region was obtained by FLUENT.
The Equations governing the motion of Newtonian incompressible fluid in the channel Ω f with geometry/surface of dam Γ d immersed in the fluid domain read as follows:
In the above Equations, ρ is the mass density of the fluid, d/dt is the material or Lagrangian time derivative, u f is the fluid velocity and σ f is the fluid stress tensor. The above Equations are subjected to Dirichlet and Neumann boundary conditions on all surfaces of the computational region:
Here, Equation (3) is the Dirichlet nonslip boundary conditions on the dam, bottom, right and left sides of the computational domain; Equation (4) is the inflow condition with prescribed velocity u f ,i , which is defined from the known fluid discharge Q(m 3 /s) and value of inflow surface area S i m 2 . Velocity at the inflow surface is equal to U 0,i (m/s) = Q/S i , n is a unit vector coincided with the fluid flow direction; Equation (5) is a Neumann boundary which indicates the absence of stresses on the top of the water, and Equation (6) is the outflow boundary condition. Fluid flows around navigation dams are characterized by high turbulence conditions, and it is necessary to take into account the spatial distribution of turbulence. To solve fluid Equations (1)-(2) with ANSYS-FLUENT the Reynolds-Averaged Equations with the k − ε turbulence model [31] were used. The instantaneous fluid velocity u f can be written as u f = U f + u , where U f is the mean velocity and u is turbulent fluctuation of velocity.
The computational fluid dynamics (CFD) set-up (i.e., software package, mesh size, numerical solvers and turbulence closure) is consistent with that used by Zielinski et al. (2018) [4] . Zielinski et al. (2018) qualitatively validated the CFD model of LD8 with acoustic doppler current profiler (ADCP)
surveys and a physical model study across seven different river discharge scenarios. By using a similar approach, the above CFD model is expected to resolve the major hydraulic features near a Mississippi River LD accurately.
Agent-Based Model
The Agent-Based fish passage model developed by Zielinski et al. (2018) [4] can be written as follows:
where U g , r g are the ground velocity and position/coordinate of the agent (e.g., fish), T is the fatigue time defined by a relative swim speed |U s | (see below Equation (9), and U s = U f − U g (Figure 3 ). Fish swim upstream, i.e., in the coordinate system Oxyz ( Figure 2 ) its velocity will be negative, U gx < 0. The right-hand side of Equation (7) is a nonlinear abstract function which implicitly defines the acceleration of fish swimming from a known ground velocity, fluid velocity and swim speed to a fatigue time relationship generated from experimental swim tunnel data.
Water 2019, 11, x FOR PEER REVIEW 6 of 16 (f) fish try to maintain a species-specific depth that is determined using the best available data; (g) all fish swim until they pass through the dam or are completely exhausted. During simulations, it takes no more than several minutes to reach the dam and pass through it. If the fish does not pass, it is assumed to be washed downstream, and cannot be used again because it can take several hours for fish to restore their energy [23] , and these are viewed in the model as a new individual passage attempt.
Using Figure 3 , we present a brief explanation of the original [1] AB algorithm, which describes successive steps of fish upstream movement in a known field of fluid flow (velocities). The fish in Figure 3 is assumed to be located at some node of the computational fluid mesh-, and selects the next step using the following algorithm: is the radius of the searching algorithm; 1 − 6 are points of a possible new fish location (i.e., neighboring nodes within the searching algorithm radius and positioned upstream of the current fish position) where the increment of fatigue ∆ is estimated, and is the new position of the fish, i.e., here, movement-red vector from point i to point 3 that had caused the least fatigue. If for all directions 1 − 6 : ∆ = 0, the next node is selected randomly.
( ) Identification of closest nodes. Solid circles in Figure 3 are coordinates (nodes) of the 3D fluid computational mesh generated using the ANSYS Mesh Editor, and the fluid flow velocities , generated from solving Equations Equation (1)-Equation (8) , are known at all nodes. Let us denote by − 1 and positions of fish on the previous and current time steps, respectively. In order to find the next coordinate position of the fish at , the searching algorithm is implemented to find nodes nearest to the fish, which are indicated in Figure 3 as 1 − 6 . The selected nodes must be located in front of the current fish position and are close to the current fish position, i.e., |∆ | < , where ∆ is a vector connecting nodes and , and is a small length value for the searching algorithm. In the region close to the gate, where the mesh size is finest and the velocity gradients are likely the greatest (~6 m downstream of the gates in this test case), the initial radius was set to half the total length of the fish, = 0.5∆ (approximately three times the minimum node spacing for the smallest modeled fish ∆ ).
In the region far from the dam, where the mesh size is coarse and velocity gradients are the lowest, the initial radius was equal to = 2∆ . The closest nodes located in the hemisphere will be found by searching all nodes of computational mesh : 1 ≤ ≤ . The searching algorithm is stopped when the number of nodes exceeds the maximum allowable number of nodes . If after Figure, which does not affect the generality of the 3D approach). Solid spheres are nodes of the fluid mesh generated by the ANSYS Mesh Editor. The current position of fish is a point i; r 0 is the radius of the searching algorithm; 1 − 6 are points of a possible new fish location (i.e., neighboring nodes within the searching algorithm radius and positioned upstream of the current fish position) where the increment of fatigue ∆F i j is estimated, and j is the new position of the fish, i.e., here, movement-red vector from point i to point 3 that had caused the least fatigue. If for all directions 1 − 6 : ∆F i j = 0, the next node is selected randomly.
Activity levels of fish swimming are defined by a swim speed to fatigue time relationship. Three basic modes of fish swimming are commonly recognized [32, 33] : Sustainable, prolonged and burst swimming. In this paper, we only consider sustained and prolonged modes of swimming in bigheaded carp as experiments by Hoover et al. (2017) [21] could not distinguish between a prolonged and burst swimming mode. The prolonged mode can be defined based on the time for which a given speed can be maintained and read as:
where T is the fatigue time (in minutes) and U ms is the maximum sustainable swim speed. All velocities in Equation (11) and below are measured in body length per second (BL/s), otherwise we notice that the considered velocity is measured in meters per second (m/s). Fish can maintain swimming speeds less than the maximum sustainable swim speed indefinitely, and is conventionally defined as fatigue time > 200 min. When fish swim at speeds greater than their maximum sustainable swim speed, they switch to the unsustainable prolonged (p) mode. The relationship between swim speed and fatigue time during prolonged mode swimming is characterized by coefficients a p , b p in Equation (9). Castro-Santos (2005) [20] showed that for fish to overtake a velocity barrier using the least amount of energy, fish should swim at their theoretical distance-maximizing swim speed. According to this theory, fish swim with optimal ground speed U gopt = −1/b p , where U gopt is a fish's speed relative to the ground (bottom of the channel). Hence, ground velocity, i.e., the velocity relative to the bottom of the channel, can be written as:
In the model, when fish swim at the sustained mode velocity, U g decreases when water velocity increases, and can become extremely low at U f ≈ U ms . With further increasing water velocity ( U f > U ms ) , fish change to their prolonged swimming mode and maintain a constant ground speed U g = U gopt . (9)); (e) at unsustainable swimming speeds, fish swim at a theoretical distance-maximizing ground speed (Equation (10)); (f) fish try to maintain a species-specific depth that is determined using the best available data; (g) all fish swim until they pass through the dam or are completely exhausted.
Main Assumptions and
During simulations, it takes no more than several minutes to reach the dam and pass through it. If the fish does not pass, it is assumed to be washed downstream, and cannot be used again because it can take several hours for fish to restore their energy [23] , and these are viewed in the model as a new individual passage attempt.
Using Figure 3 , we present a brief explanation of the original [1] AB algorithm, which describes successive steps of fish upstream movement in a known field of fluid flow (velocities). The fish in Figure 3 is assumed to be located at some node of the computational fluid mesh-i, and selects the next step using the following algorithm:
(I) Identification of closest nodes. Solid circles in Figure 3 are coordinates (nodes) of the 3D fluid computational mesh generated using the ANSYS Mesh Editor, and the fluid flow velocities U f , generated from solving Equations Equation (1)-Equation (8), are known at all nodes. Let us denote by i − 1 and i positions of fish on the previous t i−1 and current t i time steps, respectively. In order to find the next coordinate position of the fish at t i+1 , the searching algorithm is implemented to find nodes nearest to the fish, which are indicated in Figure 3 as 1 − 6 . The selected nodes must be located in front of the current fish position and are close to the current fish position, i.e., ∆r ij < r 0 , where ∆r ij is a vector connecting nodes i and j, and r 0 is a small length value for the searching algorithm. In the region close to the gate, where the mesh size is finest and the velocity gradients are likely the greatest (∼ 6 m downstream of the gates in this test case), the initial radius was set to half the total length of the fish, r 0 = 0.5∆S f (approximately three times the minimum node spacing for the smallest modeled fish ∆S f ).
In the region far from the dam, where the mesh size is coarse and velocity gradients are the lowest, the initial radius was equal to r 0 = 2∆S f . The closest nodes located in the hemisphere r 0 will be found by searching all nodes of computational mesh N tot : 1 ≤ j ≤ N tot . The searching algorithm is stopped when the number of nodes exceeds the maximum allowable number of nodes n r0 . If after the searching procedure there are either at least three nodes or no more than n r0 nodes, these nodes will be considered as the possible nodes of the next position of the fish. On the discussed example ( Figure 3 ), there are six nodes in the hemisphere r 0 . In the original algorithm n r0 = 100. If no nodes are located within the hemisphere radius r 0 after searching (1 ≤ j ≤ N tot ), the radius will be increased as r 0 = 2r 0 , and all nodes will be searched again.
(II) Calculate resultant velocity at the selected nodes. In order to define the relative swim speed U s we use a resultant velocity U res U resx , U resy , U resz , which is defined by analyzing directions of fluid velocity U f and possible fish displacement ∆r ij ∆x ij , ∆y ij , ∆z ij :
is the z coordinate of the water surface downstream of the gate (Figure 2 ), and d 0 is the preferable depth for specific species. Equation (11) essentially describes that when directions of velocity and displacement are the same, fish can swim to the particular node without spending energy, and hence U res in this direction is equal to zero, otherwise U res = U f . For example, in the x direction, U res,x = U f ,x because, according to the assumption of the algorithm, the fish always swims upstream (U f ,x > 0, ∆x ij < 0, see Figure 2 ), and sign 1,
(III) Definition of fish swimming mode. After the definition of velocities U res (Equation (11)) we can define the fish swimming mode. If the resultant velocity is rather small, i.e., |U res |< U ms , the fish will swim at their maximum sustained speed. If the resultant velocity exceeds the maximum sustained swim speed, fish will switch from the sustained to prolonged swimming mode. We can define U g from Equation (10) and hence the relative swim speed U s = U res − U g . Note that because the direction of fluid flow and ground speed are opposite, the swimming speed of a fish will be higher than the fluid flow, and equal, for example, in the x−direction to U s,x = U res,x + U g,x . After the definition of ground speed U g,ij for the all nearest nodes j = 1 − 6 we can estimate the incremental fatigue fish must expend to reach each node.
(IV) Estimation of fatigue. The incremental fatigue fish must expend to reach nodes j = 1 − 6 is defined [20] as
where ∆t ij = ∆r ij |/|U g,ij , | ∆r ij = (∆x 2 ij + ∆y 2 ij + ∆z 2 ij ) are the time and distance swimming from the current i to the next j = 1 − 6 points, where T is defined from Equation (9), and ∆F ij is a nondimensional value which is used as an indicator of incremental fatigue. Note that velocity U g,ij is measured in (m/s). We use the same notation for velocity measured in (BL/s) (see, for example, Equation (10)) and here, and think it does not confuse readers. The next point j is defined from min ∆F ij . If for any of the nearest points (1 − 6 ), ∆F ij = 0, then the next point j is selected randomly from those points.
(V) Updated final position and fatigue. The new position and fatigue of the fish at node j is defined as:
So, when F = ∆F ≥ 1 the fish reaches its fatigue limit and is considered completely exhausted. These (I)−(V) steps are repeated until the fish either reaches the opposite side of the dam (passes through the dam) or exhausts (F ≥ 1).
The Modification of the Original Algorithm of the Agent-Based Model
The original AB model [4] (Zielinski, et al., 2018) uses the nodes of the computational mesh from the CFD model to locate future fish positions. According to the algorithm, fish move from one mesh node to another. The solution of fluid Equations (1)-(8) depends on a dam structure, and hence on a computational fluid mesh. All LD structures vary in size and in geometry, which can influence the size and structure of the computational mesh used in the CFD model. We propose to use a special algorithm, allowing fish to be at any spatial position (not only at mesh nodes) by modifying the original version of the CFD-AB model, using smaller time steps in the integration of fish swimming Equations, which leads to smoother swimming trajectories of fish. It is demonstrated by solving a test problem of fish swimming in a channel (see below Section 3.1). Note, the proposed modifications of the original algorithm concerns only the computational aspect of the model, and its relation to actual swimming behavior is yet unknown. Close examination of the original algorithm revealed r 0 to heavily influence the fish swimming trajectory and passage index (see Section 3); therefore, we propose to modify the initial selection of r 0 and the position selection.
(I) Identification of closest nodes. To make the CFD-AB approach independent of structure (mesh) size (for example, as we do it here by considering a small model part of a real LDs), we propose to select an initial radius for searching the closest nodes as r 0 = C r0 ∆h min . For the channel in Figure 2 ∆h min = 3 × 10 −2 m, C r0 is a constant coefficient, which from our simulations (see Section 3) should be equal to C r0 ≤ 3.0. In the application at LD8, [1] set ∆h min = 0.15 m, and the initial radius was equal to half the total length of the fish close to the spillway gates, i.e., r 0 = 0.5 m for 1000 mm fish. Using the proposed modification, the original algorithm utilized a constant equal to C r0 = 3.3 in the area close to the dam. Further away from the gates, the initial radius was equal to twice the total body length, i.e., r 0 = 2 m, hence the constant was equal to C r0 = 13.3. These two areas were separated 85 m downstream of the spillway gates and distinguished as areas with fine and coarse mesh. Such separation could lead to erroneous pathway selections, because the mesh adaptively changed with the continual increasing/decreasing spatial step, and it is difficult to separate the computational region into two parts with strongly different spatial steps. Zielinski et al. (2018) [4] used this approach to simply reduce the computational time because the large mesh spacing away from the spillway gates required repeated searches through the mesh to locate more than three nodes within the initial search region. Selection of C r0 = 3.0 ensures fish locate the closest mesh nodes in any point of the computational region where fish are positioned. This value of C r0 is utilized for all of the computational region. If the computational mesh employs uniform, multi-block meshes, it would be possible to separate the computational region into different sub-regions with specific ∆h min and C r0 . Such actions allow the selection of the closest nodes to the fish position while minimizing the possibility of bypassing nodes defining large velocity gradients. We also found that n r0 = 10 is a good selection for the collected max number of nodes in the hemisphere r 0 . Increasing this number increases computational resources, but does not change the final results with fish passage (see Section 3).
Steps (II) and (III) remain unchanged for the modified algorithm. Following step (III), rather than shift the fish to the next computational mesh node, we allow the fish to move in the direction of least fatigue for a pre-specified duration. We define a unit vector as the direction of fish advancing: n ij = ∆r ij / ∆r ij . Fish swims along the unit vector with a smaller displacement according to a smaller time step. Figure 4 demonstrates how a fish, starting at position #1, moves through a computational region with uniform time steps (pink circles). The computational node chosen by the search algorithm sets the direction of movement (dashed arrows). Instead of step ( ) the next step ( ) is implemented. ( ) Estimation of fatigue. The incremental fatigue of the fish at the next node is defined as:
where ∆ is a time step for fish swimming (Equations (7)−(8)), which is smaller than the average time step ∆ in the original algorithm (Equation (12) 
Note that here, velocity | , | is measured in (m/s). The pathway generated by the modified approach is smoother than the original algorithm ( Figure 4 ). In Section 3.0 we will demonstrate that the resulting pathway expends less energy than the original trajectory.
Comparison of Methods
We compared the original and modified algorithms by simulating an upstream passage of fish through a simplified channel with a tainter gate raised off the channel bottom. To construct the simplified channel we have taken only one part of the real LD 5 with the tainter gate, but instead of the real bathymetry, a simple flat bottom was used. The swimming performance parameters of fish trying to pass through the gate were chosen for bighead carp (Zielinski, et al., 2018 [4] ):
= 1 BL/s, = 5.52 ± 0.73, = −2.98 ± 0.41. In our simulations, the size of bighead carp is ∆ = 1.0 m, the preferable depth is Equal to = 1 m, and the initial total number of fish starting to swim upstream is equal to 100. In order to estimate the mean and standard deviation of the fish passage index, the calculations were repeated 10 times.
In the original algorithm, the time step ∆ is dependent upon the computational mesh and ground velocity (Equation (14)) = | |/| , | which are changing. Far from the gate where the mesh is coarser, the time step is bigger than in close proximity to the gate where the mesh is finer. Instead of step (IV) the next step ( IV) is implemented.
( IV) Estimation of fatigue. The incremental fatigue of the fish at the next node j is defined as:
where ∆t is a time step for fish swimming (Equations (7)−(8)), which is smaller than the average time step ∆t ij in the original algorithm (Equation (12)), ∆F ij is the incremental fatigue accrued while fish swim in the direction n ij .The next point j is defined as in ( IV) from min ∆F ij .
(V) Updated final position and fatigue. The coordinates of fish position and total fatigue are defined as:
Note that here, velocity U g,ij is measured in (m/s). The pathway generated by the modified approach is smoother than the original algorithm ( Figure 4) . In Section 3 we will demonstrate that the resulting pathway expends less energy than the original trajectory.
We compared the original and modified algorithms by simulating an upstream passage of fish through a simplified channel with a tainter gate raised off the channel bottom. To construct the simplified channel we have taken only one part of the real LD 5 with the tainter gate, but instead of the real bathymetry, a simple flat bottom was used. The swimming performance parameters of fish trying to pass through the gate were chosen for bighead carp (Zielinski, et al., 2018 [4] ): U ms = 1 BL/s, a p = 5.52 ± 0.73, b p = −2.98 ± 0.41. In our simulations, the size of bighead carp is ∆S f = 1.0 m, the preferable depth is Equal to d 0 = 1 m, and the initial total number of fish starting to swim upstream is equal to 100. In order to estimate the mean and standard deviation of the fish passage index, the calculations were repeated 10 times.
In the original algorithm, the time step ∆t is dependent upon the computational mesh and ground velocity (Equation (14)) ∆t ij = ∆r ij |/|U g,ij which are changing. Far from the gate where the mesh is coarser, the time step is bigger than in close proximity to the gate where the mesh is finer. For example, oscillations of the time step ( Figure 5 ) mostly occur due to changes in the distance swam between mesh nodes. Examining the time step selection of a fish moving through the test case, the time step changes from a minimum ∆t ≈ 0.3 s to maximum value ∆t ≈ 1.5 s, with a mean value of ∆t ∼ 1 s ( Figure 5 ). This observation, along with reaction times documented for fish responding to hydrodynamic disturbances [34] , prompted us to simulate fish pathways using the modified approach with time steps set at ∆t = 0.1, 0.5 and 1.0 s. For example, oscillations of the time step ( Figure 5 ) mostly occur due to changes in the distance swam between mesh nodes. Examining the time step selection of a fish moving through the test case, the time step changes from a minimum ∆ ≈ 0.3 to maximum value ∆ ≈ 1.5 , with a mean value of ∆~1 ( Figure 5 ). This observation, along with reaction times documented for fish responding to hydrodynamic disturbances [34] , prompted us to simulate fish pathways using the modified approach with time steps set at ∆ = 0.1, 0.5 and 1.0 . 
Role of and in Algorithm Performance
To demonstrate the improvement of the modified algorithm over the original algorithm, we begin by evaluating the role of parameters and in the original searching algorithm performance and their impact on estimates of fish passage. These parameters were introduced in (I) Identification of closest nodes. While it is intuitively clear that reductions in the initial hemisphere radius will provide a selection of nodes closest to the fish, it will also require many more calculations of fish swimming steps, and drastically increase computational time. To obtain the optimal (from the point of view of minimizing computer time) value of we simulated fish passage through the simplified domain using the initial radius = ∆ℎ , with = 1.5, 3.0, 6.0, and 9.0. To investigate the dependence of %FPI from changing the maximum number of nodes in sphere (Figure 3 ), we also simulated the test case with = 10 and 50.
Influence of Discharge
To estimate how % changes with increasing input flow velocity , we varied input velocities = 0.2, 0.3, and 0.4 / . Although it is evident that by increasing flow discharge through the channel the fish passage will decrease, but it is not known quantitatively how fast it will go down. Our simulations show that such decreasing will go down exponentially with increasing flow discharge.
Pathway Characteristics
To compare the smoothness, defined as a measure of pathway variability and direction change, the maximum deviation of the pathways from two types of linear functions were calculated for the original and modified algorithm.
Linear functions formed using the standard least-squares method to approximate the fish's pathway were constructed for the original and three cases of the modified algorithm. Because the linear functions do not fit all pathway curves well, a second set of approximations were generated using a LOWESS smoother [35] . 
Role of r 0 and n r0 in Algorithm Performance
To demonstrate the improvement of the modified algorithm over the original algorithm, we begin by evaluating the role of parameters r 0 and n r0 in the original searching algorithm performance and their impact on estimates of fish passage. These parameters were introduced in (I) Identification of closest nodes. While it is intuitively clear that reductions in the initial hemisphere radius r 0 will provide a selection of nodes closest to the fish, it will also require many more calculations of fish swimming steps, and drastically increase computational time. To obtain the optimal (from the point of view of minimizing computer time) value of r 0 we simulated fish passage through the simplified domain using the initial radius r 0 = C r0 ∆h min , with C r0 = 1.5, 3.0, 6.0, and 9.0. To investigate the dependence of %FPI from changing the maximum number of nodes in sphere r 0 (Figure 3) , we also simulated the test case with n r0 = 10 and 50.
Influence of Discharge
To estimate how %FPI changes with increasing input flow velocity U 0 , we varied input velocities U 0 = 0.2, 0.3, and 0.4 m/s. Although it is evident that by increasing flow discharge through the channel the fish passage will decrease, but it is not known quantitatively how fast it will go down. Our simulations show that such decreasing will go down exponentially with increasing flow discharge.
Pathway Characteristics
Linear functions formed using the standard least-squares method to approximate the fish's pathway were constructed for the original and three cases of the modified algorithm. Because the linear functions do not fit all pathway curves well, a second set of approximations were generated using a LOWESS smoother [35] .
Results
To demonstrate the utility of the modified algorithm, comparative simulations of fish swimming in a model channel for the original CFD-AB and modified approaches are shown in Figure 6 . The flow field contains a large recirculation zone downstream of the tainter gate (Figure 6a ). Trajectories displayed in Figure 6b -e demonstrate similar pathways across all algorithm settings, but the modified approach using a step size of 0.1 s produces a pathway with less variability and reduced direction changes. Pathway solutions for the original and modified algorithm were obtained using the same parameters n r0 = 10 and C r0 = 3.0 and with a gradually decreasing time step. As a result of the smoother pathway, fish swimming trajectories calculated by the modified algorithm also reduce the required energy expended. The reason is that with a smaller time step, fish adjust to the flow and try to swim into the recirculation zone by using vortex energy (Figure 6c-e ). Fish swim without spending energy within the recirculation zone because the water velocity direction coincides with the fish trajectory. 
To demonstrate the utility of the modified algorithm, comparative simulations of fish swimming in a model channel for the original CFD-AB and modified approaches are shown in Figure 6 . The flow field contains a large recirculation zone downstream of the tainter gate (Figure 6a ). Trajectories displayed in Figure 6b -e demonstrate similar pathways across all algorithm settings, but the modified approach using a step size of 0.1 s produces a pathway with less variability and reduced direction changes. Pathway solutions for the original and modified algorithm were obtained using the same parameters = 10 and = 3.0 and with a gradually decreasing time step. As a result of the smoother pathway, fish swimming trajectories calculated by the modified algorithm also reduce the required energy expended. The reason is that with a smaller time step, fish adjust to the flow and try to swim into the recirculation zone by using vortex energy (Figure 6c-e ). Fish swim without spending energy within the recirculation zone because the water velocity direction coincides with the fish trajectory. 
Role of and in Algorithm Performance for
The fish passage index %FPI with = 10, = 3.0, 6.0 and 9.0 are shown in Figure 6 .
While results with = 1.5 and 3.0 are very similar (Figure 7a ), increasing the initial searching radius of with = 6.0 and 9.0 gives results presented in Figure 7b and 7c, respectively, that are significantly higher than in Figure 7a . A larger sphere allows nodes closer to the fish to be ignored, and preference is given to nodes far from the fish with ∆ = 0. Hence, more fish in this case ( ≥ 6.0) will be able to pass through the gate. We note that increasing fish passage with increasing occurs both for the original and modified algorithm as it is seen from Figure 7b . Here % is the fish passage index for the original algorithm, and % ∆ is the fish passage index for the updated algorithm with time step ∆t. We can visually estimate from Figure 7a that with decreasing the time step the fish passage index %FPI is slowly increased and converged to the level %FPI~34.5%.
The fish passage index %FPI for = 3.0, = 10 and 50 are shown in Figure 8 . It is clearly seen that the mean values of %FPI do not change visibly by increasing , which is logical because = 3.0 guarantees that nodes closest to the current fish position are selected. Reducing the number 
Role of r 0 and n r0 in Algorithm Performance for
The fish passage index %FPI with n r0 = 10, C r0 = 3.0, 6.0 and 9.0 are shown in Figure 6 . While results with C r0 = 1.5 and 3.0 are very similar (Figure 7a ), increasing the initial searching radius of r 0 with C r0 = 6.0 and 9.0 gives results presented in Figure 7b ,c, respectively, that are significantly higher than in Figure 7a . A larger sphere allows nodes closer to the fish to be ignored, and preference is given to nodes far from the fish with ∆F ij = 0. Hence, more fish in this case (C r0 ≥ 6.0) will be able to pass through the gate. We note that increasing fish passage with increasing C r0 occurs both for the original and modified algorithm as it is seen from Figure 7b 
Role of and in Algorithm Performance for
The fish passage index %FPI for = 3.0, = 10 and 50 are shown in Figure 8 . It is clearly seen that the mean values of %FPI do not change visibly by increasing , which is logical because = 3.0 guarantees that nodes closest to the current fish position are selected. Reducing the number Analyzing the differences of %FPI between the original and modified algorithm (Figure 7a) show that the values of the fish passage index of the modified algorithm are larger. Calculations of relative errors give the values: ε 0.1 = 16%, ε 0.5 = 13%, ε 1.0 = 2%, where ε ∆t = (%FPI 0 − %FPI ∆t )/%FPI 0 . Here %FPI 0 is the fish passage index for the original algorithm, and %FPI ∆t is the fish passage index for the updated algorithm with time step ∆t. We can visually estimate from Figure 7a that with decreasing the time step the fish passage index %FPI is slowly increased and converged to the level %FPI ∼ 34.5%.
The fish passage index %FPI for C r0 = 3.0, n r0 = 10 and 50 are shown in Figure 8 . It is clearly seen that the mean values of %FPI do not change visibly by increasing n r0 , which is logical because C r0 = 3.0 guarantees that nodes closest to the current fish position are selected. Reducing the number of nodes from n r0 = 50 to 10 leads to a reduction in computational time by half. From these results, we can make a conclusion that n r0 = 10 is sufficient to provide simulations of fish swimming.
of nodes from = 50 to 10 leads to a reduction in computational time by half. From these results, we can make a conclusion that = 10 is sufficient to provide simulations of fish swimming.
(a) (b) 
Influence of Discharge
Results with = 0.2 m/s and 0.3 m/s are shown in Figure 9a Results of fish passage index %FPI for C r0 = 3.0 and two different n r0 closest to fish position nodes: (a) n r0 = 10 and (b) n r0 = 50. It is clearly seen that the mean values of %FPI do not change by increasing n r0 , which is reasonable, because C r0 = 3.0 guarantees that nodes closest to the current fish position are selected. From these results, we can make a conclusion that n r0 = 10 is sufficient to provide simulations of fish swimming. The numbers of the abscissa indicate bars with the same meaning as in Figure 7 .
Results with U 0 = 0.2 m/s and 0.3 m/s are shown in Figure 9a ,b, respectively. With increasing input flow the %FPI decreases (Figure 9b ). Further increasing U 0 to 0.4 m/s leads to an almost complete blockage of the fish passage (%FPI < 1%). of nodes from = 50 to 10 leads to a reduction in computational time by half. From these results, we can make a conclusion that = 10 is sufficient to provide simulations of fish swimming.
Results with = 0.2 m/s and 0.3 m/s are shown in Figure 9a 
Pathway Characteristics
The results of max deviations of fish's pathway from appropriate linear functions were defined and are shown in Table 1 (first row). Note that dv 1.0 . for the modified algorithm is bigger than dv 0 of the original algorithm (dv 1.0 > dv 0 ). It is explainable by the fact that in the considered area close to the gate, the mesh is fine, and the time step for the original algorithm is less than the time step for the modified algorithm dt 0 < dt 1.0 = 1.0 s (see Figure 5 ). The results with the implementation of the LOWESS smoother (α = 0.5) are shown in Table 1 (second row). Comparisons of the two approximations show that the max deviations of the LOWESS smoother are smaller than in case of the linear function, and both linear and our LOWESS functions indicate the modified algorithm provides a smoother fish pathway in comparison to the original approach based upon the max deviation analysis.
Discussion
The proposed modified algorithm improves the CFD-AB model of Zielinski, et al. (2018) [4] by setting a constant movement time step ∆t, which allows fish to occupy any location in the computational domain. Changing the time step and fish position selection alters the fish passage index results from the original and approaches by 2-16% ( Figure 7a ). The proposed modification of the CFD-AB algorithm provides smoother fish swimming trajectories which reduces mesh dependency and further improves the models search algorithm seeking the least energetic path. In Figure 6b -e are clearly seen the qualitative comparisons of fishes pathway for the original and modified approaches. It is seen that already from ∆t = 0.5 s the pathway of the modified becomes smoother.
Using the flow features with vortex formation (Figure 6a ) fishes save their energy, which gives them a possibility to pass through the gate. Although it is known that "fish appear to use very large eddies as conveyor belts for migration" [36] , it does not mean that we present and argue biological fish behavior. We only use the idea of the least fatigue, and it seems that according to this idea when fish moves with a smaller time step at a smaller distance, it finds a way to save energy.
In conclusion, a modified approach for the Zielinski et al. (2018) [4] CFD-AB model describing fish passage through LDs has been developed. In the original algorithm, the freedom to find the direction of fish swimming is restricted by an existing computational mesh, which in some areas of the domain can be rather coarse. The modified algorithm with decreasing time step gives fish more freedom in the simulation to move to any point in the domain that can be reached within a defined time step, not necessarily coinciding with the mesh nodes. The modification of the original algorithm by using the decreasing of the time step provides minimizing mesh dependency, and gives the maximum difference for fish passage equal to 16% between the original and modified approaches. We also showed that the modified algorithm gives the smoother fish pathway that is based on qualitative and quantitative comparisons.
It is well known that silver carp, in some cases, demonstrate spectacular leaping abilities, which could be used to overcome areas of high water velocity. One of the possible future developments of the CFD-AB approach is to take jumping into account (e.g., incorporate a ballistic model approach similar to Powers and Osborn (1985) [37] ), which would require a substantial expenditure of energy, but would also have major benefits in terms of bypassing areas of very high water velocity. 
