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Abstract-- In this paper, a fully parallel method for finding some or all finite eigenvalues of a 
real symmetric matrix pencil (A, B) is presented, where A is a symmetric tridiagonal matrix and 
B is a diagonal matrix with bl > 0 and bi :> 0, i = 2,3, . . . ,n .  The method is based on the 
homotopy continuation with rank 2 perturbation. It is shown that there are exactly m disjoint, 
smooth omotopy paths connecting the trivial eigenvalues to the desired eigenvalues, where m is the 
number of finite eigenvalues of (A, B). It is Mso shown that the homotopy curves are monotonic and 
easy to follow. © 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the generalized real symmetric eigenvalue problem 
Ax = )~Bx, (1) 
where A, B are real symmetric and B is positive semidefinite. By MDR reduction [1], A can 
be reduced to a symmetric tridiagonal matrix and B to a positive semidefinite diagonal matrix 
simultaneously with bl > 0 and b~ _> 0 for i = 2, 3, . . . ,  n. Hence, we will assume A is real sym- 
metric tridiagonal and B diagonal. If some bi = 0, (1) is called a singular symmetric tridiagonal 
eigenproblem. 
If all b~s are positive and well conditioned, then (1) can be reduced to a standard symmetric 
tridiagonal eigenproblem. There are many efficient algorithms for the problem, such as the QR 
method [2-4], the divide-conquer method [5], and the homotopy method [6,7]. However, if B is 
singular or ill-conditioned, those approaches do not work. To the best of our knowledge, there 
are few efficient algorithms for solving (1), but Fix-Heiberger [8], Bunse-Gerstner [1], and the QZ 
method [2]. However, the complicity of these methods is O(n3). 
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In [9], A homotopy method is presented to solve the problem. The approach is to first reduce 
pencil (A, B) to a real symmetric positive definite pencil (A,/)), that is, A is real symmetric 
tridiagonal, and/3 positive definite diagonal, then use the homotopy method to compute all or 
some eigenpairs of pencil (A,/~). The method is very efficient o compute all or some eigenpairs 
of (A, B) with the approach, but it seems a little expensive if only some or all eigenvalues are 
needed. 
In this paper, we will present a new homotopy method for finding some or all finite eigenvalues 
of (1) directly without first reducing it to a positive definite pencil. The new approach is more 
efficient and accurate. It is a fully parallel method and enjoys the flexibility of finding some or 
all eigenvalues of the pencil. 
Assume in (1) 
CX2 ~3 
A = "-. ".. "-. , (2) 
fin am 
and B --- diag(bl,b2 . . . .  , b,z) with bl > 0 and bi >_ 0 for i # 1. 
If fli = 0 for some i, 2 < i < n, then R '~ can clearly be decomposed into two complementary 
subspaees invariant under A. Thus, the generalized eigenproblem Ax = )~Bx is decomposed in
an obvious way into two smaller subproblems. Hence, we will assume that each 3~ # 0. That is, 
A is unreduced. 
Let D be an nxn symmetric tridiagonal matrix and consider the homotopy H : Rx  [0, 1] . ~ R, 
defined by 
g(~,  t) = act (A ( t )  - ,X( t )B) ,  (3) 
where A(t) = (1 - t)D + tA. The pencil (D, B) is called an initial pencil. 
In Section 2, we will show that for a given pencil (A, B), the solution set of H(A,t) = 0 in (3) 
consists of exactly m (m is the number of finite eigenvalues of (A, B)) disjoint smooth curves ~ (t), 
each joins an eigenvalue of (D, B) to one of (A, B). We call each of these curves a homotopy 
curve or an eigenpath. We will also show that each homotopy curve is monotonic in t. 
The homotopy method may become an efficient method for this problem since it can be used 
to find some or all finite eigenvalues without any waste on computing the infinite eigenvalue. It
is also a fully parallel scheme since the homotopy curves can be followed independently. 
2.  ANALYS IS  
After MDR reduction, B must be either the form B -- diag(B1, O1, B2, 02 . . . .  , Br, Or) or 
B = diag(B1, O1, B2, O2,. . . ,  Br, Or, Br+l), where B# are positive definite diagonal matrices, 
and O~s are zero matrices. Notice that by MDR reduction, B cannot be always the form B = 
diag(B1, O1). The reason that Bis are not further educed to identity matrices is to keep the high 
accuracy since B~ may be ill-conditioned. If B = diag(B1, O1, B2, 02 , . . . ,  Br), we partition A as 
follows: 
A o , 
A= ".. '.. ".. (4) 
. A ° r--1 * 
• Ar  
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If B = diag(B1, O1, B2,02, . . . ,  B~, O~), we partition A as follows: 
, o/ A ° , A= ".. "-. ".. , (5) * A r * * A 
where dim (O,) = dim (A°), and dim (B,) = dim (Ai). 
Since B is not positive definite, pencil (A, B) has less than n finite eigenvalues. It is our 
advantage to know how many finite eigenvalues the pencil has before actually computing them. 
Let deg (p(A)) denote the degree of the polynomial p(A), (M)I be the matrix obtained from M 
by deleting its last row and last column, and (M) 1 be the matrix obtained from M by deleting 
its first row and first column. 
THEOREM 2.1. Let n(A, B) denote the number of finite eigenvalues ofpencil (A, B), then 
n(A,B) = rank(B) -  ~ (1-s ign (ldet (A°) D). 
i=1  
PROOF. (By math induction.) When r = 1, if B = B1, then A = A1, clearly the result holds. 
When B = diag(B1, O1) and rank (B1) = m, then 
det (A - AB) = det (A1 - AB1) det A ° 2 - ]3,,+1 det (A1 - AB1)I det (A°) 1 . 
By the Cauchy interlace theorem [3], if det A ° - 0, then det (A°) 1 ~ 0. Therefore, 
n(A, B) = deg (A - AB) = { deg (A1 - ABx), 
deg ((At - AB1)I), 
f rank (B1), if det A ° ¢ 0, 
rank (B1) - 1, if det A~ = 0, 
f rank (B), if det A~ ¢ 0, 
rank(B) - l ,  if detA °=0,  
= rank (B) - ( 1 - sign (I det (A°)D). 
if det A~ ¢ 0, 
if det A~ = 0, 
Assume when r = k, the result holds. 
When r = k + 1, if B = diag(B1, O1, B2, O2, . . . ,  Bk+l), let T = diag(Bt, O1, B2, 02, . . . ,  Ok). 
Then B = diag(T, Bk+l). Assume dim (T) = m. Let M denote the m x m leading principal 
submatrix of A, then 
det (A - AB) = det (M - AT) det (Ak+l -- ABk+l) - ~2+1 det (M - AT)I det (Ak+l -- £Bk+l) 1. 
Therefore, 
n(A, B) = deg (M - AT) + deg (Ak+l -- iBk+l) 
k 
= rank(T) -  ~ (1 -  sign (Idet (A°)D + rank (Bk+l) , 
i= l  
k 
= rank(B) -  ~ (1 -  sign (Idet (A°)D , 
i=1  
by assumption, 
since rank (B) - rank (T) -b rank (B~+I). 
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If B = diag(B1, O1, B2, O2,. . . ,  Bk+l, Ok+l), let T = diag(B1, O1, B2, O2,. . . ,  Bk+l). Assume 
dim (T) = m. Let M denote the m x m leading principal submatrix of A, then 
det (A - AB) --- det (M - AT) det (A°+l) 2 -- ~m+l det (M - AT)I det (A~+I) I . 
If det (A~+I) = 0, then by the Cauchy interlace theorem [3], det ((A~+I) 1) ¢- 0. Hence, 
n(A,B) = deg ((M - AT)l) 
= rank(T) -  E (1-s ign( Idet  (A°)l)) - 1, 
i=1 
k 
= rank(B) -  E (1-s ign (Idet (AO)1)- 1, 
i=I 
k+l 
= rank (B) -  E (1 -  sign (Idet (A°)I). 
i=1 
If det (A°+l) ¢ 0, then 
by assumption, 
since rank (T) = rank (B), 
n(A, B) = deg (M - AT) 
(rank = (T) - 
i=1 
k 
= rank(B) - E 
k+l  
= rank(B) - E 
• i=l  
(1 -s ign (Idet (A°)l)) , 
(1 - sign (Idet (A~)1), 
(1 -s ign (Idet (A°)D . 
by assumption, 
since rank (T) = rank (B), 
Hence, 
n(A,B) = rank (B) - ~ (1 - sign ([det (A°)[) . | 
i----1 
Choose k roughly equal to n/2, such that flk+l is an off-diagonal element of A~ for some i or 
0 the off-diagonal element of A which joins block matrices A~_ 1 and A~, then let 
o(110) 
D2 ' (6) 
where 
C~2 ~3 
D1 = ".. '.. '.. , D2 = 
9k-1 ~k-1 Zk 
~k O~k 
~k+l  ~k+2 
~k+2 ~k+2 ~k+3 
Otn--1 
~n 
and then let 0) 
B2 ' 
with dim (B~) = dim (D~), i = 1, 2. 
Let A(t) and B be the same as in (3), then we get the following corollary immediately. 
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COROLLARY 2.1. 
n(A(t ) ,B)  = rank (B) - ~ (1 - sign (]det (A°) I)) = n(A,B) ,  
i=l 
n(D~, B~) + n(D2, B2) = n(A, B). 
~or t e (0, ~], 
Therefore, there are exactly m = n(A, B) finite homotopy curves. 
THEOREM 2.2. Let H and D be given in (3) and (6), let A(t) be a homotopy curve of H(A, t) = O, 
then A(t) is simple for any t ~ (0, 1]. 
PROOF. Since A(t) is an eigenvalue of pencil (A(t), B), rank (A(t) - A(t)B) < n - 1 for any 
t ~ (0, 1]. On the other hand, the submatrix obtained from (A(t) - A(t)B) by deleting its first 
row and last column is nonsingular since fl~ ¢ 0 for any i. Therefore, rank (A(t) - A(t)B) = n - 1 
for t ~ (0, 1]. This implies that A(t) is simple. | 
Theorem 2.2 implies that all homotopy curves are disjoint. 
THEOREM 2.3. A(t) is either constant or strictly monotone. 
PROOF. Let D be given in (6), then 
det (A(t) - AB) = det (D1 - A(t)B,) det (D2 - ;~(t)B2) 
- t2f12+l Get ((D~ - A(t)B~)~) det (D2 - A(t)S2) ~) 
= f~(A) - t2f2(A), 
where f1(A)=det (D1-A(t)B1) det (D2-A(t)B2),  and f2(A)=/~+1 det ((D1-A(t)B1)I)  det (D2-  
A(t)B2)I). 
Assume f l (A ) -  t2Xf2(~) -~ O, t e (0,1]. If ~t 0 in (0,1], such that f2(A(t0)) = O, then 
fl(A(t0)) = 0. Then A(t) = A(t0) is a constant solution. If f2(A(t)) ~ 0 for any t E (0, 1], then 
f l(A) - t2f2(A) -- 0 has only one solution for t > 0, that is, t = v/f l(A(t))/ f2(A(t)) .  This implies 
that A(t) must be strictly monotone. Otherwise, if A(tl) = A(t2) and tl ~ t2, then 
f l(A(t l))  - t~f2(A(tl)) = 0 
and 
f l(A(tl))  - t~f2(A(tl)) = f1(A(t2)) - t2f2(A(t2)) = O. | 
Let ~1, ~2,. . . ,  ~,~ be eigenvaiues of pencil (D, B), Al(t), A2(t), . . . ,  Am(t) be eigenvalues of pencil 
(A(t), B), then clearly, Ai(0) = ~i, and Al(t) < A2(t) < . - -<  Am(t) for t E (0, 1]. 
THEOREM 2.4. If ~iS are distinct, and A(t) is not constant, then either ~i--i < Ai(t) < ~i, or 
~ < A~(t) < ~+i for t e (o, 1]. 
PROOF. Since A(t) is not constant, by Theorem 2.3, it is monotone. Assume it is strictly mono- 
tone decreasing. Since A(0) = ~, ),(t) < ~ for t E (0, 1]. Now show that Ai(t) # ~-1 for 
any t. If A~-I - ~i-1, then clearly A~(t) ~ ~-1 by Theorem 2.2. Assume Ai_l(t) is not constant 
and A~(t0) -- ~i-1 for some to. Then Ai-1 must be strictly monotone decreasing. Otherwise, two 
curves will cross that contradicts Theorem 2.3. Since both Ai (t) and Ai_ 1 (t) are strictly monotone 
decreasing, and Ai(t0) = ~i-1 for some to, then 3¢ > 0, tl and t2, such that ),~-1(tl) = ~i-1 - ¢ 
and Ai(t2) = ~i-1 - ¢. This implies 
f1(~i-1 -- ¢) -- t~f2(~i-1 -- ¢) = f l (A i - l ( t l )  ) - t~f2(Ai-l (tl)) = 0, 
and 
f l(~i-1 -- ¢) -- t~f2(~i-1 -- e) = fl(Ai(t2)) -- t~f2(Ai(t2)) = O. 
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This means that for a fix A = ~i-1 - e, fl(A) - t2f2(A) = 0 has at least two solutions t in (0, 1] 
which contradicts to that fl(A) - t2f2(A) -- 0 has at most one solution for t > 0. Therefore, 
~,-1 < A,(t) < ~,, for t e (0, 1]. 
By the same line argument, we can show that if As(t) is monotone increasing, then ~ < A~(t) < 
~i+1 for t E (0, 1]. | 
By the proof of Theorem 2.2, all eigenvalues of (D1, B1) are distinct; so are eigenvalues of 
(D2, B2). Therefore, any eigenvalue of (D, B) is of multiplicity at most two. If all eigenvalues of 
(D, B) are distinct, then all homotopy curves are disjoint and monotonic. The curves are easy to 
follow. If ~j is a double root, say ~j = ~j+l, then by Theorem 2.2, Aj(t) and Aj+I are disjoint for 
t > 0. Since A(t) is monotone, ),j(t) must be strictly monotone decreasing while Aj+l(t) must be 
strictly monotone increasing. 
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