In this paper we present an algorithm for estimating state-dependent polynomial coefficients in the nonstationary-state hidden Markov model (or the trended HMM) which allows for the flexibility of linear time warping or scaling in individual model states. The need for the state-dependent time warping arises from the consideration that due to speaking rate variation and other temporal factors in speech, multiple state-segmented speech data sequences used for training a single set of polynomial coefficients often vary appreciably in their sequence lengths. The algorithm is developed based on a general framework with use of auxiliary parameters, which, of no interests in themselves, nevertheless provide an intermediate tool for achieving maximal accuracy for estimating the polynomial coefficients in the trended HMM. It is proved that the proposed estimation algorithm converges to a solution equivalent to the state-optimized maximum likelihood estimate. Effectiveness of the algorithm is demonstrated in experiments designed to fit a single trended HMM simultaneously to multiple sequences of speech data which are different renditions of the same word yet vary over a wide range in the sequence length. Speech recognition experiments have been performed based on the standard acoustic-phonetic TIMIT database. The speech recognition results demonstrate the advantages of the time-warping trended HMMs over the regular trended HMMs measured about 10 to 15% improvement in terms of the recognition rate.
Introduction
The standard hidden Markov model (HMM) developed in [1, 10] and widely in use for speech recognition [11] contains the mathematical structure of a (hidden) Markov chain with each state associated with a distinct independent and identically distributed (i.i.d.) or a stationary random process. The model is used as a type of data-generator for speech signals and approximates the near continuously varying speech signals in a piece-wise constant manner. Such an approximation would be a reasonably good one when each state is intended to represent only a short portion of sonorant sounds. However, since the acoustic patterns of continuously spoken speech sounds are almost never stationary in nature (c.f. [12] ), it is desirable to improve this piece-wise constant approximation. Some recent work has been intended to achieve improvement of the approximation accuracy via use of piecewise polynomials, which was developed within a general framework of the nonstationary-state HMM (or the trended HMM) [4] .
In that model, polynomial trend functions (or regression functions on time) are used as time-varying means in the output Gaussian distributions in the HMM states. The observation vector sequences, O, t = 1, 2 ..... T, are generated from the model according to M 
Ot = ~ Bi(m)t m + Rt(~q),
m=O where the first term is the state-dependent polynomial regression function of order M, the second term is the residual noise assumed to be the output of an i.i.d., zero-mean Gaussian source with a state-dependent covariance matrix ,~i, and state i at a given time t is determined by evolution of the underlying Markov chain in the HMM. The trended HMM takes a significant leap from the standard HMM in its generality and in its economical use of model parameters for approximating highly dynamical patterns of the speech signal. But despite these desirable properties, the trended HMM has nevertheless introduced its own specific problem in speech modeling and recognition applications. That is, speaking rate variation from one speech data sequence (which we call 'token') to another, given the same underlying phonetic representation for the HMM states, must be normalized. Because, unlike the standard stationary-state HMM, the polynomial trend function for each state of the trended HMM is varying with time, significant variability is necessarily introduced when using the same, single trend function to describe speech data from multiple (state-segmented) tokens from the same word with varying token durations. The varying token durations are the results of speaking rate variations and of other temporal factors in speech (e.g. [6, 9] ).
To alleviate this difficulty, we have developed an algorithm which implements time warping in the state-dependent polynomial regression functions. Since the source of the difficulty is that each state in the model in (1) is not flexible enough to fit simultaneously to multiple tokens of speech data (which are different renditions of the same word yet vary over the sequence length), we introduce the tokendependent auxiliary time-warping parameter to normalize out the effect of the token duration. The time-warping parameters are called auxiliary ones because they are not considered intrinsic parameters of the model, but, rather, they are used only as a tool to improve the accuracy in estimating the intrinsic parameters -state-dependent polynomial coefficients B~(m) in (1). These auxiliary parameters work by linearly adjusting the state duration using one separate 'optimal' scale for each individual token. The sole function of the auxiliary parameters is to group all the tokens available for training in an optimal way such that the variability of the state duration does not affect estimation of the intrinsic parameters of the model. The proposed algorithm is a two-stage iterative optimization procedure where estimation of the auxiliary parameters and the polynomial regression parameters is carried out alternatively. To simplify the complexity introduced by the Markov chain in the trended HMM, the proposed algorithm is embedded within each step of the global segmental K-means-like algorithm [8] . We prove in this paper that the proposed two-stage iterative algorithm converges to a solution which is equivalent to the state-optimized maximum likelihood estimates.
A related work for modeling the nonstationary features of speech signals is the dynamic-programming-based template matching algorithm proposed in [7] . The major difference is that the time-warping trended HMMs are parametric models while the dynamic-programming-based template matching algorithm is nonparametric in nature.
The organization of the paper is as follows. In Section 2, we give the formal formulation of the trended HMM incorporating the state-dependent time-warping mechanism. The two-stage iterative optimization algorithm, as a kernel step in the global segmental K-means-like algorithm, is presented in Section 3. This section also provides the convergence proof of the algorithm. Experimental results on fitting the trended HMMs to speech data, which are different renditions of the same word but vary significantly over the speech token length, are shown in Section 4. Comparisons between the data-fitting results with and without using the time-warping mechanism illustrate the need for time warping in the trended HMM and show effectiveness of the proposed algorithm for achieving the desired time warping. In Section 5, we present the results from the speech recognition experiments based on the standard acousticphonetic TIMIT database. The recognition results demonstrate the advantages of the timewarping trended HMMs over the regular trended HMMs.
Model formulation
The trended HMM with state-dependent time warping studied in this paper can be viewed as a data-generative type of model and be formally defined in terms of the following form for data generation:
\ ,ti } where 0,, t = 1 ..... T, is the observation data sequence generated by the model (possibly vectorvalued such as the cepstral vectors computed from the speech waveform), i is the label of the state in the HMM (at time frame t), and O~(" ) is a deterministic function of time t and indexed by state label i. The form of gi(.) is chosen in this study to be polynomial functions since they are not only computationally simple, but also provide good approximations to most arbitrary functions. (For speech data in the spectral domain, relatively low-order polynomial functions are expected to suffice for acceptably good approximations.) In (2), the timeshift parameter ~ registers the time when state i in the HMM is just entered before the function Oi(') becomes effective; i.e., (t-z~) represents the sojourn time in state i at time t. 2~ is the timewarping parameter associated with state i, which transforms the time points within state i to a canonical scale (see Section 3 for detail). When multiple tokens are used in the training step, parameters z~, 2~ are also made dependent on each individual token. Note that parameters T~, 21 are considered as auxiliary parameters, which will be discarded at the termination of the training step.
Now given K tokens in the training data and given that the generic regression function 9~(') takes a polynomial form up to order M, the following specific data-generative trended HMM (generating the K training tokens) is considered in our discussion: 
where Or., denotes the rth token of the training data at time t, n, is the length of the rth token, and B~,,'s are the polynomial coefficients, considered as the intrinsic parameters of the model, to be estimated. Altogether, the parameters of this trended HMM are summarized as consisting of the following four sets: 
t(Zi).
Note that, in the above, only (A, B, Z) are the intrinsic parameters, which are independent of the training token, of the trended HMM, while the time-shift and warping parameters (z,,i, 2,,i) serve only as auxiliaries whose role is to adjust the length of each training token for obtaining accurate estimates of the intrinsic model parameters. In the speech recognition step, the auxiliary parameters for the unknown utterance are estimated independently so as to adjust the duration of this new token to its own optimal scale for matching the trended HMM obtained in the training step.
Algorithm for parameter estimation
In this section, we present an algorithm for estimating the parameters in the trended HMM containing the state-dependent time-warping mechanism. This algorithm is embedded within each step of a global iteration, whose goal is to reduce the training complexity involving a multiple-state Markov chain to essentially that involving no Markov chain (or single-state Markov chain). (This is in the same spirit as the segmental K-means algorithm l-8].) This global segmental K-means-like algorithm involves two iterative steps: the segmentation step and the optimization step. The parameters A = (aij) and zr, i's are readily determined from the result of the segmentation step (for fixed 2,. is and B~,m's), while 2,.i's and Bi.m'S are estimated in the optimization step (for fixed A = (aij)and z,,[s). The segmentation step can be carried out by a Viterbilike algorithm [11] , with a slight modification in incorporating an additional optimization loop for the state sojourn time. We mainly focus on the optimization step in this paper.
Once all the state boundaries are determined in the segmentation step, the entire process for parameter estimation of the trended HMM is broken down into several independent and essentially identical processes for estimating the parameters associated with each individual state. Therefore, for notational simplicity, we hereafter drop the state label i and consider only the parameter estimation for one single state. Further, we assume that the covariance matrix Si is diagonal with the dth diagonal component a j. Hence the estimation for each dimension of the vector can be treated separately, and for simplicity in writing we consider scalarvalued data sequences only. Thus the K tokens of the vector-valued observation speech data can be simplified into K samples of one-dimensional sequences each with length n,, r = (4) Note that in maximizing (4), the parameter a and the remaining parameters can be treated separately. An estimate of a can be obtained very easily from just the residuals based on the estimates for parameters Bm and 2,. On the other hand, maximization of (4) with respect to only Bm and 2, is equivalent to minimization of the quadratic objective function
r=l t=l m=0
Direct minimization of (5), unfortunately, is a multidimensional nonlinear regression problem, which would require intensive computation (and would also guarantee no global optimum in general). As an efficient solution to this multi-dimensional non-linear regression problem, we propose a two-stage alternating optimization method by taking computational advantages of linear regression and of efficient methods of root finding for one-dimensional polynomial functions.
Two-stage alternating algorithm
The basic idea behind this algorithm is to decompose the complex optimization problem for (5) into two separate stages as follows. 
_B r=l t=l m=O
This can be easily solved by the ordinary linear regression method. The estimate can be written as the closed-form result: )'
• ..,OK, 1,-..,Og,n~ The algorithm is considered to be convergent when the difference between the Q, values of two successive iterations becomes smaller than a predetermined tolerance value.
Convergence properties of the algorithm
In this subsection, we prove convergence of the above proposed two-stage optimization algorithm and prove its equivalence to maximum likelihood estimation. The proofs follow the notations used in 
Proof. We have
Since Stage 1 and Stage 2 guarantee nonnegativeness of (I) and (II), respectively, we immediately prove the theorem. [] Theorem 2. Suppose that the following "identifiability condition' is satisfied:
where q is a fixed constant and I1"11 is the Euclidean
norm. Then (0 ~"), A t")) converoes to some (0", A*) in the parameter space. (Note that the identifiability condition implies that if one set of parameters is different from another set, then their associated likelihoods must also be different; otherwise, the two sets of parameters would not be distinguishable.)

Proof. From Theorem 1, the sequence L(O ~"), A ("))
must converge to some value L* < oo. Hence, for any e > 0, there exists an n(e) such that, for all n I> n(e) and all J >~ 1,
Applying the identifiability condition, we obtain J
> n Z I1( O¢"÷', A¢"+') -(O("÷j-x), A("+J-1))II j=l j~ (O("+ j), A(.+ J)) _ (O~.+ J-'), A(.+ J-~)) >1 >1 q II (0 ("+ s), A ("+ s)) -(0 ~"), A ~")) II.
This inequality implies that the sequence ttT"' ("), A (")) is a Cauchy sequence, and it must converge, say, to (O *, A *). ((O *, A *) would be the ultimate estimate to be obtained if we would let the algorithm iterate infinitely many times.) []
Corollary. (0", A *) is a stationary point of the likelihood function, i.e., dd L(o*,A*)=O, d L(O*,A*)=O,
where the derivatives are taken as d dL(O*'A*)=~-~-~L(O'A*) o=o*"
Proof. Stages 1 and 2 described in the last subsection assure that
By taking limits of both sides (let n ~ or) and then applying Theorem 2, the corollary follows immediately. [] Our final task is to prove that (O*, A*) is in fact the maximum likelihood estimate. For this it suffices to show that the second-order derivative
are both negative definite with eigenvalues bounded away from zero. Then
is negative definite.
with eigenvalues bounded away from zero, we con-
is also negative definite with eigenvalues bounded away from zero. On the other hand, from (10) it is obvious that
Putting together the above facts, we have that
)2)L(O ("), A ~"}) converges to a negative definite matrix, which is (d2/d(O, A) 2) L(O*, A*). []
In summary, Theorem 2 gives the convergence property of the two-stage iterative algorithm, and the corollary of Theorem 2, combined with Theorem 3, proves that the proposed algorithm indeed leads to maximum likelihood estimates.
Results on fitting trended HMMs to speech data
In this section, we apply the state-dependent time-warping HMM, trained with the algorithm described in Section 3, to fit the acoustic-parameter sequences from different renditions of the same word which vary in the sequence duration. In particular, we compare goodness of the data fitting between the trended HMM incorporating the time warping discussed in this paper and that without the time-warping mechanism built in i.e. the model in [4] .
The first set of speech data was taken from two tokens of the word peek/pi: k/spoken by a native
English speaker with intentionally different speaking rates. The second set of speech data were selected from the TIMIT acoustic-phonetic continuous speech corpus. The two tokens used for illustration were excised from the same word bike in the sentence 'sx332' uttered by two male speakers from dialect region 2 and region 7. The raw speech data was in the form of digitally sampled signal at 16 kHz. The mel-frequency cepstral coefficients [2] were computed from the raw data with a Hamming window of duration 25.6 ms and with a frame rate of 10 ms. Trended HMMs with three states and with order three in the statedependent polynomial regression functions on time are used to fit speech data from word peek. For speech data from the word bike (in TIMIT), fourstate trended HMMs with order three in the regression functions are used. For the sake of space saving and for purposes of illustration, we show here only the data fitting results for the first-order cepstral coefficient C1 from word peek and for the third-order cepstral coefficient C3 from bike. (Similar results were obtained for other cepstral coefficients.)
The solid, less smoothed lines in both graphs of Fig. 1 are C1 data sequences of two tokens uttered by the same speaker from the same word peek. The vertical axis represents the magnitude of CI data and the horizontal axis is the frame number (frame size 10 ms). Superimposed on the same graphs in Fig. 1 as dotted, more smoothed lines are the three sequentially advanced state-dependent polynomial regression functions in the previously developed trended HMM without time warping (i.e. the model in [4] ). The polynomial coefficients in these regression functions were estimated from the two tokens using the algorithm described also in [4] . Given the model parameters, the process of fitting models to the data proceeded by first finding the optimal segmentation of the data into the HMM states and then fitting the segmented data using the regression functions associated with the corresponding states.
(Optimal segmentation of the data was obtained by a Viterbi-like algorithm.) The point in time in each graph where the otherwise continuous regression line is broken is the frame at which the 'optimal' state transition occurs. We note that the shapes of the data sequences of these two tokens are largely the same except the initial portion of the data in token one (left graph) is nearly twice as fast as that in token two (right graph). (But token one slows down during the mid portion.) With no time-warping mechanism built into the regression function, a single set of polynomial coefficients trained from the two tokens having varying state-durations are not able to fit closely to both the tokens. The polynomial coefficients were trained in such a way that the fitting accuracy is compromised between the two tokens.
In Fig. 2 , we show the results of fitting the same two C1 data sequences as in Fig. 1 but using the new trended HMM containing time-warping parameters. Again, the same two tokens were used to train the model according to the algorithm described in Section 3. In contrast to the results in Fig. 1 , with use of the new model, the fitting accuracy is high for both of the two tokens despite their varying state durations. This simultaneous high accuracy is achieved through use of different values of the auxiliary time-warping parameters for the two tokens.
As another example, Figs. 3 and 4 are analogous to Figs. 1 and 2 except for use of C3 data sequences of two tokens from the TIMIT database. Again, use of time-warping parameters in the trended HMM produces more accurate fitting to the two data tokens simultaneously than without use of them. Time Time Fig. 1 . The solid lines in the two graphs are C1 data sequences from two tokens, respectively, uttered by the same speaker from the same word peek. Vertical axis is the magnitude of C1; horizontal axis is the frame number. The dotted lines superimposed on the graphs are three sequentially arranged state-dependent polynomial regression functions with the polynomial coefficients optimally trained from the two data tokens and with no time warping incorporated (i.e. using the trended HMM in [4] .) The point in time in each graph where the otherwise continuous regression line is broken is the frame at which optimal state transitions occur.
Speech recognition experiments
We choose the standard acoustic-phonetic TIMIT database for the evaluation experiments in this paper. The results on phonetic recognition are presented using time-warping trended HMMs in comparison with the regular trended HMMs. The advantage of the trended HMMs over the standard HMMs have been demonstrated in [5] and is not the focus of the recognition experiments in this paper.
Since trended HMMs are mostly effective for long-span, continuously varying patterns, we only consider vowel recognitions in the experiments. For consonant segments, it is not beneficial to employ the trended HMMs due to the extremely dynamic nature of the acoustic features. After some exploratory study, we notice that there is a large amount of variations among the tokens of the same vowel in the TIMIT database due to heavy coarticulation and varying speakers. The advantage of modeling accuracy using trended HMMs tends to be cancelled out by the merge of tokens with large variations, in particular the contextual variations. Therefore, we train multiple models for each vowel according to its left and right contexts. In the These results demonstrated the advantages of the time-warping trended HMMs over the regular trended HMMs (10 to 15% differences in recognition rates). The major reason is that both training and test tokens in the TIMIT database are highly variable in their durations. While the regular trended HMMs are not capable of eliminating such variations, the time-warping trended HMMs effectively avoid the duration variations by 'on-line' estimation of auxiliary time-warping parameters. Based on the results of experiments, we also conclude that the number of states in both regular trended HMMs and time-warping trended HMMs does not appear to play an important role for improving the performance of the recognizers.
Summary and conclusion
In this study we propose an improved version of the nonstationary state, trended HMM published in [4] in its provision of the flexibility of time scaling in individual HMM states. We identify the need for incorporating this flexibility in the new model: Since multiple speech-data sequences (after state segmentation) used for training a single set of state-dependent polynomial coefficients usually do not have the same sequence length, the resulting polynomial trend function cannot simultaneously fit all these data sequences well. (Interestingly, this problem did not exist for the conventional stationary-state HMM, where all the state-dependent 'trend functions' are constant over time.)
After we addressed the importance of incorporating time warping in the trended HMM states, we provide an effective solution to this problem. The solution is based on use of token-dependent time scaling parameters, which we call auxiliary parameters to distinguish them from the intrinsic model parameters such as the polynomial coefficients in Numerical experiments are designed to fit a single state-dependent trend function in the trended HMM simultaneously to multiple sequences of speech data which are different renditions of the same word yet vary in the sequence length. When no time-warping mechanism is built into the trend function, we demonstrate that a single set of (statedependent) polynomial coefficients are not able to fit multiple tokens possessing different token lengths. The polynomial coefficients were trained such that all the tokens are fitted moderately well but none of them is closely fitted. In contrast, using the new model developed in this paper and applying the algorithm described in Section 3, the fitting accuracy becomes much higher for all the tokens regardless of their varying state durations. Such simultaneous high accuracy is achieved through use of different values of the auxiliary time-warping parameters for different tokens, which are automatically determined by the training algorithm, for the different tokens.
Incorporation of the mechanism for state-dependent time warping described in this paper is a necessary step for accurate speech recognition to be pursued in our future work. The warping automatically normalizes speaking rate variation from one speech token to another given the same phonetic or subphonetic content for the HMM state. Otherwise, this speaking rate variation would introduce unnecessary variability in the estimates for the state-dependent trend function's parameters and hence increase overlap (confusion) among different classes of speech sounds.
