Abstract. In this paper, we consider the monadic second order logic (MSO) and two of its extensions, namely Counting MSO (CMSO) and Presburger MSO (PMSO), interpreted over unranked and unordered trees. We survey classes of tree automata introduced for the logics PMSO and CMSO as well as other related formalisms; we gather results from the literature and sometimes clarify or fill the remaining gaps between those various formalisms. Finally, we complete our study by adapting these classes of automata for capturing precisely the expressiveness of the logic MSO.
Introduction
Relationship between logics and tree automata for ranked trees has been established by Thatcher and Wright in their seminal paper [19] : they proved that languages of finite and ranked trees that are accepted by tree automata coincide with the models of monadic second-order logic (MSO) sentences when interpreted over (ranked) tree structures.
Recently, due to the development of semi-structured databases and in particular, of XML, there has been some new interest in unranked and ordered trees; for those trees, the number of children of some node is not a priori bounded and for instance, does not depend on the symbol labeling this position in the tree. Moreover, those trees are said to be ordered in the sense that there exists a total ordering on children of each node. The relationship between logics and automata has been carried over unranked and ordered trees [13] , [1] : once again, languages that are definable by means of tree automata are exactly models of MSO sentences.
In this paper we consider unranked and unordered trees, ie trees that are unranked but without any ordering relation between children of the same node. As noticed by Courcelle in [4] , the fact that there is no order between siblings drastically reduces the expressiveness of MSO: hence, for ordered unranked trees, properties such as "the root has an even number of children labeled with b" or such as "the number of nodes in the tree is a multiple of 5" can be expressed in MSO (where the ordering relation on sibling nodes is represented as an ordering relation or as some successor relation). It goes differently for unranked and unordered trees where those two latter properties can no longer be expressed in MSO. Courcelle proposed in [4] to extend MSO with some constraints for counting modulo on cardinalities of sets. He showed that this logic, named Counting MSO (CMSO), can be related to tree automata by the notion of algebraic recognizability in the sense of [12] : a set of trees can be expressed by some CMSO sentence iff it is recognizable.
Preliminaries

The Tree Model
We consider here edge-labeled 1 unranked and unordered trees (called simply trees in the rest of the paper).
Trees will be finite non-empty directed graphs with a distinguished node, the root of the tree, such that for any node, there exists exactly one path from the root to this node. Additionally, we suppose a mapping associating with each edge of the graph a label from a finite set Λ. Formally, a tree is given by a triple (V, E, λ) such that V is a finite non-empty set of nodes, E ⊆ V × V is a finite set of edges and λ is a mapping from E to Λ. Moreover, it satisfies that any node is reached by a unique path from the root: for any nodes v n , v n , for any two sequences v 0 , v 1 , . . . , v n and v 0 , v 1 , . . . , v n such that v 0 , v 0 both denote the root of the tree, v n ,v n are equal and (v i , v i+1 ), (v j , v j+1 ) belong to E for all 0 ≤ i ≤ n − 1, 0 ≤ j ≤ n − 1, the two sequences are identical.
As usual, we consider two isomorphic trees as being equal. We denote Tree the set of all trees. We denote root(τ ) the root of the tree τ and for any node v, children(v) the set of nodes {v | (v, v ) ∈ E}.
An Algebraic View of Trees
We adopt the algebraic view of trees proposed in [4] . We consider the signature Σ given by the constant 0, the unary function symbols a for each a in Λ and the binary (infix) symbol |.
Let T be the Σ-algebra whose domain is the set of all finite edge-labeled trees. The constant 0 is interpreted in T as 0 T the tree having one single node and no edge (we consider only non-empty graphs). For any tree τ defined as (V, E, λ), the tree a T (τ ) is given by (V ∪ {r}, E ∪ {r, root(τ )}, λ ) where r is a new node (not belonging to V ) and λ extends λ by letting λ ((r, root(τ ))) = a. For trees τ, τ defined as (V, E, λ), (V , E , λ ) respectively, τ | T τ is the tree given by (V , E , λ ) where (assuming V ∩ V = ∅):
-λ is defined as λ and λ for edges in E coming from E and E respectively and by
Informally, a T (t) adds a new edge labeled by a from a new node (the new root) to the ancient root of t whereas t | T t is obtained from t and t by merging their roots. Figure 1 illustrates algebraic operations on trees. One can remark that the set of trees Tree is finitely generated by Σ, that is each tree in Tree can be obtained by combining the operators from the Σ-algebra T .
It should also be noticed that the operation | T is associative and commutative over trees and that 0 T is its neutral element. Therefore, (Tree, | T , 0 T ) is a commutative monoid.
We will also consider C the algebra of terms built over the signature Σ (ie the initial algebra over Σ). We will denote h C the unique homomorphism from C, the Σ-algebra of terms to T , the algebra of trees.
Arithmetical Formulas
In this paper, we will have to consider different kinds of arithmetical formulas interpreted over N the set of natural numbers. Different logics will be defined depending on the atomic predicates that are allowed.
Let U be a set of natural variables and B be a set of atomic formulas whose free variables belong to U. We define F U (B) as the least set of formulas such that (i) B is included in F U (B) and (ii) if φ,φ are in F U (B) then φ ∧ φ , ¬φ are in F U (B) as well.
For our purpose, we are going to consider only two kinds of atomic formulas: p ≤ p and Div k (p), where k is some fixed natural number different from zero and p is an arithmetical term defined as:
Formulas in F U (B) are interpreted over (N, {+}, {≤, Div k }) the structure of naturals where + is interpreted as the addition function, ≤ as the usual ordering over N and finally, Div k is the unary predicate such that Div k (n) holds if n is divisible by k. The semantics for Boolean connectives is the usual one.
Let φ be a formula from F U (B). We say that a valuation µ mapping free variables of φ to naturals is a solution of φ if the structure (N, {+}, {≤, Div k }) is a model of φ under the valuation µ.
Formulas from F U ({p ≤ p , Div k (p)}) are called Presburger formulas and the ones from F U ({p ≤ p }) are called ordering formulas.
Strictly speaking, Presburger formulas usually allow also existential quantification ∃u.φ. However, it is well-known that for any Presburger formula φ with quantification, there exists an equivalent (quantifier-free) formula φ from F U ({p ≤ p , Div k (p)}).
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Note that this is not the case for ordering formulas for which adding existential quantification strictly increases their expressiveness. 3 An atomic formula from {p ≤ p , Div k (p)} is said to be unary if this formula contains only one variable (but possibly several occurrences of it). By extension, a formula φ from F U ({p ≤ p , Div k (p)}) is unary if it is built over unary atomic formulas. Note that a unary formula may contain several different variables but any of its atoms contains only one variable.
We will denote
the set of unary Presburger formulas (resp. of unary ordering formulas).
Presburger-Definable Sets and Multiset Languages
Let N l be the set of tuples of length l of naturals. A subset N of N l is said to be Presburger-definable (resp. ordering-definable) if there exists a Presburger formula (resp. an ordering formula) φ whose free variables are (x 1 , . . . , x l ) considered as totally ordered and such that for any tuple (n 1 , . . . , n l ) from N , the valuation {x 1 → n 1 , . . . , x l → n l } is a solution of φ.
Let A = (a 1 , . . . , a l ) be a sequence of symbols. We denote M(A) the set of all multisets whose elements are in A. The Parikh mapping [17] is a mapping from M(A) to N l defined as π A (m) = (|m| a1 , . . . , |m| a l ), where |m| ai is the number of occurrences of a i in the multiset m. Parikh mappings are extended as mappings from multiset languages to subsets of N l as follows:
Denoting ∅ the empty multiset and the multiset union,
Definition 1. The family Rat(M(A)) of rational multiset languages is the least subset of M(A) which contains any finite subset of M(A) and such that if L, L belong to
It is well-known that
Definition 2. A multiset language L ∈ M(A) is recognizable if there exists a monoid morphism h from (L, , {∅}) to a finite monoid (D, +, ι) and a finite subset
We denote Rec(M(A)) the set of recognizable multiset languages. It is well-known that the set of recognizable multisets is strictly included into the set of rational multisets, ie Rec(M(A)) Rat(M(A)).
MSO-Based Logics for Trees
We consider in this section monadic second-order logic (MSO) as well as two extensions of it. First, let us recall how trees can be viewed as logical structures over which logical formulas are interpreted.
Let σ be the signature {label a | a ∈ Λ} where the label a 's are binary predicates. With a tree τ = (V, E, λ), we associate a finite σ-structure
We assume a countable set of first-order variables ranging over by x, y, z, . . . and a countable set of second-order variables ranging over by X, Y, Z, . . ..
Definition 3. The formulas of the logic MSO are defined by the following syntax:
Let S be a σ-structure whose domain is V . Let ρ be a valuation mapping first-order variables to elements of V and second-order variables to subsets of V . The structure S is a model of a MSO formula ψ under the valuation ρ (defined for free variables of ψ) denoted S |= ρ ψ, if:
-ψ is label a (x, y) and label a (ρ(x), ρ(y)) holds in S; -ψ is x ∈ X and ρ(x) belongs to ρ(X); -ψ is ψ 1 ∨ ψ 2 (resp. ¬ψ ) and S |= ρ ψ 1 or S |= ρ ψ 2 (resp. S |= ρ ψ ) holds; -ψ is ∃x.ψ and there exists an element v from V s.t. S |= ρ[x→v] ψ holds.
-ψ is ∃X.ψ and there exists a subset V of V s.t. S |= ρ[X→V ] ψ holds.
Overloading the notation, for a closed MSO formula ψ and a tree τ , we write τ |= ψ whenever S τ |= ψ for the σ-structure S τ associated with τ ; moreover, we write [[ψ]] to denote the set of all trees τ such that τ |= ψ. We say that a set of trees T is MSOdefinable if there exists some closed MSO formula ψ such that
The logic CMSO Courcelle defined in [4] the counting MSO logic (CMSO) as an extension of MSO. The syntax of CMSO 4 augments the one from MSO with an atomic formula M od i j (X) where X is a second-order variable and i, j are naturals such that i = 0 and j < i. The formula M od i j (X) holds for a σ-structure S and a mapping ρ associating with X a subset of the domain of S if the cardinality of ρ(X) modulo i is equal to j.
The logic PMSO Seidl et al. introduced in [18] an extension of MSO called Presburger MSO (PMSO). This extension is defined by a new kind of atomic formulas of the form x/φ, φ being a Presburger formula from F V ({p ≤ p , Div k (p)}), where V is the set of integer variables {#X | X is a second-order variable}.
The formula x/φ holds in some σ-structure S under a valuation ρ if the valuation µ mapping each variable #X from φ to the cardinality of the set ρ(X) ∩ children(ρ(x)) is a solution for φ.
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CMSO-definable and PMSO-definable set of trees are defined on the same way that MSO-definable set of trees.
A Survey on PMSO-Complete Formalisms
In this section, we present various formalisms which are able to express precisely PMSO definable sets of trees.
Presburger Tree Automata
In [18] , Seidl et al. introduced Presburger tree automata which correspond to the logic PMSO. We define here an adaptation of these automata for edge-labeled trees. Later on we identify precisely subclasses of these automata for the logics MSO and CMSO. These automata are also very close to sheaves automata from [8] , [7] .
Definition 4. A Presburger tree automaton (PTA) is given by a tuple (Λ, Q, F, δ) where Λ is a finite set of labels, Q is a finite set of states, δ is a transition mapping from
A run r A for a tree τ = (V, E, λ) and a PTA A = (Λ, Q, F, δ) is a mapping from E to Q such that for all edges (v, v ) in E, µ v |= δ(r A ((v, v )), λ((v, v ) 
Informally, a run labels edges with states from Q: the state labeling some edge e = (v, v ) depends on the label of the edge as well as on the multiplicity of the states labeling the edges originating from the node v (ie edges of the form (v , v ) for some node v ).
A tree τ = (V, E, λ) is accepted by a Presburger tree automaton A = (Λ, 
Theorem 1. [18] For any set of trees T , T is PMSO-definable iff there exists some
Presburger tree automaton A that accepts T .
Rational-Multiset Tree Automata
Colcombet proposed in [2] rational-multiset tree automata. We give here a slightly rephrased definition of those automata.
Definition 5.
A rational-multiset automaton (RatMA) is a tuple (Λ, Q, F, δ) where Λ is a finite set of labels, Q is a finite set of states, δ is a transition mapping from Q × Λ to Rat(M(Q)) and F ∈ Rat(M(Q)) is the acceptance condition.
A run r A for a tree τ = (V, E, λ) and a RatMA A = (Λ, Q, F, δ) is a mapping from E to Q such that for all edges (v, v ) in E, the multiset {r A ((v , v 1 )) , . . . , r A ((v , v n ))} belongs to δ(r A ((v, v )), λ((v, v )) ), v 1 . . . v n being exactly the children of v .
A tree τ = (V, E, λ) is accepted by a RatMA A = (Λ, ((root(τ ), v 1 )) , . . . , r A ((root(τ ), v n ))} belongs to F , v 1 . . . v n being exactly the children of root(τ ). For some RatMA A, we denote L(A) the set of all trees accepted by A.
Using Note 1, it is straightforward that
Proposition 1. For any set of trees T , T is PMSO-definable iff there exists a rationalmultiset automaton
A that accepts T .
ACU Equational Tree Automata
Let us consider the equational theory ACU stating that | is associative and commutative and that 0 is its neutral element. Formally,
We write t ACU t whenever the two Σ-terms t and t are equal modulo ACU. It is well-known that even when a term language L is regular, its ACU-closure, that is the set of terms {t | t ACU t and t ∈ L}, may not be regular.
For dealing with languages obtained as closure of regular term languages by some equational theory, Ohsaki [15] , [16] and Verma [20] have independently introduced socalled equational tree automata. 6 An ACU equational tree automaton A over the signature Σ is given by a tuple (Σ, Q, F, ∆) where Q is a finite set of states, F ⊆ Q is the set of final states and ∆ is a finite set of transition rules of the form (q, q 1 , q 2 being states from Q and a a unary symbol from Σ):
A run for a Σ-term t in an ACU equational tree automaton A = (Σ, Q, F, ∆) is a sequence t 1 , . . . , t n of terms built over the signature Σ ∪ Q (where states from Q are considered as constants) such that t 1 = t, t n ∈ Q and for all 1 ≤ i ≤ n, t i ACU t → ∆ t ACU t i+1 for some terms t , t . The relation → ∆ is the ground rewriting relation induced by ∆. A run t 1 , . . . , t n is accepting if the state t n belongs to F . A Σ-term t is accepted by some ACU equational tree automaton A if there exists an accepting run for t in A. Finally, the language accepted by an ACU equational tree automaton A over the signature Σ is the set of all Σ-terms having an accepting run in A.
Definition 6. A set of Σ-terms is ACU-regular if it is accepted by an ACU equational tree automaton.
Ohsaki showed in [15] that a language E is ACU-regular iff there exists a regular set of Σ-terms E such that E = {t | t ACU t and t ∈ E }.
Lemma 1. For any two Σ-terms t, t , if t ACU t then h C (t) = h C (t )
Proof. By definition, t ACU t holds iff there exists a sequence of terms t 1 , . . . , t n such that t = t 1 , t = t n and for all i ∈ {1, . . . , n − 1}, there exists an equation l = r or r = l in the ACU theory satisfying that t i = C[θ(l)] and t i+1 = C[θ(r)] for some context C and some substitution θ mapping variables from l, r to Σ-terms. The proof goes by trivial induction over the context C.
From Colcombet's work [2], it follows easily that
Proposition 2. For any ACU-closed set of Σ-terms E, E is ACU-regular iff h C (E) is accepted by some rational-multiset automaton.
As for any set of trees T , h 
A Survey on CMSO-Complete Formalisms
We present here formalisms expressing precisely CMSO definable sets of trees.
Algebraic Recognizability
We focus first on the notion of algebraic recognizability in the sense of Mezei and Wright [12] .
Definition 7 ([12]). Let M be a Σ-algebra and B be a subset of the domain of M. Then B is said to be M-recognizable if there exists a finite Σ-algebra A with domain dom(A), a homomorphism from M to A and a finite subset D of dom(A) such that
As a particular case, a tree language T is T -recognizable if there exists a finite Σ-algebra A with domain dom(A), a homomorphism from T to A and a finite subset D of dom(A) such that T = h −1 (D).
Theorem 2 ([4]). For any set of trees T , T is CMSO-definable iff T is T -recognizable.
Starting from a sightly different algebra for trees, Niehren and Podelski defined in [14] a notion of (feature) tree automata for which accepted languages coincide with T -recognizable sets of trees. Note that T -recognizability can be defined alternatively as:
Proposition 3. A tree language T is T -recognizable iff there exists a finite Σ-algebra A with domain dom(A) such that (dom(A), |
A , 0 A ) is a commutative monoid, h is a homomorphism from T to A and D is a finite subset of dom(A) such that T = h −1 (D).
Proof. As T is T -recognizable, there exists a finite Σ-algebra A with domain dom(A), an homomorphism h from T to A and a finite subset D of dom(A) such that T = h −1 (D). Let us consider the sub-algebra A of A whose domain is precisely h(Tree). Obviously, T is T -recognizable using the finite algebra A , the homomorphism h and the set D ∩dom(A ). It is then easy to prove that (dom(A ), | A , 0 A ) is a commutative monoid.
Recognizable-Multiset Tree Automata
In [6] , Courcelle introduced a notion of tree automaton whose transitions are defined by means of recognizable sets of finite multisets. This notion can be rephrased in our settings as follows:
Definition 8. A recognizable-multiset tree automaton is a rational-multiset tree automaton (Λ, Q, F, δ) such that F ∈ Rec(M(Q)
) and for all q in Q and a in Λ, δ(q, a) ∈ Rec(M(Q)).
Theorem 3. [6] For any set of trees T , T is CMSO-definable iff there exists some recognizable-multiset automaton A that accepts T .
As recognizable sets of multisets are strictly included into rational sets of multisets, we have:
Corollary 2. The PMSO logic is strictly more powerful than the CMSO logic over unranked and unordered trees.
Courcelle proved in [4] that CMSO is strictly more expressive than MSO on unranked and unordered trees. So, this shows that MSO-CMSO-PMSO is a strict hierarchy for this kind of trees; this has to be contrasted with the case of ranked trees where it is known that MSO and CMSO have the same expressive power [4] . It is also not difficult to see that the extension to PMSO does not bring neither some new expressiveness for ranked trees. For unranked and ordered trees, it is quite simple to write an MSO formula for the atom M od i j (X), and thus, showing that MSO and CMSO have in that case the same expressiveness. But, PMSO is for unranked and ordered trees strictly more expressive than MSO [18] .
New Characterizations for PMSO Definable Sets
We consider first sets of trees defined by means of a system of equations, namely, equational trees languages. Then as done in Section 5.1 for CMSO, we give a fully algebraic characterization of PMSO definable sets of trees.
Equational Tree Languages
Let X 1 , . . . , X n be a finite set of variables. We consider the signature Σ ∪ {+} ∪ {X 1 , . . . , X n } where + is a binary symbol used in infix notation and X 1 , . . . , X n are considered as constants.
A system S of equations over the signature Σ ∪ {+} and the variables X 1 , . . . , X n is a set of equations of the form X i = s i such that s i is a term built over Σ ∪ {+} ∪ {X 1 , . . . , X n } and for each X i , there exists precisely one equation in S.
For a Σ-algebra M and a set of variables {X 1 , . . . , X n }, a M-valuation I is a mapping associating with each variable X i a subset of the domain of M. A M-valuation I is extended to terms built over the signature Σ ∪ {+} as follows:
A M-valuation I is a solution of a system of equations S for the Σ-algebra M if for all equations X i = s i in S, it holds that I(X i ) is equal to I(s i ). Valuations (and thus, solutions) over the same set of variables are equipped with a natural partial ordering: I is smaller than I if for all X i , I(X i ) ⊆ I(X i ). It is not difficult to prove that any system of equations S admits a least solution; we will denote Least(S, M) the least M-valuation which is a solution of S.
Definition 9 ([12]). For a Σ-algebra M, a subset L of the domain of M is equational if
there exists a system of equations S (over the signature Σ ∪ {+}) with some designated variable X such that Least(S, M)(X) = L.
As a particular case for the Σ-algebra T , a set of trees T is equational if there exists a system of equations S with some designated variable X such that Least(S, T )(X) = T . We denote Equat(T ) the set of equational tree languages.
Courcelle proved in [4] that CMSO-definable languages are equational but that the converse is not true: some languages are equational but not CMSO-definable.
We recall in the next two propositions some useful properties of equational languages.
Then, by Proposition 1, it is sufficient to prove that h C (S) is accepted by some rationalmultiset automaton.
Let us denote ACU(S) the ACU-closure of S. By Proposition 2, h C (ACU(S)) is accepted by some rational-multiset automaton. We conclude easily using that h C (S) = h C (ACU(S)).
An Algebraic Characterization of PMSO Definability
We are going to define now an algebraic recognizability criteria for the logic PMSO. Recalling that C is the algebra of terms built over the signature Σ, it is obvious to see that the notion of C-recognizability is the same as the one defined by "classical" tree automata [3] for ranked trees written over the signature Σ (ie for Σ-terms): the set of states is the domain of the finite Σ-algebra A, the interpretation of the function symbols from Σ in A provides the transition rules (which are bottom-up deterministic) and D is the set of final states.
We define weak T -recognizability for unranked and unordered trees as follows:
Definition 10. A tree language T is weakly T -recognizable iff there exists some
Intuitively, we can consider Σ-terms as representatives for trees and h C as the mapping associating with each Σ-term the tree it represents. However, h C is not injective, ie a single tree may have several representatives (actually, countably many). The intuition of weak T -recognizability is to consider recognizability for the representatives (ie the Σ-terms) instead of the trees themselves. This notion is therefore different from T -recognizability as T -recognizability requires all the representatives of some tree to be recognized (see Proposition 6).
Theorem 5. A set of trees T is PMSO-definable iff T is weakly T -recognizable.
Sketch of proof. By definition, T is weakly T -recognizable iff there exists some Crecognizable set of Σ-terms M such that T = h C (M ). By Proposition 5, this is equivalent to the existence of some equational language M over the algebra C such that T = h C (M ). Using Proposition 4, this latter holds iff T is an equational language over the algebra T . Finally, by Theorem 4, this amounts to have T PMSO-definable.
New Characterizations for CMSO Definable Sets
In this section we reformulate CMSO definability first in terms of C-recognizability and then by a restricted subclass of Presburger tree automata.
CMSO-Definability and C-recognizability
Proposition 6. For any set of trees T , T is CMSO-definable iff the set of Σ-terms h
Proof. Immediate from Theorem 2 and Proposition 4.4 from [6] stating that T is Trecognizable iff h −1 C (T ) is C-recognizable.
CMSO-Definability and Presburger Tree Automata
Definition 11. A unary Presburger tree automaton is a PTA (Λ, Q, F, δ) such that F ∈ F 1 U ({p ≤ p , Div k (p)}) and for all q ∈ Q and all a ∈ Λ, δ(q, a) belongs to
Lemma 2. Let N be a subset of N l and A = (a 1 , . . . , a l ) be some alphabet. Then N is unary ordering-definable iff π
Proof. Courcelle showed in [6] 
iff N is a finite union of Cartesian products of l ultimately periodic sets of naturals, ie N is a finite union of sets of the form B 1 × . . . × B l where for each i, B i = {b + αp | α ∈ N} for some b, p ∈ N. We just prove then that N is unary ordering-definable iff N is a finite union of Cartesian products of l ultimately periodic sets of naturals Then, as for Presburger tree automata and PMSO, we have
Proposition 7. For any set of trees T , T is CMSO-definable iff there exists some unary
Proof. Straightforward using Theorem 3 and Lemma 2.
Some Characterizations for MSO Definable Sets
In this section, we investigate sets of trees definable by means of MSO sentences; Mainly, we are going to study how restrictions over formalisms used to characterize CMSO or PMSO can be put.
MSO-Definability and Presburger Tree Automata
Definition 12. A unary ordering tree automaton is a PTA (Λ, Q, F, δ) such that F ∈ F 1 U ({p ≤ p }) and for all q ∈ Q and all a ∈ Λ, δ(q, a) belongs to
Proposition 8. For any set of trees T , T is MSO-definable iff there exists some unary ordering tree automaton A that accepts T .
Sketch of proof. The proof is rather standard. We show first that the existence of an accepting run for a tree can be expressed by some MSO sentence. For the converse, we show closure of the unary ordering tree automaton under union, complementation (by computing first a deterministic and complete automaton) and relabeling morphism. Then, we build such an automaton inductively over the structure of the MSO formula. We denote ApRec(M(A)) the set of aperiodically recognizable multiset languages.
Definition 14.
An aperiodic-recognizable multiset tree automaton is a rational-multiset tree automaton (Λ, Q, F, δ) such that F ∈ ApRec(M(Q)) and for all q in Q and a in Λ, δ(q, a) ∈ ApRec(M(Q)). 
Sketch of proof.
We prove first that N is unary ordering-definable iff N is a finite union of Cartesian products of l ultimately periodic sets of naturals with periods in {0, 1}, ie N is a finite union of sets of the form B 1 × . . . × B l where for each i, B i = {b + αp | α ∈ N} for some b ∈ N and p ∈ {0, 1}. Then, we use a result from [9] stating that N is a finite union of Cartesian products of l ultimately periodic sets of naturals with periods in {0, 1} iff N is a star-free subset of N l , ie N can be obtained from finite subsets of N l using sum + and Boolean operations (union, intersection, complement). Finally, we can conclude using that (N l , +) is isomorphic to (M(A), ) and that over commutative monoids, star-free languages are precisely the recognizable and aperiodic ones [10] .
Theorem 6. For any set of trees T , T is MSO-definable iff there exists some aperiodicrecognizable multiset automaton A that accepts T .
Proof. Straightforward from Proposition 8 and Lemma 3.
An Algebraic Characterization of MSO Definability
We relate here MSO definability and algebraic T -recognizability.
Definition 15. A tree language T is aperiodically T -recognizable iff there exists a finite Σ-algebra A with domain dom(A) such that (dom(A), |
A , 0 A ) is an aperiodic and commutative monoid, h is a homomorphism from T to A and D is a finite subset of dom(A) such that T = h −1 (D).
Theorem 7. For any set of trees T , T is MSO-definable iff
T is aperiodically Trecognizable. 7 We recall that a monoid (S, .) is said to to be aperiodic if for all s ∈ S, there exists some natural n such that s n = s n+1 where s 1 = s and s k+1 = s k .s.
