Abstract. In this article, we study the further refinements and reverses of the Young and Heinz inequalities with the Kantorovich constant. These modified inequalities are used to establish corresponding operator inequalities on Hilbert space and Hilbert-Schmidt norm inequalities.
Introduction
The well-known Young inequality for two scalars is the weighted arithmetic-geometric mean inequality, which was attributed to the English Kittaneh and Manasrah [11, 12] improved the Young inequality (1.1), and obtained the following relations:
where a, b > 0, v ∈ [0, 1], r = min{v, 1 − v} and R = max{v, 1 − v}. Wu and Zhao [14] presented further improvements of (1.3) that 
where r = min{v, 1 − v} and r 1 = min{2r, 1 − 2r}.
Let B(H) be the C * -algebra of all bounded linear operators on a complex separable Hilbert space (H, ·, · ). I stands for the identity operator. B ++ (H) denotes the cone of all positive invertible operators on H. As a matter of convenience, we use the following notations to define the weighted arithmetic mean and geometric mean for operators:
where A, B ∈ B ++ (H) and v ∈ [0, 1]. When v = 1 2 , we write A∇B and A#B for brevity, respectively.
An operator version of the Young inequality proved in [3] says that if A, B ∈ B ++ (H) and
The Heinz operator mean is defined by
for A, B ∈ B ++ (H) and 0 ≤ v ≤ 1.
It is easy to see that the Heinz operator mean interpolates the arithmetic-geometric operator mean inequality:
The equation (1.10) are called the Heinz operator inequalities (See [9, 10] ). The first difference-type improvement of the matrix Young inequality is due to Kittaneh and Manasrah [12] extending (1.2) to matrices:
holds for positive definite matrices A and B and 0 ≤ v ≤ 1, where r = min{v, 1 − v} and R = max{v, 1 − v}, which of course remain valid for Hilbert space operators by a standard approximation argument. Note that the first inequality in (1.11) was independently established for positive operators A and B by Furuichi in [4] .
The ratio-type improvements of the Young inequality are referred to [4, 5, 13, 14, 16] . The operator versions of (1.4) and (1.5) were presented in [14] . Zhao and Wu [15] also extended inequalities (1.6)-(1.9) to positive invertible operators and improved (1.11), which were shown as Proposition 1.2. [15] Let A, B ∈ B ++ (H) and v ∈ (0, 1).
(
14) 15) where r = min{v, 1 − v} and r 1 = min{2r, 1 − 2r}.
In this paper, we are concerned with several improvements of the Young and Heinz inequalities via the Kantorovich constant. In Section 2, we present the whole series of refinements and reverses of the scalars Young inequality which will help us to derive Heinz inequalities. In Section 3, we extend inequalities proved in Section 2 from the scalars setting to a Hilbert space operator setting. In Section 4, the Hilbert-Schmidt norm inequalities are established.
Scalars inequalities
In this section, we mainly present the direct refinements and reverses of the Young inequality for two positive numbers a, b. When v = 0 and v = 1, the Young inequality is trivial. We will study the case v ∈ (0, 1).
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Proof. The proof of the inequality (2.2) is similar to that of (2.1). Thus, we only need to prove the inequality (2.1).
If v = , then we get
, then we get
So we conclude that
This completes the proof. 
Proof. Replacing a by a 2 and b by b 2 in (2.1) and (2.2), respectively, we have
, then by the first inequality above, we obtain
If 1 2 < v < 1, then by using (2.6), we get
Proof. The proof of inequality (2.8) is similar to that of (2.7). Thus, we only need to prove (2.7). If 0 < v < 
If v = 1 2 , the inequality (2.7) becomes equality. 
where R = max{v, 1 − v}. 
Proof. Replacing a by a 2 and b by b 2 in (2.7) and (2.8), respectively, we have
The rest proof is similar to Corollary 2.1.
Operator inequalities
If A is a selfadjoint operator and f is a real valued continuous function on Sp(A) (the spectrum of A), then f (t) ≥ 0 for every t ∈ Sp(A) implies that f (A) ≥ 0, i.e., f (A) is a positive operator on H. Equivalently, if both f and g are real valued continuous functions on Sp(A), then the following monotonic property of operator functions holds:
in the operator order of B(H). 
2)
where h = +∞) . Thus for positive operator X, it can be deduced from the inequality (3.3) and the monotonic property of operator functions that
On the other hand, the Kantorovich constant K(t, 2) is an increasing function on (1, +∞), we get 
On the other hand, the Kantorovich constant K(t, 2) is an decreasing function on (0, 1) and K( 1 t , 2) = K(t, 2),we get
It is striking that we obtain two same inequalities (3.4) and (3.5) under the two different condition. Then multiplying inequality (3.4) or (3.5) by A 1 2 on both sides, we can deduce the required inequality (3.1). If Proof. By (2.7) and (2.8), using the same ideas as the proof of Theorem 3.1, we can get this theorem.
The operator version of (2.9) can be shown as
Corollary 3.2. Under the same conditions as Theorem 3.2, then
where R = max{v, 1 − v}.
Remark 3.1. (3.6) and (3.9) are sharper than (3.4) in [12] .
By the properties of Kantorovich constant, (3.1) and (3.2) are better than (1.12) and (1.14), respectively. If
(3.7) and (3.8) are better than (1.13) and (1.15), respectively.
Hilbert-Schmidt norm inequalities
In this section, we present the improved Young and Heinz inequalities for the Hilbert-Schmidt norm. Let M n (C) denote the algebra of all n × n complex matrices. The Hilbert-Schmidt norm of A ∈ M n (C) is denoted by A Hirzallah and Kittaneh [7] and Kittaneh and Manasrah [12] have showed that if A, B, X ∈ M n (C) with A and B positive semidefinite matrices and v ∈ [0, 1], then
where r = min{v, 1 − v}, R = max{v, 1 − v}. Applying Corollary 2.1 and 2.2, we derive two theorems which improve (4.1).
Theorem 4.1. Suppose A, B, X ∈ M n (C) such that A and B are two positive definite matrices. Let
3)
where r = min{v, 1 − v}, r 1 = min{2r, 1 − 2r} andr 1 = min{2r 1 , 1 − 2r 1 }.
Proof. Since A and B are positive definite, it follows by the spectral theorem that there exist unitary matrices U, V ∈ M n (C) such that
, utilizing the inequality (2.4) and the unitary invariance of the Hilbert-Schmidt norm, we have
Similarly, if 1 2 < v < 1, using the inequality (2.5), we can derive (4.3). [2, 8] ).
