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The boundary-value problem for Laplace-type operators acting on smooth sec-
tions of a vector bundle over a compact Riemannian manifold with generalized local
boundary conditions including both normal and tangential derivatives is studied.
The condition of strong ellipticity of this boundary-value problem is formulated.
The resolvent kernel and the heat kernel in the leading approximation are explic-
itly constructed. As a result, the previous work in the literature on heat-kernel
asymptotics is shown to be a particular case of a more general structure. For
a bosonic gauge theory on a compact Riemannian manifold with smooth bound-
ary, the problem is studied of obtaining a gauge-eld operator of Laplace type,
jointly with local and gauge-invariant boundary conditions, which should lead to
a strongly elliptic boundary-value problem. The scheme is extended to fermionic
gauge theories by means of local and gauge-invariant projectors. After deriving
a general condition for the validity of strong ellipticity for gauge theories, it is
proved that for Euclidean Yang{Mills theory and Rarita{Schwinger elds all the
above conditions can be satised. For Euclidean quantum gravity, however, this
property no longer holds, i.e. the corresponding boundary-value problem is not
strongly elliptic. Some non-standard local formulae for the leading asymptotics of
the heat-kernel diagonal are also obtained. It is shown that, due to the absence of
strong ellipticity, the heat-kernel diagonal is non-integrable near the boundary.
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1 Introduction
The consideration of boundary conditions in the formulation of quantum eld theories is
crucial for at least two reasons:
(i) Boundary eects are necessary to obtain a complete prescription for the quantization,
unless one studies the idealized case where no bounding surfaces occur. In particular, the
functional-integral approach relies heavily on a careful assignment of boundary data.
(ii) One may wonder whether the symmetries of the theory in the absence of boundaries
are preserved by their inclusion. Moreover, one would like to know whether the applica-
tion of a commonly accepted physical principle (e.g. the invariance under innitesimal
dieomorphisms on metric perturbations, in the case of gravitation) is sucient to de-
termine completely the desired form of the boundary conditions, upon combination with
other well known mathematical properties.
The investigations carried out in our paper represent the attempt to solve these prob-
lems by using the advanced tools of analysis and geometry, with application to the oper-
ators of Laplace or Dirac type. Indeed, the dierential operators of Laplace type are well
known to play a crucial role in mathematical physics. By choosing a suitable gauge it is
almost always possible to reduce the problem of evaluating the Green functions and the
eective action in quantum eld theory to a calculation of Green functions (and hence
the resolvent) and functional determinants (or the -functions) of Laplace-type operators.
These objects are well dened, strictly speaking, only for self-adjoint elliptic operators.
Thus, on manifolds with boundary, one has to impose some boundary conditions which
guarantee the self-adjointness and the ellipticity of the Laplace-type operator. The sim-
plest choice are the Dirichlet and Neumann boundary conditions when the elds or their
normal derivatives are set to zero on the boundary. A slight modication of the Neumann
boundary conditions are the so-called Robin ones, when one sets to zero at the bound-
ary a linear combination of the values of the elds and their normal derivatives. An even
more general scheme corresponds to a mixed situation when some eld components satisfy
Dirichlet conditions, and the remaining ones are subject to Robin boundary conditions
[1, 2].
However, this is not the most general scheme, and one can dene some generalized
boundary conditions which are still local but include both normal and tangential deriva-
tives of the elds [3]. For example, by using linear covariant gauges in quantum gravity,
one is led to impose boundary conditions that involve the tangential derivatives as well,
to ensure that the whole set of boundary conditions on metric perturbations is invari-
ant under innitesimal dieomorphisms [4, 5]. The same boundary conditions may be
derived by constructing a BRST charge and requiring BRST invariance of the boundary
conditions [6].
In this paper we are going to study the generalized boundary-value problem for
Laplace- and Dirac-type operators, the latter being relevant for the analysis of fermionic
models. Such a boundary-value problem, however, is not automatically elliptic. There-
fore, we nd rst an explicit criterion of ellipticity (section 2.3). Then we construct the
resolvent kernel and the heat kernel in the leading approximation (section 3). The appli-
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cation of this formalism (section 4) proves that the generalized boundary-value problem is
strongly elliptic for Euclidean Yang{Mills theory (section 5) and Rarita{Schwinger elds
(section 6), but not for Euclidean quantum gravity (section 7). The possible implications
are discussed in section 8.
2 Laplace-type and Dirac-type operators
Let (M; g) be a smooth compact Riemannian manifold of dimension m with smooth
boundary, say @M . Let g be the positive-denite Riemannian metric on M and g^ be the
induced metric on @M . Let V be a (smooth) vector bundle over the manifold M and
C1(V;M) be the space of smooth sections of the bundle V . Let V  be the dual vector
bundle and E : V ! V  be a Hermitian non-degenerate metric, Ey = E, that determines
the Hermitian bre scalar product in V . Using the invariant Riemannian volume element
dvol (x) on M one denes a natural L2 inner product (; ) in C1(V;M), and the Hilbert
space L2(V;M) as the completion of C1(V;M) in this norm. Further, let rV be the
connection on the vector bundle V compatible with the metric E, tr g = g ⊗ 1 be the
contraction of sections of the bundle T M ⊗ T M ⊗ V with the metric on the cotangent
bundle T M , and Q be a smooth endomorphism of the bundle V , i.e. Q 2 End (V ),
satisfying the condition
Q  E−1QyE = Q: (2.1)
Hereafter we call such endomorphisms self-adjoint. We also use the notation A = E−1AyE
for any endomorphisms or operators. Then a Laplace-type operator, or generalized Lapla-
cian,
F : C1(V;M)! C1(V;M); (2.2)
is a second-order dierential operator dened by
F  −tr gr




M ⊗ 1 + 1⊗rV ; (2.4)
and rT
M is the Levi-Civita connection on M .
Let V be a Cliord bundle and Γ : T M ! End (V ), Γ() = Γ, be the Cliord
map satisfying
Γ(1)Γ(2) + Γ(2)Γ(1) = 2g(1; 2)I; (2.5)
for all 1; 2 2 T M . Hereafter I denotes the identity endomorphism of the bundle V .
Let rV be the Cliord connection compatible with the Cliord map. Then a Dirac-type
operator
D : C1(V;M)! C1(V;M); (2.6)
is a rst-order dierential operator dened by [1, 7]
D  i(ΓrV + S); (2.7)
with S 2 End (V ). Of course, the square of the Dirac operator is a Laplace-type operator.
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2.1 Geometry of boundary operators
2.1.1 Laplace-type operator
For a Laplace-type operator we dene the boundary data by







 0(’)  ’j@M ;  1(’)  rN’j@M (2.9)
are the restrictions of the sections ’ 2 C1(V;M) and their normal derivatives, to the
boundary (hereafter, N is the inward-pointing unit normal vector eld to the boundary).
To make the operator F symmetric and elliptic (see sections 2.2 and 2.3), one has to
impose some conditions on the boundary data  F (’).
In general, a d-graded vector bundle is a vector bundle jointly with a xed decompo-
sition into d sub-bundles [1]. In our problem, let the vector bundle WF over @M be the
bundle of the boundary data. WF consists of two copies of the restriction of V to @M
and inherits a natural grading [1]
WF = W0 W1; (2.10)
where Wj represents normal derivatives of order j, and, therefore,
dimWF = 2 dimV: (2.11)
The bundles W0 and W1 have the same structure, and hence in the following they will be




1 be an auxiliary graded vector bundle over @M such
that
dimW 0F = dimV: (2.12)
Since the dimension of the bundle WF is twice as big as the dimension of W
0
F , dimWF =
2 dimW 0F , it is convenient to identify the bundle W
0
F with a sub-bundle of WF by means
of a projection




F = PF : (2.13)
In other words, sections of the bundle W 0F have the form PF, with  being a section of
the bundle WF . Note that the rank of the projector PF is equal to the dimension of the
bundle V ,
rankPF = rank (IW − PF ) = dimV; (2.14)
where IW is the identity endomorphism of the bundle WF .
Let BF : C
1(WF ; @M)! C1(W 0F ; @M) be a tangential dierential operator on @M .
The boundary conditions then read
BF F (’) = 0: (2.15)
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The boundary operator BF is not arbitrary but should satisfy some conditions to make
the operator F self-adjoint and elliptic. These conditions are formulated in the subsects.
2.2 and 2.3. The boundary operator BF can be then presented in the form
BF = PFL; (2.16)
where L is a non-singular tangential operator
L : C1(WF ; @M)! C
1(WF ; @M); (2.17)
meaning that there is a well dened inverse operator L−1. In other words, the boundary
conditions mean
 F (’) = KF with arbitrary  2 C
1(WF ; @M); (2.18)
where
KF = L
−1(IW − PF ) : C
1(WF ; @M)! C
1(WF ; @M): (2.19)
Now let  be a self-adjoint projector acting on W0 and W1,
 : W0 !W0;  : W1 ! W1 (2.20)
2 = ;   E−1yE = : (2.21)
In our analysis, we will consider the projector PF and the operator L of the form












where  is a tangential dierential operator on @M ,  : C1(W0; @M) ! C1(W0; @M);
satisfying the conditions
 =  = 0: (2.24)






; KF = IW − BF =





Note that BF and KF are complementary projectors
B2F = BF ; K
2
F = KF ; BFKF = KFBF = 0: (2.26)
Moreover, by virtue of the property (2.14), both the operators BF and KF do not vanish.
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2.1.2 Dirac-type operator
For a Dirac-type operator (see (2.7)) the normal derivatives are not included in the bound-
ary data  D(’), and such boundary data consist only of the restriction  D(’) =  0(’)
(see (2.9)) of sections ’ 2 C1(V;M) to the boundary. Therefore, the bundle of the
boundary data WD is just the restriction W0 of the bundle V and, similarly, the auxiliary
vector bundle W 0D = W
0
0. The dimensions of these bundles are
dimWD = 2 dimW
0
D = dimV: (2.27)
This should be compared with (2.11) and (2.12). As above, W 0D can be identied with a
sub-bundle of WD by means of a projection
PD : WD ! W
0
D; (2.28)






The boundary conditions for the operator D read
BD 0(’) = 0; (2.30)
where now the operator BD is not a tangential dierential operator but just a projector
PD:
BD = PD; KD = I − PD: (2.31)
It is crucial to use projectors to obtain a well posed boundary-value problem of local
nature for Dirac-type operators, since any attempt to x the whole fermionic eld at the
boundary would lead to an over-determined problem.
2.2 Symmetry
2.2.1 Laplace-type operator
The Laplace-type operator F is formally self-adjoint, which means that it is symmetric
on any section of the bundle V with compact support disjoint from the boundary @M ,
i.e.
IF (’1; ’2)  (F’1; ’2)− (’1; F’2) = 0; for ’1; ’2 2 C
1
0 (V;M): (2.32)
However, a formally self-adjoint operator is not necessarily self-adjoint. It is essentially
self-adjoint if its closure is self-adjoint. This implies that the operator F is such that: i)
it is symmetric on any smooth section satisfying the boundary conditions (2.15), i.e.
IF (’1; ’2) = 0; for ’1; ’2 2 C
1(V;M) : BF (’1) = BF (’2) = 0; (2.33)
and ii) there exists a unique self-adjoint extension of F . The property ii) can be proved
by studying deciency indices [8], but is not the object of our investigation.
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The antisymmetric bilinear form IF (’1; ’2) depends on the boundary data. Integrat-
ing by parts, it is not dicult to obtain








Here <;> denotes the L2 inner product in C1(W; @M) determined by the restriction of
the bre metric to the boundary.
To ensure the symmetry, we have to x the boundary operators BF so as to make this
form identically zero. The condition for that reads
KFJFKF = 0: (2.36)
By using the general form (2.25) of the operator KF , we nd herefrom that this is equiv-
alent to the condition of symmetry of the operator 
< ’1; ’2 >=< ’1;’2 >; for ’1; ’2 2 C
1(W0; @M); (2.37)
Thus, we have proven the following result:
Theorem 1 The Laplace-type operator F (2.3) endowed with the the boundary conditions
(2.15), with the boundary operator B given by (2.25), and any symmetric operator 
satisfying the conditions (2.24) and (2.37), is symmetric.
2.2.2 Dirac-type operator
In the case of Dirac-type operators there are two essentially dierent cases. The point is
that, in general, there exist two dierent representations of the Cliord algebra satisfying
Γ() = −"Γ(); " = 1: (2.38)
In odd dimension m there is only one possibility, " = −1, corresponding to self-adjoint
Dirac matrices, whereas for even dimension m they can be either self-adjoint or anti-self-
adjoint. By requiring the endomorphism S to satisfy the condition
S = "S; (2.39)
we see that the Dirac-type operator (2.7) is formally self-adjoint for " = −1 and anti-self-
adjoint for " = 1:
ID(’1; ’2)  (D’1; ’2) + "(’1; D’2) = 0; ’1; ’2 2 C
1
0 (V;M): (2.40)
In complete analogy with the above, we easily nd the condition for the Dirac-type oper-
ator to be (anti)-symmetric,
ID(’1; ’2) =<  0(’1); JD 0(’2) >= 0; (2.41)
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where
JD = i"Γ(N) = i"Γ
N; (2.42)
for any ’1; ’2 2 C1(V;M) satisfying the boundary conditions (2.30). This leads to a
condition on the boundary operator,
KDJDKD = 0; (2.43)
wherefrom, by using (2.31), we obtain a condition for the projector PD,
(I − PD)Γ(N)(I − PD) = 0: (2.44)
Hence we get a sucient condition on the boundary projector,
PD = Γ(N)(I − PD)Γ(N)
−1: (2.45)




(I + ); (2.46)
where  satises the conditions
2 = I; Γ(N) + Γ(N) = 0: (2.47)
Thus, there are two cases: i)  is anti-self-adjoint and commutes with Γ(N), ii)  is
self-adjoint and anti-commutes with Γ(N). This leads to two particular solutions,





Γ(u); for " = −1 and any m; (2.49)
with some cotangent vector u 2 T @M on the boundary.
In even dimension m there exists another very simple solution,
 = C; for even m; " = 1; (2.50)
where C is the chirality operator dened with the help of an orthonormal basis ea in T M ,
C = im=2Γ(e1)   Γ(em): (2.51)
One easily nds
C2 = I; C = C; (2.52)
CΓ() + Γ()C = 0; (2.53)
for any  2 T M , so that the conditions (2.47) are satised.
Thus, we have
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Theorem 2 The Dirac-type operator D = i(Γr + S) with Γ and S satisfying the con-
ditions Γ = −"Γ, S = "S, endowed with the boundary conditions PD’j@M = 0, is anti-
symmetric for " = −1 and symmetric for " = 1 provided that the boundary projector
PD satises the condition (I − PD)Γ(N)(I − PD) = 0. Admissible boundary projectors




[I  Γ(N)] ; (2.54)















(I  C) ; (2.56)
C being the chirality operator, is also admissible.
2.3 Strong ellipticity
2.3.1 Laplace-type operator
Now we are going to study the ellipticity of the boundary-value problem dened by the
boundary operator (2.25). First of all we x the notation. By using the inward geodesic
flow, we identify a narrow neighbourhood of the boundary @M with a part of @M R+
and dene a split of the cotangent bundle T M = T @M  T (R). Let x^ = (x^i), (i =
1; 2; : : : ;m − 1), be the local coordinates on @M and r be the normal geodesic distance
to the boundary, so that N = @r = @=@r is the inward unit normal on @M . Near
@M we choose the local coordinates x = (x) = (x^; r), ( = 1; 2; : : : ;m) and the split
 = () = (; !) 2 T M , where  = (j) 2 T @M and ! 2 R. With our notation, Greek
indices run from 1 through m and lower case Latin indices run from 1 through m− 1.
Our presentation diers from the one in [9], since we always work with self-adjoint
projectors. In this paper we are interested in the so-called generalized boundary con-
ditions, when  is a rst-order tangential dierential operator acting on sections of the
vector bundle W0 over @M . Any formally self-adjoint operator of rst order satisfying
the conditions (2.24) can be put in the form (hereafter, r^i denotes (m− 1)-dimensional
covariant dierentiation tangentially, dened in ref. [1])







(I − ); (2.57)
where Γi 2 C1(T@M ⊗ End (W0); @M) are some endomorphism-valued vector elds on
@M , and S is some endomorphism of the vector bundle W0, satisfying the conditions
Γi = −Γi; S = S; (2.58)
Γi = Γi = S = S = 0: (2.59)
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Now we are going to determine under which conditions the boundary-value problem is
strongly elliptic [1].
First of all, the leading symbol of the operator F should be elliptic in the interior of
M . The leading symbol of the operator F reads
L(F ; x; ) = jj
2  I  g(x)  I; (2.60)
where  2 T M is a cotangent vector. Of course, for a positive-denite non-singular
metric the leading symbol is non-degenerate for  6= 0. Moreover, for a complex  which
does not lie on the positive real axis,  2 C−R+ (R+ being the set of positive numbers),
det (L(F ; x; )− ) = (jj
2 − )dimV 6= 0: (2.61)
This equals zero only for  =  = 0. Thus, the leading symbol of the operator F is elliptic.
Second, the so-called strong ellipticity condition should be satised [1, 10]. As we
already noted above, there is a natural grading in the vector bundles WF and W
0
F which
reflects simply the number of normal derivatives of a section of the bundle [1]. The
boundary operator BF (2.25) is said to have the graded order 0. Its graded leading symbol




iT (I − )

; (2.62)
where, by virtue of (2.57),
T = −iL() = Γ
jj; (2.63)
 2 T @M being a cotangent vector on the boundary. By virtue of (2.58) the matrix T is
anti-self-adjoint,
T = −T; (2.64)
and satises the conditions
T = T = 0: (2.65)
To dene the strong ellipticity condition we take the leading symbol L(F ; x^; r; ; !) of
the operator F , substitute r = 0 and ! ! −i@r and consider the following ordinary
dierential equation for a ’ 2 C1(V; @M R+):
[L(F ; x^; 0; ;−i@r)−   I]’(r) = 0; (2.66)
with an asymptotic condition
lim
r!1
’(r) = 0; (2.67)
where  2 T @M ,  2 C − R+ is a complex number which does not lie on the positive
real axis, and (; ) 6= (0; 0).
The boundary-value problem (F;B) is said to be strongly elliptic [10, p.415] with
respect to the cone C − R+ if for every  2 T @M ,  2 C − R+, (; ) 6= (0; 0), and
 0 2 C1(W 0; @M) there is a unique solution ’ to the equation (2.66) subject to the
condition (2.67) and satisfying
g(BF )(x^; ) (’) =  
0; (2.68)
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with  (’) 2 C1(W; @M) being the boundary data dened by (2.8) and (2.9).
A purely algebraic formulation of strong ellipticity can also be given, following Gilkey
and Smith [10]. For this purpose, let us denote by WF (; ) the subsets of WF corre-
sponding to boundary data of solutions of Eq. (2.66) vanishing as r ! 1. Decompose
L(F ; x^; 0; ; !) = p0!
2 + p1! + p2, where pj is homogeneous of order j in  . Then the
dierential equation (2.66) can be rewritten in the form of a rst-order system
−i
h














Herefrom one sees that  does not have any purely-imaginary eigenvalues for (; ) 6= (0; 0)
if (F;B) is strongly elliptic. It is then possible to re-express the strong ellipticity condition
by saying that
g(BF )(x^; ) : W
+
F (; )! W
0
F (2.71)
should be an isomorphism, for (; ) 6= (0; 0);  2 T (@M);  2 C−R+ [10, p.416].




’(r) = 0; (2.72)
where jj2  g^ij(x^)ij . The general solution satisfying the decay condition at innity,
r!1, reads
’(r) =  exp(−r); (2.73)
where  
q
jj2 − . Since (; ) 6= (0; 0) and  2 C − R+, one can always choose
Re > 0.
The boundary data are now






Thus, the question of strong ellipticity for Laplace-type operators is reduced to the in-
vertibility of the equations 
 0











for arbitrary  00 2 C
1(W 00; @M);  
0
1 2 C
1(W 01; @M). This is obviously equivalent to the
algebraic criterion (2.71). The eq. (2.75) can be transformed into (cf. [9])
 =  00; (2.76)
(I − iT ) =  00 −  
0
1: (2.77)
Remember that  0F = PF
~ F with some ~ F 2 C1(WF ; @M). Therefore, (1 − ) 00 =
 01 = 0 and the rst equation follows from the second one. Therefore, if the equation
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(2.77) has a unique solution for any  00 and  
0
1, then the boundary-value problem is
strongly elliptic. A necessary and sucient condition to achieve this is expressed by the
non-degeneracy of the matrix [I − iT ], i.e.
det [I − iT ] 6= 0; (2.78)
for any (; ) 6= (0; 0) and  2 C−R+. In this case the solution of eq. (2.77) reads
 = (I − iT )−1 [ 00 −  
0
1] : (2.79)
Since the matrix iT is self-adjoint, it has only real eigenvalues, in other words the
eigenvalues of T 2 are real and negative, T 2  0. It is clear that, for any non-real  2 C−R,
 =
q
jj2 −  is complex and, therefore, the matrix [I − iT ] is non-degenerate. For real
negative ,  is real and we have  > jj. Thus, the condition (2.78) means that the
matrix jjI − iT is positive-denite,
jjI − iT > 0: (2.80)
A sucient condition for that reads
jj2I + T 2 > 0: (2.81)
On the other hand, there holds, of course, jj2I + T 2  jj2. The eq. (2.81) means that
the absolute values of all eigenvalues of the matrix (iT ), both positive and negative, are
smaller than jj, whereas (2.80) means that only the positive eigenvalues are smaller than
jj, but says nothing about the negative ones. A similar inequality has been derived in
[11], but in that case the boundary operator does not include the eect of , following
[3, 12].
This proves the following theorem:
Theorem 3 Let F be a Laplace-type operator dened by (2.3), and BF the generalized
boundary operator given by (2.25) with the operator  dened by (2.57). Let  2 T @M be
a cotangent vector on the boundary and T  Γjj. The boundary-value problem (F;BF )
is strongly elliptic with respect to C−R+ if and only if for any non-vanishing  6= 0 the
matrix jjI − iT is positive-denite, i.e. jjI − iT > 0.
2.3.2 Dirac-type operator
The question of strong ellipticity for boundary-value problems involving Dirac-type oper-
ators can also be studied. As is well known, the leading symbol of a Dirac-type operator
reads
L(D; ) = −Γ(): (2.82)
Since the square of a Dirac-type operator is a Laplace-type operator, it is clear that the
leading symbol L(D; x; ) is non-degenerate in the interior of M for  6= 0. Moreover,
for a complex  one nds
[L(D; )− I]
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Therefore, [L(D; )−I] is non-degenerate when jj2−2 6= 0. But this vanishes only for
Im = 0 and Re = jj and arbitrary . Thus, for (; ) 6= (0; 0) and  2 C−R+−R−,
[L(D; )− I] is non-degenerate.
The boundary-value problem for a Dirac-type operator D is strongly elliptic if there
exists a unique solution of the equation
[iΓ(N)@r − Γ()− I]’(r) = 0; (2.84)
for any (; ) 6= (0; 0),  =2 R+ [R−, such that
lim
r!1
’(r) = 0; (2.85)
PD D(’) =  
0
D; (2.86)
for any  0D 2W
0
D.
The general solution of (2.84) satisfying the decay condition at innity reads
’(r) =  exp(−r); (2.87)
where now  
q
jj2 − 2. Again, since (; ) 6= (0; 0),  2 C−R+ −R−, the root can
be always dened by Re > 0. The constant prefactor  should satisfy the equation
(X − I) = 0; (2.88)
where
X  L(D; iN; ) = −iΓ(N)− Γ(); (2.89)
and the boundary condition
PD =  
0
D; (2.90)
with some  0D = PD
~ 0, ~ 0 2W0. The eqs. (2.88), (2.90) are reduced to
 =  0D + −; (2.91)
[X + (2PD − I)]− = −(X − I) 
0
D: (2.92)
Note that, since PD− vanishes, the coecient of PD in Eq. (2.92) is arbitrary, and is
set equal to 2 for convenience. Thus, the question of strong ellipticity for a Dirac-type
operator is reduced to the matrix [X + (2PD − I)] being non-degenerate,
det [X + (2PD − I)] 6= 0; (2.93)
for any (; ) 6= (0; 0),  2 C−R+ −R−. If this is satised, then the solution reads
 = 2 [X + (2PD − I)]
−1  0D: (2.94)
Let us set (2PD − I)   and let us compute the square of the matrix [X + ]. For the
boundary projectors dened by (2.54){(2.56) the matrix  is either  = Γ(N),  = Γ(u)=juj
with some u 2 T @M or (in even dimension m only) is exactly the chirality operator  = C
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(see (2.48){(2.50)). By using the properties (2.5) of the Cliord algebra and those of the
chirality operator  (see (2.51){(2.53)), we compute














We see that, in both cases, the matrix [X+(2PD−I)] is non-degenerate for any (; ) 6=
(0; 0) and any non-vanishing  that does not lie on the real axis.
Further, we nd also
[X + Γ(N)]2 = 2(− i)I: (2.97)
Bearing in mind that  
q
jj2 − 2, we see that this does not vanish for any  6= 0.
However, for  = 0 and arbitrary , with Im > 0, this equals zero. Thus, the boundary
projector PD = (I  Γ(N))=2 does not lead to strong ellipticity, which only holds for
Im < 0.
Thus, we have proven
Theorem 4 The boundary-value problem (D;BD), where D is a Dirac-type operator and
BD is a projector taking the forms (2.56), or (2.55), or (2.54), is strongly elliptic with
respect to C− f0g, C−R and the lower half-plane Im  < 0, respectively.
3 Resolvent and heat kernel
Let w be a suciently large negative constant and  2 C, Re < w, be a complex number
with a suciently large negative real part. Then the resolvent G() = (F − I)−1 :
L2(V;M) ! L2(V;M) of the strongly elliptic boundary-value problem (F;B) is well
dened. The resolvent kernel is a section of the tensor product of the vector bundles V
and V  over the tensor-product manifold M M , dened by the equation
(F − I)G(jx; y) = (x; y) (3.1)
with the boundary conditions
BF [G(jx; y)] = 0; (3.2)
where (x; y) is the covariant Dirac distribution, which is nothing but the kernel of the
identity operator. Hereafter all dierential operators as well as the boundary data map
act on the rst argument of the resolvent kernel (and the heat kernel), unless otherwise
stated. This equation, together with the condition
G(jx; y) = G(jy; x); (3.3)
which follows from the self-adjointness of the operator F , completely determine the resol-
vent kernel.
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Similarly, for t > 0 the heat semi-group operator U(t) = exp(−tF ) : L2(V;M) !
L2(V;M) is well dened. The kernel of this operator, called heat kernel, is dened by the
equation
(@t + F )U(tjx; y) = 0 (3.4)
with the initial condition
U(0jx; y) = (x; y); (3.5)
the boundary condition
BF [U(tjx; y)] = 0: (3.6)
and the self-adjointness condition
U(tjx; y) = U(tjy; x): (3.7)












Also, it is well known [1] that the heat kernel U(tjx; y) is a smooth function near
diagonal of M M and has a well dened diagonal value U(tjx; x), and the functional
trace
Tr L2 exp(−tF ) =
Z
M
dvol (x)tr VU(tjx; x): (3.10)
Moreover, the functional trace has an asymptotic expansion as t! 0+
















for n  m=2. Here Ak=2(F;BF ) are the famous so-called (global) heat-kernel coecients
(sometimes called also Minakshisundaram-Plejel or Seeley coecients). The zeroth-order




dvol (x)tr V I = vol (M)  dim(V ): (3.13)
It is independent of the operator F and of the boundary conditions. The higher order




dvol (x)tr V ak=2(F jx) +
Z
@M
dvol (x^)tr V bk=2(F;BF jx^); (3.14)
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where ak=2 and bk=2 are the (local) interior and boundary heat-kernel coecients. The
interior coecients do not depend on the boundary conditions BF . It is well known
that the interior coecients of half-integer order, ak+1=2, vanish [1]. The integer order
coecients ak are calculated for Laplace-type operators up to a4 [13]. The boundary
coecients bk=2(F;BF ) do depend on both the operator F and the boundary operator BF .
They are far more complicated because in addition to the geometry of the manifold M
they depend essentially on the geometry of the boundary @M . For Laplace-type operators
they are known for the usual boundary conditions (Dirichlet, Neumann, or mixed version
of them) up to b5=2 [2, 14]. For generalized boundary conditions including tangential
derivatives, to the best of our knowledge, they are not known at all. Only some special
cases have been studied in the literature [3, 11, 12].
We are going to calculate below the next-to-leading coecient A1=2(F;BF ) for the
generalized boundary conditions. To do this, and also to study the role of the ellipticity
condition, we will construct an approximation to the heat kernel U(tjx; y) near the di-
agonal, i.e. for x close to y and for t ! 0+. Since the heat kernel and resolvent kernel
are connected by the Laplace transform, this is equivalent to studying an approximation
to the resolvent kernel G(jx; y) near the diagonal and for large negative ! −1 (this
leads, in turn, to an approximate inverse of F − I, called a parametrix).
Let us stress here that we are not going to provide a rigorous construction of the
resolvent with all the estimates, which, for the boundary-value problem, is a task that
would require a separate paper. For a complete and mathematically rigorous exposition
the reader is referred to the classical papers [10, 15, 16, 17, 18, 19].
Here we keep instead to a pragmatic approach and will describe briefly how the ap-
proximate resolvent kernel for  ! −1, and hence the heat kernel for t ! 0+ can be
constructed, and then will calculate both kernels in the leading approximation. This will
allow us to compute the heat-kernel coecient A1=2.
First of all, we decompose both kernels into two parts
G(jx; y) = G1(jx; y) +GB(jx; y); (3.15)
U(tjx; y) = U1(tjx; y) + UB(tjx; y): (3.16)
Then we construct dierent approximations for G1 and GB and, analogously, for U1 and
UB. The rst parts G1(jx; y) and U1(tjx; y) are approximated by the usual asymptotic
expansion of the resolvent and the heat kernel in the case of compact manifolds without
boundary when x! y, ! −1 and t! 0+. This means that eectively one introduces
a small expansion parameter " reflecting the fact that the points x and y are close to
each other, the parameter t is small and the parameter  is negative and large. This
can be done by xing a point x0, choosing the normal coordinates at this point (with
g(x
0) = ) and scaling
x! x0 + "(x− x0); y ! x0 + "(y − x0); t! "2t; ! "−2 (3.17)
and expanding into an asymptotic series in ". If one uses the Fourier transform, then the
corresponding momenta  2 T M are large and scale according to
 ! "−1: (3.18)
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This construction is standard [1] and we do not repeat it here. One can also use a
completely covariant method [13, 20]. Probably the most convenient formula for the
asymptotics as t! 0+, among many equivalent ones, is [13, 20]











where  = (x; y) = r2(x; y)=2 is one half the geodesic distance between x and y,  =
(x; y) = g−1=2(x)g−1=2(y)det (−@x@
y
(x; y)) is the corresponding Van Vleck-Morette
determinant, g = det g , and ak = ak(x; y) are the o-diagonal heat-kernel coecients.
These coecients satisfy certain dierential recursion relations which can be solved in
form of a covariant Taylor series near diagonal [13]. On the diagonal the asymptotic
expansion of the heat kernel reads





The explicit formulas for the diagonal values of ak are known up to k = 4 [13]. This
asymptotic expansion can be integrated over the manifold M to getZ
M







dvol (x)tr V ak(x; x): (3.21)
Thus, integrating the diagonal of U1 gives the interior terms in the heat-kernel asymp-
totics.
The asymptotic expansion of G1(jx; y) for  ! −1 is obtained from here by the
Laplace transform (3.8)












where K(z) = =[2 sin()][I−(z)−I(z)] is the McDonald function (the modied Bessel
function of third kind). It is singular on the diagonal x = y. However, for a suciently



























dvol (x)tr V ak(x; x): (3.23)
For a strongly elliptic boundary-value problem the diagonal of the boundary part
UB(tjx; x) is exponentially small, i.e. of order  exp(−r2(x)=t), where r(x) is the normal
geodesic distance to the boundary, as t ! 0+ if x 62 @M . So, it does not contribute
to the asymptotic expansion of the heat-kernel diagonal outside the boundary as t !
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0+. Therefore, the asymptotic expansion of the total heat-kernel diagonal outside the
boundary is determined only by U1
U(tjx; x)  (4t)−m=2
X
k0
tkak(x; x); x 62 @M: (3.24)
The point is, the coecients of the asymptotic expansion of the diagonal of the boundary
part UB(tjx; x) as t ! 0+ behave near the boundary like the one-dimensional Dirac
distribution (r(x)) and its derivatives. Thus, the integral over the manifold M of the
boundary part UB(tjx; x) has an asymptotic expansion as t ! 0+ with non-vanishing
coecients in form of the integrals over the boundary. Therefore, it determines the local
boundary contributions bk=2 to the heat-kernel coecients Ak=2. It is well known that the
coecient A1=2 is a purely boundary contribution [1]. It is almost obvious that it can
be evaluated by integrating the bre trace of the boundary contribution UB of the heat
kernel in the leading order.
Of course, this approximation is obtained without taking into account the boundary
conditions. Therefore, G1 satises approximately the equation (3.1) but does not satisfy
the boundary conditions (3.2). This means that the compensating term GB(jx; y) is
dened by the equation
(F − I)GB(jx; y) = 0 (3.25)
with the boundary condition
BF [G1(jx; y) +GB(jx; y)] = 0: (3.26)
Analogously, UB(tjx; y) is dened by
(@t + F )UB(tjx; y) = 0 (3.27)
with the initial condition
UB(0jx; y) = 0; (3.28)
and the boundary condition
BF [U1(tjx; y) + UB(tjx; y)] = 0: (3.29)
The most dicult problem is to nd the compensating terms GB(jx; y) and UB(tjx; y).
These functions are important only near the boundary where they behave like distributions
when t ! 0+ or  ! −1. Since the points x and y are close to the boundary the
coordinates r(x) and r(y) are small separately, hence not only the dierence [r(x)− r(y)]
but also the sum [r(x) + r(y)] is small. This means that we must additionally scale
r(x) ! "r(x), r(y) ! "r(y). By contrast, the point x^0 is kept xed on the boundary, so
the coordinates x^0 do not scale at all: x^0 ! x^0.
Thus, we shall scale the coordinates x = (x^; r(x)) and y = (y^; r(y)), the parameters t
and  and momenta  = (; !) 2 T M , with  2 T @M and ! 2 T R, according to
x^! x^0 + "(x^− x^0); y^ ! x^0 + "(y^ − x^0); r(x)! "r(x); r(y)! "r(y); (3.30)





















@t; @ ! "
2@: (3.32)
We will call this transformation just scaling and denote the scaled objects by an index ",
e.g. G"B. The scaling parameter " will be considered as a small parameter in the theory
and we will use it to expand everything in power series in ". We will not take care about
the convergence properties of these expansions and take them as formal power series. In
fact, they are asymptotic expansions as " ! 0. At the very end of calculations we set
" = 1. The non-scaled objects, i.e. those with " = 1, will not have the index ", e.g.
G"Bj"=1 = GB. Another way of doing this is by saying that we will expand all quantities
in the homogeneous functions of the coordinates (x^− x^0); (y^− x^0); r(x); r(y), the momenta
 = (; !) and the parameters t; .





where Fn are second-order dierential operators with homogeneous symbols. The bound-
ary operator requires a more careful handling. Since half of the boundary data (2.8)
contain normal derivatives, formally  0 = ’jr=0 and  1 = @r’jr=0, (2.9), would be of
dierent order in ". To make them of the same order we have to assume an additional












=  (’); (3.34)
so that the boundary data map  does not scale at all. This leads to an additional factor
" in the operator  determining the boundary operator BF (2.25). Thus, we dene the




"" I − "

; (3.35)













0 I − 0

; (3.38)
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where
@^2 = g^jk(x^0)@^j @^k; 0 = Γ
j(x^0)@^j ; 0 = (x^
0): (3.39)
Note that all leading-order operators F0, BF (0) and 0 have constant coecients and,
therefore, are very easy to handle. This procedure is called sometimes \freezing the
coecients of the dierential operator".









and substitute into the scaled version of the equation (3.25) and the boundary condition
(3.26). Then, by equating the like powers in " one gets an innite set of recursive equations
which determine all GB(n). The zeroth-order term GB(0) is dened by
(F0 − I)GB(0) = 0; (3.42)






where F0 and BF (0) are dened by (3.37)-(3.39). The higher orders are determined from
(F0 − I)GB(k) = −
kX
n=1
FnGB(k−n); k = 1; 2; : : : ; (3.44)













The G1(n) are obtained simply by expanding the scaled version of (3.22) in power series
in ". The operator F0 is a partial dierential operator, but fortunately, has constant
coecients. By using the Fourier transform in the boundary coordinates (x^ − x^0) it
reduces to an ordinary dierential operator of second order. This enables one to nd
easily its resolvent. We will do this in next subsection below. Before doing this, let us
stress that the same procedure can be applied to get the boundary part UB(tjx; y) of the
heat kernel.
3.1 Leading order resolvent
In this subsection we determine the resolvent to leading order, i.e. G0 = G1(0) + GB(0).
As we already outlined above, we x a point x^0 2 @M on the boundary and the normal
coordinates at this point (with g^ik(x^
0) = ik), take the tangent space T@M and identify
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the manifold M with M0  T@M R+. By using the explicit form of the zeroth-order




G0(jx; y) = (x− y); (3.46)















where 0 = (x^
0);Γj0 = Γ
j(x^0). Hereafter the dierential operators always act on the rst
argument of a kernel. Moreover, for simplicity of notation, we will denote 0 and Γ0 just
by  and Γj and omit the dependence of all geometric objects on x^0. To leading order




G0(jx; y) = lim
r(y)!1
G0(jx; y) = 0; (3.49)
and self-adjoint,
G0(jx; y) = G0(
jy; x): (3.50)
Since the above boundary-value problem has constant coecients, by using the Fourier






ei(x^−y^) ~G(0)(j; r(x); r(y)); (3.51)




~G0(j; r(x); r(y)) = [(x; y)]; (3.52)
where jj2 = gij(x^0)ij,
(x; y) = r(x)− r(y); (3.53)
the boundary conditions
 ~G0(j; 0; r(y)) = 0; (3.54)





G0(j; r(x); r(y)) = G0(
j; r(y); r(x)): (3.56)
Here T is an anti-self-adjoint matrix
T = T () = Γ   = Γjj; T = −T; (3.57)
satisfying the conditions
(I − )T = T (I − ) = T: (3.58)
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The rst ‘free’ part of the solution of this problem ~G1(0), which gives the resolvent
kernel on the line R, is almost obvious. Since the equation (3.52) has constant coecients
and there are no boundary conditions, its solution depends only on the dierence (x; y) =
r(x)− r(y)













jj2 − ; Re > 0; (3.60)
and  is the usual step function
(x) 
8><>: 1 if x > 00 if x < 0: (3.61)
The boundary part ~GB(0) takes into account the boundary conditions (3.54) and (3.55).
On requiring regularity at innity and self-adjointness of the kernel, we can write down
the solution up to a constant self-adjoint matrix h = h,
~GB(0)(j; r(x); r(y)) =
1
2
h(; ) e−[r(x)+r(y)]: (3.62)
>From eqs. (3.59)-(3.62) we nd
~G0(j; 0; r(y)) =
1
2








Taking into account the conditions (3.57)-(3.58) we reduce the boundary conditions to
the form
(I + h) = 0; (3.64)
(I − )(I − h) + iT (I + h) = 0: (3.65)
Since h is self-adjoint and T = T = 0 it must have the form h = +(I−)(T )(I−
), where  is a constant and  is a matrix depending on T . Substituting this into (3.64)
we immediately obtain  = −1. From the second boundary condition (3.65) we get
(I − iT ) = I + iT: (3.66)
Since the problem is assumed to be strongly elliptic, the matrix I − iT is invertible for
any (; ) 6= (0; 0). Thus, we obtain the solution of the boundary conditions in the form
h(; ) = − + (I − )(I − iT )−1(I + iT )(I −)
= I − 2 + 2iT (I − iT )−1: (3.67)
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In a particular case of mixed Dirichlet and Neumann boundary conditions, when Γj = 0,
this reduces to
h = I − 2: (3.68)
Note that the function h(; ) depends actually on the ratio =, in other words, it satises
the homogeneity relation

















t ~G0(j; r(x); r(y)) (3.70)
This holds for G1(0) as well as for GB(0). As a function of , ~G(0) is a meromorphic
function with a cut along the positive real axis from jj2 to1. The \free" part G1(0) has
no other singularities, whereas the boundary part GB(0) has simple poles at the eigenvalues
of the matrix jj2 +T 2. Remember that the strong ellipticity condition 2.80 requires these
eigenvalues to be positive and smaller than jj2, i.e. 0 < jj2 + T 2 < jj2.
3.2 Leading order heat kernel

















e−t+i(x^−y^) ~G0(j; r(x); r(y)) (3.72)
where w is a negative constant. Now, by scaling the integration variables  ! =t and
 ! =
p
t and shifting the contour of integration over  (w ! w=t, which can be done
because the integrand is analytic in the left half-plane of ) and using the homogeneity
property we obtain immediately


























Next, let us change the variable  according to
  jj2 + !2; (3.74)
where ! = i, and, hence, Im! > 0. In the upper half-plane, Im! > 0, this change
of variables is single valued and well dened. Under this change the cut in the complex
plane  along the positive real axis from jj2 to 1, i.e. Im = 0; jj2 < Re < 1
is mapped onto the whole real axis Im! = 0; −1 < Re! < +1. The interval
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Im = 0; 0 < Re < jj2 on the real axis of  is mapped onto an interval Re! =
0; 0 < Im! < jj, on the positive imaginary axis of !. As a function of ! the resolvent
~G0 is a meromorphic function in the upper half plane, Im! > 0, with simple poles
on the interval Re! = 0; 0 < Im! < jj, on the imaginary axis. The contour of
integration in the complex plane of ! is a hyperbola going from (ei3=4)1 through the
point ! =
q
jj2 − w to (ei=4)1. It can be deformed to a contour C that comes from
−1 + i", encircles the point ! = ijj in the clockwise direction and goes to +1 + i",
where " is an innitesimal positive parameter. The contour C does not cross the interval
Re! = 0; 0 < Im! < jj, on the imaginary axis and is above all the singularities of the
resolvent.
After such a tranformation we obtain





























Substituting here ~G0 we nd


























The rst \free" part is easily obtained by computing the Gaussian integrals over ! and
 . We get








+ UB(0)(tjx; y); (3.77)
where























(I − 2)− 2T (! I + T )−1
o
:
Here, the part proportional to (I−2) also contains only Gaussian integrals and is easily
calculated. Thus (cf. [21])







































Γ  (! I + Γ  )−1; (3.80)
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where we substituted T = Γ    Γjj.
Herefrom we obtain easily the diagonal value of the heat kernel


























2−!2+2i!z Γ  (! I + Γ  )−1: (3.82)
Now, by using the representation (remember that Im (! I + Γ  ) > 0)



































































Note that this integral converges when the strong ellipticity condition (Γ  )2 + jj2 > 0
is satised.
Now, we take the diagonal U(0)(tjx; x) given by (3.81), and integrate over the manifold
M . Because the boundary part UB(0) is exponentially small as r(x)!1 we can in fact
integrate it only over a narrow strip near the boundary, when 0 < r(x) < . The dierence
is asymptotically small as t! 0+. Doing the change of variables z = r=
p
t we reduce the
integration to 0 < z < =
p
t. We see, that as t! 0+ we can integrate over z from 0 to1.
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The error is asymptotically small as t ! 0+ and does not contribute to the asymptotic
expansion of the trace of the heat kernel.
Thus, we obtain





t A1=2 +   

; (3.90)





















Now, using (3.85) and (3.89) and the fact that Ψ(1) = 0 we get easily



































Further calculations of general nature, without knowing the algebraic properties of the
matrices Ajk, seem to be impossible. One can, however, evaluate the integral in form of






i1    i2n =
(2n)!
n!22n








g^i1i2    g^i2n−1i2nΓ













g^i1i2    g^i2n−1i2nΓ
(i1   Γi2n)
)
: (3.99)
Since our main result (3.94) is rather complicated, we now consider a number of
particular cases of physical relevance.
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1. The simplest case is, of course, when the matrices Aij vanish, Aij = 0. One then
gets the familiar result for mixed boundary conditions [1, 2]




(I − 2): (3.100)
2. The rst non-trivial case is when the matrices Γi form an Abelian algebra,
[Γi;Γj] = 0: (3.101)
One can then easily compute the integral (3.94) explicitly,
1=2 = 2
h









I − 2 + 2
h
(I + Γ2)−1=2 − I
io
: (3.103)
In the case  = 0, this coincides with the result of ref. [3], where the authors consid-
ered the particular case of commuting Γi matrices (without noting this explicitly).
3. Let us assume that the matrices Ajk = Γ(jΓk) form an Abelian algebra, i.e.
[Ajk; Alm] = 0: (3.104)











where the determinant det T@M is taken over the indices in the tangent space to the

















4. A particular realization of the last case is when the matrices Γi satisfy the Dirac-type
condition









Then, of course, the matrices Aij commute and the result is given by eq. (3.106).



















8<:I − 2 + 2






Note that this diers essentially from the result of ref. [3], and shows again that
the result of ref. [3] applies actually only to the completely Abelian case, when all
matrices Γj commute. Note also that, in the most interesting applications (e.g. in
quantum gravity), the matrices Γi do not commute [12]. The result (3.94), however,
is valid in the most general case.
5. A very important case is when the operator  is a natural operator on the boundary.
Since it is of rst order it can be only the generalized Dirac operator. In this case
the matrices Γj satisfy the condition
ΓiΓj + ΓjΓi  2Aij = −2 g^ij(I − ); (3.111)
where  is a constant. Hence the matrices Aij obviously commute and we have the





j ] =  + (I − )(1− )
m−1; (3.112)






− + (I −)
h
2(1− )−(m−1)=2 − 1
io
: (3.113)
Thus, a singularity is found at  = 1. This happens because, for  = 1, the strong
ellipticity condition is violated (see also [11]). Indeed, the strong ellipticity condition
(2.81),
T 2 + jj2I = (Γ  )2 + jj2I = jj2[ + (1− )(I − )] > 0; (3.114)
implies in this case  < 1 (cf. [11]).
4 Analysis of ellipticity in a general gauge theory on
manifolds with boundary
In this section we are going to study gauge-invariant boundary conditions in a general
gauge theory (for a review, see [22]). A gauge theory is dened by two vector bundles,
V and G, such that dimV > dimG. V is the bundle of gauge elds ’ 2 C1(V;M), and
G is the bundle of parameters of gauge transformations  2 C1(G;M). Both bundles
V and G are equipped with some Hermitian positive-denite metrics E, Ey = E, and γ,
γy = γ, and with the corresponding natural L2 scalar products (; )V and (; )G.
The innitesimal gauge transformations
’ = R (4.1)
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are determined by a rst-order dierential operator R,
R : C1(G;M)! C1(V;M): (4.2)
Further, one introduces two auxiliary operators,
X : C1(V;M)! C1(G;M) (4.3)
and
Y : C1(G;M)! C1(G;M); (4.4)
and one denes two dierential operators,
L  XR : C1(G;M)! C1(G;M) (4.5)
and
H  XYX : C1(V;M)! C1(V;M); (4.6)
where X = E−1Xyγ. The operators X and Y should satisfy the following conditions (but
are otherwise arbitrary):
1) The dierential operators L and H have the same order.
2) The operators L and H are formally self-adjoint (or anti-self-adjoint).
3) The operators L and Y are elliptic.
From these conditions we nd that there are two essentially dierent cases:
Case I. X is of rst order and Y is of zeroth order, i.e.
X = R; Y = IG; (4.7)
where R  γ−1RyE. Then, of course, L andH are both second-order dierential operators,
L = RR; H = R R: (4.8)
Case II. X is of zeroth order and Y is of rst order. Let R be the bundle of maps of
G into V , and let  2 R be a zeroth-order dierential operator. Then
X = ; Y = R; (4.9)
where   γ−1yE, and the operators L and H are of rst order,
L = R; H =  R = L: (4.10)
We assume that, by suitable choice of the parameters, the second-order operator RR can
be made of Laplace type and the rst-order operator R can be made of Dirac type, and,
therefore, have non-degenerate leading symbols,
det GL( RR) 6= 0; (4.11)
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det GL( R) 6= 0: (4.12)
The dynamics of gauge elds ’ 2 C1(V;M) at the linearized (one-loop) level is described
by a formally self-adjoint (or anti-self-adjoint) dierential operator,
 : C1(V;M)! C1(V;M): (4.13)
This operator is of second order for bosonic elds and of rst order for fermionic elds.
In both cases it satises the identities
R = 0; R = 0; (4.14)
and, therefore, is degenerate.
We consider only the case when the gauge generators are linearly independent. This
means that the equation
L(R) = 0; (4.15)
for  6= 0, has the only solution  = 0. In other words,
KerL(R) = ;; (4.16)
i.e. the rank of the leading symbol of the operator R equals the dimension of the bundle
G,
rank L(R) = dimG: (4.17)
We also assume that the leading symbols of the generators R are complete in that they
generate all zero-modes of the leading symbol of the operator , i.e. all solutions of the
equation
L()’ = 0; (4.18)
for  6= 0, have the form
’ = L(R); (4.19)
for some . In other words,
Ker L() = fL(R) j  2 Gg; (4.20)
and hence
rank L() = dimV − dimG: (4.21)
Further, let us take the operator H of the same order as the operator  and construct a
formally (anti-)self-adjoint operator,
F   +H; (4.22)
so that
L(F ) = L() + L(H): (4.23)
It is easy to derive the following result:
Proposition 1 The leading symbol of the operator F is non-degenerate, i.e.
det V L(F ; x; ) 6= 0; (4.24)
for any  6= 0.
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Proof. Indeed, suppose there exists a zero-mode, say ’0, of the leading symbol of the
operator F , i.e.
L(F )’0 = ’0L(F ) = 0; (4.25)
where ’  ’yE. Then we have
’0L(F )L(R) = ’0L( XY )L(L) = 0; (4.26)
and, since L(L) is non-degenerate,
’0L( XY ) = L(Y X)’0 = 0: (4.27)
But this implies
L(H)’0 = 0; (4.28)
and hence
L(F )’0 = L()’0 = 0: (4.29)
Thus, ’0 is a zero-mode of the leading symbol of the operator , and according to the
completeness of the generators Rmust have the form ’0 = L(R) for some . Substituting
this form into the eq. (4.27) we obtain
L(Y X)L(R) = L(Y L) = 0: (4.30)
Herefrom, by taking into account the non-singularity of L(Y L), it follows  = ’0 = 0,
and hence the leading symbol of the operator F does not have any zero-modes, i.e. it is
non-degenerate.
Thus, the operators L and F have, both, non-degenerate leading symbols. In quantum
eld theory the operator X is called the gauge-xing operator, F the gauge-eld operator,
the operator L the (Faddeev-Popov) ghost operator and the operator Y in the Case II the
third (or Nielsen-Kallosh) ghost operator. The most convenient and the most important
case is when, by suitable choice of the parameters it turns out to be possible to make both
the operators F and L either of Laplace type or of Dirac type. The one-loop eective
action for gauge elds is given by the functional superdeterminants of the gauge-eld




log (SdetF )− log (SdetL)−
1
2
log (Sdet Y ): (4.31)
4.1 Bosonic gauge elds
Let us consider rst the case of bosonic elds, when  is a second-order formally self-
adjoint operator. The gauge invariance identity (4.14) means, in particular,
L()L(R) = 0: (4.32)
Now we assume that both the operators L = RR and F =  + R R are of Laplace type,
i.e.
L( RR) = jj
2IG; (4.33)
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L(F ) = L() + L(R R) = jj
2I: (4.34)
On manifolds with boundary one has to impose some boundary conditions to make these
operators self-adjoint and elliptic. They read
BL () = 0; (4.35)
BF (’) = 0; (4.36)
where  () and  (’) are the boundary data for the bundles G and V , respectively, and
BL and BF are the corresponding boundary operators (see section 2.1). In gauge theories
one tries to choose the boundary operators BL and BF in a gauge-invariant way, so that
the condition
BF (R) = 0 (4.37)
is satised identically for any  subject to the boundary conditions (4.35). This means
that the boundary operators BL and BF satisfy the identity
BF [ ;R](I − BL)  0; (4.38)
where [ ;R] is the commutator of the linear boundary data map  and the operator R.
We will see that this requirement xes completely the form of the as yet unknown
boundary operator BL. Indeed, the most natural way to satisfy the condition of gauge
invariance is as follows. Let us decompose the cotangent bundle T M in such a way that
 = (N; ) 2 T M , where N is the inward pointing unit normal to the boundary and
 2 T @M is a cotangent vector on the boundary. Consider the restriction W0 of the
vector bundle V to the boundary. Let us dene restrictions of the leading symbols of the













From eq. (4.32) we have thus the identity
 = 0; (4.42)
Moreover, from (4.33) and (4.34) we have also
 = IG; (4.43)
+  = 0; (4.44)
 = jj2IG; (4.45)
 = I − : (4.46)
I. G. Avramidi and G. Esposito: Gauge theories on manifolds with boundary 32
From (4.42) and (4.43) we nd that  : W0 ! W0 is a self-adjoint projector orthogonal
to ,
2 = ;  = 0;  = : (4.47)










The normal derivative does not contribute to this equation, and, therefore, if Dirichlet





the equation (4.49) is satised identically.











If some  is a zero-mode of the operator L, i.e.  2 Ker (L), this is identically zero. For all
 =2 Ker (L) this is identically zero for the Dirichlet boundary conditions (4.50). In other
words, the requirement of gauge invariance of the boundary conditions (4.36) determines
in an almost unique way (up to zero-modes) that the ghost boundary operator BL should
be of Dirichlet type. Anyway, the Dirichlet boundary conditions for the operator L are
sucient to achieve gauge invariance of the boundary conditions for the operator F .
Since the operator R in the boundary conditions (4.51) is a rst-order operator, the set
of boundary conditions (4.48) and (4.51) is equivalent to the general scheme formulated
in section 2.1. Separating the normal derivative in the operator R we nd exactly the
generalized boundary conditions (2.15) with the boundary operator BF of the form (2.25)
with a rst-order operator  : C1(W0; @M) ! C1(W0; @M), the matrices Γj being of
the form
Γj = −j: (4.53)
These matrices are anti-self-adjoint, Γi = −Γi, and satisfy the relations
Γi = Γi = 0: (4.54)
Thus, one can now dene the matrix
T  Γ   = −; (4.55)
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where   jj, and study the condition of strong ellipticity (2.80). The condition of
strong ellipticity now reads
jjI − iT = jjI + i > 0: (4.56)
Further, using the eqs. (4.53), (4.44) and (4.45) we evaluate
Aij = Γ(iΓj) = −(I −)(ij)(I − ): (4.57)
Therefore,
T 2 = Aijij = −(I −)(I −); (4.58)
and
T 2 + jj2I = jj2 + (I −)[jj2I − ](I − ): (4.59)
Since for non-vanishing  the part proportional to  is positive-denite, the condition of
strong ellipticity for bosonic gauge theory means
(I − )[jj2I − ](I −) > 0: (4.60)
We have thus proved a theorem:
Theorem 5 Let V and G be two vector bundles over a compact Riemannian manifold
M with smooth boundary, such that dimV > dimG. Consider a bosonic gauge theory
and let the rst-order dierential operator R : C1(G;M) ! C1(V;M) be the gener-
ator of innitesimal gauge transformations. Let  : C1(V;M) ! C1(V;M) be the
gauge-invariant second-order dierential operator of the linearized eld equations. Let the
operators L  RR : C1(G;M) ! C1(G;M) and F   + R R be of Laplace type
and normalized by L(L) = jj2IG. Let L(R;N)

@M
  and L(R; )

@M
  be the
restriction of the leading symbol of the operator R to the boundary, N being the normal
to the boundary and  2 T @M being a cotangent vector, and  = I − .
Then the generalized boundary-value problem (F;BF ) with the boundary operator BF
determined by the boundary conditions (4.48) and (4.51) is gauge-invariant provided that
the ghost boundary operator BL takes the Dirichlet form. Moreover, it is strongly elliptic
with respect to C − R+ if and only if the matrix [jjI + i] is positive-denite. A
sucient condition for that reads
(I − )[jj2I − ](I −) > 0: (4.61)
4.2 Fermionic gauge elds
In the case of fermionic gauge elds,  is a rst-order formally self-adjoint (or anti-self-
adjoint), degenerate (i.e. gauge-invariant) operator with leading symbol satisfying
L()L(R) = 0: (4.62)
Now we have the case II, hence, we assume both the operators L = R and F = + R
to be of Dirac type, i.e. the operators L2 and F 2 are of Laplace type:
[ L(R)]
2 = jj2IG; (4.63)
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h
L() +  L(R) 
i2
= jj2I: (4.64)
Note that now we have two systems of Dirac matrices, γ on the bundle G and Γ on V .
They are dened by the leading symbols of the Dirac-type operators L and F ,
L(L) = −γ










where  2 T @M . Bearing in mind the notation (4.40) and (4.41), we have from (4.62)
b = 0; c + b = 0: (4.67)
Moreover, from (4.63) we have also
  = IG; (4.68)
 +  = 0: (4.69)
Similarly, from (4.64) we get 
b+   
2
= I; (4.70)








b+   

= 0: (4.71)




[IG − γ(N)] =
1
2




[I − Γ(N)] =
1
2
(I + b+   ); (4.73)
are projectors,
P 2G = PG; P
2
V = PV : (4.74)










The problem is to make them gauge-invariant. Here the projectors PL and PF are dened














and assuming that  commutes with PL, we get herefrom two conditions on the boundary
projectors,
PF (IG − PL) = 0; (4.79)
PF (I −   )(IG − PL) = 0: (4.80)
Such gauge-invariant boundary operators always exist. We will construct them explicitly
in section 6 in the course of studying the Rarita{Schwinger system.
I. G. Avramidi and G. Esposito: Gauge theories on manifolds with boundary 35
5 Strong ellipticity in Yang{Mills theory
The rst physical application that we study is the strong ellipticity condition in Yang{
Mills theory. Now G = A is the Lie algebra of a semi-simple and compact gauge group,
and V is the bundle of 1-forms taking values in A, i.e. V = T M ⊗ G. Let h be the






Cabc being the structure constants of the gauge group, and the bre metric E on the
bundle V be dened by






The Cartan metric is non-degenerate and positive-denite. Therefore, the bre metric
E is always non-singular and positive-denite. Henceforth we will suppress the group
indices. The generator of gauge transformations is now just the covariant derivative
R = rG; R = −tr gr
V : (5.4)
The leading symbols of these operators are
L(R; ) = iIG; L( R; ) = −iI; (5.5)
where   tr g is a map  : T M ! R. First of all, we see that
L(L; ) = L( RR; ) = IG = jj
2IG; (5.6)
L(H; ) = L(R R; ) =  ⊗ I; (5.7)
so that the operator L = RR is indeed a Laplace-type operator. The gauge-invariant
operator  in linearized Yang{Mills theory is dened by the leading symbol
L() =

jj2 −  ⊗ 

I: (5.8)
Thus, the operator F =  +H is of Laplace type,
L(F ) = L( +H) = jj
2I: (5.9)
Further, we nd
 = iNIG;  = −i tr gN; (5.10)
and
 = i IG;  = −i tr g ; (5.11)
where N is the normal cotangent vector, and  2 T @M .
The projector  has the form
 = q; (5.12)
I. G. Avramidi and G. Esposito: Gauge theories on manifolds with boundary 36
where
q  1−N ⊗ N: (5.13)
In components, this reads
q
   −NN
 : (5.14)










Since N = N =< ;N >= 0, we nd from (5.10) and (5.11)
 =  = 0; (5.17)
and hence the matrices Γi in (2.57), as well as T = Γii, vanish:
Γj = 0; T = 0: (5.18)
Therefore, the matrix T 2 + 2I = jj2I is positive-denite, so that the strong ellipticity
condition (2.80) or (4.61) is satised.
Thus, we have
Theorem 6 A Laplace-type operator F acting on 1-forms taking values in a semi-simple
Lie algebra G, F : C1(T M⊗G;M)! C1(T M⊗G;M), with the boundary conditions
(5.15) and (5.16), is elliptic.
Since such boundary conditions automatically appear in the gauge-invariant formula-
tion of the boundary conditions in one-loop Yang{Mills theory, we have herefrom
Corollary 1 The boundary-value problem in one-loop Euclidean Yang{Mills theory de-
termined by a Laplace-type operator and the gauge-invariant boundary conditions dened
by (5.15) and (5.16), is strongly elliptic with respect to C−R+.
6 Ellipticity for the Rarita{Schwinger system
The next step is the analysis of Rarita{Schwinger elds. The bundle G is now the bundle
of spinor elds taking values in some semi-simple Lie algebra A, i.e. G = S ⊗A, and V is
the bundle of spin-vector elds, in other words, V is the bundle of 1-forms taking values
in the bre of G, i.e. V = T M ⊗G. The whole theory does not depend on the presence
of the algebra A, so we will omit completely the group indices.
Let γ be the Dirac matrices and γ be the Hermitian metric on the spinor bundle S
determined by
γγ + γγ = 2gIS; γ
 = −"γ; γy = γ; (6.1)
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where γ = γ−1γyγ. The bre metric E on the bundle V is dened by
E(’; ’)  ’yγE
’ ; (6.2)
where
E  g + γγ ; (6.3)
with a parameter . By using (6.1) it is easily seen that E is Hermitian, i.e.
E = E; (6.4)
if  is real. The inverse metric reads




Therefore, the bre metric E is positive-denite only for  > −1=m and is singular for
 = −1=m. Thus, hereafter  6= −1=m. In fact, for  = −1=m the matrix E becomes
a projector on a subspace of spin-vectors ’ satisfying the condition γ
’ = 0.
The generator of gauge transformations is now again, as in the Yang{Mills case, just
the covariant derivative [23]
R = brG; (6.6)
where b is a normalization constant, with leading symbol
L(R; ) = ibIG: (6.7)
Now we have the Case II of section 4, and hence we dene the map  : G ! V and its

















The operator X of Eq. (4.3) is now equal to  so that the operator L = R is of Dirac
type with leading symbol
L(L) = −γ
: (6.10)











Here and below we denote the antisymmetrized products of γ-matrices by
γ1:::n  γ[1    γn]: (6.13)
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Of course, the leading symbol is self-adjoint and gauge-invariant, in that
L() = L(); L()L(R) = 0; (6.14)
where L() = E
−1yL()E. Further, the leading symbol of the operator F =  + H
reads










Using the properties of the Cliord algebra we compute





















Moreover, one can prove the following property of representation theory:
Proposition 2 The matrices eΓ(0) dened by
(eΓ(0)) = eΓ(0)  γ + 2mγγγ + (! − 1)γ − (! + 1)γg ; (6.17)





form a representation of the Cliord algebra, i.e.
eΓ(0)eΓ(0) + eΓ(0)eΓ(0) = 2gIS : (6.19)
It is thus clear that the set of matrices
eΓ(0) = T−1(0)eΓ(0)T(0); (6.20)
with arbitrary non-degenerate matrix T (0) depending on a parameter 0, also forms a
representation of the Cliord algebra. By choosing
T










we prove, more generally, what follows.
Corollary 2 The matrices eΓ(0) dened by
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with 0 an arbitrary constant 0 6= −1=m, and ! dened by (6.18), form a representation
of the Cliord algebra, i.e. satisfy the eq. (6.19).
Note that, by choosing 0 = −(! + 1)=2, all the constants c1, c2 and c3 vanish.
The operator F with leading symbol (6.16) should be of Dirac type. Thus, by imposing
that the term in curly brackets in Eq. (6.16) should coincide with the right-hand side of














The simplest case is m = 4, one has then  = 0 = 0, b = 
p
2.














Thus, we have two Dirac-type operators, L and F , which have elliptic leading symbols. By
choosing the appropriate boundary conditions with the projectors PL and PF the system
becomes elliptic. The problem is to dene the boundary projectors in a gauge-invariant
way.





Remember that it satises the symmetry condition (2.44). Then we choose the boundary

















and does not include the normal derivative. We are assuming that the projector PL com-
mutes with the tangential derivative (as is usually the case, we nd that their commutator
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vanishes identically by virtue of the boundary conditions on ). The gauge transformation








By expanding  in the eigenmodes of the operator L we nd that this is proportional to the
boundary conditions (6.31) on , and therefore vanishes. Thus, the boundary conditions















If the projector PL satises the symmetry condition (2.44) then so does the projector PF
(of course, one has to check it with the matrix ΓN).
Thus, we have shown that
Theorem 7 The boundary-value problem for the Rarita{Schwinger system with the bound-
ary conditions (6.31){(6.33) is gauge-invariant and strongly elliptic provided that the pro-
jector PL satises the condition (2.44). Particular examples of such projectors are given
by (2.54){(2.56).
7 Euclidean quantum gravity
Generalized boundary conditions similar to the ones studied so far occur naturally in
Euclidean quantum gravity [4, 5]. The vector bundle G is now the bundle of cotangent
vectors, G = T M , and V is the vector bundle of symmetric rank-2 tensors (also called
symmetric 2-forms) over M : V = T M _ T M , _ being the symmetrized tensor product.
The metric on the bundle G is, naturally, just the metric on M , and the bre metric E
on the bundle V is dened by the equation
Eab cd  ga(cgd)b + gabgcd; (7.1)
where  is a real parameter. One has also, for the inverse metric,




We do not x the  parameter from the beginning, but rather are going to study the
dependence of the heat kernel on it. It is not dicult to show that the eigenvalues of the
matrix E are 1 (with degeneracy m(m+ 1)=2− 1) and (1 + m). Therefore, this metric
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and becomes singular for  = −1=m. Thus, hereafter  6= −1=m.
The generator R of innitesimal gauge transformations is now dened to be the Lie
derivative of the tensor eld ’ along the vector eld ,
(R)ab  (L’)ab =
p
2r(ab): (7.4)
The adjoint generator R with the metric E is dened by its action,




The leading symbol of the ghost operator L = RR takes now the form








Therefore, we see that it becomes of Laplace type only for  = −1=2. Note also that the
operator L has positive-denite leading symbol only for  > −1, and becomes degenerate
for  = −1. Further, the leading symbol of the operator H = R R reads






























Thus, we see that the operator F =  +H is of Laplace type only in the case  = −1=2.
Let us, however, consider for the time being a Laplace-type operator F on symmetric
rank-2 tensors with a bre metric (7.1) with an arbitrary parameter .









where qab  gab −NaNb. It is not dicult to check that it is self-adjoint with respect to
the metric E, i.e.  = , and that




Thus, we consider a Laplace-type operator F acting on symmetric rank-2 tensors with
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Separating the normal derivative we nd from here the boundary operator BF of the










It is not dicult to check that these matrices are anti-self-adjoint and satisfy the conditions








(cNd); p2 = p2ab
cd  N(ab)N
cNd; (7.15)
and a = e
i
ai, so that aN
a = 0. It is important to note that
T = T = 0: (7.16)










which are mutually orthogonal:
p = p = 0: (7.19)




2 = 0, and their products are









T 2 = −
1
2(1 + )







T 2n = (i)2n(p+ ); (7.23)
T 2n+1 = (i)2nT: (7.24)
Last, by using
tr p = tr  = 1; (7.25)
tr p1 = tr p2 = 0; (7.26)
we obtain
trT 2n = 2(i)2n; trT 2n+1 = trT = 0: (7.27)
This suces to prove:
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Lemma 1 For any function f analytic in the region jzj   , one has
f(T ) = f(0) [I − p− ] +
1
2











f(0) + f(i) + f(−i): (7.29)
Thus, the eigenvalues of the matrix T are








i with degeneracy 1
−i with degeneracy 1
(7.30)
with  dened by eq. (7.22).
This means that the eigenvalues of the matrix T 2 for a non-vanishing j are 0 and
−1=[2(1 + )]jj2. Thus, the strong ellipticity condition (2.81), which means that the




+ 1 > 0: (7.31)
This proves eventually
Theorem 8 The boundary-value problem for a Laplace-type operator acting on sections
of the bundle of symmetric rank-2 tensors with the boundary conditions (7.11) and (7.12)





Remarks. First, let us note that the condition (7.32) of strong ellipticity is compatible
with the condition (7.3) of positivity of the bre metric E. Second, it is exactly the
value  = −1=2 that appears in the gauge-invariant boundary conditions in one-loop
quantum gravity in the minimal DeWitt gauge. For a general value  6= −1=2, the
operator F resulting from  and H is not of Laplace type, which complicates the analysis
signicantly. In other words, we have a corollary [9]:
Corollary 3 The boundary-value problem in one-loop Euclidean quantum gravity, with a
Laplace-type operator F acting on rank-two symmetric tensor elds, and with the gauge-
invariant boundary conditions (7.11) and (7.12), the bre metric being E with  = −1=2,
is not strongly elliptic with respect to C−R+.
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We can also evaluate the coecient a1=2 of heat-kernel asymptotics. This is most easily
obtained by using the representation (3.94) of the coecient 1=2 in form of a Gaussian
integral. Using eq. (7.21) we get rst





























One should bear in mind that  is a projector that depends on  (see (7.17)). Although
 is singular at the point  = 0, the integral is well dened because of the dierence of
two exponential functions. Calculating the Gaussian integrals we obtain
1=2 = 2













8<:I − 2 + 2








where  is yet another projector:





Last, from eq. (3.92), by using the traces of the projectors (7.10), (7.25) and (7.37), and
the dimension of the bundle of symmetric rank-2 tensors,














Thus, we see that there is a singularity at  = −1=2, which reflects the lack of strong
ellipticity in this case.
7.1 Heat-kernel diagonal in the non-elliptic case
Consider now the case  = −1=2. From eq. (7.28) we have, in particular,
(I − iT )−1 =
1

(I − p− ) +

2 − jj2
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det (I − iT ) = m(m+1)=2−2(2 − jj2) = (jj2 − )m(m+1)=4−1(−): (7.41)
For the boundary-value problem to be strongly elliptic, this determinant should be non-
vanishing for any (; ) 6= (0; 0) and  2 C − R+, including the case  = 0,  6= 0.
Actually we see that, for any non-zero  =2 R+, this determinant does not vanish for
any  . However, for  = 0 and any  it equals zero, which means that the corresponding
boundary conditions do not x a unique solution of the eigenvalue equation for the leading
symbol, subject to a decay condition at innity. This is reflected by the simple fact that
the coecient a1=2 of the asymptotic expansion of the heat kernel is not well dened,
in that the integrals that determine it are divergent. At the technical level, the non-
ellipticity is reflected in the fact that the heat-kernel diagonal, although well dened, has
a non-standard non-integrable behaviour near the boundary, i.e. for r! 0.
To prove this property, let us calculate the bre trace of the heat-kernel diagonal.
From (3.81) we have





























2−!2+2i!z tr V Γ  (! I + Γ  )
−1: (7.45)
Now, for  = −1=2 the parameter  (7.22) determining the eigenvalues of the matrix
















Remember that the contour C lies in the upper half plane: it comes from −1 + i",
encircles the point ! = ijj in the clockwise direction and goes to 1 + i". The integral
over ! is calculated by using the formula
Z
C




The integrals over  can be reduced to Gaussian integrals by lifting the denominator in
the exponent (cf. (3.83)) or by using spherical coordinates. In this way we get eventually








This can also be written in the form




= 2(m− 1)z−mΓ(m=2; z2); (7.49)
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It is immediately seen that the function J(z) is singular as z ! 0




By using the identity
Γ(a; x) = xa−1e−x + (a− 1)Γ(a− 1; x) (7.52)
we also nd that, when z !1, J(z) is exponentially small, i.e.
J(z)  2(m− 1)z−2e−z
2
: (7.53)
Note that, for  = −1
2
, one has tr V T
2 = −2jj2, and hence tr V ΓiΓj = −2gij and
tr V Γ
2 = −2(m− 1). Thus, we see that the asymptotics (7.53) as z !1 corresponds to
eq. (3.88).
The singularity at the point z = 0 results exactly from the pole at ! = ijj. In the
strongly elliptic case all poles lie on the positive imaginary line with Im! < ijj, so that
there is a nite gap between the pole located at the point with the largest value of the
imaginary part and the point ijj.
Thus, we obtain
tr VU0(tjx; x) = (4t)
−m=2








Here the rst term is the standard rst term in the heat-kernel asymptotics which gives the
familiar interior contribution when integrated over a compact manifold. The boundary
terms in (7.54) are exponentially small as t ! 0+, if r is kept xed. Actually, these
terms should behave, as t ! 0+, as distributions near the boundary, so that they give
well dened non-vanishing contributions (in form of integrals over the boundary) when
integrated with a smooth function. The third term, however, gives rise to an unusual







This limit is non-standard in that: i) it does not depend on t and ii) it is not integrable
over r near the boundary, as r ! 0. This is a direct consequence of the lack of strong
ellipticity.
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8 Concluding remarks
We have studied a generalized boundary-value problem for operators of Laplace type,
where a part of the eld is subject to Dirichlet boundary conditions, and the remaining
part is subject to conditions which generalize the Robin case by the inclusion of tangential
derivatives. The corresponding boundary operator can be always expressed in the form
(2.25), where  is a tangential dierential operator of the form (2.57). The fermionic
analysis for Dirac-type operators has also been developed. The strong ellipticity of the
resulting boundary-value problem is crucial, in particular, to ensure the existence of the
asymptotic expansions frequently studied in the theory of heat kernels [1]. In physical
problems, this means that the one-loop semi-classical expansions of the Green functions
and of the eective action in quantum eld theory are well dened and can be computed
explicitly on compact Riemannian manifolds with smooth boundary. The occurrence of
boundaries plays indeed a key role in the path-integral approach to quantum gravity [24],
and it appears desirable to study the strong ellipticity problem for all gauge theories of
physical interest, now that a unied scheme for the derivation of BRST-invariant boundary
conditions is available [6].
We have thus tried to understand whether the following requirements are compatible:
(i) The gauge-eld operator, F , should be of Laplace type (and the same for the ghost
operator);
(ii) Local nature of the boundary operatorBF (in fact, we have studied the case when BF
is a rst-order dierential operator, and boundary projectors for fermionic elds);
(iii) Gauge invariance of the boundary conditions;
(iv) Strong ellipticity of the boundary-value problem (F;BF ).
First, we have found a condition of strong ellipticity (see (2.80)) for a generalized boundary-
value problem for a Laplace-type operator. For operators of Dirac type, one nds instead
the strong ellipticity properties described in our Theorem 4. Second, we have constructed
the resolvent kernel and the heat kernel in the leading approximation (sect. 3.1 and sect.
3.2) and evaluated the rst non-trivial heat-kernel coecient A1=2 in Eqs. (3.96) and
(3.99). Third, we have found a criterion of strong ellipticity of a general gauge theory in
terms of the gauge generators (see (4.61)). As physical applications of the above results
we have studied the Yang{Mills, Rarita{Schwinger and Einstein eld theories. Interest-
ingly, only in the latter the strong ellipticity condition is not satised if the conditions
(i), (ii) and (iii) hold. Moreover, the gauge-invariant boundary conditions for the Rarita{
Schwinger system have been found to involve only the boundary projector for the ghost
operator. As far as we know, our results as well as the consequent analysis of the phys-
ical gauge models, are completely original, or extend signicantly previous work in the
literature [3, 9, 11].
Since we nd that, for gravitation, the four conditions listed above are not, in general,
compatible, it seems that one should investigate in detail at least one of the following
alternatives:
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(1) Quantum gravity and quantum supergravity on manifolds with boundary with
gauge-eld operators which are non-minimal;
(2) Non-local boundary conditions for gravitation [25] and spin-3/2 elds [26];
(3) Non-gauge-invariant ‘regularization’ of the boundary conditions, which suppresses
the tangential derivatives and improves the ellipticity;
(4) Boundary conditions which are not completely gauge-invariant, and hence avoid the
occurrence of tangential derivatives in the boundary operator.
The latter possibility has been investigated in [27] and has been widely used in the
physical literature (see [28] and references therein). The rst 3 options are not yet (com-
pletely) exploited in the literature. In particular, it is unclear whether one has to resort
to non-minimal operators to preserve strong ellipticity of the boundary-value problem.
Moreover, non-local boundary conditions which are completely gauge-invariant, compat-
ible with local supersymmetry transformations at the boundary (cf. [27]), and ensure
strong ellipticity, are not easily obtained (if at all admissible). Indeed, it should not be
especially surprising that gauge theories have, in general, an essentially non-local char-
acter. Since the projectors on the physical gauge-invariant subspace of the conguration
space are non-local, a consistent formulation of gauge theories on Riemannian manifolds
(even without boundary) is necessarily non-local (see [23]).
Thus, there is increasing evidence in favor of boundaries raising deep and unavoidable
foundational issues for the understanding of modern quantum eld theories [29]. The
solution of such problems might in turn shed new light on spectral geometry and on the
general theory of elliptic operators [1, 30].
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