linked to the linguistic structure of the text: a nontrivial task, as there is no one-toone mapping of particular intonation patterns onto particular meanings. Also, F0 contours associated with particular intonation patterns change with the distribution of voicing in the text and the number of syllables. Information from linguistic analyses of intonation such as ToBI (Beckman & Ayers Elam, 1997 ) is generally welcome but cannot be implemented directly.
Intonational phonologists have a comparable problem, but in reverse. Most cannot or do not access or interpret the data from speech technology, that is, large speech corpora. Instead, they work with specifically designed, phonetically controlled sentences or small corpora and describe the intonation patterns in the data by hand with impressionistic labels. Usually, these are autosegmental-metrical labels, consisting of combinations of two tones, H (high) and L (low) (cf. Ladd, 1996) . The labels provide a classification of observed intonation patterns into combinations of a limited set of categorical choices. The underlying, still largely unproven assumption is that each categorical choice contributes to the meaning of an utterance. This contribution interacts with the text and the context and consequently, it is not easy to pin down (Pierrehumbert & Hirschberg, 1990) . The process of assigning autosegmental-metrical labels to a corpus requires much effort from highly trained specialists. To produce reasonably reproducible sets of labels, labelers need a solid understanding of intonation theory (and preferably more than one theory) and speech acoustics, and they need to have received good ear-training. Consequently, labeled corpora are usually small. Nevertheless, as a technique, some form of hand-labeling is indispensable to the intonational phonologist. The process contributes significantly towards an understanding of the data and few phoneticians or phonologists would doubt that intonational phonology has produced many valuable insights (an overview is given in Ladd, 1996) . The lack of a quantitative basis for labels in corpora, however, inevitably raises questions about their empirical validity.
To a certain extent, the validity of labeling systems for intonation can be tested with multi-labeler exercises (e.g., Grice, Reyelt, Benzmüller, Jun, Lee, Kim, & Lee, 2000; Mayer, & Batliner, 1996; Pitrelli, Beckman, & Hirschberg, 1994) . In such exercises, several labelers, not necessarily from the same institution, analyze the same section of data, then the consistency of their labeling is determined statistically. Such experiments are very labor-intensive, but they show that the labels have some reality, in that they can be independently derived from acoustic data. However, the labels are generally not as reproducible as one would like, given that they are used as the basis of most of intonational phonology. Also, mere reproducibility does not necessarily establish that the labels have any linguistic reality, so questions persist.
We conclude that intonational phonologists and speech technologists would benefit from a technique that can connect impressionistic insights from intonational phonology with quantitative, objective data. Phonologists need methods that allow for empirical validation of labeling systems, and, if possible, access to larger bodies of data. Speech technologists require empirically tested and directly implementable data filtered by linguistic insights.
A first step in this direction was taken by Andruski and Costello (2004) 1 who used coefficients from polynomial equations, using Microsoft Excel, to explore small differences in the F0 contours of three low falling tones in Green Mong. Polynomial equations are a common mathematical approach to the description of curves. They are mathematical expressions involving a sum of powers in one or more variables multiplied by constants (e.g., a 2 x 2 +a 1 x+a 0 ). They can conveniently produce a hierarchy of descriptions of increasing complexity and accuracy. In work on intonation in speech technology, polynomial equations constitute one of several standard approaches to curve-fitting. Other well-known curve-fitting models of intonation are the Fujisaki model (Fujisaki, 1992) , the TILT model (Taylor, 2000) , and MOMEL (Hirst, di Christo, & Espesser, 1993) . Curve-fitting also lies at the heart of the original Pierrehumbert (1980) model of intonational phonology. Pierrehumbert modeled intonation as a series of points connected by interpolations. Interpolations are straight lines or curves and can be generated by polynomial equations.
The language investigated by Andruski and Costello (2004) was Green Mong, a language spoken in South-East Asia in the region surrounding the Southern Chinese border. Green Mong has seven tones, three of which are quite similar in shape. They are low falling but differ in phonation type. Andruski and Costello asked whether F0 contour shape alone could be used to identify the tones. They estimated linear and quadratic polynomial equations for each pitch contour (y = a+bx and quadratic y = a +bx +cx 2 , respectively). The resulting coefficients (a, b, c) provided a quantitative description of the slope and the shape of the curvature of the three tones. Subsequent analysis showed that the three tones could be discriminated above chance level on the basis of contour shape.
In the present paper, we use polynomial equations to describe the rich inventory of nuclear accents found in English spoken in the British Isles. We show how autosegmental-metrical accent labels can be mapped onto relatively simple polynomial models to provide quantitative, statistically testable descriptions of each accent type.
Intonational diversity in the British Isles is well established (Cruttenden, 1995 (Cruttenden, , 2001 Grabe, 2002b; Jarman & Cruttenden, 1976; Knowles, 1978; Local, Kelly, & Wells, 1986; Mayo, Aylett, & Ladd, 1996; Pellowe & Jones, 1978; Rahilly, 1991; Sebba, 1993; Sutcliffe & Figueroa, 1992; Tench, 1990; Vizcaino-Ortega, 2000; Walters, 1999; Wells, 1982; Wells & Peppé, 1996) . In an autosegmental-metrical analysis of intonation in the IViE corpus (Grabe, Post, & Nolan, 2001 ), a publicly available corpus of speech data, 2 labelers identified seven nuclear accent types 3 (Grabe, 2004; Grabe & Post, 2002) . These are the accent types we have investigated in the present study.
The IViE corpus was recorded between 1997 and 2002 and contains 36 hours of speech from seven urban varieties of English. Recordings were made in London, Cambridge, Leeds, Bradford, Newcastle, Belfast, and Dublin. The London speakers were of West Indian descent and the speakers from Bradford were English-Punjabi bilinguals. In total, 108 speakers took part. They were 16 years of age and the recordings were made in their secondary schools. The speakers had grown up near the school, and as far as possible, we recorded speakers whose parents were also local. All speakers took part in the same battery of tasks. They read a list of sentences, read a familiar fairy tale, they retold the fairy tale in their own words, played an interactive game (a map task) and took part in a five minute period of free conversation. Six male and six female speakers were recorded in each location. Subsequently, approximately five hours of speech data were annotated with autosegmental-metrical intonation transcriptions. More information on the corpus and the transcriptions is available in Grabe (2004) . The autosegmental-metrical analyses were also reported in Grabe (2004) .
In the present study, our question was the following: if we build mathematical models of F0 for each of the hand-labeled nuclear accent types, will they be statistically different, and in what ways?
Method

2.1
Autosegmental-metrical annotations
Our research was based on autosegmental-metrical analyses of 714 read sentences in the IViE corpus. The sentences were produced by three male and three female speakers from each of seven dialects. The sentences are listed in Appendix A.
The data consisted of fully voiced declaratives, wh-questions, polar questions, and declarative questions, read in isolation. Different utterance types were included to elicit a wide range of intonation contours from each dialect. The intonation patterns were labeled via a combination of auditory analysis and visual inspection of fundamental frequency traces, a standard approach in the field (e.g., Beckman & Ayers Elam, 1997; Ladd, 1996) . Transcriptions were made using the xlabel tool, part of the ESPS / xwaves+ package developed by Entropic Research Laboratories, Inc. A complete transcription consisted of an audio file, a time-aligned fundamental frequency trace and time-aligned text files containing transcriptions of intonation patterns. Intonation patterns were transcribed using the IViE system, 4 an autosegmental-metrical intonation transcription system developed for multidialect transcription of intonational variation in English (Grabe, 2002a; Grabe, 2004; Grabe, Nolan, & Farrar, 1998) .
Accent labels were placed in the middle of the stressed syllable, by eye, using speech pressure waves and spectrograms following the IViE conventions, which are based on the ToBI conventions (Beckman & Ayers Elam, 1997) . We determined subsequently that the accent marks were placed with a precision of 38 ms relative to syllable centers (5% -trimmed SD of a sample of 42 accents).
In the data, seven nuclear accent types were labeled in more than five instances. These accent types were included in the present study. They are listed, illustrated, and described in Table 1 . As in Grabe (2004) and Grabe, Kochanski, and Coleman (2005) , we do not separate downstepped accents from their nondownstepped counterparts.
The first column of Table 1 shows the labels, the second a stylized representation of a typical F0 shape associated with the label and the third a description using terminology commonly used in the British tradition of intonation analysis (e.g., Cruttenden, 1997) . In autosegmental-metrical transcriptions, a nuclear accent consists of an utterance-final boundary tone, preceded by a tone accent (H*L, H*, L*H, or L*). To minimize confusion between accents and boundary tones, we have separated accent transcriptions (e.g., H*L) and boundary symbols (e.g., H%) by commas. The '%' boundary specification in IViE is based on Grabe (1998a) and is used in Grabe (1998b) and Grabe, Post, Nolan, and Farrar (2000) . A % boundary indicates that the F0 of the last tone of the last accent in the intonation phrase is continued up to the boundary. The tonal specification of the last tone may be starred or unstarred. (NB. In Grabe, 1998a,b , % boundaries are given as '0%'). 6 Note that in nuclear accents comprising of only one or two syllables, the plateau may not be observed. Table 2 shows the frequency of occurrence of each of the seven nuclear accents. The table illustrates the nature of nuclear accent variation in the IViE data. Some accent types were observed only in only one or two dialects (L*,H%, H*,H% and L*H,L%), some were observed in several dialects (e.g., L*H,%) and one was observed in all dialects (H*L,%). In addition, the frequency of accent types observed in more than one dialect varied. Although H*L,%, for instance, was observed in all dialects, the accent was rare in Belfast (observed in 2% of the cases) but common in Dublin (observed in 66% of the cases), this one instance demonstrating the great dialect variation even within "Irish English." Table 3 shows the total number of tokens of each nuclear accent types in the data set used in the present study. Table 3 shows that the frequency distribution of nuclear accent types was uneven. In large speech corpora, however, an uneven distribution of linguistic types is the norm, not the exception. This property, where some features occur frequently but the vast majority are rare, was first noted in language by Zipf (1932); van Santen (1994) called it lopsided sparsity. The type count of rare features, however, can be so large that the likelihood of encountering one in a small sample is high: there will often be that one odd intonation pattern in each corpus. Consequently, we cannot dismiss rarer patterns as unimportant. In the present study, we handle data sparsity via Multivariate Analyses of Variance (MANOVA), a statistical technique developed to process uneven amounts of data.
Mathematical modeling
We will now give a brief description of our approach to polynomial modeling. Andruski and Costello (2004) found that three coefficients, describing the starting point of the contour, the slope and the curvature, were sufficient to account for the differences between three low falling tones in Green Mong. In our investigation of nuclear accent shapes in dialects of English, we raised the number of coefficients to four. The extra coefficient was required to model complex accents such as the Southern British English rise, which can take the shape of a staircase (cf. L*H,H% in Table 1 ). Data from our earlier investigations of the corpus also showed that we were likely to need the average. The labels suggested the presence of several rising accents. Some of these appeared to be distinguished solely by the location of the rise in the speakers' F0 range. Including the average allowed us to model accent differences of this type.
A further difference between our approach and Andruski and Costello's involved speaker normalization. Andruski and Costello's study was based on 270 sentences from six speakers. Our data consisted of 710 sentences produced by 42 speakers (6 speakers from each of 7 dialects). We normalized the data by each speaker's mean F0 (details are given below). Another difference is that we weighted the data so that the polynomial fits would emphasize loud, sonorant regions of the speech (e.g., syllable centers). This preferentially uses data where F0 measurements are more reliable, and where F0 may be more perceptually important.
Further, we fitted the data with orthogonal polynomials so that there would be minimal correlations among the coefficients that describe utterances. If one fits uniformly sampled data with polynomials of the form a 2 x 2 +a 1 x +a 0 , one will typically find that the resulting a 0 , a 1 , a 2 coefficients are far from independent of each other. This comes about because (in this example) both a 0 and a 2 raise the F0 value predicted by the model, so (for example) a given value of F0 might be explained by either a large a 0 , or a large a 2 , but not both. These correlations would otherwise need to be taken into account in the statistical analysis.
The orthogonal polynomials that we use are Legendre polynomials. We chose them (vs. other orthogonal polynomials) because they make the coefficients uniformly sensitive throughout the utterance. If one imagines making a change to the F0 data at different places in the utterance, then with Legendre polynomials the magnitude of the change in the coefficients will be the same, no matter whether the change was made at the beginning, middle, or end. Other varieties, such as Chebyshev polynomials will emphasize certain regions of the utterance at the expense of others. The first four Legendre polynomials are shown in Figure 1 .
Finally, unlike Andruski and Costello, we did not use Microsoft Excel. Our analysis was carried out with a set of custom-written Python scripts (Kochanski, Grabe, Coleman, & Rosner, 2005) . A slightly simplified version of this approach could be carried out in Microsoft Excel, following the instructions given in the Appendix of Andruski and Costello (2004) following the methods presented in Appendix C.
Figure 1
Legendre polynomials L 0 to L 3 . L 0 models the average of a given stretch of data, L 1 models the slope of the data, L 2 models the data as a parabola and L 3 models the data as a waveshape. If the sign is inverted, the patterns are flipped about the horizontal axis Before the data were analyzed, they were inspected for gross errors in the F0 tracks. An automated procedure was run to identify likely problem areas, and then a human labeler (one of the authors) inspected those (and other) areas and sometimes marked a change. The typical adjustment covered a small region, on average 56 milliseconds long, and the majority of the changes consisted of marking a region as unvoiced or irregularly voiced. Of the remainder, most were octave shifts. In all, less than 1% of the F0 or voicing data were adjusted, though 20% of the utterances were corrected. Then we analyzed fundamental frequency, using the loudness and periodicity signals to weight the importance and reliability of different regions. Details of the technique are given in Kochanski, Grabe, Coleman, and Rosner (2005) .
We analyzed only the voiced region of the nuclear accent. In the section of the IViE corpus investigated here, all utterances were designed to be fully voiced. However, 12 utterances per dialect (They are on the railings) ended in a voiced fricative. In those utterances, the voiced fricative often became voiceless near the end. A small number of other utterances also ended with short irregularly voiced or voiceless regions. 
In the corpus, each sentence consists of a single intonational phrase, so the analyzed region of F0 begins 100 milliseconds before the nuclear accent of the sentence (as defined by the final accent label preceding a boundary), and extends to the end of the voiced part of the sentence.
The central step in the data analysis was to represent the data as a best-fit sum of Legendre polynomials where each polynomial is normalized to have unit variance. The result of the analysis was a model for the F0 of each accent.
The model was specified by a set of coefficients, c i , that multiply the different Legendre polynomials before they are added together:
( 1) This is similar to a Fourier analysis in that the low-ranking polynomials pick out slowly-varying properties and the higher-ranking polynomials pick out successively more rapidly varying properties (cf. Fig. 1 ).
Before we fit the polynomial model to the data, all F0 values were divided by the speaker's mean F0 then 1 was subtracted, so that a normalized F0 of zero corresponds to the speakers's mean F0. The time axis was also shifted and scaled so that the nuclear accent region corresponds to x values in Equation 1 between −1 and 1.
Next, a set of coefficients (suitable for use in Equation 1) was found that gave the best fit to the data. To find these, we used a weighted linear maximum-likelihood regression, exactly as in Kochanski et al. (2005) . The first few coefficients have straightforward physical interpretations:
1.
The first coefficient, c 0 , is just the average F0 of the accent after normalization. So, if c 0 = 0.1, for example, the accent's average F0 is 10% higher than that speaker's average.
2. The second, c 1 , is half the best-fitting slope of the accent, expressed as a fraction of the speaker's average F0 over the accent. So, c 1 = − 0.05 corresponds to a modest (10%) decline in F0 over the accent. If c 1 = 0, there is no declining trend to an accent. (This doesn't rule out wiggles or even a sharp final fall if balanced by a suitable rise -such things appear in the higher coefficients.)
3.
The third, c 2 , corresponds to a broad dip or rise in the center of the accent. An accent with no overall curvature would have c 2 = 0.
4.
Succeeding terms correspond to features of successively shorter duration. Figure 1 shows that the fourth coefficient, c 3 corresponds to a wave-like shape.
Then we carried out a multivariate analysis of variance (MANOVA) in SPSS, using the first four coefficients as dependent variables. LABEL was the independent variable.
Results
The statistical analysis showed that six of the seven hand-labeled nuclear accent types were statistically different. For transparency, we will refer to the dependent variables (i.e., the four coefficients) as AVERAGE (c 0 ), SLOPE (c 1 ), PARABOLA (c 2 ), and WAVE (c 3 ). LABEL (i.e., nuclear accent type) was the independent variable (H*L,%; H*L,H%; H*,H%; L*H,%; L*H,%; L*H,H%; L*H,L%). The analysis produced very highly significant main effects of LABEL on the dependent variables: AVERAGE, F (1, 6) = 54.0, p < .001; SLOPE, F (1, 6) = 78.6, p < .001; PARABOLA, F (1, 6) = 14.4, p < .001; WAVE, F (1, 6) = 15.2, p < .001.
Post hoc Tukey tests showed that every accent was significantly different from at least one other accent in one or more of the four coefficients. Two accent pairs differed at the 5% level (L*H,% vs. L*H,H% and H*L,% vs. L*H,L%), the rest were significant at p < .01. We did not find significant differences between L*,H% (the late rise observed in data from London), and the other two low rising accents L*H,% (the rise plateau) and L*H,H% (the rise). The full set of results is given in Tables 4 to 7 .
Tables 4 to 7: Four half-matrices showing accent pairs distinguished significantly by the factors AVERAGE, SLOPE, PARABOLA, and WAVE. Black cells show significant differences at p ≤ .01, gray cells show p ≤ .05. Table 5   Table 6   Table 4 In the following paragraphs, we describe the results of the statistical analysis for each of the seven accents. For expository purposes, we assume that one significant difference between accents is sufficient for us to assume that accent patterns labeled as different have different acoustic manifestations in F0. (Note, however, show that most accent pairs were distinguished by more than one statistically significant difference). In each case, we begin the descriptions of significant differences with the simplest: the lowest coefficient, the average.
The first accent listed in the leftmost column of each half-matrix is H*,H%. The data showed that H*,H% had an exceptionally high average F0 (cf. Fig. 3a, below) . The statistical effect is shown in Table 4 . The average was sufficient to distinguish the H*,H% accent from all other accents.
The accent below H*,H* in the leftmost column of Table 4 is H*L,%. H*L,% has a particularly low average. The low average distinguished H*L,% from the other accents with one exception: the rise-plateau fall L*H,L%, which was observed only in the data from Belfast and Dublin. Tables 5 and 6 do not show significant differences between H*L,% and L*H,L% either. The accents were not distinguished by SLOPE or PARABOLA. Table 7 shows that H*L,% and L*H,L% were distinguished by the fourth coefficient, WAVE, at the 5% level. This result is not surprising; H*L,% and L*H,L% have very similar contour shapes, and the difference between these accents lies solely in their alignment with the stressed syllable. A stylized illustration of the alignment difference is given in Figure 2 . When the postnuclear stretch (i.e., the stretch following but not including the accented syllable) consists of no more than two syllables, the F0 contours exhibited by these accents can look very similar. Stylizations of H*L,% and L*H,L%. The gray box indicates the location of the stressed syllable The average also distinguished some of the remaining accents. The fall-rise H*L,H% had a significantly lower average than the plain rise L*H,H% and the rise-plateau L*H,% (see Fig. 3c , e, and f for an illustration). Table 5 shows that H*L,H% was distinguished from the late rise L*,H% by the SLOPE. Table 6 shows that H*L,H% was distinguished from the rise-plateau-fall L*H, L% by the third coefficient, PARABOLA.
In Tables 4 to 7 , results for the rise-plateau-fall L*H,L% are shown below those for the fall-rise H*L,H%. L*H,L% was distinguished from L*H,% and L*H,H% by the AVERAGE. The SLOPE distinguished the rise-plateau-fall from the late rise L*,H%. L*H,H%, the plain rise, was distinguished from the rise-plateau L*H,% by the third coefficient, PARABOLA (p ≤ .05). We did not find significant differences between the plain rise L*H,H% and the late rise L*,H%, nor between the rise-plateau L*H,% and the late rise L*,H%. We comment on this finding in the discussion. Figure 3 shows mean coefficient values for each nuclear accent type. In this figure, a negative first coefficient is equivalent to a low average F0 for the accent type; a positive first coefficient shows the opposite. A negative second coefficient indicates a falling slope, a positive second coefficient a rising slope. A negative third coefficient models a cup-shape, a positive third coefficient describes a domed shape. A negative fourth coefficient describes a falling-rising-falling component of the shape and a positive fourth coefficient a rising-falling-rising component. We will describe a few selected examples. Figure 3a shows the four-coefficient representation of H*,H%. The first coefficient is positive and large: H*,H% accents had a relatively high average. The second coefficient is also positive and large: H*,H% accents have rising slopes. The fourth coefficient is close to zero, indicating that the WAVE component contributes very little to the shape. Figure 3d shows the coefficients for rise-plateau-falls (L*H,L%). Averages are low and the slope contributes little to the shape of these accents. The fourth coefficient is not large, but recall that Figure 3 shows a marginally significant difference between the fourth coefficients of H*L,% and L*H,L%. Figure 3e shows the plain rise L*H,H%. The second coefficient is large, as expected for a rising slope. The positive third coefficient shows the average accent of this class is somewhat cup shaped, rather than being strictly linear. Rises in Southern British English can take a staircase shape involving a rise on or following the stressed syllable, a short plateau and a sharp final rise at the end of the utterance (Cruttenden, 1997 or Ladd, 1996 . The average of the fourth coefficient is about zero. We included the fourth coefficient to model staircase patterns in L*H,H% but Figure 3e shows that in our data, the fourth coefficient contributed little to the shape of L*H,H% (but recall that Fig. 3 only shows average coefficient values) . Figure 3g shows the late rise L*,H%. This accent was not distinguished significantly from the rise L*H,H% in Figure 3e nor from the rise-plateau L*H,% (Fig. 3f) . We comment on this finding in the discussion. Table 8 takes us back to the notion of lopsided sparsity; it shows the number of highly significant distinctions between the coefficients that characterize each accent in the set and supports the idea that accents with a lower frequency of occurrence cannot be safely ignored. For example, there are only nine tokens of L*H,L%. Nevertheless, we found 11 statistically highly significant distinctions between this accent and the other accents in the set. H*L,%, on the other hand, is the most frequent accent in the data set and for H*L,%, we observed 14 highly significant distinctions.
To illustrate the plausibility of the orthogonal polynomial descriptions, we show an F0 model for each accent shape, reconstructed from the four coefficients in Figure 4 . Reconstruction of F0 models from the four coefficients (thick black lines) with superimposed F0 data (unfilled circles). The x-axis shows normalized time (−1 = beginning of accent; +1 = end of accent). The y-axis shows normalized F0
In Figure 4 , the reconstructed F0 models (thick black lines) summarize the salient characteristics of each accent type. The reconstruction is done by entering the relevant set of coefficients into Equation 1 and computing M(x) for 100 different values of x between −1 and 1. For comparison, we have superimposed one original, normalized F0 trace from the IViE corpus (unfilled circles) in each panel. This superimposed trace is the data that has the least mean-square difference to the model, and it shows that the models -despite being an average -are representative of the data.
In addition to being statistically significant, some of the differences are quite large and should be perceptually obvious. For instance, if we compare the H*L,% and H*L,H% accents (which are not the most different pair), we can see that at the end of the utterance, they differ by 0.2 normalized F0 units. For a speaker with a 170 Hz mean F0, this would be a difference of 34 Hz, substantially larger than segmental perturbations and the psychophysical just-noticeable-difference.
The models in Figure 4 provide a visual yet quantitative link between autosegmental-metrical intonation labels and statistical characteristics of classified accents. The figure shows that each label is associated with a different contour (and with the exception of L*,H%, all contours are statistically different).
Discussion and Conclusion
We translated autosegmental-metrical intonation labels into four-term mathematical models of F0. Then we asked whether these would provide empirical validation of hand-labeled nuclear accents. A statistical analysis showed that six of seven accent types detected by hand-labelers were significantly different. This finding shows that although hand-labels may be impressionistic, they are associated with different F0 patterns.
The results of our statistical analysis also show that a model based on three coefficients can distinguish between the nuclear accent contours in our corpus. We found significant differences between the contours in the fourth coefficient, but in this data, at least, the information was redundant. The contribution of the fourth coefficient may, however, matter in other languages or in dialects not included in the present study. Further research is required.
One accent of the seven was not statistically different from two others; the late rise L*,H% could not be distinguished from L*H,H% or from L*H,%. This result requires consideration. We could conclude that the late rise L*,H% is not a separate accent type. In that case, L*,H% could be collapsed with another type of rise. The results of the statistical analysis do not indicate, however, which accent the late rise should be collapsed with. Moreover, we worked with very few tokens of L*,H%. Consequently, we cannot dismiss the issue of data sparsity. We worked with 12 tokens of L*,H%, versus 32 tokens of L*H,H% and 187 tokens of L*H,%. Since the analysis looks for statistical differences between the means of the distributions of coefficients associated with different labels, the analysis becomes more sensitive for labels with more data, because the means become more precisely defined as more measurements are made. One could argue that, had we worked with a larger number of L*,H% accents, a significant difference might have emerged. However, this argument points out a limitation of the purely statistical analysis, as it can be shown that one can imagine any difference between the coefficients of two labels, however small, and make it statistically significant if one had a large enough corpus. For example, given a corpus 100 times larger than ours (an expensive project, but one that is certainly possible), F0 differences between labels that were smaller than 1 Hz, and thus imperceptibly small, could easily turn out to be statistically significant. One then might have a statistically significant difference between two labels that was too small to hear: such a difference could never be used to form a minimal pair. Thus, statistical significance is only meaningful if it is coupled with an estimate of the size of the effect (see our discussion of Fig. 4) . Again, further research is required.
The rise-plateau L*H,% (commonly observed in Northern Irish English) and the rise L*H,H% only differed at the 5% level, in the third coefficient (PARABOLA). However, this result does not lead us to question the existence of two distinct rising patterns. First, the existence of two distinct patterns is well documented in the literature (e.g., Cruttenden, 1995 Cruttenden, , 1997 Lowry, 2001) . Second, two distinct patterns have been observed in the IViE corpus, on texts in which the nuclear syllable is followed by two or more syllables (Grabe, 2004 ). An example is shown in Figure 5 . 7 Rather, this finding shows that we need to consider the effect of neutralization on F0 modeling of nuclear accents (NB. The following comments also apply to the late rise L*,H%, discussed above). Distinctions between L*H,H%, and L*H,% can be observed clearly only if the accented syllable is followed by more than one syllable. On one or two syllables, the F0 patterns associated with L*H,% and L*H,H% are probably largely the same. In our materials (read sentences), the nuclear accent was usually placed on the last content word of the utterances (e.g., in the test sentence We arrived in a Limo, the nuclear accent was placed on Li-in Limo). Consequently, the accent rarely covered more than two syllables. Grabe, Post, Nolan, and Farrar (2000, p.167) show F0 patterns for rises on two-syllable words produced by speakers from Cambridge and Belfast. The contours do not differ substantially. Grabe et al. also show that in Belfast English, F0 patterns are truncated from the right. On one-syllable words, only the rise remains and there is no evidence of a plateau.
Finally, although we have shown that most accents are distinct, in the sense that the mean acoustic properties differ, and noted that some of the differences in F0 are large enough to be easily perceptible, we have not addressed the variability in the F0 patterns that characterize each accent. It is possible that the mean properties of all accents in one class (e.g., H*L,%) might be significantly and substantially different from accents in another class (e.g., L*H,L%), but that the two classes might be so variable that they overlap. One might then find a member of each class sharing the same acoustic properties. In such a case, a listener might not be able to decide which class the accent belonged to. This is a different and more stringent question from the means of the distribution; not only do we ask whether the means are different but also whether instance-to-instance variability is small (for the sake of this argument, we do not consider the question of uneven distributions of accents in different dialects and the effect of uneven distributions on listeners' expectations).
We tested this question by building automated classifiers that operated from the orthogonal polynomial coefficients and measuring their performance, using the approach taken in Kochanski, Grabe, Coleman, and Rosner (2004) . Details are given in Appendix D. We built and tested classifiers for each pair of accents. If they performed well, it would be proof that a certain pair of accents were acoustically distinct; if the classifier performed poorly, it would provide evidence that F0 alone was insufficient to distinguish these accent classes. The results showed that seven of the 21 accent pairs were sufficiently distinct that a listener could usefully separate them based on a single instance. Four pairs of accents that had distinct means were not separable; their acoustic properties overlap (as far as F0 is concerned) and our analysis procedure cannot distinguish those pairs based on a single instance. It is at least possible, however, that human listeners do not reliably make those distinctions based on F0 information alone; they may be using other acoustic information in addition to F0 or lexical context. The frequency of particular accent patterns in particular dialects and associated listener expectations may also have an effect on perception. Realizations of L*,H% (top panel), produced by a male speaker from Belfast and L*H,H% (bottom panel), produced by a male speaker from Cambridge. The sentence was May I leave the meal early? In both utterances, the nuclear accent was placed on leave. The vertical lines in the picture show the location of the accented syllable Nuclear L*H,% and L*H,H% produced over five syllables Our approach has a number of applications. First, as already discussed, the approach translates impressionistic descriptions of intonation into quantitative models of F0. Linguists can use these to investigate empirically the acoustic basis of phonological classifications. Second, the models are of value to speech technologists. Since the models are based on insights from linguistics, they are, in a sense, prefiltered. Hand-labelers have determined the existence of an accent and the location of the stressed syllable, and they have decided on the equivalence of patterns on texts with different distributions of voicing and different numbers of syllables. But unlike handlabels, the "translated" data can be implemented directly in a synthesis or recognition system. Third, at least potentially, the approach may provide linguists with access to larger bodies of data. In collaboration with speech technologists, intonation phonologists could develop methods that allow for automatic classification of large numbers of accents. 8 Data from large corpora would allow for descriptions of accent usage in different texts and styles and by different speakers. Moreover, with large corpora, rare accent patterns could be detected.
Our approach can also add to work on the alignment of intonation with segmental anchors, that is, vowels, consonants, and syllable boundaries (Arvaniti & Ladd, 1995; Arvaniti, Ladd, & Mennen, 1998 , 2000 Atterer & Ladd, 2004; d'Imperio, 2001; Frota, 2002; Grabe, Post, Nolan, & Farrar, 2000; Ladd, Mennen, & Schepman, 2000; Prieto, van Santen, & Hirschberg, 1995; Silverman & Pierrehumbert, 1990 ). Polynomial models of F0 can capture changes in the average, slope, and curvature of a contour and this information can usefully supplement (or in some cases, replace) hand-measurements. The experimenter needs to mark the section of speech under investigation (a vowel, a vowel-consonant combination, a syllable or a word) and place the section on a normalized time axis, between −1 and +1. (Note that the normalization takes care of the effect of changes in speaking rate). The shape of F0 in the section can then be modeled. A stylized example illustrating how polynomial modeling can contribute to work on alignment is given in Appendix C. The approach illustrated in Appendix C has a number of advantages. Firstly, the experimenter is not exclusively restricted to hand-measurements of peaks and valleys. Sometimes, peaks and valleys in F0 are not well defined and awkward decisions are required. Secondly, curve-fitting can bridge some voiceless regions. Our current technique handles 10% voiceless regions in the F0 signal cleanly. Consequently, experimenters do not have to restrict themselves to carefully designed, fully voiced laboratory speech. Finally, the approach provides information at more than one level. For instance, hand-measurements of peak alignment do not reveal consistent changes in the average of the contour; a peak may appear later in some accents but it may also be lower. Alternatively, the peak may appear later but the slope of the contour may not be affected. Polynomial models provide the data required to test such observations. More generally, the approach allows for a combination of qualitative and quantitative comparisons of intonation systems across dialects and languages. Cross-linguistic and cross-dialectal differences may involve the phonology or the phonetics of intonation or a combination of both. A combined qualitative / quantitative approach to analysis will provide new insights.
We conclude that polynomial modeling is of value to intonational phonologists and may help to fill the gap between intonational phonology and speech technology. Our results have shown that impressionistically salient aspects of F0 in nuclear accents can be expressed quantitatively, using a small number of mathematical terms. This approach allows for empirical testing of linguistic descriptions of intonation and opens up new avenues for collaboration. The fundamental frequency, F0, was obtained using better-than-standard software, (ESPS get_f0), but not all F0 measurements are equally valuable. For instance, measurements in quiet regions of speech may be drowned out by background noise, and therefore will sometimes have no impact on the listener at all. Such noise is common: Kochanski et al. (2005) estimated that 50% of the U.S. urban population has enough noise indoors that regions of speech more than 15 dB below the peaks will be masked by environmental noise. Thus, one should reduce the weight of quiet regions of the data to mimic real world perception of speech.
Speech is not equally periodic. If the larynx is not vibrating uniformly, there will not be a unique oscillation frequency, and one might expect that the perceived pitch would be ill-defined. Our weighting function combines these two observations, and puts the greatest emphasis on loud, periodic regions, which are normally the centers of syllables. Our fits to the data, and thus the coefficients, primarily reflect changes in these high-weight regions.
In this study, the fundamental frequency data were normalized, to allow for comparisons between data from different speakers. The normalization was carried out separately for each speaker. We divided each F0 data point by the average frequency of the speaker and subtracted 1. A value of '0' then corresponds to the average frequency. A value of one corresponds to one octave above the speaker's average fundamental frequency.
Orthogonal Polynomials
A family of orthogonal polynomials is a set of mathematical functions that can be used to describe a curve. There are an infinite number of families of orthogonal polynomials, but they all share some common properties: i.
They can be used, reversibly, to analyze a curve and to reconstruct it.
ii. They form a complete set of functions, so that if you use enough functions from the family, you can reconstruct any curve to any desired accuracy.
iii. They are orthogonal, which means that, in a specific sense, they do not correlate with each other. Each function of a family can be used to measure a different property of a curve, and (in the common case) the measurements turn out to be (nearly) statistically independent of each other with (very nearly) Gaussian distributions.
Beyond those common properties, one can choose a family of orthogonal functions that is tailored for the desired analysis. Some families are smooth and continuous; others are not. Some families are composed of functions that capture information across the whole utterance; others contain functions that are each localized in a different little region. When one is using orthogonal polynomials to represent data, the family one chooses depends on the questions one wants to answer.
The IViE intonational labels are localized in the sense that they are associated with a particular syllable and that they primarily describe the intonation over a domain that is a syllable or two wide. We chose a smooth and continuous family of orthogonal polynomials to represent F0 within that domain, as we expect that the intentionally controlled aspects of intonation should be, by and large, smooth and continuous (Kochanski & Shih, 2003 , see especially Section 1.2) because F0 is controlled by muscle tensions which are smooth functions of time. Additionally, we chose a family of polynomials having a uniform sensitivity to the data across the whole region. As a result, we chose the family known as Legendre polynomials (Abramowitz & Stegun, 1970) . The family of Legendre polynomials is ordered in terms of increasing wiggliness: The first Legendre polynomial is a constant, the second is a linear slope, the third is a parabola, and in general, the n th Legendre polynomial has (n−1)/2 peaks and (n−1)/2 troughs, if we count a high (low) point at an edge of the utterance as half a peak (trough).
Analysis with Legendre Polynomials
The coefficients of the polynomials were determined using a weighted linear maximum a posteriori (MAP) regression (a variant of a "multivariate linear regression" in the statistics literature). The result is similar to a Fourier analysis in that the lowranking polynomials pick out slowly-varying properties and the higher-ranking polynomials pick out successively more rapidly varying properties. One can say that the n th Legendre polynomial picks out variations in F0 which have a scale of 2 / N of an intonational phrase.
Given a family of functions, which we can write as f i (x) , one can analyze an F0 curve f (t), in terms of that family by standard techniques of multiple linear regression. First, f (t) is normalized to compensate for interspeaker differences:
where ƒ¯ is the speaker's F0, averaged over all the single-speaker utterances in the IViE database. A normalized F0 of 0.1 corresponds to an F0 that is 10% above the speaker's average. Second, the time axis is linearly stretched and shifted so that it covers the range: (−1, 1) [B.3] where t c is the center of the intonational phrase and D is the accent's duration.
Third, a set of equations is determined, one for each accent's F0 contour. These equations are a model for the F0 contour, written as a sum of the orthogonal functions, each multiplied by a constant: 9 [B.4] where c i is the (as yet unknown) coefficient that shows how much the i th function contributes to the shape of the F0 curve. The sum is taken over however many functions in the family that are needed. Each possible combination of values for the c i gives a different model, so we must select the best of these many possible models. Thus, one 9 Note that this is the same as Equation 1, except that B.4 has ranges specified.
, computes the total error for each model and chooses the model that minimizes the error. The error is
where X is the set of places where we have F0 measurements, W(x) controls how much weight we give to errors in different places, and R is the regularization term. The regularization term is designed to keep the analysis well-behaved for utterances with substantial unvoiced regions, and has little effect on the data used in this paper.
The total error indicates which model is the best representation for the observed F0. Bearing in mind that each combination of coefficients gives a different model, we are simply taking the set of coefficients that gives the smallest χ 2 . Linear regression just provides an efficient way to search for the best values for the coefficients.
The result of the analysis is a set of coefficients, c 0 , c 1 , c 2 , …. The coefficients allow the data to be reconstructed by way of Equation B.4: one adds together the various basis functions multiplied by the coefficients. If one coefficient is particularly large, the data and the model will tend to have the shape of the orthogonal polynomial that is multiplied by that large coefficient.
Appendix C
This appendix provides an example of how polynomial modeling can contribute to work on the alignment of accents with words, syllables or vowels. The example was constructed in Microsoft Excel, following the instructions in Andruski and Costello (2004, p.139) , with an addition: we converted the Excel coefficients to Legendre coefficients. These are easier to interpret: the first coefficient captures the average, the second the slope and the third captures the curvature. In the equations produced by Excel, each term represents a combination of various properties of a curve. The values required for the conversion from Excel and an explanation of the conversion process are given below. We restrict ourselves to the first three Legendre coefficients, for simplicity. Figure 6 shows three stylized F0 traces. Traces 1 and 2 are similar but in Trace 2, the peak is displaced to the right, representing a later alignment of the peak. In Trace 3, the peak is in the same location as in Trace 1, but the peak height is lower. The x-axis shows units of normalized time. The y-axis shows F0 values 10 .
We modeled the traces in Figure 6 as follows. In Excel, we fitted trendlines to the traces, using second order polynomial equations. Detailed instructions are given in Andruski and Costello (2004, p.139) . Note that in Excel, equations for trend lines start with the highest order term. The resulting equations were the following:
i.
Trace 1 The polynomial equations generated by Excel have the following shape:
Then we converted the coefficients given in Equations (i-iii) to Legendre coefficients. The goal was to find a sum of the first few Legendre polynomials that exactly matched equations i -iii. The Legendre coefficients appear as c 0 , c 1 , c 2 in Equation (v).
The coefficients for the first three Legendre polynomials coefficients are defined as follows (cf. 
Figure 6
Sample F0 traces illustrating differences in alignment and so on for c 1 and c 2 . Table 9 gives the results of the conversion. Figure 7 illustrates the results.
Figure 7
Modeling of phonetic detail in F0 with Legendre polynomials Figure 7 (a) shows a Legendre model of Trace 1 in Figure 6 . The first coefficient c 0 shows that the average F0 of the trace is 25 Hz. The second coefficient, c 1 , shows that the overall slope is neither rising nor falling (since the trace is rising-falling and symmetrical). The third coefficient c 2 shows that the trace rises and then falls. Figure 7 (b) models Trace 2 in Figure 6 . In this trace, the peak is displaced to the right. The first coefficient in Figure 7 (b) shows that the average is largely unchanged. The second coefficient, however, has changed and is now positive. We learn from this that the trace is no longer symmetrical and that the rising slope is dominant over the falling slope (if the falling slope were dominant, the coefficient would be negative). The third coefficient, again, shows that the trace rises and then falls. Figure 7 (c) models Trace 3 in Figure 6 . The alignment of the peak in Trace 3 is identical to that in Trace 1 but the average is lower. This is evident in Figure 7 (c). The first coefficient shows that the average is lower, the second coefficient is again zero, as in Figure 7 (a), indicating a centered, symmetric peak and the third shows that Trace 3 is domed but less so than Trace 1.
In sum, Appendix C shows how polynomial models can contribute to the investigation of fine phonetic detail in the alignment of F0. In our models, all stretches of F0 under investigation are placed on a normalized time scale. Consequently, as long as one investigates differences in alignment on the same text, the models provide directly comparable information on the average, slope, and curvature of F0 patterns. Any change in peak alignment, for instance, will change slope and curvature. Parameters such as these are likely to be perceptually relevant. Andruski and Costello (2004) , for instance, showed that the curvature of F0 was sufficient to distinguish between three falling tones in Green Mong. We also know that manipulations of average pitch are used for pragmatic purposes in speech (e.g., Ohala, 1983) and they play a role in Motherese (van de Weijer, 1997 (van de Weijer, , 1998 .
Appendix D
We also investigated instance-to-instance variability in the F0 patterns of the seven nuclear accents included in our study. In this appendix, we describe our approach. This approach differs from the MANOVA approach in the body of the paper which asks if the average of one group is different from the average of another group. Here, we investigate whether a single utterance provides enough information to reliably deduce its class (i.e., the IViE label).
For each pair of accents, we built automated classifiers that operated from the orthogonal polynomial coefficients and we measured the classifier performance. If they performed well, it would be proof that the two types of accents could be distinguished on the basis of a single example. This is a listener-oriented test: it asks whether a certain kind of listener could correctly deduce the intended phonological class of a particular accent. The MANOVA test can be thought of as being oriented more towards the speaker: it asks whether there is evidence that the speaker attempts to distinguish the two phonological classes.
We used the classifiers developed in Kochanski, Coleman, Grabe, and Rosner (2005) . These generate a score, K, which ranges from zero to one; zero indicates that the classification is no better than chance and one indicates perfect classification based on the orthogonal polynomial coefficients. We tried both linear discriminant classifiers and more complex quadratic discriminant classifiers on data sets containing three and four orthogonal polynomial coefficients. All yielded essentially the same result; we report results for the linear discriminant classifier operating on the first four orthogonal polynomial coefficients.
The classifier has four main limitations relative to an ideal listener: (1) It is given less timing information than a human might be expected to have. All the classifier's data is anchored to the end of the utterance and the time of the nuclear accent label; recall that the label is not placed at any particular location within the accented syllable, so that any precise timing relationships that might be important are unfortunately lost. Further, an ideal listener might plausibly relate features in the F0 curve to other anchor points, such as the beginning of the final syllable or (where they exist) any syllable(s) between the accent and the final syllable; this data is not available to the classifier. (2) It does not consider possible prosodic cues like loudness, duration, and vowel quality. (3) It is not told the interval between the accent and the end of the sentence, either in terms of syllables or seconds, so that neutralization cannot be modeled. (4) It does not have information on the segmental content of sentences, so segmentally-induced shifts in F0 cannot be compensated for.
Note that the "chance" classification depends upon the relative frequencies of the two classes. If the two classes have an equal number of instances, you expect to be able to guess the classification 50% of the time even without looking at the F0 data. However, if one of the classes is much more frequent than the other, one can guess the class more often than 50%. Take L*H,% versus H*,H% as an example: The corpus contains 187 instances of L*H,% but only 15 instances of H*,H%, so if one were trying to blindly guess the class of an accent that was known to be one or the other, one could be right 93% of the time by guessing L&H,%. So, "chance" here means how well you could do with knowledge of the accent frequencies, but without "hearing" an individual accent.
For each pair of accents, we randomly split the data 60 -40 into a training set and a test set, produce five good classifiers for a given split, and repeat with 15 different splits. The 90 resulting classifiers each report a K-score; we summarize the results in Table 10 . Note that SDs of K-scores were large since since some of our accents were represented by a small number of tokens. In Table 10 , the number of tokens for each accent are given in brackets, following the accent symbol.
In Table 10 , we mark those classifiers whose performance is significantly above zero (indicated by ' > 0') and those classifiers whose performance was significantly greater or less than K = 0.5 (indicated by '> 0.5' or '< 0.5', respectively). We used a t -test with 15 degrees of freedom with the measured mean and SD for K. For the test against zero, we used a one sided t -test; for the test against 0.5, we used a two-sided t -test. All tests were at p = .05, and an asterisk marks p < .01.
The symbol '> 0.5' means that the two types of accent being compared are well separated and that one can look at the four coefficients from a single instance and reliably deduce the accent's phonological class. Conversely, the symbol '< 0.5' means that the classifier is rather poor at separating the pair of accents. The distribution of coefficients derived from instances of one class overlaps the distribution of coefficients from instances of the other class, so that the classifier performance is not dramatically better than chance. One can interpret ' > 0' as showing that a classifier can provide some useful separation between the pair of accents: better than chance. This happens if either (a) K is near 0.5, (b) one of the two classes is far more frequent than the other so the probability of getting the answer right by chance is large, or (c) that there is not enough data for that pair of accents to draw a stronger conclusion. (Note that K > 0.5 implies K > 0, but K < 0.5 does not.) A blank box means that the classifier performance was sufficiently variable from one training / test split to another than no conclusions can be drawn, presumably due to (b) or (c) above. Table 10 shows that many of the accents are sufficiently distinct so that a listener might usefully classify them after listening to a single instance. The classifier performance is shown to be significantly better than chance for seven of the 21 pairs. Table 10 also shows that four of the accents that have distinct means are not separable. As with the MANOVA results, the classifiers did not distinguish among several varieties of final rise: the L*H,%, the L*H,H% and the L*,H%. Beyond that, the final boundary tone could not be distinguished between H*L,% and H*L,H% or between L*H,% and L*H,L%. Finally, L*H,L% could not be distinguished from H*L,%. Given that the means are distinct, the low K-values for these pairs implies that the acoustic variability of those accents is large enough so that they overlap strongly, at least in terms of F0. 
