Abstract-Lifetime is a critical issue at wireless sensor networks (WSNs). Partitioning the set of sensors into several covers over all targets and enabling the covers by turns can effectively extend the lifetime. The problem formulation regarding optimization of sensor partition commonly assumes static networks; however, the composition and topology of real-world WSNs can vary with time due to hardware failure or communication error. This study considers extending the lifetime of dynamic WSNs; specifically, some sensors may fail or recover during the lifetime. In addition, we propose two genetic algorithms (GAs) to deal with this dynamic optimization problem. A series of simulations was conducted to examine the performance of the proposed algorithms. The simulation results validate the effectiveness of the GAs on extending the lifetime under dynamic network environment.
I. INTRODUCTION
Wireless sensor networks (WSNs) have brought up a lot of new applications, such as environmental monitoring, surveillance, and health care [1] , [2] , [3] , [4] . In WSNs, the sensors are deployed randomly or systematically to collect the information of their surroundings within sensing range. The sensors can transmit the collected information via wireless communication; some can even process the data before transmission. Generally, the wireless sensors have the capability to collect, transmit, and relay information.
The utility of wireless sensor networks is subject to the network lifetime, namely, the time span during which a WSN can sense all targets. The lifetime is critical as the sensors are commonly battery-powered and replacing batteries is infeasible, e.g., in battlefield and high mountains. Therefore, extending the lifetime under limited energy becomes a key issue in WSNs. An effective way to extend the lifetime is to partition the sensors into several covers and then activate the covers by turns-the inactive sensors can then enter the sleep mode for energy preservation. Note that each cover is required to sense all targets. Given k covers, a WSN lifetime can be ideally extended by k times.
The Set K-Cover problem [5] is formulated to find the maximum number of covers for longest lifetime extension. This problem assumes static networks; that is, the physical properties (amount, positions, effective range, etc.) of sensors and targets stay constant over time. Nevertheless, such an assumption is usually impractical in the real world because these properties are affected by intrinsic malfunction or environmental change. In this study, we take the time-varying feasibility of sensors into account; that is, some sensors may fail or recover during the network lifetime. The Set K-Cover problem is extended into a dynamic optimization problem. To deal with this problem, we develop two genetic algorithms (GAs), to wit, integer-coded GA and order-based GA. This study further carries out a series of simulations to evaluate the performance of the proposed methods on lifetime extension of dynamics WSNs.
The rest of this paper is organized as follows. Section 2 reviews related work on WSN lifetime extension. Section 3 gives the problem formulation for extending the lifetime of dynamic WSNs. Section 4 describes the proposed algorithms in detail and Section 5 presents the performance evaluation. Finally, conclusions are drawn in Section 6.
II. RELATED WORK
In view of partitioning the sensor set for WSN lifetime extension, Slijepcevic and Potkonjak [5] proposed the Set KCover problem and proved its NP-Completeness. Moreover, they proposed the most constrained-minimally constraining covering heuristic (MCMCC) for this problem. This method takes polynomial time but has no guarantee for the optimality. Cardei and Du [6] considered scheduling the sensors' activities to extend WSN lifetime. The sensor set is organized into several disjoint covers, each of which should be capable of monitoring all targets. The WSN lifetime can then be extended by activating these covers in a round-robin way. This study develops the maximum covers using mixed integer programming (MCMIP) for maximization of the covers obtained. The MCMIP holds the optimality due to an implicit exhaustive search.
Further, Cardei et al. [7] addressed the Adjustable Range Set Covers (AR-SC) problem, in which each sensor has at least two sensing ranges and the energy consumption differs with sensing range. This study designs three heuristics, including integer programming based heuristic, greedy based heuristic, and distributed and localized heuristic. The experimental results demonstrate the advantage of adjusting the sensing range for extending WSN lifetime. In addition to partitioning of the sensor set, Liu et al. [8] To resolve the Set K-Cover problem, Lai et al. [9] presented the genetic algorithm for maximum disjoint set covers (GAMDSC). Simulation results show that GAMDSC can increase the number of obtained covers than MCMCC by 16%. An issue at GAMDSC is that the integer representation needs an upper bound for the number of covers, whereas this bound is ordinarily difficult to obtain. Liao and Ting [10] further proposed an order-based GA to address this issue. The problem of partitioning the sensor set is transformed to be that of collecting sensors for covers. The results validate that the order-based GA can remove the need for the upper bound and achieve comparable solution quality.
The above-stated studies develop various methods for scheduling sensor activities or adjusting the sensing ranges, in order to extending the lifetime of static WSNs. In this study, we will focus on the lifetime extension of dynamic WSNs and develop GAs to resolve this problem.
III. PROBLEM FORMULATION
This study assumes the sensors may fail or recover in some time intervals during the network lifetime-therefore, the WSN is dynamic in the feasibility of sensors. The problem formulation of lifetime extension for dynamic WSNs is based on the Set K-Cover problem for static WSNs. Suppose n sensors s 1 , ..., s n are deployed in a m × m area. A grid point a j is said to be covered by sensor s i if it locates in the sensing range of s i . A cover is defined as a group of sensors that can cover all a 1 , ..., a m×m .
The Set K-Cover problem is to find the maximum number of covers associated with the longest lifetime extension, which is equivalent to partitioning the set of sensors into the maximum number of covers. Given a collection set S = {s 1 , ..., s n } of subsets of a finite set A = {a 1 , ..., a m×m }, the problem is to find the maximum number K of covers C 1 , ..., C K ⊆ S with C i ∩ C j = ∅ for i = j, such that every element of A belongs to at least one member of C i .
The Dynamic Set K-Cover problem, furthermore, considers that the collection S will vary with time t, where the time interval is defined as the time span of a cover. Whenever one cover is activated, the network properties change (including the active sensors and health situation of all sensors). Each sensor is defined to malfunction from normal status with a probability f p and to recover from malfunction with a probability r p . Let S t denote the sensor set at time t. The sensor set S t+1 can be obtained by
where R t denotes the set of sensors recovered, C used = t i=1 C i represents the set of sensors that run out of energy, and F t is the set of failed sensors at time t. Figure 1 illustrates the variation of WSNs. At time t, the WSN consists of S t = {s 1 , s 3 , s 4 , s 5 } and there exists one cover C t = {s 1 , s 4 } for S t . Suppose C t is activated at time t. As C t runs out of energy, s 2 recovers from malfunction while s 3 fails. The WSN then changes to be S t+1 = {s 2 , s 5 } since F t = {s 3 } and R t = {s 2 }. The proposed Dynamic Set K-Cover problem is to find the maximum number of covers for each time-varying sensor set S t . By activating the obtained covers by turns, the WSN works until no cover can be found from S T * -the time T * will then be the lifetime of this WSN.
IV. PROPOSED ALGORITHMS
Genetic algorithms (GAs) have shown their effectiveness on a variety of problems. The general principle of GAs is to simulate the mechanisms of natural evolution, such as selection, crossover, and mutation [11] . Based on Darwin's theory "Survival of the Fittest", GAs are believed to be capable of evolving candidate solutions into better ones. To this end, Figure 2: An example integer-coded chromosome. The dotted lines denote failed sensors; the cross symbols denote used sensors. The number in the sensor node represents its group number.
GAs encode candidate solutions as chromosomes. The way of encoding chromosomes is referred to as representation, which is essentially related to the problem to be solved. Instead of a single chromosome, GAs evolve with a set, called the population, of chromosomes. The fitness function is devised to evaluate the quality (fitness) of candidate solutions (chromosomes). Intuitively, for a maximization problem, the better the solution, the higher the fitness. The evolution begins with initialization of the population. Afterward, GAs embark on the process of reproduction. First, the selection operator picks two chromosomes from the population to serve as parents. Next, GAs perform crossover on these two parents to reproduce their offspring. A predetermined probability, crossover rate, defines the probability to perform crossover. Analogously, mutation is performed with a probability, mutation rate, on the offspring reproduced by crossover to slightly alter some genes. This process of reproduction repeats until the set of offspring is filled. Acting on "Survival of the Fittest", the survivor operator draws the fittest chromosomes out of the offspring population with (or without) the primitive population; the chosen chromosomes will constitute the population for the next generation.
In this study, we develop two types of GAs, namely, integercoded GA and order-based GA, to deal with the Dynamic Set K-Cover problem. The following subsections describe these two GAs in detail.
A. Integer-based Genetic Algorithm (iGA) 1) Representation:
Chromosome representation is key to design of GAs. The proposed integer-based genetic algorithm (iGA) encodes a chromosome as an integer vector c = (c 1 , . . . , c n ) ∈ N n , of which a gene c i denotes that sensor node S i is assigned to a group numbered c i . The alleles for each gene are integers ranging from 1 to a prescribed upper bound U B. Through this representation, the disjoint constraint of covers can be always satisfied and the whole genotypic space corresponds to the feasible solution space.
This integer-coded representation introduces the upper bound U B for the number of covers, which is greater than or equal to the maximal number K of covers. Here we use the minimum degree of targets to estimate the value of U B. Figure 2 gives an example chromosome, which holds two groups G 1 = {s 1 , s 4 } and G 2 = {s 3 , s 5 } at time t. The group G 1 forms a cover since its sensors cover all targets. As G 1 is activated and exhausts the energy, the sensor set turns out to be S t+1 = {s 2 , s 5 } and U B = 1. The remaining single group can form a cover to activate. Afterward, no cover can be found and t + 1 is the lifetime of this WSN.
2) Fitness Function: Given that the fitness value affects the probability for a chromosome to reproduce and survive, the fitness function plays an important role in guiding the search and has a significant impact on the performance of GA. For the Dynamic Set K-Cover problem, the fitness of a chromosome can be simply defined as the number of covers obtained, i.e., the value of K at time t. A larger number K corresponds to a higher fitness for a chromosome.
3) Genetic Operators: The operators of GA include selection, crossover, and mutation. The selection operator follows the Darwinian principle of survival of the fittest. First, parent selection is ordinarily based on an alternative explanation of natural selection: fitter individuals should have a higher probability of reproduction. Second, survivor selection genuinely The number in the sensor node denotes its order to be collected.
applies the principle of survivor of the fittest: only the fittest individuals are selected as parents for the next generation. This study adopts the 2-tournament selection operator for parent selection and (μ + λ) strategy for survivor selection in view of their recognized performance. Genetic algorithm generates offspring by crossover and mutation operators. The crossover operator exchanges and recombines the parental information to produce offspring; the mutation operator slightly changes the offspring for diversity. For iGA, this study uses uniform crossover and creep mutation. Uniform crossover inherits offspring genes from one of their parents equiprobably. Creep mutation resets each offspring gene to a random number with a predetermined mutation rate.
B. Order-based Genetic Algorithm (oGA) 1) Representation:
In the Set K-Cover problem, partitioning the sensor set into subsets for covers can be conceptualized as a process of accumulating covers. Accordingly, we propose using order-based representation for the accumulation order of sensors. Precisely, a gene c i at locus i indicates that sensor s ci is collected in the i th order; a chromosome represents the sequence in which all sensors are collected for covers. An advantage of order-based representation for the Dynamic Set K-Cover problem is that it removes the need for the upper bound in the integer-coded representation.
The example chromosome in Fig. 3 shows that the collecting process starts with s 1 . As s 4 is collected, the group forms a cover since {s 1 , s 4 } includes all elements of A. Next, s 3 initializes another cover. This collecting process continues until all sensors have been distributed in order. As the cover {s 1 , s 4 } is exhausted, the WSN changes to be S t+1 = {s 2 , s 5 } given recovered sensor s 2 and failed sensor s 3 . The optimization process on the collecting order is further performed on the sensor set until no cover can be found.
2) Fitness Function: As aforementioned, the fitness function for the Set K-Cover problem can simply count the number of covers. However, this manner does not account for the groups that include several sensors covering the same targets. Such redundancy potentially reduces the number of covers obtained. This study addresses this issue by considering how much a sensor contributes to a cover. More specifically, the fitness value of a chromosome is defined as the sum of contributions of all sensors, where the contribution of a sensor is assessed by the increment in the number of targets it covers [12] .
3) Genetic Operators: For the oGA, we follow the use of 2-tournament selection and (μ + λ) strategy as iGA. On the other hand, the crossover and mutation operators are subject to chromosome representation. This study adopts order crossover and swap mutation that are widely used for order-based representation. In addition, we adopt the Poisson-distributed random generator to determine the number of swaps. The number of swaps in a chromosome can then exceed one to increase diversity. The mutation rate is defined by the parameter λ in the Poisson distribution.
V. SIMULATION RESULTS
This study conducts a series of simulations to examine the performances of the proposed iGA and oGA on the Dynamic Set K-Cover problem for lifetime extension of dynamic WSNs. Table I lists the operators and parameters used for the two algorithms. The mutation rate of iGA depends on the chromo- This study proposes three measures to evaluate the performance:
• Lifetime T : The lifetime is defined by the number of time intervals achieved by the algorithm, where a time interval represents the time span that a cover functions. A good schedule of sensor activity can lead to more covers and therefore longer lifetime under dynamic environment. The average and standard deviation of T are considered for the stochastic nature of the test algorithms and the dynamics of problem instances.
• Factor Δ t : The factor Δ t is defined as the difference between the number of covers obtained and U B at time t:
Although U B is not necessarily the maximal number of covers, it can be used as a basis for evaluation of solution quality as the optima are unknown.
• Average hit rate (AHR): This measure is based on the upper bound U B for the number of covers. The test algorithm is said to hit for time interval t if it achieves U B t covers, i.e., Δ t = 0. The AHR represents the average hit rate over all test instances, where the hit rate is defined by
The following subsections will present and discuss the simulation results regarding the number |S| and sensing range r of sensors, the failure rate f p , and the recovery rate r p . 
A. Effects of Sensor Parameters
This simulation examines the scalability of the proposed algorithms in terms of the number |S| and the sensing range r of sensors. Table II shows that the lifetime of iGA and oGA increase as the number of sensors increases. In addition, oGA results in longer lifetime and higher AHR than iGA on all test cases. For 100 ≤ |S| ≤ 400, oGA achieves AHR higher than 90%, reflecting that the results are very close to the maximal number of covers. As the sensing range increases, fewer sensors are required for forming a cover and, therefore, more covers can be obtained. Table II also exhibits that the lifetime generally increases with the sensing range. In terms of AHR, oGA gives a higher rate to hit the U B than iGA does during the lifetime. Figure 4 plots the average number of covers obtained against time with |S| = 500. The results show that both algorithms are capable of tracking the optima for the Dynamic Set K-Cover problem. In particular, oGA brings about more covers than iGA does during the whole lifetime. The upper bound for iGA decreases faster than that for oGA. This inferiority reveals that the early partitions of sensors decides the remainder of sensors and severely affects the subsequent scheduling and finally the lifetime. The poor partitions obtained from iGA at early stage limit the available number of sensors and consequently shorter lifetime. The profiles in Fig. 6 show a similar tendency: oGA generates more covers and thus extends longer lifetime than iGA does. The little discrepancy between oGA and the U B along the lifetime further validates the good partitioning of oGA in the early stage.
Moreover, Figs. 5 and 7 present the variation of Δ t along with time. The Δ t value declines because, as time goes by, the problem scale shrinks with the reduced number of remainder available sensors. The figure also confirms that oGA is more effective to generate the number of covers comparable to U B; especially, oGA achieves U B covers after 20 intervals, i.e., 20 covers exhausted.
B. Effects of Failure Rate and Recovery Rate
The above simulation aims at the influence of sensor parameters on the Dynamic Set K-Cover problem. In this subsection, we look into the effects of failure rate f p and recovery rate r p . The increase of failure rate causes fewer sensors available and consequently shorter lifetime, which is reflected in the deterioration of lifetime on Table IIIa . On the other hand, the lifetime increases with the recovery rate (cf. Table IIIb) . Regarding the AHR, when the failure rate increases, the AHR of iGA increases and yet that of oGA decreases. Given that the reduction of sensors decreases the U B, the search space of iGA shrinks. By contrast, the increase of sensors due to high recovery rate enlarges the search space of iGA and causes a deterioration of AHR. The effect of failure and recovery rates on oGA is not as significant as iGA in that the permutation space of oGA is not determined by the value of U B. Figure 8 plots the variation of average number of covers obtained. The results show that iGA can track the moving optima even for large failure rate f p = 0.25. Additionally, the large failure rate causes a drastic decrease in the number of covers as the network changes. Figure 9 presents a similar trend for Δ t value. In performance comparison, oGA outperforms iGA in the efficiency of converging to the optima as well as in the solution quality at each time interval.
Further, Fig. 10 shows the accumulated numbers of covers with low recovery rate (r p = 0.01) and high recovery rate (r p = 0.25). The accumulated number of covers represents the sum of numbers of used covers (corresponding to t) and covers obtained from GA for the Dynamic Set K-Cover problem. Notably, the accumulation covers for high recovery rate increases with time (cf. Fig. 10b ), since the failed sensors are more likely to recover for high recovery rates, allowing more available sensors to be grouped for covers.
VI. CONCLUSIONS
This study addresses lifetime extension of dynamic WSN using GAs. Specifically, we consider the sensors may fail or recover during the lifetime, i.e., the WSN is dynamic in the collection of sensors. To deal with this problem, this study first formulates the Dynamic Set K-Cover problem, which is to find the maximal covers given a time-varying collection of sensors controlled by the failure rate and the recovery rate. Moreover, we propose integer-coded GA and order-based GA to resolve the Dynamic Set K-Cover problem.
A series of simulations were conducted to evaluate the algorithmic performance and to investigate the effects of problem setting, including the number of sensors, sensing range, failure rate, and recovery rate. The simulation results show that both GAs are capable of tracking the optima for the Dynamic Set K-Cover problem. In particular, oGA outperforms iGA in terms of lifetime extension and fast adaptation to environment change. Additionally, oGA does not require the upper bound for the number of covers and is less sensitive to the setting of failure and recovery rates, in comparison with iGA. These satisfactory outcomes validate the effectiveness and efficiency of the proposed oGA on extending the lifetime of dynamic WSNs.
