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a b s t r a c t
We present a MATLAB package with implementations of several algebraic iterative
reconstructionmethods for discretizations of inverse problems. These so-called row action
methods rely on semi-convergence for achieving the necessary regularization of the
problem. Two classes of methods are implemented: Algebraic Reconstruction Techniques
(ART) and Simultaneous Iterative Reconstruction Techniques (SIRT). In additionwe provide
a few simplified test problems from medical and seismic tomography. For each iterative
method, a number of strategies are available for choosing the relaxation parameter and the
stopping rule. The relaxation parameter can be fixed, or chosen adaptively in each iteration;
in the former case we provide a new ‘‘training’’ algorithm that finds the optimal parameter
for a given test problem. The stopping rules provided are the discrepancy principle, the
monotone error rule, and the NCP criterion; for the first two methods ‘‘training’’ can be
used to find the optimal discrepancy parameter.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Iterative regularization methods for computing stable regularized solutions to discretizations of inverse problems have
been used for decades in medical imaging, geophysics, materials science, andmany other disciplines that involve 2D and 3D
imaging [1–3]. There aremany variants of these iterativemethods, and they have in common that they rely onmatrix-vector
multiplications and therefore are well suited for large-scale problems.
In the beginning of the 20th century the Polish mathematician Stefan Kaczmarz [4] and the Italian mathematician
Gianfranco Cimmino [5] independently developed iterative algorithms for solving linear systems of equations. In 1970
Gordon et al. rediscovered the Kaczmarz method applied in medical imaging [6]; they called the method ART (Algebraic
Reconstruction Technique) and when Hounsfield patented the first CT-scanner in 1972 the classical methods found their
practical purpose in tomography [7]. The iterative methods are routinely used for tomographic imaging problems [8–10].
This paper presents a MATLAB package containing a number of algebraic iterative methods for reconstruction, i.e., for
solving large linear systems of the form
Ax ≃ b, A ∈ Rm×n (1)
used in tomography and many other inverse problems. We assume that the elements of A are nonnegative, and that A
contains no zero rows or columns; there are no restrictions on the dimensions. The methods are summarized in a common
framework using the same notation, and all the MATLAB functions have similar interfaces. Also included in our MATLAB
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functions are several strategies for choosing the relaxation parameter as well as several stopping rules. A few tomography
test problems are also included. The package requires MATLAB version 7.8 or later, and no additional toolboxes are needed;
together with the manual it available from www.imm.dtu.dk/~pch/AIRtools.
We have included the most common algebraic iterative reconstruction methods in the package — but we left out
block versions of the methods, which are better suited for other programming languages than MATLAB. The main part
of this package was originally developed in [11]. Our main contribution is the design of new training algorithms for the
optimal relaxation parameter, and the ‘‘packaging’’ of all the methods with identical calling sequences and functionality
plus strategies for the various parameters and suitable stopping rules. We are not aware of other MATLAB packages with
this functionality. The C++ package SNARK09 [12] includes some of the same methods as this package, as well as functions
to generate more realistic medical test problems.
Our paper is organized as follows. Sections 2 and 3 survey the iterative methods included in the package, and Section 4
summarizes our software considerations. Section 5 introduces the concept of semi-convergence which sets the stage for
the parameter-choice strategies presented in Section 6 (including a new training method for the optimal fixed parameter).
In Section 7we survey the stopping rules used in thepackage, Section8 introduces nonnegativity constraints, and in Section 9
we present the package’s three test problems. Finally, in Section 10we give an overview of the package, and in 11we present
a few numerical examples.
Throughout the paper, all vectors are column vectors, aj is the jth column of A, ai is the transposed of the ith row of A,
⟨x, y⟩ = xTy is the standard inner product, ρ(·) is the spectral radius (the largest positive eigenvalue), I is an identity matrix
of appropriate dimensions, andR(M) is the range or column space of the matrixM . For each of the linear equations in (1)
we define the affine hyperplaneHi = {x ∈ Rn | ⟨ai, x⟩ = bi}, and the orthogonal projection of a vector z onHi is given by
Pi(z) = z + (bi − ⟨ai, z⟩)‖ai‖−22 ai.
2. Algebraic Reconstruction Techniques (ART)
These row-action methods treat the equations one at a time during the iterations — hence the ART methods are said
to be fully sequential. The typical step in these methods involves the ith row of A in the following update of the iteration
vector:
x ← x+ λk bi − ⟨a
i, x⟩
‖ai‖22
ai, (2)
where λk is a relaxation parameter. What distinguishes the methods is the order in which the rows are processed. The
following convergence theorem is from [13].
Theorem 1. Assume that 0 < λk < 2. If the system (1) is consistent then the iteration (2) converges to a solution x∗, and if
x0 ∈ R(AT ) then x∗ is the solution of minimum 2-norm. If the system is inconsistent then every subsequence associated with ai
converges, but not necessarily to a least squares solution.
We note that if λk → 0 for k → ∞ then the iteration converges to a weighted least squares solution; this feature is only
included for the symmetric Kaczmarz method.
2.1. The Kaczmarz method
This is undoubtedly the most well-known method of the ART class [8,14]; this method uses a fixed λk = λ ∈ (0, 2),
and λ = 1 was used in the original paper [4] in which case the next iterate is clearly the orthogonal projection of the old
iterate onHi. In the literature the method is often referred to as ART, which can be confusing since ART is also the name of
Algebraic Reconstruction Techniques in general. The kth iteration consists of a ‘‘sweep’’ through the m rows of A from top
to bottom, i.e.,
i = 1, 2, . . . ,m.
2.2. Symmetric Kaczmarz
The symmetric Kaczmarz method [15] is a variant in which one ‘‘sweep’’ of the Kaczmarz method is followed by another
‘‘sweep’’ using the rows in reverse order, and one iteration therefore consists of 2m − 2 steps. The kth iteration of the
symmetric Kaczmarz method thus consists of the following ‘‘double sweep’’:
i = 1, 2, . . . ,m− 1,m,m− 1, . . . , 3, 2.
This method can, in principle, be formulated as an SIRT method (these methods are covered in the next section) but this
formulation is impractical for computations, and the method must be implemented by means of sequential row operations.
We allow both a fixed λ ∈ (0, 2) and an iteration-dependent λk.
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2.3. Randomized Kaczmarz
As a way to accelerate the convergence of the Kaczmarz method for some problems, it has been proposed [16] to select
the rows ai of A randomly with probability proportional to ‖ai‖22. For the randomized Kaczmarz method we cannot talk
about iterations; but in order to compare all the methods in the package we define one ‘‘iteration’’ of this method to consist
ofm random steps.
The original randomized Kaczmarzmethod from [16] does not include a relaxation parameter, but in our implementation
we introduced a constant λ ∈ (0, 2); the default value is λ = 1 which was used in the original paper.
3. Simultaneous Iterative Reconstruction Techniques (SIRT)
These methods are ‘‘simultaneous’’ in the sense that all the equations are used at the same time in one iteration. The
methods can be written in the general form:
xk+1 = xk + λkTATM(b− Axk), k = 0, 1, 2, . . . , (3)
where xk denotes the current iteration vector, xk+1 is the new iteration vector, λk is a relaxation parameter, and thematrices
M and T are symmetric positive definite. Different methods depend on the choice of these matrices. The following theorem
regarding convergence summarizes the results from [17–21].
Theorem 2. The iterates of the form (3) converge to a solution x∗ of minx ‖Ax− b‖M if and only if
0 < ϵ ≤ λk ≤ 2/ρ(TATMA)− ϵ,
where ϵ is an arbitrarily small but fixed constant. If in addition x0 ∈ R(TAT ) then x∗ is the unique solution of minimum T−1-norm
(minimum 2-norm if T = I).
We incorporate positive weightswi > 0, i = 1, . . . ,m in three of the SIRT methods in this package (Cimmino, CAV, and
DROP, see below), and if weights are not specified then all weights are set to 1.
3.1. Landweber’s method
The classical Landweber method [22] takes the form:
xk+1 = xk + λkAT (b− Axk), k = 0, 1, 2, . . . , (4)
which corresponds to settingM = I and T = I in (3).
3.2. Cimmino’s method
The method was introduced in [5] where it was based on reflections on hyperplanes (see also [14]). It is often presented
in a variant based on projections, which is also the version used in this package; the only difference is a factor 2 in the length
of the step, which is absorbed in the relaxation parameter. The next iterate xk+1 is the average of the projections of the
previous iterate xk on all the hyperplanesHi for i = 1, . . . ,m:
xk+1 = 1
m
m−
i=1
Pi(xk) = 1m
m−
i=1

xk + bi − ⟨a
i, xk⟩
‖ai‖22
ai

= xk + 1
m
m−
i=1
bi − ⟨ai, xk⟩
‖ai‖22
ai.
The version of Cimmino’s method included in this package is obtained by including a relaxation parameter λk as well as
weightswi:
xk+1 = xk + λk 1m
m−
i=1
wi
bi − ⟨ai, xk⟩
‖ai‖22
ai, k = 0, 1, 2, . . . , (5)
and using matrix notation Cimmino’s method takes the form of (3) withM = D and T = I , where we have defined
D = 1
m
diag

wi
‖ai‖22

. (6)
3.3. Component averaging (CAV)
Cimmino’s original method uses equal weighting of the contributions from the projections, which seems fair when
A is a dense matrix. Component Averaging (CAV) was introduced in [23] as an extension of Cimmino’s method which
incorporates information about the sparsity of A (if any), in a heuristic way. Let sj denote the number of nonzero elements of
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column j:
sj = NNZ(aj), j = 1, . . . , n, (7)
and define the diagonal matrix S = diag(s1, . . . , sn) and the norm ‖ai‖2S = ⟨ai, Sai⟩ =
∑n
j=1 a
2
ijsj for i = 1, . . . ,m. Then the
CAV algorithm takes the form:
xk+1 = xk + λk
m−
i=1
wi
bi − ⟨ai, xk⟩
‖ai‖2S
ai, k = 0, 1, 2, . . . , (8)
and when A is dense then S = mI and we get Cimmino’s method. The CAV algorithm thus takes the matrix form (3) with
M = DS and T = I , where we have defined
DS = diag

wi
‖ai‖2S

. (9)
3.4. Diagonally Relaxed Orthogonal Projections (DROP)
This method is another extension of Cimmino’s original method, in which the factors sj from (7) are incorporated in a
different manner, namely, by computing the next iterate as
xk+1 = xk + λkS−1
m−
i=1
wi
bi − ⟨ai, xk⟩
‖ai‖22
ai. (10)
The DROP method thus has the form (3) with T = S−1 and M = mD, with D from (6). Again we obtain Cimmino’s method
when A is dense in which case S−1 = m−1I .
It is shown in [18] that ρ(S−1ATMA) ≤ maxi{wi}, whichmeans that convergence is guaranteed if λk ≤ (2−ϵ)/maxi{wi}
where ϵ is an arbitrarily small but fixed constant. In Section 11 we demonstrate experimentally that it is worthwhile to use
the larger upper bound 2/ρ(S−1ATMA) for λk, instead of the easily computed bound 2/max{wi}.
3.5. Simultaneous Algebraic Reconstruction Technique (SART)
This method was originally developed in the ART setting [24], but it can also be written and implemented in the SIRT
form (3) and we therefore categorize it as an SIRT method. It is written in the following matrix form:
xk+1 = xk + λkD−1r ATD−1c (b− Axk), (11)
where the diagonal matrices Dr and Dc are defined in terms of the row and the column sums:
Dr = diag(‖ai‖1), Dc = diag(‖aj‖1).
We do not include weights in this method. The convergence for SART was independently established in [17,20], where it
was shown that ρ(D−1r ATD−1c A) = 1 and that convergence therefore is guaranteed for 0 < λk < 2.
4. Considerations towards the package
To establish the computational work in the different methods in this package we introduce the concept of a work unit
WU, defined as the work involved in one matrix-vector multiplication, and WU = 2mn flops if A is a dense matrix. All
methods use 2 WU per iteration except symmetric Kaczmarz, which uses 4 WU since it applies twice as many steps per
iteration. If a stopping rule is used in the ART methods then one additionalWU is needed to compute the residual vector.
The user should notice that in this package, the iterations of the SIRT methods are much faster than those of the ART
methods, because MATLAB loops are slow — using other programming languages there would not be this difference in the
execution times.
When doing operations with the diagonal matrices M and T we have chosen the fastest implementation; in case of
memory exhaustion most of the SIRT methods also have an alternative implementation which requires less memory but
with a larger running time. If alternative code exists it can be found in the comments in the code.
All methods can be restarted, continuing the iterations from the last iteration of a previous call. For the ARTmethods this
is achieved simply by calling the ART function again using the previous last iterate as starting vector. For the SIRT methods,
this requires thatM and T (when needed), as well as the estimate of the spectral radius, are returned from the SIRT function
and passed as input in the next call, along with the previous last iterate.
In case of a fixed relaxation parameter λ, all methods check ifλ is in the interval forwhich convergence is guaranteed, and
a warning is given if this is not the case. For the SIRT methods this requires estimation of the spectral radius needed in the
upper bound, which is done by means of MATLAB’s svds and eigs functions — the convergence is fast because the largest
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eigenvalue or singular value iswell separated from the rest formatriceswith nonnegative entries, andwe feel that this slight
overhead is acceptable for making the software user-friendly. Note that if the same matrix A is involved in repeated calls
to the same iterative method, then one avoids re-computation of the spectral radius by specifying three output variables in
the first call and supplying restart parameters for the subsequent calls, e.g.,
options.lambda = lambda; % Fixed lambda
[X,info,restart] = landweber(A,b1,k,[],options); % First call
options.restart = restart;
[X,info] = landweber(A,b2,k,[],options); % Second call
The same technique should be used when using a relaxation-parameter rule that involves the use of the spectral radius; see
Section 6.
If no fixed λ is specified and no method is specified for choosing λk then we use an ad-hoc default fixed λ which was
found by numerical experiments; see Table 1 in Section 10.
5. SVD analysis and semi-convergence
The SIRT iterates xk from (3) with T = I , unit weightswi = 1, and a fixed relaxation parameter λk = λ can be expressed
as filtered SVD solutions [25,26]. If we let the SVD for the matrixM1/2A take the form
M1/2A = UΣV T =
n−
i=1
uiσivTi ,
then the kth iterate can be written as
xk = VΦ[k]ΣĎUTb, Φ[k] = diag(ϕ[k]1 , . . . , ϕ[k]n ), (12)
whereΣĎ is the pseudoinverse ofΣ , and the diagonal elements ofΦ[k] are so-called filter factors given by
ϕ
[k]
i = 1− (1− λσ 2i )k, i = 1, . . . , n. (13)
The filter factors for small singular values satisfy
ϕ
[k]
i ≈ kλσ 2i for λσ 2i ≪ 1. (14)
This shows that the filter factors decay fast enough that we can achieve a regularized solution [3].
We now consider the propagation of noise from the right-hand side b to the solution xk, and we therefore write b as
b = b∗ + e, b∗ = Ax∗, e = noise, (15)
where x∗ is the solution defined in Theorem 2 with a noise-free right-hand side. Given the expression in (12) it follows that
the error in xk is given by
x∗ − xk = V (I − Φ[k])ΣĎUTb∗ − VΦ[k]UT e.
Hence we can write the ith component of the error, in the SVD basis, as
vTi (x
∗ − xk) = (1− ϕ[k]i )⟨vi, x∗⟩ − ϕ[k]i
⟨ui, e⟩
σi
. (16)
The first component is the regularization error while the second component is the noise error.
We can assume that the discrete Picard condition is satisfied, i.e., that |⟨ui, b∗⟩| decay faster than the singular values σi.
In addition we assume that the noise is white, i.e., that all ⟨ui, e⟩ have the same probability. From the behavior of the filter
factors ϕ[k]i it then follows that the regularization error decreases with k while the noise error increases with k. For more
details, see the analysis in [25–27].
The typical situation is therefore that the error norm ‖x∗−xk‖2 decreases in the initial iterationswhere the regularization
error dominates, while the error norm starts to increase after a certain stage when the noise error starts to dominate. This
particular behavior of iterativemethods applied to discretizations of inverse problems is called semi-convergence [10]. Fig. 1
illustrates this behavior.
For the SIRT methods and the symmetric Kaczmarz method, the expression (14) shows that the parameters k and λ play
the same role in the filter factors (and thus in the suppression of the noise). In particular, if ϕ[k]i and ϕ¯
[k]
i denote the filter
factors for two different choices λ and λ¯, then ϕ[k]i ≈ ϕ¯[k¯]i if k¯ ≈ kλ/λ¯. The error histories for Cimmino’s method in Fig. 1
confirm that the number of iterations to reach the minimum error is inversely proportional to λ.
For consistent problems we observe experimentally the same behavior for the classical and randomized Kaczmarz
methods, as illustrated in Fig. 1. However, the situation is different in the case of inconsistent problems: Here the
approximate solution in the sense of semi-convergence, i.e., the iterate x[k] with smallest error, is known to depend on
the choice of λ.
For efficiency of the methods, it is important to choose the relaxation parameter λk in such a way that we achieve
the smallest error in the smallest number of iterations. Moreover, we need a reliable stopping criterion that can stop the
iterations at this point. Such methods are discussed in the next two sections.
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Fig. 1. Error histories for the Kaczmarz and Cimmino methods with different values of a fixed relaxation parameter λ, clearly showing the semi-
convergence of these methods. The black dots indicate the minimum errors, and we see that these minimum errors are independent of λ (except for
extreme values).
6. Methods for choosing the relaxation parameter
We have implemented three strategies for choosing the relaxation parameter in accordance with the semi-convergence
discussed above. These methods are based on the observation that for both the ART and the SIRT methods with a fixed
relaxation parameter λk = λ, the error reaches a smallest value which is practically independent of λ. This is illustrated in
Fig. 1, where the black dots indicate the minimum errors.
6.1. Training for an optimal fixed parameter
The optimal fixed relaxation parameterλ is the one that achieves the fastest semi-convergence to theminimumerror, and
finding this λ requires knowledge of the exact solution. In order to estimate the optimal λwe developed and implemented a
training method which finds the λ for which we achieve the fastest semi-convergence for a noisy test problem with known
exact solution. If this test problem resembles the given problem then, hopefully, the estimated λ from the test problem is
almost optimal for the given problem.
Our training algorithm has two parts: first we must determine the overall minimum error for all feasible λ, and then
we must determine the λ for which we reach this minimum error with the smallest number of iterations. If ηλ denotes the
minimum error for at given λ, then we note that ηλ changes slightly with λ due to the discrete nature of the iterates — but
the deviation of ηλ for different λ is small; cf. Fig. 1. From experiments we found that λSIRT = 1/ρ(ATMA) is a safe choice of
relaxation parameter to determine the overall minimum error. We define the upper bound for the overall minimum error
as ηˆ = 1.01ηλSIRT .
Now let kλ denote the number of iterations needed to reach the error level ηˆ for a given λ. Our goal in the second part of
the training algorithm is to compute the optimal λ that minimizes kλ. Extensive tests indicate that kλ is a unimodal function
of λ and we can therefore use the following modified version of the golden section search.
This searchmethoduses an initial search interval (α, β) forλwhich is the convergence interval for the given SIRTmethod.
Themethod then computes two interior points α′ = α+ r(β−α) and β ′ = α+ (1− r)(β−α), where r = (3−√5)/2, and
the associated iteration numbers kα′ and kβ ′ . We also compute the minimum errors ηα′ and ηβ ′ for these points. We then
reduce the interval according to the following procedure, in the given order:
ηα′ > ηˆ: the minimum error for λ = α′ has not reached the overall minimum value, and we reduce the interval to (α′, β).
ηβ ′ > ηˆ: the minimum error for λ = β ′ has not reached the overall minimum value, and we reduce the interval to (α, β ′).
kα′ ≥ kβ ′ : both α′ and β ′ are feasible values of λ and, according to the unimodality, we reduce the interval to (α′, β).
kα′ < kβ ′ : both α′ and β ′ are feasible values of λ, and we reduce the interval to (α, β ′).
The interval reduction continues until the interval width is sufficiently small, and the optimal value of λ is then chosen
as the interval’s midpoint.
The training algorithm that we implemented for the ART methods is very similar; except that our experiments show
that we should use λART = 0.25 to determine the overall minimum error. Note, however, that for inconsistent problems
the iteration number k and the relaxation parameter λ do not play interchangeable roles in the classical and randomized
Kaczmarzmethods, and theusermaywant tomanually experimentwith other values ofλ than the one foundby our strategy.
In the implementation of the training strategy a default maximum number of iterations kmax is used. For some problems
we may not reach the overall minimum error within this number of iterations, and it is therefore possible for the user to
increase the maximum number of iterations via an input parameter. This input parameter can also be decreased, if the
user will only allow a small value of iterations (for example, to limit computing time). A possible consequence could be that,
within the allowed number of iterations, the error does not reach its overall minimum andwe are then facedwith a different
problem, namely, to determine the relaxation parameter that gives the smallest error for k = kmax.
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6.2. Line search
Instead of using training to determine a fixed λ –which is time consuming and requires a good test problemwith realistic
noise –we can try to compute λk in each iteration, in such away that we reach theminimum error almost as fast as possible.
The line search strategy [28] tries to do this by minimizing the error ‖x∗ − xk‖2 in each iteration, which is possible for SIRT
methods with T = I and consistent problems, i.e., Ax∗ = b. Similar techniques are described in [29,30].
We can write the Landweber, Cimmino and CAV methods as xk+1 = xk + λkpk, where pk = ATM(b − Axk). Line search
minimizes the error norm ‖xk+1−x∗‖2 for the next iterate, which leads to the choice λk = ⟨pk, x∗−xk⟩/‖pk‖22. If we use that
Ax∗ = b and define rk = b − Axk then the numerator becomes ⟨M(b − Axk), b − Axk⟩ = ⟨Mrk, rk⟩ while the denominator
becomes ‖pk‖22 = ‖ATM(b− Axk)‖22 = ‖ATMrk‖22. This gives us the following expression:
λk = ⟨Mr
k, rk⟩
‖ATMrk‖22
, rk = b− Axk. (17)
For the DROP and SART methods, where T ≠ I , the alternative expression
λk = ⟨Mr
k, rk⟩
‖ATMrk‖2T
, rk = b− Axk (18)
was derived in [31]; this choice minimizes the error norm ‖xk+1 − x∗‖T−1 in each step.
6.3. Relaxation to control noise propagation= Diminishing step size
As an alternative to the line search strategy, which assumes a consistent problem, two other strategies were recently
introduced in [25]. Both methods arise from the analysis of the semi-convergence behavior and the goal is to control and
limit the noise component of the error. They are derived for SIRT methods with T = I , but in our package they can also be
used for all SIRT methods (although the theory may not be not valid for T ≠ I). Skipping the derivation of the strategies
(which can be found in [25,31]), the relaxation parameters are given by λ0 = λ1 =
√
2/ρ and
λ
(1)
k = ν(1)
2
ρ
(1− ζk), λ(2)k = ν(2)
2
ρ
1− ζk
(1− ζ kk )2
, k = 2, 3, . . . , (19)
where ρ = ρ(ATMA) and ζk is the unique root in (0, 1) of the polynomial
gk−1(y) = (2k− 1)yk−1 − (yk−2 + · · · + y+ 1).
The semi-convergence is achieved by diminishing the step size, thus ‘‘slowing down’’ the iterations.
If we choose the constants ν(1) = ν(2) = 1 then we refer to (19) as the Ψ1 and Ψ2 strategies. Modified strategies are
obtained by using ν(1) = 2 and ν(2) = 1.5 which are chosen heuristically to accelerate the convergence (see [25]).
7. Stopping rules
We implemented three strategies for determining the optimal number of iterations kopt. The first two strategies require
knowledge of the noise level δ = ‖e‖2 as well as a user-chosen parameter τ , and we give training strategies to choose a
reasonable value of τ . Throughout this section we define rkM = M1/2(b− Axk).
7.1. Discrepancy principle and monotone error rule
The well-known discrepancy principle (DP) amounts to choosing kopt as the smallest k satisfying:
‖rkM‖2 ≤ τδ‖M1/2‖2, SIRT methods with T = I,
‖rk‖2 ≤ τδ, all other methods.
(20)
The monotone error rule (ME) [32] chooses the stopping index kopt as the smallest k for which
⟨rkM , rkM + rk+1M ⟩
‖rkM‖2
≤ τδ‖M1/2‖2. (21)
While the theory underlying this rule only holds for T = I , we found experimentally that it also works for DROP and SART
and therefore it is also included for these methods. A comparison of the rules (20) and (21) can be found in [33].
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7.2. Training the DP and ME parameter
To generate reliable versions of the DP andME stopping rules we use training [33] to determine a reasonable value of the
parameter τ . For the SIRT methods with T = I we define the ratio
Rk =

‖rkM‖2/(δ‖M1/2‖2) for DP
⟨rkM , rkM + rk+1M ⟩/(δ‖M1/2‖2‖rkM‖2) for ME
and for the remaining methods we use Rk = ‖rk‖2/δ. Given a test problem with known δ = ‖e‖2 we compute the iteration
number kδ that minimizes the error ‖x∗ − xk‖2 and set
τ = (Rkδ + Rkδ−1)/2.
A more robust approach is to repeat this for several noise realizations, and use the average of the found τ values; this is the
version implemented in AIR Tools.
7.3. Normalized cumulative periodogram (NCP)
In the NCP approach [34,35] (see also [3]) we consider the residual vector rk = b − Axk as a time series, and the exact
right-hand side as a smooth signal which appears clearly different from the noise vector e in (15). We then need to find
the iteration number k for which the residual changes from being signal-like (dominated by components from the exact
right-hand side) to being noise-like (dominated by components from the noise e).
Let rˆk ∈ Cm denote the discrete Fourier transform of the residual vector rk, and let q denote the largest integer such that
q ≤ m/2. Then we define the normalized cumulative periodogram (NCP) for the residual vector rk as the vector ck ∈ Rq
with elements
cki = ‖rˆk(2: i+ 1)‖22/‖rˆk(2: q+ 1)‖22, i = 1, . . . , q.
If the residual vector consists of white noise, then by definition the expected power spectrum is flat, i.e., E(|(rˆk)i|2) is
independent of i, and the points (i, E(cki )) on the expected NCP lie on the straight line from (0, 0) to (q, 1). Actual noise
does not have an ideal flat spectrum, but we can still expect the NCP to be close to a straight line. We thus choose the
iteration number k for which the residual rk represents white noise the most, in the sense that its NCP is closest to a straight
line.
8. Nonnegativity constraints and projected methods
In many imaging problems it is known a priori that the reconstruction should be nonnegative, and it is therefore
convenient to add such a constraint to the reconstruction algorithms, see Chapter 9 in [36]. We included this option in
all the methods implemented in AIR Tools.
Let P denote the projection onto the positive orthant, i.e.,
[P (x)]i =

xi, xi ≥ 0
0, else.
Then the projections are incorporate in each step of the iterations, i.e.,
x ← P

x+ λk bi − ⟨a
i, x⟩
‖ai‖22
ai

for the ART methods,
and
xk+1 = P (xk + λkTATM(b− Axk)) for the SIRT methods.
The extension of the above parameter-choice rules to this case was studied in [31].
9. Test problems
The package includes three simplified 2D tomography test problems: parallel- and fan-beammedical X-ray tomography
and seismic travel-time tomography. The former arise from transmission tomography [10] where one studies an object with
non-diffractive radiation. The loss of intensity of the X-rays is recorded by a detector and used to produce an image of the
irradiated object. Let Io denote the source intensity, let I denote the intensity of the ray after having passed through the
object, and let f (t) denote the linear attenuation coefficient at t ∈ R2. Then the line integral of f (t) along the ray satisfies∫
ray
f (x)dℓ = log(I0/I).
P.C. Hansen, M. Saxild-Hansen / Journal of Computational and Applied Mathematics 236 (2012) 2167–2178 2175
Fig. 2. Examples of the parallel- and fan-beam tomography problems (left and middle) and the seismic tomography problem (right) for N = 10. Only a
few of the rays are shown.
Fig. 3. The exact solutions for the parallel/fan-beam and seismic tomography test problems.
For parallel-beam tomography the rays arise from sources arranged in parallel and with equal spacing, and the sources are
rotated around the domain using different angles in such a way that the rays are still parallel. For fan-beam tomography we
only have a single source, from which a number of rays are arranged like a fan (we use an equiangular distribution of the
rays), and again the source is rotated keeping the distance to the center of the domain constant. See Fig. 2 for an illustration
of the geometries.
In seismic tomography the travel time of a seismic wave through a domain of the subsurface is measured. The travel time
τ of a seismic wave along a ray is given by the line integral
τ =
∫
ray
f (t)dℓ,
where f (t) is the slowness at t ∈ R2, i.e., the reciprocal of the wave velocity. We consider a 2D subsurface slice; on the
right border s equispaced sources are located, and on the left border and on the surface a total of p equispaced seismographs
(or receivers) are located. For each of the s sources, p rays are transmitted such that all receivers are ‘‘hit’’.
To discretize the tomography problems, we divide the square domain into a grid of N × N pixels numbered from 1 to
n = N2 (starting with the cell in the upper left corner and running along the columns). Each cell j is assigned a constant
value xj of the attenuation or slowness, such that the vector x is a discretized version of the sought function. Moreover, we
define the matrix element aij as the length of the ith ray through cell j, and aij = 0 if ray i does not pass through cell j. The
measurement bi of the attenuation or travel time for ray i is then:
bi =
n−
j=1
aijxj, i = 1, . . . ,m,
where m is the number of rays. Thus we obtain a linear system Ax = b with a sparse m × n coefficient matrix determined
solely by the geometry of the problem.
For the parallel- and fan-beam test problems the exact solution is the modified Shepp–Logan phantom head from [37].
For the seismic test problemwe created a new phantomwhich illustrates a 2D subsurface of simple convergent boundaries
of two tectonic plates with different slowness (we use a case where the plates create a subduction zone where one plate
moves underneath the other). Fig. 3 shows the two exact solutions for N = 100.
We emphasize that our model problems are very simplistic — realistic forward modeling of tomographic data requires
advanced software such as SNARK09 [12] for medical tomography and FAST [38] for travel-time seismic tomography.
10. Overview of the package
The AIR Tools package was developed for MATLAB version 7.8. Table 1 summarizes the reconstructionmethods and their
parameters and options, and below we list all the functions and scripts included in the package.
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Table 1
The reconstruction methods in AIR Tools and their parameters and options.
kaczmarz symkaczmarz randkaczmarz landweber cimmino cav drop sart
λk upper bound 2 2 2 2/ρ 2/ρ 2/ρ 2/ρ 2
Default λ 0.25 0.25 1 1/ρ 1/ρ 1/ρ 1/ρ 1
Weights − − − − + + + −
Line search − − − + + + + +
Ψ1 and Ψ2 − + − + + + + +
Modified Ψ1 and Ψ2 − − − + + + + +
Discrep. principle + + + + + + + +
Monotone error rule − − − + + + + +
NCP + + + + + + + +
Iterative ART methods
kaczmarz Kaczmarz’s method
randkaczmarz The randomized Kaczmarz method
symkaczmarz The symmetric Kaczmarz method
Iterative SIRT methods
cav Component Averaging (CAV) method
cimmino Cimmino’s method
drop Diagonally Relaxed Orthogonal Projections (DROP) method
landweber Landweber’s method
sart Simultaneous Algebraic Reconstruction Technique (SART)
Training routines
trainDPME Training strategy to find the best parameter τ when discrepancy
principle or monotone error rule is used as stopping rule
trainLambdaART Training strategy to find the best constant relaxation parameter λ for a
given ART method
trainLambdaSIRT Training strategy to find the best constant relaxation parameter λ for a
given SIRT method
Test problems
fanbeamtomo Creates a 2D fan-beam tomography problem
paralleltomo Creates a 2D parallel-beam tomography problem
seismictomo Creates a 2D seismic tomography problem
Demo scripts
ARTdemo Illustrates the simple use of the ART methods
nonnegdemo Illustrates the use of nonnegativity constraints
SIRTdemo Illustrates the simple use of the SIRT methods
trainingdemo Illustrates the use of the training routines as pre-processors for the SIRT
and the ART methods
Auxiliary routines
calczeta Calculates the roots of the polynomial gk(y) of degree k
rzr Removes zero rows from A and corresponding elements of b
11. Numerical examples
Our first example shows how to use AIR Tools to set up a small fan-beam tomography test problem, and compute
reconstructions by means of Cimmino’s method and three strategies for computing the relaxation parameter (training for a
fixed λ, line search, and control of noise propagation):
N = 24; % Problem size is N-by-N.
rnl = 0.05; % Relative noise level.
kmax = 20; % Number of of iterations.
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Fig. 4. Error histories ‖x∗ − xk‖2 for a small fan-beam tomography problem. Left: results for Cimmino’s method using three different strategies for
computing the relaxation parameter. Right: results for the randomized Kaczmarz method, using the discrepancy principle stopping with parameter τ
found by training.
[A,bex,xex] = fanbeamtomo(N,10:10:180,32); % Test problem
nx = norm(xex); e = randn(size(bex)); % with noise.
e = rnl*norm(bex)*e/norm(e); b = bex + e;
lambda = trainLambdaSIRT(A,b,xex,@cimmino); % Train lambda.
options.lambda = lambda; % Iterate with
X1 = cimmino(A,b,1:kmax,[],options); % fixed lambda.
options.lambda = ’psi2’; % Iterate with
X2 = cimmino(A,b,1:kmax,[],options); % cnp strategy.
options.lambda = ’line’; % Iterate with
X3 = cimmino(A,b,1:kmax,[],options); % line search.
The error histories for this example are shown in Fig. 4, andwe see that all three strategies give fast semi-convergence to a
minimum error about 0.63. The fixed λ is found by training as described in Section 6.1; this strategy can be cumbersome and
only works when a realistic training problem is available. The line search strategy from Section 6.2 gives an undesired ‘zig-
zag’ behavior of the error which is often observed for noisy problems. Finally, the noise-controlling strategy from Section 6.3
clearly controls the noise propagation, such that the error stays near the minimum value.
Our second example shows how to use the randomizedKaczmarzmethodwith the discrepancy principle fromSection 7.1
to solve the same test problem, using the training strategy from Section 7.2 to determine a good value of the parameter τ .
The code is given below, and the corresponding error history is shown in Fig. 4.
% Find tau parameter for Discrepancy Principle by training.
delta = norm(e);
options.lambda = 1.5;
tau = trainDPME(A,bex,xex,@randkaczmarz,’DP’,delta,5,options);
% Use randomized Kaczmarz with DP stopping criterion.
options.stoprule.type = ’DP’;
options.stoprule.taudelta = tau*delta;
[x,info] = randkaczmarz(A,b,kmax,[],options);
k = info(2); % Number of iterations used.
We conclude with an example which investigates the choice of the upper λ-limit for the DROP method of Section 3.4.
Fig. 5 shows the number of iterations kλ needed to reach the minimum error (see Section 6.1), for 50 values of λ between 0
and 2/ρ(S−1ATMA). All weights are 1, and the dotted vertical line shows the maximum λ-value 2/maxiwi = 2 suggested
in [18]. Clearly, the optimal λ that gives the smallest kλ is larger than 2. This shows that we should use the full λ-interval,
even though the upper bound requires more computational effort than 2/maxiwi. More test and comparisons among the
methods can be found in [11].
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Fig. 5. The optimal number of iterations kλ as a function of λ for the DROP method applied to the seismic tomography test problem. The optimal λ is
greater than 2/maxi wi = 2.
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