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Short Note 
A New Measure of Presortedness” 
VLADIMIR ESTIVILL-CASTRO AND DERICK WOOD 
Data Structuring Group, Department of Computer Science, 
University of Waterloo, Waterloo, Ontario, Canada NZL3GI 
A new measure of presortedness is presented which we call Par. We prove that 
it is distinct from other common measures of presortedness and we design sorting 
algorithms that sort a sequence X in O((Xl log Par(X)) comparisons. Moreover, 
we prove that this is Par-optimal in a comparison-based model of computation. 
0 1989 Academic Press, Inc. 
1. INTRODUCTION 
We present a new measure of presortedness that is derived from a study 
of parallel sorting algorithms (Sado and Igarashi, 1985) and is based on 
the idea of presortedness presented in Igarashi and Wood (1987). 
Intuitively, for a nonnegative integer p, a sequence is p-sorted if, for each 
element x in the sequence, deleting p elements before and after x results in 
a sequence for which x is in its correctly sorted position. Par(X) is the 
minimum p such that a sequence X is p-sorted. 
Informally, a function is a measure of presortedness, or it measures 
disorder, when nearly sorted sequences have small value. Mehlhorn (1979), 
who coined the term presorted, called a sequence presorted if it had a small 
number of inversions. If m is a measure of presortedness, an m-optimal 
algorithm is an algorithm that sorts all sequences, but performs par- 
ticularly well for sequences having small measure. A definition of optimality 
with respect to the number of inversions was suggested by Mehlhorn 
(1979) and Guibas et al. (1977). This idea was studied empirically by Cook 
and Kim (1980), and by Wainwright (1985) but the formal concept is due 
to Mannila (1985). In the statistical literature, metrics that evaluate the 
distance between two permutations have been considered to be measures of 
* This work was carried out partially under a Natural Sciences and Engineering Research 
Council of Canada Grant A-5692 and partially under a grant from the Information 
Technology Research Centre. 
111 
0890-5401/89 $3.00 
643/83/l-8 
Copyright Q 1989 by Academic Press, Inc 
All rights of reproduction m  any form reserved. 
112 ESTIVILL-CASTRO AND WOOD 
disarray or measures of concordance; for example, see (Diaconis and 
Graham, 1977; Papaioannou and Loukas, 1984). When one of the 
permutations is the identity permutation, these metrics can be considered 
to be evaluating disorder. Not all metrics correspond to measures of 
presortedness. 
Section 2 presents definitions and notation and it includes the formal 
definition of a measure of presortedness. We show that Par is distinct from 
other common measures of presortedness in Section 3, while Section 4 
provides a lower bound for any algorithm that sorts p-sorted sequences. 
Finally, we present Par-optimal sorting algorithms in Section 5 that require 
O(n log n) comparisons in the worst case. 
2. DEFINITIONS 
Let X= (x,, x2, . . . . x, ) be a sequence of length n from some linear 
order. We denote a subsequence of X by (xi(,), xi(*), . . . . xiCm)), where 
i: {1,2, . ..) m} -+ (1, 2, . . . n} is injective and monotonically increasing. 
Given p we denote by [X,], the subsequence determined by i(r) =p . r + k, 
for ke {O, 1, . . . . p-l}. Forp=2, we distinguish two special cases, namely, 
x eve” = Cxo12= (x2, x4, -., xZLni2_0 andX,,,= CXI12= (x1, x3, . . . . xzynjzI). 
For a sequence X, 1x1 denotes its length and for a set S, /IS(I denotes 
its cardinality. We denote the empty sequence by ( ). 
Let X= (xi, . . . . x,) and Y= (y,, . . . . JJ,) be two sequences; then their 
catenation XY is defined to be (xi, . . . . x,, y,, . . . y,). 
DEFINITION 2.1. X is p-sorted if and only if, for all j,jg { 1,2, . . . . II >, 
i-j>p implies xj6xi. 
This concept is different from the notion of p-ordered sequence (Knuth, 
1973, p. 86). The following are immediate properties of p-sortedness: 
1. If a sequence is p-sorted, then it is (p + i)-sorted, for all i 2 0. 
2. If a sequence is p-sorted, it may not be (p - 1 )-sorted. 
3. A sequence is O-sorted if and only if it is sorted (completely 
sorted). 
We now define the new measure of presortedness. 
DEFINITION 2.2. Let NCN denote the set of finite sequences of non- 
negative integers. Define Par: NCN + N by, for all XE NcN: 
Par(X) = min { p ) X is p-sorted} 
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The following are some basic properties of Par, for all X= 
(x,, x2, ..., x,): 
1. 0 < Par(X) <n - 1. 
2. Par(X) = 0 if and only if X is sorted. 
3. Par(X) = n - 1 if and only if x, < xi. 
DEFINITION 2.3 (Mannila, 1985). Letting m: NC’” + I? be some function, 
we say that m is a measure of presortedness if and only if: 
1. If X is in ascending order, then m(X) = 0. 
2. If x= (x,, x 2, . ..t -%), y= (VI, y,, . . . . y,), and xi d xi if and only 
if yi 6 yj, for all i, j E { 1, 2, . . . . n ), then m(X) = m( Y). 
3. If Y is a subsequence of X, then m(Y) <m(X). 
4. If Xd Y (that is, every element of X is no greater than every 
element of Y), then m(XY) <m(X) -t m(Y). 
5. For all .Y in N, m( (x) X) d 1x1 + m(X). 
Some examples of measures of presortedness are: 
DEFINITION 2.4. Let X= (x,, . . . . x,). 
1. Inv(X) is the number of inversions in X and it is defined by 
Il{(i,j)(l <i<jdn and xi>Xj}ll. 
2. Runs(X) is the number of maximal ascending subsequences of X 
less one and it is defined by /I {i 11~ i < n and xi+ i < xi> I(. 
3. Rem(X) is the minimum number of elements that need to be 
removed from X to obtain a sorted sequence. 
4. Exe(X) is the minimum number of exchanges of arbitrary elements 
needed to sort X. 
5. Q(X) is the zero measure that is defined as 0. 
6. mio(X) is the discrete measure and it is defined as 0 if X is sorted, 
and 1 otherwise. 
LEMMA 2.1. Par is a measure of presortedness. 
Proof. The proof consists of verifying that the axioms hold for Par. To 
verify axiom 4, we prove a stronger result, namely that, if X< Y, then 
Par(XY) = max{ Par(X), Par(Y)}. 
Let Par(X) = p, Par( Y) = q, and r = max{ p, q). We prove that 
Par(XY) d r. We write XY = (z,, z2, . . . . z, + m), where z, = xi if 1 $ id n 
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and zi=yi-” if n+l<idn+m. We must show that if i-j>r, then 
zj Q zi. Suppose i-j > r. 
Case 1. If i < n, then j d i and zj = -yj = zi, because Par(X) =p G r. 
Case 2. If j>n, then z~=Y~-~,z~=~~-~, and (i-n)-(j-n)=i-j. 
Thus zj < zi, because Par( Y) = q < r. 
Case 3. Ifj d n < i, then zj E X and z, E Y. Since A’< Y, we conclude that 
zj 6 zi. 
Notice that Par(XY)Qmax(Par(X), Pur( Y)} is enough to verify the 
axiom since Par(X) 2 0 and Par(Y) > 0. The reader can now verify that 
Par(XY) b max{ Par(X), Par(Y)}. 1 
The concept of an optimal algorithm with respect to a measure of 
presortedness was given in a general form by Mannila (1985). 
DEFINITION 2.5. Let m be a measure of presortedness, and S be a sorting 
algorithm which uses T,(X) comparisons on input X. We say that S is 
optimal with respect to m (or m-optimal) if, for some c>O, we have, for 
all X= (xi, x2, . . . . x,): 
where below(X, m) = { YI Y is a permutation of { 1,2, . . . . 1x1) and 
m(Y) 6 m(X)}. 
3. COMPARING MEASURES OF FRESORTEDNESS 
Having defined our new measure of presortedness we first demonstrate 
that it is different from other measures. 
DEFINITION 3.1. Let m,, m2: NC”’ --f N be two measures of presorted- 
ness. We say that these measures are equivalent if there exist constants 
ci, c,>O and n,EN such that, for all XEN”” with 1x1 >n,, 
c,m,(X) <q(X) < cpm,(X). 
This notion of equivalence was used in Estivill-Castro and Wood (1987) 
to prove the following theorem. 
THEOREM 3.1. Par is not equivalent to any of the measures m,, m,,, Inv, 
Runs, Rem, Exe, but, for all XE NcN, 
1. Par(X) < Inv(X). 
2. Rem(X) < IX/( 1 - l/(Par(X) + 1)). 
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We notice that Par measures global presortedness rather than local 
presortedness. In this sense Par is similar to Inv. It can be shown that the 
bounds above are tight, for example: 
LEMMA 3.2. For all k E N and for all c > 1, there is a sequence X E NC N 
such that Par(X) > (Inv( X) + k)/c. 
Mannila (private communication) claimed that Inv(X) < 1 X( Par(X); we 
are able to obtain the following stronger result. 
LEMMA 3.3. For all sequences X, Inv(X) d 1x1 Par( X)/2, and this bound 
is tight. 
Observe that the leftmost element in X that gives rise to an inversion 
cannot have more than Par(X) inversions. An inductive argument based on 
this observation yields the stated result. 
As a consequence, we conclude that Par(X) <Par(Y) only implies that 
Inv(X) d (XJ Inv( Y)/2, and this is the best possible. 
There are other functions that measure disorder in a sequence. Skiena 
(1988) defined an integer funtion as the number of “encroaching sequen- 
ces”; however, this function does not satisfy Mannila’s axioms even if it is 
scaled. Metrics on the set S, of permutations of { 1, . . . . n} lead to functions 
that evaluate disorder. Let X = (x1, . . . . x, ) be a sequence in N’ N and 
denote by n(i) the position of xi when the sequence is sorted. The following 
two metrics are discussed in (Diaconis and Graham, 1977; Papaioannou 
and Loukas, 1984): 
1. D(X) = C’= I In(i) - iI, and 
2. S(X) =x1= 1(7c(i) - i)‘. 
D and S do not fully qualify as measures of presortedness, since they do 
not satisfy axiom 5 in Definition 2.3. D and S have a natural interpretation 
as distances to the point (1, 2, . . . . n) on the surface of a sphere in n dimen- 
sional space. However, the distance 
M(X)= max In(i)-il 
I<i<n 
can be shown to be a measure. At first, it appears that M and Par are 
equal, but they are only equivalent, as the following result demonstrates. 
LEMMA 3.4. For all XE NCN, M(X) < Par(X) < 2M( X) and these bounds 
are tight. 
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The following example shows the tightness in the second inequality. Let 
X= (n + 1, 2, 3 ,..., n- 1, 2n, 1, n +2 ,..., 2n - 1, n). 
Then, Par(X) = 2n - 1 and M(X) = n. 
4. A LOWER BOUND 
We claim that, in a comparison-based model of computation, an 
algorithm to sort p-sorted sequences requires Q(max{ n, n log(p + 1) > ) 
comparisons. To show this, consider the set 
Let Bj be any permutation of the elements of Ai. We build a sequence X 
by catenating the Bi: 
It can be directly verified that X is p-sorted. Furthermore, this shows that 
there are at least (p+ l)!Ln’(p+‘)J - p sorted sequences. Hence, we conclude: 
THEOREM 4.1. jIbelow(X, Par)jj 2 (Par(X)+ l)!L’l/(Pnr(Xf+l)J. 
Hence, any comparison-based algorithm that sorts p-sorted sequences 
requires s2(n log(p + 1)) comparisons. 
5. AN OPTIMAL ALGORITHM 
Suppose we are asked to sort a sequence X= (xi, . . . . x,), and we 
are given the additional information that Par(X) =p. Consider the 
subsequences 
These subsequences are sorted; by repeatedly pairing and merging them, 
we sort X with O(n logp) comparisons in the worst case. 
Another approach to the same problem, that requires two rounds, is 
to use an m log m sorting algorithm to sort the blocks (xi, . . . . ?c,>, 
<x 2p+l, .-.2x+.), and so on. That is, sort (Xb(i- i) + , . . . . . .+), for 
ie { 1, . . . . Wp)}. Then, for ie { 1, . . . . n/(2p) - I}, merge the blocks 
(x(2i-l)p+13 ...2 x,~,-,), (x,~~)~, . . . . . ~(~~+i)~~,). This is also a sorting 
algorithm that requires O(n logp) comparisons in the worst case. 
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These algorithms are not Par-optimal since they require the value of Par 
as input. We will now describe a Par-optimal algorithm, Par-Guess-Sort. 
First, if the sequence is sorted, halt. Otherwise, guess that Par(X) = 2 and 
apply one of the algorithms described above. If this gives a sorted sequence, 
halt. Otherwise, square the current guess for Par(X), and again apply one 
of the above algorithms. If the result is sorted, halt, otherwise repeat. 
This can take log log Par(X) repetitions in the worst case. The number 
of comparisons performed by Par-Guess-Sort, in the worst case, is 
log log ParI X) 
C (3n + n2’) < 2n log Par(X) + O(n log log Par(X)) 
i=O 
= O(n log Par(X)), 
and there are inputs that force it to reach this number of comparisons. 
In Estivill-Castro and Wood (1987) we introduced Try-To-Merge-Sort, 
which is also a Par-optimal algorithm, based on Merge-Sort. The difference 
is that the first step in Try-To-Merge-Sort verifies if the input is sorted, and 
instead of splitting the sequence into two halves, it uses the “halving 
technique” (Mirzaian, 1987) to split the input X into X,,,, and Xodd. 
Although the multiplicative constant in Try-To-Merge-Sort is 3, it is better 
in the following sense. It makes local guesses of the value of Par on sub- 
sequences of the form [X,],. Try-To-Merge-Sort only doubles the guess at 
each level for subsequences that require it. On the other hand, Par-Guess- 
Sort must guess the value of Par for the complete sequence and does not 
benefit from local order. These observations are demonstrated with the 
following example. Let X= (xl, . . . . xn) be given by 
if i is odd, 
if i is even. 
The number of comparisons performed by Try-To-Merge-Sort is less than 
4n while Par-Guess-Sort requires 2n log n + Q(n log log n). Moreover, if 
TTMS(X) is the number of comparison performed by Try-To-Merge-Sort on 
X, it can be shown that Par-Guess-Sort requires Q( T,,,(X)) comparisons 
to sort X, for all XE N’ N. 
This suggests that we should modify Try-To-Merge-Sort,so that in addi- 
tion to its use of existing local order, it squares its guesses, instead of 
doubling them. This gives an O(n log(Par(X)) algorithm with an optimal 
multiplicative constant of 1 as we now show. 
Modified-Try-To-Merge-Sort works as follows. If it is given a sorted 
sequence, it halts. Otherwise, if the depth of recursion is 0 (it is the first 
call), it divides the input into X,,,, and Xodd, calls itself recursively on 
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these two subsequences, and merges the results of the recursive calls. If the 
depth of recursion is d> 1, it sets p to 22d-‘, calls itself recursively on 
and merges the results of the recursive calls until it has a single sorted 
sequence which is the output. 
The results in Estivill-Castro and Wood (1987) can be extended to show 
that if Par(X) =p then a subsequence at depth d>O has Par value less 
or equal to LP/~~~-’ J. Thus, the maximum depth of recursion is 
log log Par(X). Therefore, at most 1x1 log log Par(X) comparisons are used 
in verifying if subsequences are sorted. 
It is straightforward to show that at most JX( 2d-1 comparisons for 
merging purposes are performed at depth d > 0. Hence, the leading term of 
the number of comparisons performed by Modljkd-Try-To-Merge-Sort on 
input X is given by 
log log PO(X) 
dg, P-I zd- l= I Xl(log Par(X) - 1). 
ACKNOWLEDGMENTS 
The authors thank the anonymous referee for his helpful comments, references to the 
statistical literature, and the two-round sorting algorithm. We are also grateful to Michael 
Fredman who suggested the doubling technique that gave rise to Par-Guess-Sort. 
RECEIVED October 28, 1987; ACCEPTED January 12, 1989 
REFERENCES 
COOK, C. R., AND KIM, D. J. (1980), Best sorting algorithms for nearly sorted lists, Comm. 
ACM 23, 62&624. 
DIACONIS, P., AND GRAHAM, L. (1977), Spearman’s footrule as a measure of disarray, J. Roy. 
Statist. Sot. Ser. B 32, No. 2, 262-268. 
ESTIVILL-CASTRO, V., AND WOOD, D. (1987), “A New Measure of Presortedness,” Technical 
Report 87-CS-58, Department of Computer Science, University of Waterloo. 
GUIBAS, L. J., MCCREIGHT, E. M., AND PLASS, M. F. (1977), A New representation of linear 
lists, in “9th ACM Annual Symposium on Theory of Computing,” p. 49-60. 
IGARASHI, Y., AND WOOD, D. (1987), “Roughly sorting-A generalization of sorting,” Techni- 
cal Report CS-87-55, Department of Computer Science, University of Waterloo. 
KNUTH, D. E. (1973), “The Art of Computer Programming, Vol. 3: Sorting and Searching,” 
Addison-Wesley, Reading, MA. 
MANNILA, H. (1985) Measures of presortedness and optimal sorting algorithms, IEEE Trans. 
Compur. C-34, 318-325. 
A NEW MEASURE OF PRESORTEDNESS 119 
MEHLHORN, K. (1979). Sorting presorted files, in “4th GI Conference on Theory of Computer 
Science,” Lecture Notes in Computer Science, Vol. 67, pp. 199-212, Springer-Verlag, 
New York/Berlin. 
MIRZAIAN, A. (1987), River routing in VLSI, J. Comput. System Sci. 34, 43-54. 
PAPAIOANNOU, T., AND LOUKAS, S. (1984), Inequalities on rank correlation with missing data, 
J. Roy. Statist. Sot. Ser. B 46, No. 1, 68-71. 
SADO, K., AND IGARASHI, Y. (1985), “A Parallel Pseudo-Merge Sort on a Mesh-Connected 
Processor Array,” Technical Report CS-85-3, Department of Computer Science. Gunma 
University, Japan. 
SKIENA. S. S. (1988), “Encroaching Lists as a Measure of Presortedness,” Technical report. 
Department of Computer Science, University of Illinois, Urbana. 
WAINWRIGHT, R. L. (1985) A class of sorting algorithms based on Quicksort, Comm. ACM 
28, 396402. 
Primed in Belgium 
