The densification and expansion of wireless network pose new challenges on interference management and reducing energy consumption. This paper studies energy-efficient resource management in heterogeneous networks by jointly optimizing cell activation, user association and multicell multiuser channel assignment, according to the long-term average traffic and channel conditions. The proposed framework is built on characterizing the interference coupling by predefined interference patterns, and performing resource allocation among these patterns. In this way, the interference fluctuation caused by (de)activating cells is explicitly taken into account when calculating the user achievable rates. A tailored algorithm is developed to solve the formulated problem in the dual domain by exploiting the problem structure, which gives a significant complexity saving. Numerical results show a huge improvement in energy saving achieved by the proposed scheme. The user association derived from the proposed joint resource optimization is mapped to standard-compliant cell selection biasing. This mapping reveals that the cell-specific biasing for energy saving is quite different from that for load balancing investigated in the literature.
I. INTRODUCTION
T HERE exists an emerging paradigm shift in wireless infrastructure systems, where densely deployed small and low-cost base stations (BSs) are embedded into the conventional cellular network topology to form a so-called heterogeneous network (HetNet) [1] . In a dense HetNet, BSs are typically deployed to satisfy the peak traffic volume and they are expected to have low activity outside rush hours such as nighttime. Hence, there is a high potential for energy saving if BSs can be switched off according to the traffic load [2] .
Obviously, cell activation is coupled with user association: the users in the muted cells must be re-associated with other BSs. In addition, cell muting and user re-association Manuscript received July 15, 2015;  revised November 25, 2015;  accepted January 29, 2016. Date of publication February 15, 2016 ; date of current version June 7, 2016. This work was presented in part at ICASSP 2016 [25] . The associate editor coordinating the review of this paper and approving it for publication was C.-H. Lee.
Q. Kuang impose further challenges on interference management, since the user may not be connected to the BS with the strongest signal strength. This interference issue can be resolved by resource coordination, i.e., properly sharing the channels among multiple cells and then distributing them to the associated users in each cell. Hence, to achieve energy efficiency, multicell multiuser channel assignment should be integrated into the optimization of the cell activation and user association. However, the resource management that considers the above elements jointly is very challenging mathematically because the inter-cell interference coupling leads to the inherent nonconvexity in the optimization problems. To make the problems tractable, the previous studies relied on worst-case interference assumption [3] , [4] , average interference assumption [2] , [5] , or neglecting inter-cell interference [6] . In these works, the interference was assumed static (or absent), i.e., independent of the resource allocation decisions in each cell when estimating the user achievable rate. Clearly, this is a suboptimal design because the BS deactivation will cause interference fluctuation in the network, hence affecting the user rate.
This paper develops a new framework for energy-efficient resource management to consider the coupling effect of the inter-cell interference caused by cell activation. The idea is to pre-calculate the user rate under each possible interference pattern (i.e. an interference scenario in the network, described as one combination of ON/OFF activities of the BSs), and then perform resource allocation among these patterns. This allocation yields the actual interference and the corresponding user achievable rates that well match the interference at the same time.
Other related works include [7] , [8] , [24] and references therein, where the sparse optimization techniques similar to one adopted in this paper have been used to optimize BS activation and/or coordinated multi-point processing (CoMP) according to the instantaneous channel state condition, with pre-determined channel allocation. By contrast, we consider a slow adaptive strategy over a period of many minutes to reduce the control overhead. Moreover, channel allocation is introduced as an effective way for interference mitigation.
The system model and problem formulation in this work stem from our prior studies in [9] , [21] , where multi-pattern resource allocation were exploited to maximize the network proportional fairness utility with a fixed number of active cells. The similar idea of allocating spectrum among multiple reuse patterns in a slow timescale has also been adopted in independent works [10] , [23] for optimizing queueing delay and/or energy management. Nevertheless, in this paper a unique dual cutting plane approach is used to develop efficient solving algorithms (see a summary of contributions below).
The main contributions of this paper are: 1) A multi-pattern framework is proposed to jointly optimize the cell activation, user association, and multicell multiuser channel assignment, according to the long-term average traffic and channel conditions. Although a network of B cells has 2 B possible interference patterns, we show that a small number of patterns are sufficient to obtain accurate estimates of the user rates. 2) A tailored algorithm is developed for solving the formulated resource management problem. There are two ingredients in this development: the reweighted 1 minimization [11] is used to tackle the 0 term in the objective, and a cutting plane method is used for solving the dual problem by exploiting the problem structure, resulting in a significant complexity saving compared to directly applying standard interior-point solvers. This complexity reduction makes it possible to include all 2 B patterns in the optimization problem for reasonably-sized networks, providing an energy saving benchmark for comparison with other schemes where pattern selection is restricted. 3) Using the proposed framework, existing resource management proposals are evaluated and compared in a unified manner, where the interference coordination is either involved or not, and the user association is either optimized jointly with the resource allocation or performed by simple cell selection biasing. In this way, the impacts of interference coordination and user association on energy saving are individually characterized. 4) The user association decision obtained by the proposed joint resource optimization is mapped to standardcompliant cell selection biasing [1] . This mapping reveals that, in contrast to previous studies (e.g., [12] ) where common per-tier biasing is sufficient in terms of load balancing and network rate utility maximization, the energyefficient solution requires individual biasing for different cells in the same tier. The remainder of this paper is organized as follows. Section II introduces the system model. Rate-constrained energy saving problem is formulated and studied in Section III. Section IV develops a unified view on a wide range of existing resource management schemes, and the performance comparison is provided in Section V followed by conclusion in Section VI.
II. SYSTEM MODEL
We consider a downlink HetNet, where a number of small cells 1 are embedded in the conventional macro cellular network. The set of all (macro and small) cells is denoted by B = {1, 2, . . . , B}. The cells can be switched on or off every time period T (say, many minutes) according to the fluctuations in the traffic load. We select K test points in the network 1 Cell and BS are used interchangeable in this paper Fig. 1 . An illustration of multi-pattern resource allocation in a HetNet consisting of one macro (Cell 1), two small cells (Cells 2 and 3), and 3 test points. Bar chart (a) gives a result of spectrum allocation among all 7 patterns, where π i is the fraction allocated to pattern i. As shown, π 3 = π 5 = π 6 = π 7 = 0. Result of (a) can be directly translated into spectrum allocation among different cells as shown in (b), (c), and (d) respectively, where forbidden frequency resources are indicated in white color. α kbi denotes the fraction allocated to test point k by BS b under pattern i. In the shown result, Cell 1 serves test points 2 and 3, and Cell 2 serves points 1 and 2.
as the representation of typical user locations [4] , denoted by K = {1, 2, , . . . K }. The user demand of each test point k ∈ K is represented by a minimum required average rate d k , which is assumed known from traffic estimation and user QoS requirements (see Section V-E for more discussion on test point selection and demand modeling). We are interested in developing adaptive strategies for every period of T to accommodate the user demand with minimum network energy consumption, taking into account the inter-cell interference coupling.
In the proposed framework, pattern activity vector a i = (a i1 , a i2 , . . . , a i B ) T is used to indicate the ON/OFF activity of the BSs under pattern i, where
We denote the set of pre-defined patterns by I = {1, 2, . . . , I } and further define the matrix A = (a 1 , a 2 , . . . , a I ) to combine the activity vectors for all candidate patterns. In order to fully characterize the interference scenarios in a network of B cells, generally speaking, 2 B patterns are needed. However, since BSs located far away have weak mutual interference, omitting some patterns will not affect the accurate estimation of user achievable rates. We will discuss more on this next (see Proposition 1 and Section IV-C). Fig. 1 illustrates the idea of multi-pattern formulation. Firstly, the multi-cell channel allocation is translated into partitioning the spectrum across all patterns. In a slow timescale considered in this paper, all frequency resources can be assumed to have equal channel conditions. Denote the spectrum allocation profile by π = (π 1 , . . . , π i , . . . , π I ) T ∈ , where π i represents the fraction of the total bandwidth allocated to pattern i and = {π : i∈I π i = 1, π i ≥ 0, ∀i}. Then the total bandwidth fraction allocated to
Secondly, denote by α kbi ≥ 0 the fraction of resources that BS b allocates to test point k under pattern i. Naturally, each BS is allowed to use up to π i resources under pattern i for its associated test points, expressed as k∈K α kbi ≤ π i , ∀b, ∀i. Note that the association is implicitly indicated by α kbi , i.e., α kbi > 0 means test point k is associated with BS b under pattern i, while zero value of α kbi means that they are not connected.
Finally, we define the usage of BS b as
A. Rate Model
Assuming flat power spectral density (PSD) of BS transmit power and the noise, the received SINR of the link connecting BS b to test point k under pattern i is
where a ib is the cell activation indicator as given in (1), P b is the PSD of BS b, σ 2 is the received noise PSD. We denote the channel gain between BS b and test point k over the n-th frequency resource by √ G bk h bk,n where G bk is the large-scale coefficient including antenna gain, path loss and shadowing, and h bk,n accounts for the small-scale fading. We assume {h bk,n , ∀b, ∀k, ∀n} are independent and identically distributed (i.i.d.). Hence, the ergodic rate of test point k served by the b-th BS under pattern i can be written as
where W is the system bandwidth, α kbi denotes the fraction of bandwidth that BS b allocates to test point k under pattern i, h (h 1k,n , h 2k,n , . . . , h Bk,n ). Finally, the total rate of test point k is obtained as
Note that r kbi can be pre-calculated using (3) and hence treated as constants during the resource optimization. In (4), single-BS association restriction is not enforced, i.e., test point k is allowed to be connected to multiple BSs. The physical interpretation of this relaxation could be that the signals for test point k from multiple BSs are encoded and decoded separately by treating the signals from all BSs except one as interference (see (2) ), and then the rate contributions from multiple BSs are summed up to give the final rate of test point k. We will show in Section V-B that this relaxation turns out to be really tight, in the sense that almost all of the test points are associated with single BS as the result of optimization.
B. Energy Consumption Model
As mentioned previously, the BS usage is defined as ρ b = k i α kbi , ∀b. A typical power consumption model for BSs consists of two types of power consumption: fixed power consumption and dynamic power consumption that is proportional to BS's utilization [2] . Denote by P OP b the maximum operational power of BS b if it is fully utilized (i.e., ρ b = 1), which includes power consumption for transmit antennas as well as power amplifier, cooling equipment and so on. We can then express the total power consumption by all BSs as
where q b ∈ (0, 1] is the portion of the fixed power consumption for BS b as long as it is switched on, and |x| 0 is the function that takes the value of 0 if x = 0 or the value 1 otherwise (i.e., 0norm applied to a scalar). Note that by setting q b = 1 we arrive at a constant energy consumption model considered in [3] , [13] , which is a reasonable assumption for macro BSs. However, the small BSs such as pico or femto BSs may have smaller value of q b because they do not usually have a big power amplifier or cooling equipment.
III. RATE-CONSTRAINED ENERGY SAVING

A. Problem Formulation
The joint optimization of cell activation, user association and interference coordination via channel assignment for network energy saving can be formulated as
where ((6c)) specifies the user demand of all test points, and all variables and parameters have been explained in Section II. The difficulty of solving (6) lies in two facts. The first is the combinatorial objective function involving the 0 -norm. The other is that the number of all possible patterns in the network grows exponentially with the number of cells as 2 B , resulting in huge problem dimension for a moderate-sized network. Fortunately, the following Proposition 1 identifies that only a small number of patterns out of 2 B are needed for resource allocation to achieve the optimality.
Proposition 1: There exists an optimal solution to problem (6) that activates at most K + B + 1 patterns, i.e., |{i ∈ I : π i > 0}| ≤ K + B + 1, where K and B are the number of users and number of cells in the network, respectively.
Proof: The proof is given in Appendix. Proposition 1 indicates that if we know the set of most important patterns beforehand, the complexity of solving the resource allocation problem (6) can be significantly reduced by restricting the candidate patterns to this set. Section IV-C suggests a practical guideline for pre-selecting candidate patterns. The effectiveness of this selection criterion in terms of energy saving will be evaluated in Section V.
B. Feasibility Test
Before describing the proposed method to solve (6), we introduce a rate balancing scheme to test the feasibility of (6) as follows. First, the rate requirement can be expressed using
Then the feasibility of problem (6) can be determined by solving the following rate balancing problem:
where X is defined by (6d), (6e) and (6f). Let R sum denote the optimal value of problem (7) . The original problem (6) is feasible if and only if R sum ≥ k d k .
Note that problem (7) is a linear optimization problem and always feasible. It can be efficiently solved by, e.g., interiorpoint methods, using off-the-shelf solvers, if the problem dimension O(I K B) is small. However, it is also desirable to solve (7) by involving a large number of patterns. This could happen when we consider all possible 2 B patterns in order to calculate an optimal performance benchmark in a reasonablesized network, or when the pre-selection still results in lots of candidate patterns for a large-scale network. In such case, the existing interior-point solvers, such as SeDuMi and SDPT3, cannot be applied, since they typically have cubic computational complexity in the problem dimension [14] . Fortunately, the problem has an interesting structure that facilitates a tailored cutting plane method to solve the dual problem.
The dual objective function can be written as
where λ = (λ 1 , . . . , λ K ) T with λ k being the multiplier for the k-th inequality constraints in (7b). This function is unbounded unless k λ k = 1. Therefore, the corresponding dual problem can be stated as
Since the primal problem (7) is feasible, strong duality holds for this linear program [15, Ch.5] . So (7) can be alternatively solved by the dual problem (9) . The following Proposition 2 plays an important role for developing efficient solving algorithms.
Proposition 2: The inner minimization of problem (9) with fixed λ has a closed-form solution, which is
wherek
Proof: The inner minimization of (9) with respect to (α, π ) can be rewritten as the following inner-outer formulation:
where • r kbi is defined in (14) . Since
• r kbi ≤ 0, it is clear that the inner problem of (15) with respect to α is solved by each BS exclusively allocating maximum allowable resources to the single user who benefits the most for each pattern, i.e.,
wherek is expressed as (12) . Substituting the solution of (16) back to (15) , we arrive at the following problem:
which is solved by pooling all resources to one pattern. So we obtain the solutions of (13) and (11), hence (10). By means of introducing an auxiliary variable z, the dual problem (9) can be equivalently expressed as
which unfortunately has infinitely many constraints in (18b). The cutting plane algorithm solves an approximation at every iteration by considering only finite number of constraints and then refines this approximation by adding more constraints (cuts) for next iterations. Specifically, the following master problem is solved during the l-th iteration, given Let (λ (l) , z (l) ) be an optimal solution to the above problem (19) . Then we have z (l) ≥ z , where z is the optimal value of the original dual problem (18) , because the problem (19) has less restrictive constraints. In order to check whether (λ (l) , z (l) ) is also an optimal solution to the original dual problem, we need to solve the inner minimization of problem (9) for given λ (l) :
i.e., the dual function g is evaluated at λ (l) . Let (α (l) , π (l) ) be an optimal solution to the problem (20) .
is an optimal solution to (18) (hence (9)). Otherwise, (λ (l) , z (l) ) is not a solution to the dual problem since it violates the constraint in (18b) for α = α (l) . In this case, the master problem of next iteration will be refined by adding a cut, i.e., adding α (l) to the current collection of points α (0) , . . . , α (l−1) . Problems (19) and (20) are iteratively solved to find an optimal dual solution (λ , z ). The difficulty with huge dimension has now been encapsulated in problem (20) and nicely resolved thanks to the Proposition 2. The master problem (19) is a linear program with small dimension (not involving 2 B term) that can be trivially solved using any standard solver. The whole algorithm is summarized in Algorithm I.
The complexity saving of the proposed algorithm in comparison to standard interior-point solvers can be briefly analyzed as follows. If problem (7) is directly solved by interior-point methods, the complexity is roughly O(I 3 K 3 B 3 ). By contrast, every iteration of the proposed algorithm requires finding a solution to (20) by Proposition 2, and a solution to (19) by interior-point solvers. Specifically, solving (20) requires O(I K B), while the complexity of solving (19) depends on the number of constraints in (19) , which is increased by one inequality per iteration. Our numerical results suggest that the number of iterations is proportional to K (see footnote 2 for possible reasons). Consequently, it is safe to bound the complexity of solving (19) as O(K 3 ) per iteration. Hence, the overall complexity of the proposed algorithm is O(I K 2 B + K 4 ), much lower than directly applying interior-point solvers to the original problem. 2 The reason that Algorithm I converges before the number of constraints in (19) grows significantly large is due to the inherent sparse structure of the solution. As identified by Proposition 1, the solution only activates a small number of patterns even if all possible patterns are candidate ones. Since the proposed algorithm activates one pattern per iteration (see (11)), the total number of iteration is unsurprisingly much lower than |I| if |I| is large.
Finally, after the dual problem is solved by the proposed algorithm, the primal solution can be recovered as follows [16, Ch.6] :
where κ j with j = 0, . . . , l − 1 are the dual variables associated with the inequality constraints of (19) , which are typically available as a by-product if we solve the problem (19) by a standard interior-point solver.
C. Solving the Energy Saving Problem With Rate Requirement
We now turn the attention to solving (6) if it is feasible. The idea is to apply reweighted 1 -norm minimization methods [11] , originally proposed to enhance the data acquisition in compressed sensing. It is known that for nonnegative scalar x ≥ 0, [3] . With a small design parameter > 0, we neglect the limit and then approximate the 0 -norm as
Relying on (23) and ignoring unnecessary constants, the problem (6) can be approximately solved as:
Note that (24) is a continuous problem unlike the one in (6) involving combinatorial terms. However, (24) is not a convex problem since it minimizes a concave function. Fortunately, it falls into the framework of difference-of-convex (DC) functions and therefore can be efficiently solved by the convex-concave procedure [17] .
Specifically, by applying the first-order Taylor expansion to the objective function in (24) at the point ρ (t−1) obtained in (t − 1)-th iteration, we arrive at the following problem for the t-th iteration:
where the weight
with
The convergence can be characterized as follows: Proposition 3: Any limiting point of (α (t) , π (t) ) generated by the above convex-concave procedure as t → ∞ is a stationary point of problem (24) .
Proof: We first eliminate the equality constraint (24b) by substituting it into the objective (24a), and then denote the rest of constraint set (X with (24c)) by Y. It can be easily verified that Y is compact (closed and bounded). According to Remark 7 in [26] , our problem satisfies all conditions of Theorem 4 in [26] . By applying this theorem, the proposition is proved.
In practice, the reweighted 1 method converges typically within 6-10 iterations to a desirable accuracy and the largest improvement in sparsity is obtained in the first few iterations.
Problem (25) is a linear program. Like in Section III-B, it can be tackled in the dual domain by the cutting plane method, resulting in similar complexity saving as explained in Section III-B. In Section V-B, we will compare the running time of the proposed algorithm to that of a commercial solver by simulation.
By dualizing the constraint of (25b), we can express the dual function as
Following the idea presented in Section III-B, we formulate the master problem as maximize μ≥0,z
and the inner problem as
respectively, where we denote the solution to (29) by (μ (l) , z (l) ) and the solution to (30) by (α (t,l) , π (t,l) ). The master problem (29) is refined for the next iteration by adding α (t,l) to the constraint (29b). In this way, we iteratively solve (29) and (30) until h(μ (l) ) ≥ z (l) , implying that we have solved the problem (25) in the dual domain. Then we can find the primal solution following the same idea as before: α (t) = l−1 j=0 κ j α (t, j) and π (t) = l−1 j=0 κ j π (t, j) , where {κ j } are the dual variables corresponding to the inequality constraints of (29b).
Finally, the outermost iteration is to adjust the weights according to (26) and (27) and then the problem (25) is solved again with the new weights. We summarize the proposed approach in Algorithm II.
The key enabler in Algorithm II is the following Proposition 4, which shares the similar spirit to Proposition 2: 
wherek(b, i) = arg min krkbi withr kbi = w Proof: The proof can be obtained following the similar steps that we use to prove Proposition 2. The only difference is thatr kbi can now take positive values. If min krkbi > 0 for the given b and i, then
will result in α kbi = 0, ∀k for the given b and i. Moreover, if (min krkbi ) = 0 for the given b and i, we can also set α kbi = 0 without affecting the optimality. Taking these two facts into account, we modify α (t,l) kbi in (31) accordingly, andī as well. Remark 1: The cutting plane method should be initialized with a strictly primal feasible solution, otherwise the master problem will become unbounded in the first iteration or not work properly. The proposed Algorithm II checks the feasibility of the primal problem in step 1. If the prescribed rate constraints are feasible, the checking procedure guarantees to find a strictly primal feasible solution, which is used to initialize the cutting plane iteration (see step 6).
IV. UNIFIED STUDY OF BASELINE STRATEGIES
In this section, we show how to develop a unified view on a wide range of previous strategies.
A. Cell Activation and User Association Without Interference Co-Ordination
The cell activation and user association has been studied in [3] , [4] , where worst-case estimates of the user rates resulted from no intercell interference coordination are used to calculate the QoS requirements. The strategy presented in [3] , [4] can be easily analyzed using the proposed framework in this paper. It corresponds to restricting the candidate pattern set to exactly one pattern: All-ON pattern (i.e., reuse-1 pattern). To compute the link rate under the reuse-1 pattern, we set {a il = 1, ∀l ∈ B} in (2) and then calculate the rate according to (3) . Since there is only one allowed pattern for resource allocation, we can drop both the subscript i and the pattern allocation variable π , focusing on the two-dimension resource allocation variable α kb only.
Consequently, the user rate constrained energy saving problem of (6) boils down to
which can be solved by the convex-concave procedure as described before. We will compare this strategy with our proposal in Section V.
B. Range Expansion User Association
Reference signal received power (RSRP) is adopted in LTE/LTE-A standards as a signal quality indicator [18] . In LTE-A HetNets, range expansion (RE) has been further introduced as a simple scheme to control the load distribution among pico and macro layers [1] . The basic mechanism is to add a positive bias (in dB) to the RSRP received from small cells when deciding the association of user equipments (UEs).
In the proposed framework, to express the association of the test point k according the RE rule, a binary association indicator s kb can be introduced:
where RSRP jk is the received RSRP (in dBm) at the test point k from cell j, and η j is the bias value (in dB) of cell j.
1) Cell Activation and Interference Co-Ordination With Fixed RE Association:
In order to separate the impact of the RE user association rule from that of resource allocation, we can pre-define a set of RE biases and fix the user association according to (35). Then the cell activation and resource allocation problem with fixed user association can be formulated as minimize α,π
where r RE kbi s kb r kbi is the effective rate obtained by forcing the elements of r kbi that are not allowed to associate due to the RE rule to zero, and K b = {k ∈ K : s kb = 1}.
Interestingly, the following Proposition 5 justifies that K b can be replaced by K without loss of optimality, meaning that the algorithms developed in Section III can be directly applied to solve (36).
Proposition 5: The problem (36) can be equivalently solved by replacing all K b with K.
Proof: By replacing K b with K in problem (36), we restrict the feasible set since K b ⊆ K. However, doing so will not compromise the optimality. The reason is that BS b does not contribute any rate for users outside K b (due to the definition of r RE kbi ). Hence, we can set α kbi = 0, if k / ∈ K b . Detailed proof is omitted due to lack of space, which can be found in an extended version of this paper [28] .
2) Mapping the Jointly Optimized Association to Cell-Specific Biases: In Section III, we propose and solve the coupled problem of optimizing the user association, cell activation and resource allocation. It is interesting to see how this jointly optimized user association can be mapped to the cellspecific biases. In other words, we would like to choose values of η j , ∀ j ∈ B such that the user association based on the rule given by (35) leads to the association decisions derived in Section III by a joint optimization.
To achieve this goal, we propose to minimize a weighted mean square error of the association. Specifically, we aim to solve the following optimization problem: where η = (η 1 , . . . , η B ) T , the weight ω b is used to emphasize the different impacts of the association error on different cells (e.g., macro cells can have larger weights to account for the larger energy consumption if macro cells are forced to switch on due to errors in the user association), s kb is related to η according to (35), the reference association s kb is derived from the joint optimization given in Section III as s kb = i∈I α kbi 0 , ∀k, ∀b, and α kbi is the solution to problem (6) using the Algorithm II.
Problem (37) is solved by a coordinate descent method in this paper, i.e., one-dimensional search for one bias value is performed at a time while keeping the rest of biases fixed. The iterative procedure is terminated if the objective cannot be further reduced. The objective function is guaranteed to converge, although the resulting solution is not necessarily globally optimal. The solution depends on the order of BSs being updated. Hence, we solve (37) several times with different updating orders, and then select the best one. Also note that the RE rule typically results in the single-BS association for each test points, but the solution derived by joint optimization in Section III may yield multiple-BS association for some test points. Hence, in general the minimum error in (37) is greater than zero. Nevertheless, as will be shown in Section V-D, the proposed method for solving (37) gives a set of nearly optimal cell-specific biases.
C. Cell Clustering for Activation
In order to reduce the number of candidate patterns for resource allocation, we can group multiple cells into clusters. Then each cluster is regarded as one giant cell when formulating interference patterns. In other words, all cells within the same cluster can only be simultaneously activated or deactivated.
The principle of forming a cluster is to group cells that do not interfere with each other or have very weak mutual interference into one cluster. In this way, simultaneously activating them will not significantly increase the network interference. In HetNets, pico BSs have low transmit power and antenna gain. So the interference among pico cells is expected to be low if they are deployed with reasonable inter-site distances. Therefore, we can group pico cells within one macro cell into one cluster. One the other hand, we separate the dominant mutually interfering cells (e.g., pico cells and its umbrella macro cell) into different clusters, such that the inter-cluster interference can be handled by resource allocation among clusters.
In the proposed framework, cell clustering results in a restricted set of candidate patterns. The user association and resource allocation can then be performed over this pattern set. The algorithms developed in Section III can be directly applied.
V. PERFORMANCE EVALUATION
A. Simulation Setup
A network consisting 15 cells have been used in the simulations. Among these cells, there are 3 macro cells, each of which contains 4 randomly dropped pico cells, as shown in Fig. 2 The parameters for propagation modelling follow the suggestions in 3GPP evaluation methodology [19] , and are summarized in Table III in [28] . Based on the linear relationship between transmit power and operational power consumption 3 , we calculate the maximum operational power P OP as 439W and 38W for macro and pico BSs, respectively. We further assume each macro BS has a constant power consumption, i.e., q b = 1, ∀b ∈ B macro , and the fixed power consumption of a pico takes 50% of the maximum operational power, i.e. q b = 0.5, ∀b ∈ B pico . Note that these assumptions are made for providing concrete numerical results, and they are not from the restriction of our formulation. For reweighted 1 -norm minimization, we set = 10 −6 and the maximum number of iteration is 10. Fig. 3 and Fig. 4 report the network power consumption and number of active BSs, respectively, obtained by the proposed Algorithm II. The results are plotted versus the rate requirement of the test points, where 50 and 150 test points are uniformly distributed within the network after dropping the picos, and all test points are assumed to have the same rate requirement for simplicity.
B. Performance of the Proposed Algorithm
As shown in Figs. 3 and 4 , the network power consumption, as well as the number of active BSs, increases with the user rate requirement. The maximum feasible rate requirement for 50 test points in the considered network realization is d k = 4.32Mbit/s, ∀k, while it reduces to 1.58Mbit/s if 150 test points need to be supported. In Figs. 3 and 4 , the rate requirements are chosen uniformly between 0.01Mbit/s and the maximum feasible rates. Interestingly, we observe 3 steep increases in the power consumption in Fig. 3 for both 50-test-point-case and 150-test-point-case. Actually, each of these jumps corresponds to activating one macro BS. Note that the proposed algorithm successfully deactivates the macro BSs for power saving when the rate requirement is small or moderate. It activates macro BSs only if necessary.
To verify the sparsity structure of the solution indicated by Proposition 1, we show in Table III the number of active  patterns after Algorithm II converges when all possible 2 15 patterns are considered as the candidates. As shown, the solution found by the proposed algorithm indeed allocates resources to a small number of patterns. Most of the candidate patterns have not been used. The number of active patterns slightly increases with the rate requirement, but is less than the bound established in Proposition 1.
We further show the average number of serving BSs for each test point in Table IV . As shown, although problem formulation of (6) does not enforce single-BS association constraints, almost all test points are associated with single BS as the result of optimization. In the simulated cases, multiple-associated test points only occur in three scenarios: 50 test points with demands of 2.0Mbit/s, 150 test points with 1.0Mbit/s and 1.5Mbit/s. In these three scenarios, only 1 out of 50, 4 out of 150 and 3 out of 150 are multiple-associated test points, respectively. The number of serving BSs for these multipleassociated test points are two.
To enforce single association for ALL test points, we can introduce the binary association indicator s kb and apply range expansion according to (35), where the cell-specific biases can be obtained from the optimal user resource parameter α kbi , as given by (37). This range expansion based single association will facilitate the implementation in practice. The performance will be evaluated in the following sections.
Finally, we compare the running time of Algorithm II to that of replacing steps 6 to 12 with state-of-the-art commercial solver, Gurobi [27] (with barrier method selected), and report the results in Table V. In the simulated case, 50 test points are uniformly distributed in the network with the same demand of 200kbit/s. The results are averaged over 10 random drops. The algorithms are executed in Matlab 2014 on an Intel Core i7 2.2GHz quad-core computer with 8GB RAM. We apply clustering to obtain different number of candidate patterns as shown in Table V (see Section V-C for details of feature pattern selection). Compared to the industrial-strength solver, our algorithm with a unsophisticated implementation starts to achieve some gains as the problem dimension grows. In particular, when 2 15 patterns are considered, a significant saving in running time is observed. To conclude, the proposed algorithm provides a feasible way to calculate the benchmark considering all 2 B patterns in a reasonable-sized network. It can also be applied to larger networks over a set of preselected patterns by clustering, still achieving complexity saving. 
C. Comparing Different Strategies
The first strategy is the proposed algorithm in this paper, where all 2 15 patterns are considered.
The second is the Reuse-1 scheme [3] , [4] , which can be cast into the proposed framework by restricting the candidate pattern to a single reuse-1 pattern (see Section IV-A).
The third one is the Pre-selected feature patterns scheme. The idea is to group pico BSs within one macro cell into one cluster when formulating interference patterns (see Section IV-C). In such way, the number of possible patterns has been reduced from 2 15 to 2 6 . We further restrict the candidate patterns to the following four by switching on: { p1, p2, p3}, {1, p2, p3}, {2, p1, p3}, and {3, p1, p2}, where p1, p2, p3 denote the pico clusters within cells 1, 2, and 3, respectively. This was a suggested feature pattern set in [9] achieving nearly optimal rate utility maximization. In addition to these four patterns, we add 15 patterns, each one activating one single cell, in order to increase the granularity of interference characterization.
The fourth strategy is to separate the user association from the joint optimization and apply the simple range expansion rule. In the evaluation, we set the macro bias to zero, and the same bias for all the pico BSs, choosing from 0, 10, 20, 30 and 40 dB. 4 All possible patterns are included in the resource allocation.
The results are given in Fig. 5 . As shown, the proposed algorithm considering all patterns achieves the minimum power consumption for all the given test-point-cases. We can use it as a benchmark for quantifying other strategies where the patterns are somehow restricted or resource optimization is decoupled from the user association (by RE rules).
The feature-pattern scheme achieves almost the same power saving performance as using all patterns. This is because there is little loss in the user achievable rates by characterizing interference using this feature pattern set, as shown in [9] . When it is used for activating cells to satisfy the user rate demand, it is not surprising to achieve close-to-benchmark performance.
The existing strategy based on reuse-1, on the other hand, achieves the worst power saving performance among all the methods in comparison. This is because the interference coupling has not be taken into account when (de)activating cells. It completely neglects the fact that muting some BSs can reduce the interference and hence increase the user rate. Therefore, the resulting BS activation and user association decisions are highly 4 In the current LTE networks, the maximum bias for pico range expansion is typically restricted to 15 dB. Too aggressive bias will potentially cause the control channel failure. In this paper, we do not consider this restriction when investigating the full potential of the range expansion scheme. sub-optimal. For example, as shown in Fig. 5 , the proposed algorithms (all patterns and feature patterns) only need 12% of the power consumption of the reuse-1 scheme to support 150 test points with 200kbit/s. We can also observe from Fig. 5 that the methods with the fixed RE association achieve the performance between the benchmark and the worst reuse-1 method. Moreover, by increasing the pico biases from 0 dB to 40 dB, more and more test points are offloaded onto the pico cells, increasing the opportunity of deactivating macro cells. Hence, it reduces the power consumption. However, we still observe a considerable performance loss even a large bias of 40 dB is used for pico cells, compared to the benchmark. This is because all pico BSs have to use the same bias value. We will make this point clearer by computing cell-specific biases in the next subsection.
D. Cell-Specific Bias
In Table VI , we show the cell-specific bias obtained from the jointly optimized solution for a typical network realization using the algorithm described in Section IV-B2. As can be seen, the minimization of network power consumption requires different bias for different cells. This is in sharp contrast to the conclusions derived in [12] from the perspective of load balancing, where the same bias per-tier resulted in almost no performance loss in the network rate utility. This is because biasing for energy saving is targeted at a different goal from load balancing. In order to deactivate some BSs, biasing here is used as a mechanism to concentrate users to a small set of cells.
By using the derived cell-specific bias from the jointly optimized solution, we again solve the network power minimization problem of (36) with fixed user association. The resulting power consumption now becomes the same as the joint optimal solution in Fig. 5 (we do not show the curve in Fig. 5 since it overlaps with the benchmark).
E. Modeling Aspects and Practical Implementation of the Solution
During the relatively long decision period considered in this paper, users could join the network and then leave after being served. Hence, we adopt test points as an abstract concept to represent demands of users in a given region, as in [4] . The test points can be chosen from typical user locations, or we can simply partition the geographic region into pixels, within each pixel radio propagation being considered uniform and then each pixel becomes one test point.
In the proposed model, the demand is represented by a minimum required average rate d k , similar to that in [3] , [4] . Generally speaking, the demand can be calculated from the QoS requirement of users at the test point. For example, at point k, we can assume that file transfer requests arrive following a Poisson point process with the mean arrival rate λ k in s −1 and the exponentially distributed file size with mean L k in bits, resulting in an average traffic load k = λ k L k in bit/s [2] . The file transfer requests at the same test point are served according to a first-come-first-served policy. Hence, each test point has effectively an M/M/1 queue. Suppose the QoS of users at test point k requires the average file sojourn time (or response time) is not greater than a given value τ k (in second), which can be expressed as [22] , [23] ), where R k is the average deliverable data rate of point k as given in (4), and R k /L k is the mean service rate in s −1 . This translates into the average data rate constraint R k ≥ d k , as expressed in (6c),
The proposed algorithms need the knowledge of user demand {d k , ∀k} and deliverable rate {r kbi , ∀k, b, i} at a central controller where resource management is executed. Location information is also required to identify which test point a user belongs to, which can be obtained by standard positioning methods. The serving BSs estimate/predict traffic pattern based on the traffic aggregation from all users within each test point [4] . Based on the estimated traffic information and QoS, the serving BS calculates the user demand of the associated test points and forwards this information to the central controller.
The deliverable rate r kbi is calculated at the central controller. To facilitate this calculation, each BS should forward the channel gains between itself and all test points to the central controller. Note that channel information is routinely measured by the BSs in the current mobile network standards, either relying on uplink-downlink reciprocity or feedback from users. Since the resource management is adapted at a slow timescale, the BSs can only forward wideband channel coefficients G bk in (2) and ignore the frequency-selective channel coefficients to reduce the overhead.
Once the central controller calculates the pattern resource parameter π and user resource parameter α by proposed algorithms, it informs all BSs of these decision variables. Each BS is only allowed to have access to certain fraction of system bandwidth as specified by π i and a i . Regarding the user association, the central controller decides which test point a user should belong to based on the location information. File transmission requests within a given test point k are routed to BS b by the central controller according to the association decision. Then BS b allocates certain fraction of bandwidth under pattern i to serve the transmission, as specified by α kbi . On top of this adaptation, each BS can perform individual channel-aware scheduling for its associated users among the agreed spectrum in a more frequent manner to respond to fast fading channel fluctuations.
VI. CONCLUSION
Interference coupling in heterogeneous networks introduces the inherent non-convexity to the multi-cell resource optimization problem, hindering the development of effective solutions. A new framework based on multi-pattern formulation has been proposed in this paper to study the energy efficient strategy for joint cell activation, user association and channel allocation. One key feature of this interference pattern formulation is that the patterns remain fixed and independent of the optimization process. This creates a favorable opportunity for convex formulation while still taking interference coupling into account. By grouping weakly mutual-interfering cells when formulating possible interference patterns in the network, and then allocating resources among these patterns, we arrive at an optimization problem with controllable complexity. A tailored algorithm has been proposed based on the reweighted 1 minimization and the cutting plane method in the dual domain by exploiting the problem structure, resulting in significant complexity saving. Relying on this algorithm, a benchmark involving all 2 B possible patterns in the optimization has been derived to quantify the existing solutions with restricted patterns. Numerical results have demonstrated a high power saving by the proposed strategy. In contrast to previous studies on load balancing, per-tier biasing rule is not optimal for energy saving investigated in this paper.
APPENDIX PROOF OF PROPOSITION 1
By letting α kbi = π i θ kbi , the original problem can be equivalently rewritten as minimize θ,π 
In the following, we show that if an optimal solution (θ , π ) exists we can then obtain the same optimal objective with (θ , π ) where π only has K + B + 1 nonzero entries out of |I| entries. We first define t i = (t 1i , . . . , t bi , . . . , t Bi ) T with t bi = k∈K θ kbi , and R i = (R 1i , . . . , R ki , · · · , R K i ) T with R ki = b∈B θ kbi r kbi . Then define ρ = (ρ 1 , . . . , ρ B ) T and d = (d 1 , . . . , d K ) T . According to (38b) and (38c) (note that (38c) must achieve equality at the optimum, otherwise the objective in (38a) can be further reduced), the vector (ρ T , d T ) T = i π i (t T i , R T i ) T , i.e., a convex combination of vectors (t T i , R T i ) T , ∀i ∈ I, with π i as coefficients. By Caratheodory's Theorem, (ρ T , d T ) T can be represented by at most K + B + 1 of those vectors. Denoting the resulting coefficients by π , we prove the proposition.
