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In the last decade there was an increasing interest in the relationship between
cortical and cardiovascular processes. This interest has largely been triggered by
the phenomenon of 'sudden cardiac death', which is a major cause of death in
our western society. Many researchers are trying to get a hold of the mechanism
responsible for this phenomenon: the sudden, unexpected death due to a failure
of the heart. This has led to a number of interesting lines of research, which can
be summarized as follows.
It is hypothesized that the cardiac malfunction is triggered by a sudden dual
autonomic outow to the heart, i.e. a large sympathetic activity in combination
with a large parasympathetic (vagal) activity (Skinner, 1991). This dual auto-
nomic outow is caused by a stressful event, which was processed in the frontal
cortex. The frontal cortical activity is spread to the cardiovascular system, via a
pathway from the frontal cortex to the brainstem.
Another line of research focuses on the eect of emotions on the processes in
the brain; it is hypothesized that stressful events, or the emotions induced by
these events, cause asymmetrical activity in the frontal cortex. Experimental re-
search suggests that negative emotions are processed predominantly in the right
frontal lobe, whereas the processing of positive emotions causes a predominance
in the left frontal lobe. Due to the negative stressful event the right frontal lobe
dominance causes asymmetrical spreading of activation; this results in asymmet-
rical autonomic nervous activity to the heart. In animals it has been shown
that the heart is sensitive to asymmetrical autonomic input; it increases the vul-
nerability for ventricular brillations. Thus, it is hypothesized that due to the
asymmetrical processing of emotional events, the heart is more prone to failure.
Although these lines of research oer a wide range of interesting starting
points for psychophysiological research, a number of practical problems arise.
First, psychophysiologists would like to use human subjects, which implies that
a large number of ethical guidelines must be followed. For instance, the 'stress-
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ful events' presented to subjects in laboratory surroundings are not really that
stressful. Second, what to measure? Since obviously it would not be ethical
to conduct an experiment in which subjects are prone to die of sudden cardiac
failure, experimental variables should be chosen which make it possible to study
cardiovascular and cortical reactivity in a more ethical way. This brings along
another problem: how to measure these variables.
The present study is an attempt to gain more insight into the relations between
activity of the (frontal) cortex and cardiovascular reactivity. By investigating
these relations, it might be possible to get a hold of some of the variables involved
in the phenomenon of sudden cardiac death. By no means can it give the ultimate
answer, but I hope that it will be useful for further research.
The remainder of this chapter consists of two parts. In the rst part a review
is given of the literature on sudden cardiac death, as an introduction to this
thesis. The second part focuses on the operationalization of the research topic.
It gives an overview of the general methodology used in the experiments, i.e. the
paradigm, dependent variables, and experimental manipulations, and it gives a
review of the relevant literature.
1.1 Sudden cardiac death: frontal cortical control
Many people in our western society die because of a failing heart. A large propor-
tion of these cardiac deaths are sudden and unexpected, and a number of these
deaths are even unexplained; the hearts of these persons do not show evidence of
an occluded coronary artery, of myocardial infarction, or of arteriosclerotic dis-
ease that could have caused cardiac ischemia and the fatal ventricular brillation
(Skinner, 1988). Verrier & Lown (1982) listed the characteristics of the sudden
cardiac death (SCD
1
) syndrome: it is caused by an electrical failure which leads
to ventricular brillation, its duration can range from seconds to minutes, and
there is no acute coronary occlusion or myocardial damage. It does occur more
often in persons who already have a history of coronary artery disease, but sud-
den cardiac death also occurs in persons who have no evidence at all for prior
disease (Skinner, 1988).
Since the reviews agree that coronary artery occlusion alone is not a necessary
condition for evoking ventricular brillation, it should be questioned what mech-
anism is responsible. From animal studies and from retrospective studies among
relatives of SCD victims, it is suspected that sudden cardiac death might be
triggered by a stressful event. Evidence exists that SCD victims had experienced
signicantly more 'life events' in the six months prior to their demise than control
subjects; i.e. victims of sudden cardiac death were more often recently divorced,
had more often lost their jobs, or had lost a signicant person such as a spouse
1
Appendix A contains a list of the abbreviations used in this thesis.
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or other family member, etc. (Naughton, 1982; Kamarck & Jennings, 1991). An-
imal research focused on the vulnerability of the heart. For instance, Verrier &
Lown (1982) induced ventricular brillation in dogs by electrically stimulating
the heart. When the dogs were taken out of their familiar cages and placed in an
aversive environment, this psychologically stressful situation signicantly lowered
the cardiac threshold for ventricular brillation. Skinner & Reed (1978) induced
a temporary coronary occlusion in pigs which either were or were not adapted
to the laboratory environment. Whereas in the adapted pigs the occlusion never
led to fatal arrhythmias, the non-adapted pigs suered severe fatal ventricular
brillations in response to the stressful unfamiliar environment. Apart from let-
ting the pigs adapt to the laboratory surroundings, these arrhythmias could be
prevented by physical blockade of structures in the inferior thalamic peduncle
(ITP). This blockade disrupts the projections between the thalamic reticular nu-
cleus (TRN) and the frontal cortex. Skinner (1985a) concluded that information
from the frontal cortex is projected along three major subcortical projections.
One projection is to the thalamus, and controls the sensory input channels. This
projection is disrupted by the blockade of the ITP. The second projection runs
from the frontal cortex, through the subthalamus and dorsal hypothalamus to
the brainstem. This frontocortical-brainstem (FC-BS) pathway is assumed to
directly control visceral responses and cardiac vulnerability. The third pathway
indirectly regulates the viscera, via the amygdala. Blockade of the amygdaloid
structures also prevented the occurrence of lethal ventricular brillations.
Model for cortical control Figure 1.1 presents the schematic representation
of a theoretical model for the frontal cortical regulation of cardiac vulnerability.
This model is based upon the model presented by Skinner, and is extended with
the literature reviewed here.
The stressor serves as input to the senses (eyes, ears, etc.). The information
is projected through the thalamus to the primary cortex and then relayed, to
the frontal cortex where a cellular process occurs that may initiate activity in
the frontocortical-brainstem (FC-BS) pathway. The FC-BS pathway runs from
the frontal cortex, through the hypothalamus to the brain stem, and represents
the direct eect of frontal cortical activity on the viscera (Skinner, 1985a). It
should be noted that the frontal cortical process does not necessarily initiate
frontocortical-brainstem activity. This depends on whether the stressor is per-
ceived as stressful; stress is a reaction to a stimulus-event, and not a property of
the stimulus itself. The exact nature of the frontal cortical process is not known.
It is accompanied by a number of electrochemical responses, among which are
an event-related slow potential, a slow membrane potential shift, and the release
of noradrenaline (= norepinephrine). Through the FC-BS pathway, or through
the indirect pathway via the amygdala, cardioregulatory centers in the brain
stem are activated, which leads to dual autonomic outow, i.e. both sympathetic

























































Figure 1.1: Schematic representation of frontal cortical control over cardiovas-
cular functioning. MRF = mesencephalic reticular formation, NA = nucleus
ambiguus, NTS = nucleus of the solitary tract, RVLM = rostral ventrolateral
medulla, IML = intermediolateral cell column. See text for further details.
and parasympathetic activity. The dual autonomic outow is hypothesized to
increase cardiac vulnerability. Intracerebral injection of beta-blockers prevented
the dual autonomic outow by either blocking its initiation in the frontal cortex
or by blocking its relay into the brain stem (Skinner, 1985b; Skinner, Beckman,
& Gray, 1987).
Brain stem The centers in the brain stem which receive the frontal cortical
activity are the nucleus ambiguus, the rostral ventrolateral medulla, the nucleus of
the solitary tract and the dorsal motor nucleus of the vagus nerve. The nucleus of
the solitary tract (NTS) receives input from the heart and the circulatory system:
The dorsolateral, medial, and commissural parts of the NTS receive input from
the baroreceptors, and thus play an important role in blood pressure regulation
(for a more extensive description of baroreceptor control see Van der Veen, 1997).
The lateral part of the NTS receives input from the heart. How this information
is processed is not certain. Output of the NTS projects to the nucleus ambiguus
and to the rostral ventrolateral medulla. The nucleus ambiguus (NA) receives
input from the central nucleus of the amygdala, from various hypothalamic areas,
from the mesencephalic reticular formation (MRF), and from the nucleus of the
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solitary tract (NTS). The cardioinhibitory part of the nucleus ambiguus receives
input mainly from the medial part of the NTS. This part of the NA, which is
located ventrolaterally, has cholinergic (vagal) projections to the heart. Also,
the NA projects back to the NTS. The rostral ventrolateral medulla (RVLM),
which is located near the NA, and perhaps even partly overlaps with it (Guyenet,
1990), provides the main sympathetic input to the heart and circulatory system.
Projections from the NTS to the RVLM are relayed to the intermediolateral cell
column (IML), which projects to sympathetic preganglionic neurons, and have
noradrenergic eects on the heart and circulation. Sympathetic activity aects
four eectors in the circulatory system; heart rate, venous volume, elastance,
and peripheral resistance (see van Roon, in preparation). Finally, the dorsal
motor nucleus of the vagus nerve (DMV) receives aerent projections from, among
others, the central nucleus of the amygdala, various parts of the hypothalamus,
the NTS, and the mesencephalic reticular formation (MRF). Output from the
DMV projects mainly to the vagal nerve. Although most of this vagal activity
ows to the gastrointestinal system, neurons located in the lateral part of the
DMV project to the heart (Martin, 1989; Loewy, 1990; Holstege, 1991).
According to Skinner & Yingling (1977), the mediothalamic-frontocortical
system (MT-FC) plays an important role in selectively relaying sensory input;
they consider it a specically organized system with phasic control. In con-
trast to this phasic control system, the mesencephalic reticular formation (MRF)
operates on a tonic level; it maintains the level of activation in a diusely orga-
nized system, involved in general regulatory processes. These ndings of Skinner
& Yingling (1977) show that the mediothalamic-frontocortical system and the
MRF can independently regulate the same evoked activity (e.g. activity evoked
by a stressor).
Dual or sympathetic outow? Although the model presented above im-
plies a relation between dual autonomic outow to the heart and cardiac vul-
nerability, the enhanced sympathetic output appears to be the most damaging
(Skinner, Mohr, & Kellaway, 1975). Verrier & Lown (1982), too, concluded that
the sympathetic nervous system is the primary mediator of cardiac vulnerability,
whereas vagal activity has a protective eect because it antagonizes the sym-
pathetic adrenergic input. Furthermore, Lane & Schwartz (1987) stated that
particularly lateralized frontal cortical activity is accompanied by lateralized sym-
pathetic input to the heart, resulting in higher risk for the occurrence of cardiac
arrhythmias.
Asymmetry Zamrini, Meador, Loring, Nichols, Lee, Figueroa, & Thompson
(1990) stated that the cerebral hemispheres are capable of having dierent inu-
ences on the heart. Their results showed that there was a larger HR deceleration
after stimulation of the right vagal nerve than after stimulation of the left vagal
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nerve. This is due to the asymmetrical innervation; the sinoatrial (SA) node is
innervated mainly by the right vagal nerve, whereas the atrioventricular (AV)
node is mainly innervated by the left vagus. Evidence for this asymmetrical in-
nervation was also cited by Lane & Schwartz (1987). A related eect was found
by Elbert, Tal-Klawe, Rau, & Lutzenberger (1991), who found larger changes in
HR after stimulating the baroreceptors in the right carotid sinus than in the left.
Schwartz, Zaza, Locati, & Moss (1991) found that when an asymmetrical sympa-
thetic input to the heart was created, with left dominance, emotional stress could
induce life-threatening cardiac arrhythmias, even in otherwise normal hearts.
Thus, there is some evidence that cardiac vulnerability is induced by asym-
metrical autonomic input. The asymmetry appears to arise in the frontal cortex,
where the activity to the cardioregulatory centers in the brain stem is triggered.
Lane & Schwartz (1987) related the frontal cortical activity to emotional arousal.
From various sources it is known that the frontal cortex is involved in the process-
ing of emotions (e.g. Schaer, Davidson, & Saron, 1983; Davidson, 1984; Ahern
& Schwartz, 1985; Johnsen & Hugdahl, 1991). Furthermore, there is strong evi-
dence that the right hemisphere is more involved with the processing of negative
emotions, and the left hemisphere in positive emotions (e.g. Sackeim, Greenberg,
Weiman, Gur, Hungerbuhler, & Geschwind, 1982; Davidson, 1984). In other
words, when a stimulus-event (stressor) is perceived as stressful, this could lead
to asymmetrical frontal cortical activity with more activity in the right hemi-
sphere.
Integration Integrating these ideas with the above model, the following suc-
cession of events could explain the vulnerability of the heart for developing lethal
ventricular brillations. A stimulus (stressor) is presented, which is rstly re-
ceived in the thalamus, where it is relayed to the primary cortex. The activity is
spread, partly via the association cortex, to the frontal cortex. When the stres-
sor is perceived as being stressful, which implies that negative emotional feelings
might be induced, the right frontal cortex is dominant in its further processing.
Due to the stressfulness the pathway from the frontal cortex to the brain stem
(FC-BS) is activated, as well as a pathway back to the thalamus, via the infe-
rior thalamic peduncle (ITP). Since the right frontal cortex was more activated,
the activity along the FC-BS pathway is probably stronger in the right hemi-
sphere, and cardioregulatory centers in the brain stem become asymmetrically
activated as well. The dual autonomic outow to the heart, triggered by the
FC-BS pathway, is asymmetrical. Both parasympathetic, 'protective' activity,
and sympathetic 'harmful' activity are spread to the heart. The right hemi-
sphere dominance may lead to a dominance in the left autonomic nerves, and
thus a predominance in left sympathetic outow to the heart, which was shown
to increase the cardiac vulnerability.
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1.2 Operationalization
In the previous section a hypothetical model was presented for the frontal cortical
control of autonomic, cardiovascular functioning. This section describes how an
attempt is made to operationalize the implications of the model in a series of
psychophysiological experiments. From the model it is clear that both cardio-
vascular and cortical measures should be used. This section rst deals with the
choice of a suitable paradigm, and subsequently discusses appropriate cortical
and cardiovascular measures.
1.2.1 Paradigm and data acquisition
Paradigm The simultaneous measurement of cortical and cardiovascular vari-
ables can be performed in a number of ways. For instance, tonic measures can
be used. The mean heart rate (HR), blood pressure (BP) and cortical activity
(EEG) can be measured over a certain period of time (e.g. ve or ten minutes).
It is generally known that a reduced HR variability is related to higher incidence
of cardiovascular disease (e.g. Kleiger, Miller, Bigger, Moss, & the Multicen-
ter Post-Infarction Research Group, 1987; Casolo, Balli, Taddei, Amuhashi, &
Gori, 1989; Cripps, Malik, Farrell, & Camm, 1991), and that high blood pressure
is a general risk factor as well.
A disadvantage of tonic measures is that they do not show the subjects' re-
actions to specic stimuli. Thus, a stimulus presentation paradigm is preferred,
where the specic immediate reactions to the stimuli can be investigated. Otten,
Gaillard, & Wientjes (1995) used an S1-S2 paradigm with an inter-stimulus in-
terval of six seconds. In such a paradigm, the rst stimulus is a warning stimulus,
and the second is the imperative stimulus to which often a response is required.
Otten et al.'s (1995) data showed that both cortical and cardiovascular measures
could be derived with this paradigm. The cortical potentials consisted of a posi-
tive slow wave and a negative shift (CNV) towards S2. The evoked HR and BP
response patterns were consistent across conditions, and were responsive to the
experimental manipulations.
In the present study three experiments were conducted. The basic task cong-
uration consisted of an S1-S2 paradigm, in which the interval between S1 and S2
was always six seconds, and the interval between two successive S1-stimuli varied
between 12 and 16 seconds. S1 was a spoken letter of the alphabet presented via
headphones. The letter indicated the response instruction, which was either to
respond as fast as possible after S2, or to delay the response until at least one
second after S2. In half of the trials S1 indicated a fast, and in the other half a
delay-instruction. S2 consisted of a small square, which appeared either to the
right or to the left of the xation spot, and indicated whether the response had
to be given with the left or with the right hand.
In Experiment 1 the response instruction was varied as indicated above. The
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task at S1 was either easy or dicult; subjects had to memorize either two or ve
letters (targets). The letter presented at S1 was either a target or a nontarget.
For half the subjects a target indicated the instruction to give a fast response,
whereas for the other half of the subjects a nontarget indicated this instruction.
The third manipulation of Experiment 1 involved the way in which the subjects
received information about their performance (Knowledge of Results, KR). In the
neutral KR condition the subjects received information about whether or not the
response was correct, and about the reaction time. In the noise KR condition,
unpleasant auditory noise was presented through the headphones whenever an
incorrect response was given.
In Experiment 2 the response instruction was varied in the same way; the
instruction to give a fast response was coupled to either the letters A and B,
or to the letters Y and Z. These four letters were the only possible stimuli pre-
sented at S1. The KR was either positive, and consisted of information about the
performance, combined with a nancial reward when performance was good, or
negative, which consisted of noise presentation after an incorrect response. Apart
from these experimental manipulations, a simple reference task was presented in
which S1 was to be ignored, and a non-speeded response was required in every
trial.
In Experiment 3 the response instruction was again varied in the same way
as in Experiment 2. The KR manipulation consisted of a Control condition, in
which extensive information was given about the subjects' performance, combined
with a nancial reward and the possibility to avoid the presentation of noise. In
the NoControl condition the underlying reward structure was the same as in the
Control condition, but the information was not overtly presented, except for noise
presentation after every second incorrect response. These experimental conditions
were compared with a simple reference task in which the S1 was always the letter
Q, and in which a speeded response had to be given in every trial.
Physiological measurements In all experiments the subjects were seated in
a soundproof, electrically shielded room, at a table on which a monochrome
monitor and two pushbuttons were placed. The monitor displayed a xation dot
and the S2 stimulus. Furthermore, it displayed the KR stimulus in the neutral
KR condition of Experiment 1, in the positive reward condition of Experiment 2,
and in the Control condition of Experiment 3. The two pushbuttons were for
the left- and righthanded responses, respectively. Headphones were used for the
presentation of the S1 stimulus, for the aversive noise, and for the KR stimuli in
Experiments 2 and 3.
The ECG was measured with silver-silverchloride electrodes from precordial
leads. The raw blood pressure signal was derived with a Finapres tonometer
(TNO prototype 4) (Wesseling, Settels, & de Wit, 1986). The EEG was mea-
sured with an Electrocap from positions F3, F4, C3, C4, P3, and P4, referred
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to the right earlobe (A2). Vertical eye movements measured with mini Beckman
silver-silver chloride electrodes, which were placed above and to the left of the
left eye. The EEG-signals were amplied with an eight-channel Nihon-Kohden
electroencephalograph (time constant 10 s, low pass lter 35 Hz). Before each
session the BP and EEG signals were calibrated. All signals were sampled on-line
at 100 Hz, and stored for further analysis.
The times of the R-waves were detected in the ECG with a special-purpose
program. Beat-by-beat systolic and diastolic blood pressure values were derived
from the raw BP signal and assigned to the R-wave times with carspan (Mulder,
van Dellen, van der Meulen, & Opheikens, 1988). From these time series evoked
HR and BP were calculated with the procedure of Velden & Wolk (1987; 1990).
For a review, see Chapter 2, which deals with methods for computing evoked
responses in HR and BP. The EEG signals were processed with a special purpose
program written at TNO (Experiment 1), or with the software from the Dept.
of Experimental Psychology at the University of Groningen (Experiments 2 and
3). Phasic changes in HR and BP, as well as cortical reactivity were derived. In
addition, tonic cardiovascular measures were derived with carspan.
An overview of phasic cardiovascular measures will be given in section 1.2.3,
as well as the supposed processes and mechanisms they reect, and three slow
cortical potentials (slow waves) which are usually seen in the S1-S2 interval will
be discussed in section 1.2.2.
1.2.2 Cortical slow waves
Skinner (1971) presented evidence that slow negative potentials recorded in cats
over frontal cortical and motor regions were independent. The latter appeared
to be more related to movement, whereas the former was generated by a non-
specic thalamo-cortical system. Both slow waves were reduced or abolished by
blocking the inferior thalamic peduncle (ITP). The results of Skinner & Yingling
(1976) showed that the mediothalamic-frontocortical (MT-FC) system has an
excitatory eect, and the mesencephalic reticular formation (MRF) an inhibitory
eect on the reticular nucleus of the thalamus (TRN). These two systems were
shown to regulate negative and positive slow potential shifts in the TRN. When
the animals (cats) were confronted with novel stimuli, a negative slow potential
(slow wave) was induced in the frontal cortex, and a positive slow wave in the
TRN. After the ITP was blocked, the frontal slow wave was abolished, and the
slow wave in the TRN was reduced. Stimulating the MRF evoked similar slow
waves, and Skinner & Yingling's (1976) conclusion was that orienting waves (to
novel stimuli) originate in the MRF. When the cats were confronted with a tone-
shock conditioning paradigm, with four seconds between the tone and the shock,
also a negative slow wave was seen in the frontal region, and a positive slow wave
in the thalamic reticular nucleus. However, after blocking the ITP both slow
waves were abolished. The conclusion was that the conditioned slow waves did
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not originate from the mesencephalic reticular formation (MRF), but appeared
to be regulated by the MT-FC system. A further study in which the same
tone-shock paradigm was used (Skinner & Yingling, 1977) showed that blocking
the ITP did not only abolish the slow potentials, but also the cardiac response.
They considered this direct evidence that the mediothalamic-frontocortical (MT-
FC) system is involved in the regulation of cardiac events. Skinner & Yingling
(1977) furthermore concluded that since the MT-FC system and the MRF can
independently mediate the evoked cortical and cardiac activity, it is apparent that
small adaptations in otherwise similar experimental manipulations may induce
quite dierent results.
Skinner et al. (1987) used an EEG-measure to relate frontal cortical activity
to the occurrence of arrhythmias in human subjects. They concluded that the
noradrenergic process in the frontal cortex, which mediates the eects of stressors
on cardiac vulnerability, is reected in the occurrence of slow potentials shifts.
They found that, in subjects who displayed high rates of premature ventricular
beats, larger slow waves were associated with an increased number of arrhythmias.
The frontal slow wave (FSW) appears to reect the accumulated activity in the
frontocortical-brainstem (FC-BS) pathway.
These ndings indicate that the present psychophysiological study should at
least measure the slow negative shift (FSW). This FSW may be related to the
cardiovascular reactivity. However, other slow cortical potentials may also be
related to cardiovascular functioning. Therefore, three slow potentials which are
typical of S1-S2 paradigms are discussed below.
Figure 1.2 shows a typical event-related potential, developing in the S1-S2
interval. Within the rst second after S1 a slow wave complex can be seen. This
slow wave consists of a prominent parietal positive deection, whereas it can
be slightly negative at the frontal positions (e.g. Donchin, Ritter, & McCallum,
1978; Ruchkin & Sutton, 1983). Later in the S1-S2 interval, a slow negative
shift develops, which reaches a maximum immediately before S2. This shift
is called the contingent negative variation (CNV). When the S1-S2 interval is
suciently long, three seconds or more, the negative shift clearly consists of two
parts. The rst part, called negative slow wave (NSW), is maximal at the frontal
positions, between about 0.5 and 1 second after S1. At the parietal positions
often a prolonged positivity can be seen. The second part, the terminal CNV,
has a central maximum, and peaks just before S2.
The positive slow wave (PSW) has a parietal dominance. In the literature,
often a distinction is made between the P3, P3a, P3b and PSW (see for instance
Ruchkin & Sutton, 1983). This will not be done in the present thesis, nor will
there be a discussion of these separate components. Because the slow positive
wave after S1 often does not show a clear peak, Gaillard & Perdok (1980) pre-
ferred to take the mean amplitude in the interval between 200 and 400 ms after
S1, and to use the name PSW. For the same reason, in the remainder of this
thesis the term PSW will be used for the average amplitude in the interval be-
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Figure 1.2: Typical event-related potential in an S1-S2 paradigm, measured from
central derivations (average of C3 and C4). The x-axis shows the presentations
of S1 (onset at time t = 0), and S2 (onset at t = 6 seconds). The measures for
PSW, NSW, and CNV as used in the present study are indicated.
tween 200 and 500 ms after S1. P3 refers to the peak amplitude in that interval.
The PSW is assumed to reect the outcome of stimulus evaluation; Gaillard &
Perdok (1980) found a larger PSW when the S1 was informative. The PSW has
often been found to attenuate when the task is more dicult; for instance the
amplitude decreased when the memory load was increased in a memory search
task (Brookhuis, Mulder, Mulder, Gloerich, van Dellen, van der Meere, & Eller-
mann, 1981; Gaillard & Lawson, 1984; Gaillard & van Arkel, 1986).
The negative slow wave (NSW) has a frontal maximum, within one second
after S1. Other names for this components are early CNV, initial CNV, and
O-wave (O for orienting) (Loveless & Sanford, 1975; Putnam, 1990). Some au-
thors have found that the NSW was lateralized in the right hemisphere (e.g.
Rohrbaugh, Newlin, Varner, & Ellingson, 1984; Simons, 1988). The NSW is often
regarded as part of the orientation reaction, because it is aected by the physi-
cal characteristics of S1, such as intensity, probability, and modality (Loveless &
Sanford, 1975; Gaillard & Perdok, 1980). The NSW is assumed to reect the con-
tinued information processing related to the implications of the information for
subsequent (response) behavior. The NSW is larger when the task at S1 is more
dicult (Gaillard & Perdok, 1980; Gaillard & van Beijsterveldt, 1991). Both the
positive and the negative slow wave were found to be enhanced when the S1 re-
veals information about S2 (Bohlin & Kjellberg, 1979; Gaillard & Perdok, 1980);
the NSW was larger when S1 indicates a speed than an accuracy instruction for
S2.
The contingent negative variation (CNV) reaches its maximum immediately
before S2, and has the largest amplitude at the central electrodes. This slow wave
has also been named late CNV, terminal CNV, or E-wave (E for expectancy)
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(Loveless & Sanford, 1975; Putnam, 1990). The CNV is mainly related to motor
preparation (see for a review Rohrbaugh & Gaillard, 1983). The CNV amplitude
depends heavily on the task demands at S2, and is aected by task variables
as speed/accuracy instructions, and the duration of the S1-S2 interval. These
manipulations are known to aect the level of response preparation; larger CNVs
are found after instructions to respond fast than after instructions to respond
accurately or delayed (e.g. Gaillard & van Beijsterveldt, 1991; Otten et al., 1995).
Gaillard & Perdok (1980) investigated the CNV and its relation with the readiness
potential (RP). These measures are often considered to reect the same process,
since they are maximal at the same positions on the scalp, and immediately
before a response is given. The dierence between CNV and RP is, however, that
the rst is derived as a stimulus-locked potential, whereas the latter is derived
relative to the response. Gaillard & Perdok (1980) concluded that the CNV and
the RP are largely produced by a common generator. However, the results did
not preclude the possibility that motivation might have aected the amplitude of
either CNV and RP by enhancing the motor preparation. In his review, Brunia
(1993) argued that the CNV is a composite of two components, the RP and a
non-motor negativity which is referred to as stimulus-preceding negativity (SPN)
(see also Chwilla & Brunia, 1991). However, the nding of non-motor eects may
be due to for instance motivational eects which enhance motor preparation. In
studies using Knowledge of Results (KR) stimuli, SPNs were found to precede
these feedback stimuli. In studies where right- and left-sided responses were
required, the SPN was found to be larger in the right hemisphere; this laterality
was not movement-related (Brunia, 1993).
In the light of the theoretical model presented in the rst part of this chap-
ter, asymmetry of cortical activity may play an important role in the control
of cardiovascular functioning. Therefore, the lateralization of the cortical slow
waves is a factor of importance. For instance, there is a vast amount of literature
on the asymmetrical processing of emotions; negative emotions are assumed to
be processed predominantly in the right hemisphere, whereas positive emotions
cause left hemisphere dominance (e.g. Davidson, 1984; Ahern & Schwartz, 1985).
In summary, the slow waves which could be of interest in the study of cortical-
cardiovascular relationships are the PSW, NSW, CNV, and Skinner's frontal slow
wave. The PSW occurs within the rst second after S1, and has a parietal dom-
inance. It is related to stimulus evaluation. The NSW has a frontal dominance,
sometimes lateralized in the right hemisphere, and also occurs early in the S1-
S2 interval. The CNV develops gradually in the S1-S2 interval and reaches its
maximum immediately before S2. It is maximal at the central positions, and
is mainly related to the preparation of the motor response. These three slow
waves are measured from frontal, central, and parietal electrodes, at both the
left and the right hemisphere, and are presented in Chapter 4. In Chapter 5,
where cardiovascular-cortical relations are investigated, the CNV measured at
the frontal positions is taken as a measure for Skinner's FSW.
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1.2.3 Cardiovascular measures
Evoked HR and BP Phasic changes in heart rate (HR) have been studied in
S1-S2 paradigms for a long time (e.g. Lacey & Lacey, 1970). In this paradigm
the S1 is a warning stimulus, which is followed by the imperative stimulus (S2) a
few seconds later. The S2 usually requires an overt response. When the interval
between S1 and S2 is suciently long (at least 5-6 seconds), the phasic changes
in HR form a consistent triphasic pattern with three components; an initial de-
celeration (D1) within the rst two seconds after S1, followed by a mid-interval
acceleration (A), and a second deceleration (D2) which is maximal at the presen-
tation of S2 or at the execution of the motor response (see the reviews of Bohlin
& Kjellberg, 1979; Simons, 1988). Figure 1.3 presents such a typical triphasic
pattern.











                         
Figure 1.3: Typical evoked HR, SBP and DBP patterns in an S1-S2 paradigm,
as measured in the present study. The indicated peaks are discussed in the text.
The rst HR component, D1, is usually regarded as the cardiac component
of the orienting reex (Graham, 1979; Putnam, 1990). It has been found to be
sensitive to manipulations of the stimulus characteristics of S1; the deceleration
is smaller when the intensity of S1 increases (Connor & Lang, 1969), and is en-
hanced when S1 requires a more dicult discrimination (Gatchel & Lang, 1973).
The mid-interval HR acceleration (A) is often considered to reect stimulus pro-
cessing and decision making. It is aected by the information content, or signal
function of S1 (Coles & Duncan-Johnson, 1975). HR-A is larger when fast RTs
are rewarded, i.e. when the subject has a higher motivation to perform (Connor
& Lang, 1969). The second HR deceleration (D2) is assumed to reect antici-
patory processes, whether they are aimed at the detection of S2 or at execution
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of the motor response. D2 is larger when a motor response is required after S2.
Heslegrave & Furedy (1977) found larger D2s when subjects were more moti-
vated or were threatened by the possibility of an aversive event (shock). Brunia
& Damen (1985) concluded that HR deceleration reects a timing mechanism,
indicating that a movement is going to be made (response intention); however,
they also found HR deceleration before the feedback stimulus several seconds af-
ter the response (Damen & Brunia, 1987). Therefore, these authors assume that
deceleration of heart rate reects both stimulus anticipation and motor prepara-
tion. Putnam (1990) showed that D2 was delayed when the response was delayed,
which implies a strong link with motor preparation. According to Lacey & Lacey
(1970; 1974) the function of HR deceleration is to improve sensorimotor perfor-
mance; it is assumed to facilitate both the detection of the upcoming stimulus
and the execution of the motor response. The facilitation is assumed to be caused
by an enhancement of cortical activity, due to decreased baroreceptor activity,
which is caused by the decelerated HR.
Phasic changes in blood pressure (BP) are less known, due to the inability
to measure BP noninvasively. Since the development of Finapres (Wesseling
et al., 1986), it is now possible to measure BP continuously at the nger. With
this device, Wolk, Velden, Zimmerman, & Krug (1989) were the rst to observe
phasic BP patterns in an S1-S2 paradigm.
The few studies on evoked BP (Wolk et al., 1989; Otten et al., 1995) suggest
that phasic changes in BP have some similarity to those in HR. Wolk et al. (1989)
used an S1-S2 paradigm with a six second interval, where at S2 either a simple
reaction or a discrimination task was required. HR showed the typical triphasic
D1-A-D2 pattern, whereas the BP pattern showed a very small decrease in the
rst three seconds after S1, followed by a large increase, and a second decrease.
The initial decrease peaked at about two to three seconds after S1, the maxi-
mum BP peaked at about the time S2 was presented. The subsequent second
decrease was small relative to the preceding increase. Inspection of the wave-
forms suggests that at the time that HR decreases, BP increases. According
to Wolk et al. (1989) this result was not in agreement with the baroreceptor
hypothesis (e.g. Lacey, 1967), because HR-deceleration should then be accompa-
nied by BP-decrease. Lacey & Lacey (1970; 1974) observed that in circumstances
which required vigilance and attention to environmental input HR-deceleration
was accompanied by BP-decrease, whereas during tasks which required internal
cognitive elaboration HR-acceleration occurred together with BP-increase. Even
though the actual decreases and increases were dierent in size, Otten et al. (1995)
found the same relationship between HR and BP changes as Wolk et al. (1989).
However, since the eects of the experimental manipulations were rst reected
in HR, and later in BP, they suggested that HR deceleration and BP decrease
are associated, even though the BP change occurs a few seconds later. With this
interpretation the results do not contradict the baroreceptor hypothesis. The
pattern of evoked BP found by Otten et al. (1995) showed larger decreases and
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only a small intermediate increase, and was more similar to the patterns found
in the present study (see Figure 1.3).
In summary, evoked HR consists of initial deceleration which reects orienting,
mid-interval acceleration which reects stimulus processing, decision making, and
motivation, and nally a second deceleration which reects preparatory processes:
either anticipation of the second stimulus or preparation of the response. Evoked
BP appears to consist of a triphasic pattern as well.
Tonic cardiovascular measures Tonic measures of HR and BP are less easy
to relate to specic stimuli, but they could indicate a general change in the auto-
nomic regulation of the cardiovascular system, which makes them useful. Other
general indicators of cardiovascular regulation can be derived as well. For in-
stance, spectral analysis techniques enable the computation of relations between
changes in HR and BP (e.g. Akselrod, Gordon, Madwed, Snidman, Shannon, &
Cohen, 1985). The gain between changes in SBP and heart beat interval time
(IBI) can be used as a measure for baroreex sensitivity (BRS) (Robbe, Mulder,
Ruddel, Veldman, Langewitz, & Mulder, 1987). When, as a result of stimu-
lus presentation during several minutes, the autonomic outow to the heart is
changed, resulting in a dierent balance between sympathetic and vagal activity,
this may be reected in the tonic BRS measure as well as in the tonic HR and
BP measures.
Furthermore, fast changes in HR, i.e. high frequency HR-variability, are as-
sumed to be related to vagal autonomic tone (e.g. Grossman, 1983). The spectral
density measure of high frequency HR variability can thus be used to examine
the tonic changes in vagal outow to the heart. This measure is indicated with
the term RSA, for respiratory sinus arrhythmia, since these fast vagal changes in
HR are assumed to be related to respiration.
For sympathetic activity, such an index is not available. Some authors use
T-wave amplitude, derived from the raw ECG, as an index of sympathetic ac-
tivity, but this measure is controversial (Heslegrave & Furedy, 1979; Contrada,
Dimsdale, Levy, & Weiss, 1991). Veldman (1992) suggested that a change in the
low-frequency variability of BP could be an indication of the change in sympa-
thetic activity, but only when there is no change in BRS. Under this condition,
an increase in BP-variability would indicate an increase in sympathetic tone (see
also Akselrod et al., 1985).
1.2.4 Cardiovascular-cortical relations
Skinner et al. (1987) showed that the amplitude of the frontal slow wave was
related to the number of cardiac arrhythmias in patients. However, the subjects
used in the present study are not patients, but healthy young volunteers. Thus,
another way of relating cortical and cardiovascular measures should be found.
The literature oers some clues regarding this problem. For instance, Lacey
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& Lacey (1970; 1973) found a relation between the CNV and the second HR-
deceleration (D2). Rockstroh & Elbert (1990) suggested a relation between the
rst HR-deceleration (D1) and the early cortical negativity (NSW). They noted a
dissociation between the early components of evoked cardiovascular and cortical
responses, and the late components. They considered the early components (e.g.
HR-D1 and the NSW) as coextensive, since they can also be measured in a single
stimulus paradigm. Correlating these components of cortical and cardiovascular
reactivity, and examining their mutual eects on the experimental manipulations,
may provide insight in the relation between the two systems. This approach is
the same as chosen by Otten et al. (1995).
However, since the above approach did not reveal the expected relationships
in the study of Otten et al. (1995), another approach might be more success-
ful. There may be relations between cortical activity and tonic cardiovascular
reactivity. Even if in the total group of subjects no relations are found, the
FSW, quantied as the CNV at the frontal electrodes, might dierentiate be-
tween groups of subjects. The division of subjects in groups with a large and
with a small frontal negative slow wave might reveal underlying dierences in
cardiovascular state or reactivity.
1.3 Outline of the thesis
Chapter 2 is a methodological chapter which presents two methods for the rep-
resentation of phasic changes in heart rate and blood pressure. The method of
linear interpolation is often used, as the literature shows, but lacks a theoreti-
cal basis. The other method, which uses low pass ltering, is developed after a
theoretical model.
Chapter 3 presents the performance data and the evoked heart rate and blood
pressure responses measured in three experiments. The evoked blood pressure
patterns receive special attention, because they are relatively new in psychophys-
iology. This chapter and the introduction presented above in section 1.2.3, to-
gether constitute a paper which has been submitted for publication.
Chapter 4 presents the results of the cortical slow waves from the same three
experiments.
Chapter 5 rst gives an extensive integrative discussion of the cardiovascular
and the cortical results. This discussion is followed by a correlational analysis
aimed at investigating the relation between the cardiovascular and the cortical
components. Subsequently, the subjects are assigned to dierent groups based
on their frontal cortical negativity. The cardiovascular reactivity of these groups
is then compared. The chapter ends with a list of the conclusions.
Chapter 2
Methods for evoked HR and BP
Phasic changes in heart rate (HR) and blood pressure (BP) are often measured in
psychophysiology; particularly evoked HR has been studied for a long time (e.g.
Chase, Graham, & Graham, 1968; Lacey & Lacey, 1970; Obrist, 1976; Wolk,
Velden, Zimmerman, & Krug, 1989; Otten, Gaillard, & Wientjes, 1995; Van der
Veen, Mulder, Hoekzema, & Mulder, 1996). In most studies the phasic changes
are presented on a time axis, so that changes can be seen during a number
of successive seconds. For this purpose, the irregularly occurring HR and BP
values had to be converted into equidistantly sampled signals. This chapter
focuses on methods to perform this conversion. One method, which uses low-pass
ltering for the conversion of HR-data was presented by Rompelman, Coenen, &
Kitney (1977) and De Boer, Karemaker, & Strackee (1985), and will presently be
extended and used for the conversion of BP as well. The method is based on a
model for the generation of heart beats, the Integral Pulse Frequency Modulation
(IPFM) model, a model which has been used now for about twenty years, and
has proven to be useful (Hyndman & Mohn, 1975; Rompelman, 1985).
A number of dierent representations of HR are possible. Mostly a method
of linear interpolation is used, where rst the interval between two R-waves in
the ECG is measured; these IBIs (interbeat intervals) are converted to HR in
beats-per-minute (bpm), which are then interpolated to values per second or per
half-second (e.g. Gatchel & Lang, 1973; Coles & Duncan-Johnson, 1975; Graham,
1978; Simons,

Ohman, & Lang, 1979; Klorman & Ryan, 1980; Somsen, van der
Molen, Boomsma & Orlebeke, 1985; Elbert, Tal-Klawe, Rau, & Lutzenberger,
1991). Chase et al. (1968) rst interpolated the IBIs to obtain one value per
second, and then converted the values to HR. The following other methods
have been applied. Connor & Lang (1969) used a cardiotachometer curve, which
was sampled every 160 ms; for each second in the trial of interest, the median
value of the six samples in that second was used. Obrist, Wood, & Perez-Reyes
(1965) and Furedy, Randall, Fitzovich, & Shulhan (1989) presented IBI-values
on a second-by-second time scale. Finally, some authors did not use a time scale
to present their data, but presented the IBI- or HR-values in successive cardiac
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cycles (Lacey & Lacey, 1970; Simons, Rockstroh, Elbert, Fiorito, Lutzenberger,
& Birbaumer, 1987).
In contrast to most of these methods used in the literature, the presently
introduced ltering method is based on a theoretical model. The method was
presented for heart rate by Rompelman et al. (1977), and is extended for blood
pressure. In the following section, an extensive description of the ltering method
is given, followed by a description of the interpolation method. The subsequent
section presents the implementation of each of the methods, as well as an overview
of the way the methods are compared. This is followed by the comparison of
the results obtained with each of the methods, and the last section discusses the
advantages and disadvantages of each of the methods, and gives recommendations
regarding their use.
2.1 Presentation of two methods
2.1.1 Filtering method
The ltering method is based on theoretical assumptions arising from the Integral
Pulse Frequency Modulation (IPFM) model. This model explains how heart beats
are generated.
IPFM model and heart rate The IPFM model was rst used as a model for
the generation of heart beats by Hyndman & Mohn (1975). Figure 2.1 gives a
schematic representation of the model. It is based on the assumption that heart
beats are generated in the following way. The eective autonomic input to the
heart, i.e. the sum of eective vagal and sympathetic activity, is represented in
the model by the modulating signal M. The pacemaker membrane of the heart
is represented in the model by an integrator and a comparator. The autonomic
activity M is integrated by the integrator. The integrated signal Y represents
the membrane potential. When this potential reaches a certain threshold value,
an action potential occurs and the heart contracts. This physiological process
is represented by the comparator, which compares the accumulated modulating
input (Y) with a xed threshold R. When the value of Y reaches the threshold
value, a pulse is generated, and the integrator is reset. Depending upon the value
of M, the speed at which the threshold is reached varies, which results in varying
pulse interval lengths. The pulses form the output event-series, representing the
succession of cardiac events (R-waves). The event-series is a frequency modulated
signal; xed events occur at irregular intervals, depending on the amplitude of
the input signal. In eect, the larger the amplitude of the modulating signal, the
more pulses will be generated, and the higher the heart rate.
Hyndman & Mohn (1975) showed that the event-series can be demodulated
by low-pass ltering, and they called the output of this procedure a 'low-pass





























Figure 2.1: Schematic representation of the IPFM model (top) and its input and
output signals (bottom). M(t) represents the eective autonomic input to the
heart, which is integrated. When the output Y(t) of the integrator exceeds the
threshold value R, a pulse is generated. The series of pulses is represented by
E(t). (After Rompelman, 1985.)
ltered cardiac event series (LPFES)'. Rompelman (1985) made a comparison of
the event-series generated by the IPFM and the LPFES obtained by ltering the
event-series. He computed the power spectrum of both signals, and concluded
that there were, theoretically and practically, no dierences between the signals,
although this did depend to some extent on the type of lter used to obtain the
LPFES. The lter should approach an ideal lter as much as possible to obtain
the best result. The cut-o frequency of the ideal lter should be half the mean
HR. This shows that M, representing the eective autonomic activity, can be
quite reliably reproduced by low-pass ltering of the event-series, provided that
an (almost) ideal lter is used.
This crucial conclusion implies that when low-pass ltering is applied to a
series of cardiac events, a representation of the underlying autonomic activity
is derived. This is exactly what is intended by computing phasic changes in
HR (and BP), and therefore the ltering method appears to be a theoretically
justied and correct method.
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Blood pressure The procedure just described for heart rate is not directly
applicable to blood pressure. Consider, for instance, the event-series. In experi-
mental data, this series most likely consists of R-wave occurrence times derived
from the raw ECG signal. When scanning the signal in time, it is clear that
this signal is essentially binary in nature: either something happens (an event
occurs), or nothing happens (the time between the events). The event series is a
signal which represents discrete events.
The raw BP signal, however, is clearly a continuously varying signal; it changes
from the minimum, diastolic value, to the maximum, systolic value, and then
slowly back to the minimum. The BP signal cannot be used directly, since sepa-
rate representations are desired for systolic and diastolic BP. First these values
have to be derived from the raw BP-signal. Then, they have to be related to the
heart beats in which they occurred.
By considering the origin of the pulsatile waveform in terms of an extension
of the IPFM model, a correct way can be derived for the representation of BP
(Mulder, 1988). Consider the eective autonomic activity M, which results in
the R-wave event series. In the extended IPFM model, a pulsatile pressure signal
is generated along with the event-series. This pressure signal induces uctua-
tions in baroreceptor activity, depending on both the current BP-level and the
characteristics of pulsatile pressure signal. The baroreceptor activity aects the
autonomic activity M, which aects the timing of the next heart beat, and thus
the pressure signal, etc.
This shows that the series of systolic and diastolic BP values measured from
the raw signal can be viewed as representing a sample from a continuous theoret-
ical systolic or diastolic BP signal. Since each heart beat (event) is accompanied
by a systolic and diastolic BP-value, and the time between the occurrence of the
R-wave and the respective values of diastolic and systolic BP is fairly constant,
the samples may be taken at the R-wave times. The BP-values are assumed to
be valid in the heart beat interval in which they occur, and are assigned to the
R-wave time following it in time. An R-wave time is thus accompanied by three
values; the IBI which is the length of the interval between the current and the
previous R-wave, and the systolic and diastolic BP values which occurred in that
interval.
Analogous to the HR event-series, the BP event-series can be low-pass ltered
in order to obtain the underlying modulating signal. The dierence with HR is
that now there is amplitude modulation in addition to frequency modulation,
which has to be taken into account. This is done by considering the BP-value
to be valid in the entire interval in which it occurred. So, instead of a pulse
representing a very short event, as is the case with R-waves, the BP value is seen
as an ongoing event, which does not change until the next heart beat occurs with
its own BP value (Mulder, 1988).
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Summary of the lter method The ltering method is a logical consequence
of the IPFM model; in the literature it has been shown that the information
content of the LPFES is similar to the information hidden in the cardiac event
series. Low pass ltering of the event-series, resulting in an LPFES, will therefore
be a suitable method for representing the irregularly occurring heart beats in
a continuous representation. Since the occurrence of BP can be viewed as an
extension of the IPFM model, the BP-values can be low-pass ltered as well.
2.1.2 Linear interpolation method
The linear interpolation method will be explained by using a numerical example,
derived from Graham (1978). Take a period of two seconds, in which exactly
three heart beats are represented. The rst IBI has a duration of 900 ms, the
second 300, and the third 800. The two second time period is furthermore divided
into two sample intervals, of one second each. Graham (1978) proposed how a
HR-value can be obtained for each of the sample intervals; the average HR is
to be computed for each of the sample intervals. When numbering the sample
intervals with index j, and the IBIs with index i, the HR value for each of the





















gives the weighting factors for each of the HR-values in the sample interval.
Eectively, a linear interpolation is performed on the HR-values present in the




(see also Velden & Graham, 1988).
When using the values of the above example, the mean heart rate in the rst





















0:9); the second HR-value lls the remaining 10 % (0:1=1). The HR-value in the
second sample interval is (60=0:3)  (0:2=1) + (60=0:8)  (0:8=1) = 100 bpm.
Although this method appears to be simple, there is a problem with using HR





HR can be derived from the IBI-value at a given point. However, this is only
an approximation, and not mathematically correct, since HR is, by denition,
the number of heart beats in a certain period of time. We can use the example
above to illustrate that the use of IBIs or HR-values is dierent; in the example,
three heart beats were represented in two seconds time. The average IBI is
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(0:9 + 0:3 + 0:8)=3 = 0:67 s, which gives an average HR of 60=0:67 = 90 bpm.
When rst the interval times are converted to HR with the 60=IBI formula, the
average HR-value becomes (66:67 + 200 + 75)=3 = 113:9 bpm. It was Graham
(1978) herself, who illustrated this dierence, but nonetheless she used both the
HR and IBI measures in the same formula. Only when the average HR in a
certain time period is calculated, there is no dierence between counting the
number of heart beats and divide this number by the length of the time period
(e.g. 3=(2=60) = 90 bpm), and taking the average of all the IBIs and transform
this to bpm by doing 60=IBI (e.g. 60=((0:9 + 0:3 + 0:8)=3) = 90 bpm.
Blood pressure For the conversion of blood pressure data, Velden & Wolk
(1990) proposed a similar, but slightly dierent procedure. The dierence is in
the timing: In the procedure for HR, the IBI represents the time between two
heart beats, e.g. the time between two R-peaks in the ECG. However, the time-
unit for a BP value is dened by Velden & Wolk as extending from midway
between the occurrence of the previous and the current BP-value, until midway
between the occurrence of the current and the next BP-value. The BP values are
measured directly from the analog blood pressure signal; the maxima in the signal
are the systolic BP-values, and the minima the diastolic. These 'BP-intervals'














is the mean BP-value in sample interval j, t
i
is the time that 'BP-
interval' BP
i
extends in sample interval j, and t
j
is the duration of the sample
interval.
Summary of the linear interpolation method The linear interpolation
method is frequently used to obtain an equidistantly sampled representation of
HR, even though this method lacks a rm theoretical background. However, since
it is easy to use it may be practical, provided that the results are the same as
those obtained with the ltering method.
2.2 Comparing the two methods
Two methods were introduced for the conversion of irregularly sampled raw HR
and BP data into equidistantly sampled representations, which can be used to
compute evoked HR and BP responses. This section gives an overview of the
comparison made between the two methods.
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Description of the experimental data In most cases, phasic changes in HR
and BP are studied in task situations where a number of trials are averaged.
For the purpose of comparing the conversion procedures, experimental data were
used from one subject who performed a task in an S1-S2 paradigm. The S1
was an auditory warning signal, and consisted of the spoken letter 'Q'. S2 was
a visual stimulus, consisting of two small squares presented on a screen which
was placed in front of the subject. The time between S1 and S2 was six seconds.
The subject had to push a button as fast as possible after the presentation of S2.
Forty trials were presented, with an intertrial (S1-S1) interval varying between
12 and 16 seconds. A trial consisted of the time segment from one second before
the presentation of S1 until four seconds after S2.
The subject whose data were used was a twenty-year old, right handed male.
Only one subject was used because in experiments where the eects of manipula-
tions on the patterns of the phasic changes in HR and BP are studied, these single-
subject averages from each condition are used for peak detection. The ECG was
measured from precordial leads, and continuous BP was measured from the mid-
dle nger of the left hand with a Finapres device (TNO prototype 4). The ECG
and the analog BP-signal were sampled at 100 Hz. The R-waves from the ECG
were detected with a special purpose program (time resolution 10 ms). The sys-
tolic and diastolic BP-values were detected and assigned to the R-wave occurrence
times with carspan (Mulder, van Dellen, van der Meulen, & Opheikens, 1988).
The dataset consisted of 607 R-wave occurrence times, i.e. 606 IBIs, in 556 sec-
onds. The average IBI was 917 ms, the HR was 65.4 bpm, or 1.09 Hz. The average
SBP was 126.9 mmHg, and the average DBP was 68.8 mmHg.
Filtering method Before the ltering can take place, the input data le has
to be preprocessed; the time-series containing the R-wave occurrence times is
converted into an equidistantly sampled le, sampled at 100 Hz, where all samples
have the value zero (representing the fact that no signal is available between the
events), except when an R-wave occurs (one sample with a xed value). This
representation is, in fact, an equidistantly sampled version of the event-series
obtained with the IPFM model. The BP-values, which are values assigned to
R-wave occurrence times, have to be transformed as well. The BP-values are
considered as a sampled time series, where the sample values do not change
until new information is available, i.e. until the next R-wave has occurred. For
spectral analysis applications, this has been shown to be a correct method (see
Mulder, 1988, p.55). IBI-values can be treated in the same way as BP-values; for
the comparison, IBI was computed as well.
For practical reasons (accuracy of the lter algorithms) the ltering takes
place in two runs. In the rst run, the low-pass lter has a cut-o frequency
of 5 Hz, and the second ltering run is performed with a low pass lter with
cut-o frequency of 0.5 Hz. Between the ltering steps, the sample frequency is
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reduced from 100 to 10 Hz. The lter cut-o frequency of 0.5 Hz was chosen
because this is about half the mean HR. The ideal low-pass lter to obtain
the LPFES from the event series should have a cut-o frequency of about half
the sample frequency of that event series. Since the event series is sampled at
the HR, the ideal cut-o frequency is about half the mean HR (Hyndman &
Mohn, 1975; Rompelman et al., 1977). The mean heart rate in the experimental
data used in this comparison was 65.4 bpm, or 1.09 Hz. After the ltering steps,
the resulting le contains values for HR (in Hz), IBI (in ms), and SBP and DBP
(in mmHg), sampled equidistantly with a rate of 10 Hz.
Linear interpolation method The program which performs the linear in-
terpolation method was adapted from an implementation by Otten (see Otten
et al., 1995). A number of adaptations were made to meet our demands:
First, Velden & Wolk (1987) propose to use sample intervals of 500 ms, in
order to keep distortion of the 'real' autonomic activity at a minimum. However,
when measuring phasic changes in HR and BP in an S1-S2 interval with six
seconds between S1 and S2, we consider a time resolution of 500 ms too crude.
Particularly when examining latency dierences, we feel that sample intervals
of 100 ms would be more appropriate. Elbert et al. (1991) also used 100 ms
intervals.
Second, unlike Velden & Wolk (1990), we did not use separate timing for
HR, SBP and DBP, but assigned the BP-values to the R-wave occurrence times;
the BP values are considered to be valid in the R-wave interval in which they
occur. Velden & Wolk (1990) state that they use their denition for the timing
of the BP-value 'for the sake of simplicity', but also 'because we have no model
assumptions to dene this time interval' (Velden & Wolk, 1990, p. 100). We have
two arguments against their denition. Our rst argument is that the denition of
Velden &Wolk does not make the computations easier; it requires that the timing
of both systolic and diastolic peaks should be tracked, and the 'BP-intervals'
should be derived for SBP and DBP-values separately. Furthermore, these have
to be combined with yet another time track of the HR-values if BP and HR are to
be compared. A second argument is that if Velden & Wolk (1990) did not have
model assumptions about dening the interval, then why did they rst reject the
procedure followed by Weipert, Shapiro, & Suter (1987), who attributed SBP and
DBP values to the cardiac cycle in which they occurred, as we propose to do. By
using this method, Weipert et al. could use the timing information of the heart
beats for BP as well. This simplies the computation of the linear interpolation,
since the weighting factors derived to compute HR can also be used for SBP and
DBP.
Thirdly, Velden & Wolk (1987) mentioned that the interpolated values should
be plotted in the middle of the sample interval. Their way of dening the time
interval in which a BP-value is valid shows this, too. However, in sampling a
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continuous signal we prefer to consider a sample value to be valid until the next
value comes along; this implies that the values are plotted at the beginning of the
sample interval. When using sample intervals as short as 100 ms, the dierence
is only marginal (0.05 seconds).
Finally, in the method of Graham (1978) and Velden & Wolk (1987) values
for HR are used, as well as IBIs. Although HR is the measure which is most
often used to represent the phasic changes, it is much easier to use IBI-values
for the computations, because the input datale does not contain HR-values, but
only R-wave occurrence times and IBIs. Instead of rst converted every single
IBI to HR, the conversion from IBI to HR can performed as the last step in the
procedure.
Data converted with both the ltering and the linear interpolation method
are shown in Figure 2.2.


































Figure 2.2: Representation of the HR, IBI, SBP, and DBP values before (original)
and after conversion with the ltering method and with the linear interpolation
method. Twenty-six seconds of data are shown.
Comparison The experimental data were converted to equidistantly sampled
time-series with a sample frequency of 10 Hz. The converted time-series con-
tained 550 seconds of data, i.e. 5500 sample values. The data were compared in
two ways. First, averaged data were compared. From the time-series, 39 trials
of data were extracted and averaged. Each trial consisted of 11 seconds, i.e. 110
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sample values. The averages from the time-series converted with the ltering
method were then compared with the averages obtained from the interpolated
data. Linear regression was used to investigate the proportion of explained vari-
ance when one average was used to predict the other.
Secondly, the 'raw' time-series after conversion were compared. This was
done by decomposing the data with spectral analysis (Fast Fourier Transform),
in which all 5500 samples values were used. The power density spectra of HR, IBI,
SBP, and DBP were compared rst. Subsequently, three transfer functions were
computed between the time-series: the squared coherence, transfer amplitude
(gain), and the phase relation were computed. The time series were smoothed,
using a window of ve points. The spectral computations were performed with the
program Statistica (StatSoft Inc., 1996). All spectral measures were considered
in the frequency range below 0.5 Hz (i.e. lower than about half the mean HR).
This frequency range was subdivided in ve successive frequency bands of 0.1 Hz
each. From these bands, the average values for the transfer functions are given;
these values are obtained by averaging across the frequency points in the bands.
2.3 Results
Averaged data Figure 2.3 presents the averages of the 39 trials of HR, SBP,
and DBP data, converted with both the ltering and the linear interpolation
method. The gure shows that the results obtained with the ltering method
look smoother than the results obtained with the linear interpolation method.
This is obviously due to the dierence between averaging a number of smooth,
ltered signals and averaging a number of square wave signals; in order to obtain
the same level of smoothness in the interpolated data, a very large number of
trials should be included in the average. Furthermore, minor dierences can be
seen in the amplitude of some of the peaks in the patterns. These dierences,
however, are so small, that they certainly will not aect the statistical results of
the peaks detected in the HR and BP patterns, such as used for example in the
next chapter. Linear regression of the averaged data, where data obtained with
one method is used to explain the data obtained with the other method, shows
the s are between 0:975 and 0:992.
Although these results are promising, a closer look has to be taken to the
dierences between the methods.
Power density spectra Figure 2.4 shows the power density spectra from the
HR, IBI, SBP and DBP data. For this analysis, the raw converted data were
used, i.e. 550 seconds of equidistantly sampled data. The gure shows that for
IBI, SBP, and DBP, the spectra match almost perfectly. For HR, the ltered data
had more power in the higher frequencies (above 0.3 Hz). This is caused by the































































































































































































































































































Figure 2.3: Evoked HR, SBP, and DBP derived with two dierent methods. Solid
line: linear interpolation method, dotted line: ltering method. HR in bpm, SBP
and DBP in mmHg.
can be shown by expressing the variability in the high frequency bands as a
proportion of the total spectral power. Between 0.3 and 0.4 Hz, the ltered
data contained 7.2 % of the total power, and the interpolated data only 3.8 %.
Between 0.4 and 0.5 Hz, these percentages were 5.3 and 1.9, respectively.
Coherence The squared coherence is a measure for the linear relationship be-
tween changes in one signal and changes in the other signal, as a function of
frequency. When the relation between the two signals is very strong, the coher-
ence approaches 1.0, and when there is no relation, the coherence will be close
to zero. The values of the coherence function are comparable to the proportion
explained variance in a linear regression.
Figure 2.5 presents the squared coherence function for HR, IBI, SBP, and
DBP, converted with both the ltering method and with the linear interpolation
method. The top left of the gure shows the coherence between the HR signals.
Note that the HR with the linear interpolation method is actually based on IBI,
which is later converted to HR.
To derive a coherence measure in a particular frequency band, it is not correct
to simply compute the mean coherence, due to the non-Gaussian distribution of
the values. Therefore, a related measure is used, the weighted coherence (Porges,
Bohrer, Cheung, Drasgow, McCabe, & Keren, 1980). The weighted coherence is
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Figure 2.4: Power density spectra of HR, IBI, SBP, and DBP. The nine minutes
of raw data were converted to equidistantly sampled time-series with either the
ltering method (solid line) or the linear interpolation method (broken line).






































(f) is the coherence between the signals x and y at frequency f ,
and P
yy
(f) is the power spectral density of signal y at frequency f . Note that
this measure takes into account the magnitude of the power spectral density in
the frequency bands.
Across the entire frequency range, the weighted coherence for HR was 0:9993.
In the frequency bands from 0 to 0.2 Hz, the weighted coherence was higher than
0:9998, between 0.2 and 0.3 Hz the coherence was 0:9959, between 0.3 and 0.4 Hz
the weighted coherence was 0:9917, and between 0.4 to 0.5 Hz the coherence was
0:9833.
The top right drawing shows the coherence between the IBI signals. The
weighted coherence in the entire frequency range was 0:9999; in the bands below
0.4 Hz the average coherence was above 0:9999, and between 0.4 and 0.5 Hz the


































0 0.1 0.2 0.3 0.4 0.5
HR IBI
SBP DBP
Figure 2.5: Squared coherence between HR, IBI, SBP, and DBP, converted with
the ltering method and the interpolation method. Values can be reached be-
tween 0 and 1, with 1 representing a perfect linear relation.
The bottom left gure shows the coherence for SBP. The weighted coherence
in the total range between 0 and 0.5 Hz was 0:9999; in the four frequency bands
below 0.4 Hz the coherence was higher than 0:9999, and between 0.4 and 0.5 Hz
the weighted coherence was 0:9927.
The bottom right drawing shows the coherence function for the DBP signals;
the total weighted coherence was 0:9999; in the bands below 0.4 Hz the coherence
was higher than 0:9999, and between 0.4 and 0.5 Hz the weighted coherence was
0:9944.
In summary, the coherence between the signals was very high; particularly in
the frequency ranges lower than 0.4 Hz the linear relation between the signals was
almost perfect. Above 0.4 Hz the coherence functions were less perfect. This was
probably due to the small amount of spectral energy in those frequencies; when
there is no variation in the signals, the variation can not be related. For instance,
the power spectral density measures showed that less than 1 % of the total spec-
tral power in SBP was represented by the highest frequency band (0.96 % for the
ltered data, and 0.7 % for the interpolated data). However, the weighted coher-
ence measures, which take the power spectral density into account, still showed
values close to one.
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Figure 2.6: Transfer magnitude (gain) from HR, IBI, SBP, and DBP converted
with the ltering method to the same data converted with the linear interpolation
method. Gain of 1 indicates that amplitudes in one signal are equal to amplitudes
in the other signal.
Gain (modulus) The transfer magnitude, or gain (modulus), is a measure
for the relation between the uctuations in one signal (considered the output
signal) and in the other (considered as the input signal); it reects the ratio of
the changes in each of the signals. A gain of 1 indicates that a change of one unit
(e.g. a HR-change of 1 bpm) in the input signal is accompanied by a change of
exactly 1 unit in the output; a gain of 2 indicates that a change of 1 unit in the
input signal is accompanied by a change of 2 units in the output signal.
Figure 2.6 presents the transfer magnitude (gain) between the variables con-
verted with each of the methods. It must be noted that the reliability of the
gain-values depends upon the coherence between the two signals: the lower the
coherence between the signals, the lower the reliability of the estimation of the
transfer function. The gain function between the HR-signals shows a frequency
dependent change; the higher the frequency of the changes in the signal, the lower
the gain. Across the entire frequency range, the average gain was 0:8132 (with a
standard deviation (sd) of 0:174). In the ve successive bands the values were:
1:0122 (0:014) between 0 and 0.1 Hz, 0:9496 (0:024) between 0.1 and 0.2 Hz,
0:8541 (0:049) between 0.2 and 0.3 Hz, 0:7113 (0:059) between 0.3 and 0.4 Hz,
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and 0:5502 (0:057) between 0.4 and 0.5 Hz. This frequency dependent gain is due
to the dierence between using HR and IBI-converted-to-HR; the changes in HR
with higher frequencies are attenuated in the linear interpolation data relative
to the ltered data. The ratio between the spectral densities of the ltered and
the interpolated HR signals reects the same information (for a discussion of this
topic see also Mulder, 1988). When this ratio is multiplied with the gain values,
the result is the value 1 for all frequencies; this shows that the decline of transfer
is entirely due to the use of IBI-values in the linear interpolation method. This
is expressed in the following formula:
gain-value at frequency f 
s
spectral density HR(lter) at f
spectral density HR(interp.) at f
 1
Obviously, the IBI signals do not show this frequency dependent decline of
the gain values. Here, in both the ltering and the interpolation method, the
IBI-values were used. No conversion from IBI to HR has taken place. This gives
a further indication that the frequency dependent gain-function for HR was the
result of the conversion from IBI to HR. Across the entire frequency range the
gain was close to one. The total average gain was 1:0176 (0:028). For the ve
successive bands the values were 1:0207 (0:003), 1:0127 (0:003), 1:0163 (0:009),
1:0135 (0:015), and 1:0219 (0:058), respectively.
For SBP the gain was close to one, but only in those frequency ranges where
the coherence was high; above 0.4 Hz, the coherence declined, and thus the gain
values were less reliable, and showed larger deviations from the ideal value. The
average gain across entire frequency range the gain was 0:9599 (sd = 0:167), and
in the ve successive bands the values were 1:0199 (0:005), 1:0142 (0:009), 1:0252
(0:028), 0:9776 (0:051), and 0:8049 (0:263), respectively.
The values for DBP were close to one in the entire frequency range, although
in the higher frequencies (above 0.4 Hz), where the coherence was quite low as
well, the gain deviated from the ideal value. For the entire frequency range
the average gain was 1:005 (0:057), and in the successive bands the gain was
1:0194 (0:004), 1:0144 (0:007), 1:0162 (0:021), 1:0037 (0:038), and 0:9652 (0:107),
respectively.
The results of the gain between the signals show that all signals show good
results below about 0.4 Hz. Above this frequency, the coherence starts to decline,
which results in less reliable gain values. This is due to the low spectral power in
the high frequency regions, which results in less reliable spectral estimates.
Phase relation The phase relation indicates the time lag between a change in
one signal and a change in the other signal, as a function of frequency. When the
phase shift is 0, both signals change at the same time, and in the same direction;
a phase shift of  radians indicates that two signals have changes in the opposite
direction.
































Figure 2.7: Phase relations (in radians) between HR, IBI, SBP, and DBP con-
verted with the ltering method and with the interpolation method. Phase of 0
indicates that both signals vary simultaneously.
Figure 2.7 shows the phase relations between the signals converted with each
of the ltering and with the linear interpolation method. For HR the phase shift
across the entire frequency range was close to zero, with an average of 0:0845 rad
(and a standard deviation of 0:069); in the ve successive frequency bands the
shifts were  0:0150 (0:011),  0:0464 (0:018),  0:0826 (0:034),  0:1324 (0:059),
and  0:1534 (0:071).
For IBI the phase shift also deviated very little from zero. Across the entire
frequency range the average phase shift was  0:0927 (0:077) rad. The phase shifts
in the ve successive frequency bands were  0:0168 (0:010),  0:0512 (0:010),
 0:0832 (0:013),  0:1121 (0:020), and  0:2011 (0:095), respectively.
The phase shift in SBP was close to zero for the frequencies below 0.4 Hz;
above that frequency the low coherence made the values less reliable. For the
entire frequency range the average phase shift was  0:0550 (0:233) rad, and
for the ve bands separately the values were  0:0164 (0:010),  0:0515 (0:014),
 0:0769 (0:037),  0:0968 (0:060), and  0:0889 (0:374), respectively.
Finally, for DBP the phase shift was very close to zero; in the total frequency
range the shift was  0:082 (0:072) rad. In the ve successive frequency bands the
values were  0:0164 (0:010),  0:0484 (0:008),  0:0785 (0:021),  0:1152 (0:041),
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and  0:1619 (0:095), respectively.
These phase shifts represent the time delay between the two signals consid-
ered. When these time dierences are computed, all these phase relations appear
to represent a xed time dierence of 50 ms between the two methods. This
shows that when the values of the linear interpolation method would have been
assigned to the time in the middle of the sample interval, as Velden & Wolk
(1990) proposed, there would have been no dierence. Thus, for example if a
sample now is assigned to time point 1.35 seconds (i.e. considered valid until the
next value appears at 1.45 s), it should have been represented at 1.40 seconds (al-
though the value would still represent the time period between 1.35 and 1.45 s).
This shows that the dierent representations of the values in the sample intervals
do lead to shifts in the resulting patterns. With the small sample intervals as
used here (100 ms, resulting in a delay of 50 ms), this is no problem. However,
when larger sample intervals are used, e.g. the 500 ms as proposed by Velden &
Wolk (1990), larger dierences will occur.
In summary, the phase shifts are very small, and indicate a xed time delay of
50 ms between the methods. This dierence is entirely due to the representation
of the sample values.
2.4 Discussion and conclusion
The linear interpolation method is the most often used method for converting
irregularly occurring HR and BP values to an equidistantly sampled HR and BP
signal. Although linear interpolation is easy to perform, it has the problem that
it lacks a theoretical basis. This chapter uses a physiologically plausible model
for the generation of heart beats. The work done with this IPFM model over
the past years (see for instance Rompelman et al., 1977; Rompelman, 1985; Ten
Voorde, 1992; Mulder, 1988) has shown that it is useful. Based upon properties
of the IPFM model, low pass ltering of the cardiac event series was proposed
as a method for representing the underlying continuous autonomic signal. By
regarding the generation of BP signal as an extension of the IPFM model, it was
shown that BP time series can be adequately derived in a similar way.
The comparisons made in the present study show that the results of the com-
putationally complicated and time-consuming ltering on the one hand and the
'simple' linear interpolation method on the other are very similar. When multi-
trial averages are made (see Figure 2.3), the methods show virtually identical
results. The minor dierences which occur are mostly due to the square wave
representation in the linear interpolation method; many trials have to be averaged
to smooth the edges of a square wave signal. The small dierences between the
results obtained with each of the conversion methods are, however, much smaller
than the individual dierences which occur in evoked heart rate and blood pres-
sure patterns.
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In addition to viewing the ultimate multi-trial average, a comparison of the
'raw' transformed data was made by using spectral analysis. Overall, the spectral
characteristics of the signals were very similar, particularly when the frequencies
below 0.4 Hz were considered; above this frequency, the reliability of the spectral
estimates slightly decreases due to the relatively small power density in the sig-
nals. However, this should be no problem when the method is used in computing
phasic changes in experimental settings such as in an S1-S2 paradigm. At rst
glance, the gain function between the HR signals shows that at higher frequencies
the linear interpolation method gives an underestimation of the HR values. This
is entirely due to the use of IBIs in the interpolation method, as was shown in
the results section.
This comparison shows that the ltering method and the linear interpolation
method both give a good representation of phasic changes in HR and BP. Both
methods have advantages and disadvantages. A major advantage of the ltering
method is that it is based on the solid theoretical IPFM model. Furthermore,
the ltering method generates a continuous signal, which can easily be used for
sampling or averaging procedures. However, as De Boer et al. (1985) pointed
out, the LPFES is not easy to compute. The linear interpolation method has
the great advantage that it is very easy to perform. A disadvantage is the lack
of theoretical framework for its use; particularly the conversion of IBI values to
instantaneous HR values is not correct.
The conclusion of this chapter is therefore that for practical reasons the linear
interpolation method is preferred over the ltering method. Since the results are
virtually the same when multi-trial averages are made, linear interpolation is a
very good method. However, when using the interpolation procedure, one should
keep in mind the theoretical justication of this method.
Chapter 3
Evoked heart rate and blood
pressure
As reviewed in Chapter 1 (section 1.2.3), the evoked heart rate (HR) pattern
consists of initial deceleration (D1) which is assumed to reect orienting, mid-
interval acceleration (A) which reects stimulus processing, decision making, and
motivation, and nally a second deceleration (D2) which reects preparatory pro-
cesses: either anticipation of the second stimulus or preparation of the response.
The evoked blood pressure (BP) patterns are similar, but appear to be delayed
relative to the HR pattern.
The purpose of the present study is to investigate whether the changes in BP
show a consistent pattern, and whether these changes are aected by the same
manipulations as the HR pattern. The relationship between the HR and BP pat-
tern is also investigated, in an attempt to solve the contradictory interpretations
with regard to the baroreceptor hypothesis. To comply with Otten, Gaillard,
& Wientjes (1995), we consider the BP pattern delayed relative to HR, which
implies that we associate HR-D1 with the initial BP decrease, HR-A with the
intermediate BP increase, and HR-D2 with the second BP decrease. Because the
literature on evoked BP is very limited, the manipulations are chosen with regard
to their supposed eect on HR.
In three experiments, the following experimental manipulations were used:
(1) response instruction, which is assumed to aect the timing of HR-D2; the de-
layed instruction should delay HR-D2, and subsequently, the second BP-decrease,
(2) the diculty of a memory search task, which is expected to enhance HR-D1
and/or HR-A, and the initial BP-changes, and (3) the way in which feedback
(knowledge of results, KR) is given. This manipulation is supposed to change
the emotional and/or motivational state of the subjects, and thereby to dieren-
tially enhance the cardiovascular results. In the rst experiment neutral and noise
KR are used. In the neutral KR condition, the subjects typically are informed
when they have given a correct response, whereas in the noise KR condition only
incorrect responses are indicated. Experiment 2 uses a positive versus a negative
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reward. Here, too, in the positive reward condition the subjects are informed
when they make a correct response, and correct responses are rewarded with a
nancial bonus. In the negative reward condition the subjects are given feed-
back (presentation of aversive noise) only when their response is incorrect. In
Experiment 3 task control is varied. In the Control condition feedback is given
for each correct response, and correct responding is rewarded with a nancial
bonus. Every second incorrect response is followed by presentation of aversive
noise. In the NoControl condition the actual reward structure is the same, but
not presented to the subjects, except for the aversive noise. The subjects do not
know that the conditions are actually similar.
To examine tonic changes in the autonomic system, mean HR, systolic and
diastolic BP, a measure for vagal tone (high frequency HR variability, or RSA),
and a measure for baroreex sensitivity (BRS) were determined in each condi-
tion. These measures are included to investigate whether dierences in the phasic
pattern depend on changes in the tonic levels.
3.1 Experiment 1: Memory Load and KR
Three task manipulations were used to study changes in phasic heart rate and
blood pressure responses. First, the memory search task at S1 was either easy
or dicult. The size of the memory set was varied to examine the eects of
the processing of the information presented at S1. Since HR-D1 and A have
been associated with stimulus processing, it is expected that these components
are aected by the size of the memory set. Second, to investigate the eects of
response preparation, the instruction was to either respond fast or with a delay.
It is expected that the latency of HR-D2 is shorter with a fast response than
after the instruction to delay the response. Third, the information given about
the performance (knowledge of results, KR) was manipulated to inuence the
state of the subject, in terms of motivation and emotion. Either neutral KR
(performance information) or noise (after an incorrect response) was given to
aect the subject's motivation to perform, and consequently to induce changes
in the cardiovascular eects.
3.1.1 Method
Subjects Twenty-six right-handed male subjects, aged 19 to 28 years, were
paid for their voluntary participation.
Apparatus The subjects were seated in a soundproof, electrically shielded
room, at a table on which a monochrome monitor and two pushbuttons were
placed. The ECG was measured from precordial leads with silver-silverchloride
electrodes. BP was measured beat-by-beat with a Finapres tonometer (TNO
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prototype 4) from the left middle nger (Wesseling, Settels, & de Wit, 1986).
Before each session the BP signal was calibrated, in order to derive systolic and
diastolic BP values from the raw pressure signal afterwards. All signals were
sampled on-line at 100 Hz, and stored for further analysis.
Task In all three experiments the same basic task conguration was used, which
consisted of an S1-S2 paradigm with an interval of six seconds between S1 and
S2. The S1 was a spoken letter of the alphabet presented via the headphones.
The letter indicated the response instruction, which was either to respond as fast
as possible after S2, or to delay the response until at least one second after S2.
In half of the trials S1 indicated a fast, and in the other half a delay instruction.
S2 consisted of a small square, which appeared either to the right or to the left of
the xation stimulus, and indicated whether the response had to be given with
the left or with the right hand. This choice at S2 was included to ensure that
the subjects did not make an anticipatory reaction before S2, and to prevent an
asymmetric preparation.
In Experiment 1, the following task manipulations were used. The intertrial
(S1-S1) interval was 12, 14 or 16 seconds, which was varied randomly with equal
probability. Although these intertrial intervals may be rather short, and the
HR and BP may not have returned to the baseline level completely, we do not
expect problems; due to the variable length of the intertrial intervals, these late
changes from the previous trial will be averaged out. A small xation stimulus
was presented in the middle of the screen from three seconds before S1 until the
onset of S2.
In the easy condition the memory set consisted of two letters, and in the
dicult condition of ve. A dierent memory set was presented at the beginning
of each task block, both on the screen and through the headphones. At S1 one
letter was presented, and the subjects had to decide whether the presented letter
belonged to the memorized set of target-letters. The outcome of this memory
search process, i.e. whether the S1 was a target or not, indicated the response
instruction. Half of the subjects responded fast to a target and delayed to a
nontarget, while the other subjects did the reverse. In each condition there were
as many target- as nontarget-letters: in the easy condition there were two target
letters and two nontargets, and in the dicult condition there were ve targets
and ve nontarget letters.
There were two KR-conditions: In the neutral KR condition a vertical bar
was displayed after each response. The length of the bar indicated the speed
of the response. The bar extended upward from the middle of the screen after
a correct response and downward after an incorrect response. In the noise KR
condition, loud (about 70 dB SPL) aversive auditory (white) noise was presented
for 100 ms whenever an incorrect response was given, whereas nothing happened
after a correct response. In this condition, there was no visual feedback. Incorrect
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responses were those that were given prematurely (i.e. within one second after S2
when a delayed response was required), with the incorrect hand, or too late (i.e.
an RT of more than 1000 ms when a fast response was required, or more than
2000 ms for a delayed response). Responses given before the presentation of S2
were not registered.
Procedure Before the experiment started, the subjects were trained until they
made less than 10 % incorrect responses. Subjects were instructed to perform
the task as fast and accurately as possible. The subjects performed four task
blocks, consisting of 80 trials each. Memory load and KR were varied between
blocks, and response instruction within each task block. The order of the task
blocks was easy-dicult-easy-dicult, with half the subjects starting with two
noise KR blocks, and the other half with neutral KR.
Data analysis For each task block the percentage of errors and the average
reaction time (RT) were computed, separately for the fast and the delay instruc-
tion. Responses which were given too late or which were given with the incorrect
hand were considered as an error, whereas incorrect responses due to responding
too early are indicated as 'premature'. Premature responses only occur after the
delay instruction, since early responses after the fast instruction would have been
given before S2, and thus not registered.
The times of the R-waves were detected in the ECG with 10 ms resolution
with a special-purpose program. Systolic and diastolic BP values were derived
from the raw BP signal and assigned to the R-wave times. From these time
series evoked HR and BP were calculated with the procedure of Velden & Wolk
(1987; 1990). This method applies linear interpolation to derive a mean value
of the number of heart beats that occurs in each interval. The intervals had a
duration of 100 ms. Although in most studies sample intervals of 500 or 1000 ms
are used, the use of 100 ms intervals makes it possible to study latency dierences.
Evoked HR and BP were obtained in the intervals from one second before until
ten seconds after S1 (four seconds after S2). The one second before S1 served as
a baseline. Trials in which incorrect responses were given were removed from the
analyses, i.e. all trials in which responses were given with the wrong hand, too
late, or prematurely.
In the HR and BP patterns peaks were detected. After visual inspection of
the grand averages, detection intervals were chosen which extended from some
time before the average peak until some time after this peak, while trying to
avoid overlap of the intervals. The actual peak detection was performed in the
individual averages of each subject.
In the evoked HR pattern the following peaks were detected: the rst mini-
mum (D1) in the interval from S1 until 1.5 s after S1, the mid-interval maximum
(A) was peaked in the interval from 1.2 until 4.0 s after S1, and the second min-
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imum (D2) between 5.5 and 8.5 s after S1. The overlap in the intervals for the
initial peaks was dictated by the large variance in peak latency. Although the
peak detection was performed automatically, the D1 and A peaks were checked
afterwards for each trial, to ensure that no maximum occurred before the initial
minimum. In the evoked SBP pattern, the rst minimum (min1) was detected
between 1.5 and 4.0 s after S1, the following maximum (max) between 4.0 and
7.5 s after S1, and the second minimum (min2) between 7.5 and 10 s after S1.
For DBP the intervals were 1.0-4.0 for min1, 4.0-6.0 for max, and 6.0-9.0 s for
min2. However, the DBPmax could only be detected reliably in less than 50 %
of the individual averages. In the gures (e.g. Figure 1.3) it can be seen that the
increase in the DBP pattern is hardly present. This causes the problem that an
actual peak maximum often cannot be detected. It was therefore decided not to
use the latency value. The amplitude value, however, does give an indication of
the intermediate DBP level. The other peaks could be detected in 70 (D1, min1)
to over 93 % (D2, min2) of the individual averages. For each task block the mean
latency and amplitude of these components were derived, separately for the fast
and delay instruction.
The following tonic measures were derived: mean HR, SBP, DBP, and high
frequency HR-variability in the frequency band from 0.15-0.40 Hz (RSA), which
is assumed to reect vagal outow to the heart (e.g. Grossman, 1983). Further-
more, a measure for baroreex sensitivity (BRS) was derived. This measure,
which is expressed in ms/mmHg, reects the relation between changes in SBP
and heart beat interval in the frequency range from 0.07-0.14 Hz (see Robbe, Mul-
der, Ruddel, Veldman, Langewitz, & Mulder, 1987). The tonic measures were
derived with the carspan program (see Mulder, van Dellen, van der Meulen, &
Opheikens, 1988). They represent mean values from each entire task block, i.e. a
period of about 18 minutes. Only nineteen subjects had complete tonic datasets,
which is due to Finapres level setting errors (this will be explained in the Results
and discussion section).
Statistical analysis All variables were tested in anovas with the factors KR
(neutral, noise), memory load (easy, dicult), and instruction (fast, delayed).
Delayed responses which were given too early (i.e. premature responses) were
examined with a KR  load anova. The tonic measures were tested with KR
and memory load as within-subject factors. Values with p < 0:05 were regarded
signicant. Interactions were examined with Newman-Keuls post-hoc tests, in
which all possible combinations were compared; only the signicant dierences
are presented in the text.
3.1.2 Results and discussion
Performance The mean RTs and error percentages are presented in Table 3.1.
The average RTs were about 390 ms for the fast responses, and 1250 ms for the
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delayed. The subjects found it rather hard to delay their response, as was shown
by the large number of premature responses after the delay instruction. When the
S2 is presented, the subject knows the response instruction for almost six seconds,
and he is quite eager to respond. This probably makes it very dicult to wait
an additional second before responding. In the dicult condition there were
fewer premature (delayed) responses (12 %) than in the easy condition (16:6 %;
eect of memory load: F (1; 25) = 17:7, p < 0:001). This could indicate that
the dicult condition required more attention, and therefore less waiting, which
resulted in more precise timing. After the instruction to give a fast response there
were more errors (due to responding with the wrong hand or responding too late)
than after the delay instruction (F (1; 25) = 49:5, p < 0:001). The subjects made
more errors in the dicult condition (eect of memory load: F (1; 25) = 8:6, p <
0:01), and the dierence between errors after the fast and the delay instruction
was more pronounced in the dicult condition (load  instruction interaction:
F (1; 25) = 6:3, p < 0:05); whereas after the delay instruction the number of
errors was about the same in the easy and the dicult condition, there was a
larger number of incorrect fast responses in the dicult condition. This suggests
that the subjects sometimes failed to recognize the category of S1, and mistook
the fast instruction for a delay instruction. Consequently, their response was
too late. This also may indicate that the information processing demands in the
dicult condition indeed made that task more dicult.
In the noise KR condition the RTs were longer than in the neutral KR con-
dition (eect of KR: F (1; 25) = 13:2, p < 0:01). This appears to be due to a
cautious strategy; in order to avoid the unpleasant noise presentation, the sub-
jects adopted a more conservative strategy. This should lead to a reduction in
the number of premature responses as well; indeed, the number of premature
delayed responses was slightly (although not signicantly) smaller in the noise
KR condition.
Tonic measures Tonic datasets were available for nineteen subjects only. This
was due to a problem with the BP-data. Because the experiment was rather
long in duration, a number of subjects complained about the nger cu of the
Finapres device; their nger was cold or 'sleeping'. When the cu is removed
from the nger, it is sometimes dicult to obtain the same baseline level of BP
in the next measurement (see also Mulder, 1988, p. 104). This level setting error
has no consequences for the phasic changes, although it requires that baseline
correction has to be applied. This is the reason that the baseline values are not
reported, and that for some subjects no absolute, tonic BP levels are available.
The tonic cardiovascular measures were not aected by the experimental ma-
nipulations; Table 3.1 presents the mean values. The mean HR and BP values,
as well as RSA and BRS were about the same in all conditions. This suggests
that the eects of the experimental manipulations on the phasic data were not
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neutral noise
easy dicult easy dicult
RT-fast 384 (64) 379 (70) 405 (78) 402 (86)
RT-delay 1233 (87) 1225 (61) 1258 (119) 1268 (94)
%error-fast 4:0 (5:3) 6:5 (5:8) 3:2 (3:4) 4:9 (5:0)
%error-delay 0:4 (5:3) 0:4 (0:9) 0:6 (1:3) 1:1 (3:1)
%premature 18:3 (8:9) 13:1 (9:0) 15:0 (10:6) 11:0 (8:8)
HR 67:1 (6:9) 68:5 (6:3) 67:6 (7:5) 68:8 (7:2)
SBP 143:4 (16:9) 143:0 (17:3) 144:2 (18:2) 146:6 (15:7)
DBP 80:8 (11:0) 79:3 (11:7) 80:5 (10:8) 82:3 (10:2)
RSA 7:3 (0:8) 7:3 (0:6) 7:3 (0:7) 7:4 (0:6)
BRS 12:3 (4:4) 12:3 (3:4) 12:2 (3:4) 12:8 (4:1)
Table 3.1: Performance data (N = 26), and tonic measures (N = 19) in Experi-
ment 1. Standard deviation in brackets. Reaction times (RT) in ms, HR in beats
per minute (bpm), SBP and DBP in mmHg, RSA in ln(variability), BaroReex
Sensitivity (BRS) in ms/mmHg.
caused by changes in the tonic state of the cardiovascular system.
Evoked HR and BP Figures 3.1 and 3.2 present the evoked HR and BP
patterns, in the easy and the dicult condition, respectively. The anova results
are presented in Table 3.2. The phasic changes in HR showed the typical triphasic
D1-A-D2 structure described in the literature. As expected, evoked BP was
triphasic as well, and consisted of an initial decrease, followed by an increase and
a second decrease. In contrast to HR, the BP-increase did not exceed the baseline.
Although the changes in BP were similar to HR, they were delayed with about
two to three seconds relative to HR; when the absolute changes are considered,
BP decreases at the time HR increases. There is also a phase dierence of about
one second between the patterns of SBP and DBP; the SBP pattern is delayed
relative to DBP. These BP patterns are rather similar to those found by Otten
et al. (1995). They also found that the BP patterns did not exceed the baseline
level after S1, that the BP patterns were delayed relative to HR, and that SBP
was delayed relative to DBP.
The memory load manipulation was expected to aect the early components
of the HR pattern, particularly HR-A. However, main eects of memory load
were found only for BP components: The latency of SBPmin1 was longer in the
dicult (3180 ms) than in the easy (2950 ms) condition. The latency of DBPmin1
also showed this eect, but here it was only marginally signicant (p < 0:10).
The amplitude of DBPmin1 was larger in the dicult ( 2:1 mmHg) than in
the easy condition ( 1:9 mmHg). The amplitude of SBPmax was larger (less
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Figure 3.1: Evoked HR, SBP, and DBP in the easy condition of Experiment 1,
separately for the neutral and the noise KR condition. HR in bpm, SBP and
DBP in mmHg. Bold line: fast instruction; thin line: delay instruction.
   
 
 









Figure 3.2: Evoked HR, SBP, and DBP in the dicult condition of Experiment 1,
separately for the neutral and the noise KR condition. HR in bpm, SBP and DBP
in mmHg. Bold line: fast instruction; thin line: delay instruction.
3.1 Experiment 1: Memory Load and KR 47
Latency Amplitude
HR D1 A D2 D1 A D2
Memory Load 3:3 3:5
KR
Instruction 4:9* 180:7***
ML  KR 12:7**
SBP min1 max min2 min1 max min2
Memory Load 11:4** 8:8**
KR
Instruction 16:9*** 49:7*** 6:0*
DBP min1 min2 min1 max min2
Memory Load 3:9 4:6* 4:1
KR
Instruction 78:6*** 7:3*
ML  KR 19:0*** 6:6* 4:3*
Table 3.2: Results of the anovas of Experiment 1; memory load  type of
KR  response instruction. All F -values larger than 2:9 (p < 0:10) are shown.
df = 1; 25, * p < 0:05, ** p < 0:01, *** p < 0:001
negative; closer to the baseline) in the easy ( 0:4 mmHg) than in the dicult
condition ( 1:0 mmHg). Here too, this eect was only marginally signicant for
DBPmax. This eect, the smaller amplitude of SBPmax in the dicult condition,
is probably due to the longer latency of the preceding minimum (SBPmin1); since
SBPmax peaked at about the same time in the easy and dicult conditions, there
was less time for the pressure to increase. Thus, there was a shorter increasing
trajectory, resulting in a smaller amplitude of SBPmax. In the dicult condition
more time was needed to process S1, which resulted in a longer latency and larger
amplitude of the initial pressure decrease.
There were several signicant interactions between KR and memory load.
In the dicult condition the amplitude of HR-A was smaller in the neutral
KR (0:6 bpm) than in the noise condition (1:3 bpm), and smaller than in the
easy condition (neutral 1:1 bpm, noise 0:8 bpm). The latency of DBPmin1 was
shorter in the neutral KR, easy condition (2420 ms), than in the other condi-
tions (2860, 2890, and 2740 ms), and the amplitude of DBPmax was larger (the
pressure increase reached closer to the baseline) in the neutral KR, easy condi-
tion ( 0:5 mmHg) than in the other conditions ( 1:2,  1:0, and  1:0 mmHg).
Finally, the amplitude of DBPmin2 was smaller in the neutral KR, easy condi-
tion ( 2:0) than in each of the other conditions ( 2:6,  2:6, and  2:5 mmHg).
It appears that the combination of neutral KR and easy memory search is less
demanding than the other combinations of KR and memory search. In the noise
condition subjects were probably so much occupied with preventing the presen-
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tation of noise, that the task was dicult regardless of the memory load. The
longer RTs in the noise KR condition appear to support this explanation. It is
clear that the the subjects found the easy condition with neutral KR the least
demanding; apart from a rather short latency and small amplitude of SBPmin1
and DBPmin1, this relative lack of processing demands also resulted in a larger
number of premature delayed responses in the easy condition. It is not unlikely
that the subjects suered more from understimulation in this condition.
The KR manipulation was expected to cause a dierence in the amplitude of
the evoked HR and BP patterns. There were, however, no main eects of KR. It
may be that the dierence between the neutral and the noise KR was too small
to induce suciently large dierences.
As expected the response instruction had signicant eects on the latency of
the late components in HR and BP. The latency of HR-D2 was longer when the
response had to be delayed (6930 versus 5990 ms for the fast), and this was also
found for SBPmin2 (9170 vs. 8560 ms) and DBPmin2 (7690 vs. 6890 ms). This
shows that the HR deceleration and BP decrease are strongly related to the timing
of the motor response. Other authors have observed the same result (e.g. Brunia
& Damen, 1985; Putnam, 1990; Otten et al., 1995). An assumption from Lacey
& Lacey (1970) was that the HR decrease serves to prepare certain pathways in
the brain that facilitate sensorimotor performance, i.e. the detection of external
stimuli (e.g. S2) and the execution of a motor response. The separate eects
of stimulus anticipation and response preparation cannot be distinguished when
the response is given immediately after S2. However, when a delayed response
is required, a biphasic deceleration might be expected in HR; one before the
stimulus (anticipation), and one before the response (preparation). A delay of
one second should be sucient to observe at least some indication for a double
peak. However, the gures show no evidence at all that there may be a biphasic
response. The present results thus suggest that the deceleration in HR and
the decrease in BP are related to preparation of the motor response only. On
the other hand, anticipation related HR deceleration was studied by Lacey &
Lacey (1973) and Damen & Brunia (1987) in a paradigm where rst a voluntary
motor response was given (preparation), which was then followed by feedback
(anticipation). It may be that the motor related deceleration is so much stronger
than the anticipation related deceleration that in the present results the eect of
anticipation is completely overruled.
Not only the late components of HR and BP were aected by the response
instruction. The latency of HR-A was longer after the delay (2670 ms) than
after the fast instruction (2400), and this was also found for SBPmax (5800 vs.
5330 ms). The amplitude of SBPmin1 was larger after the delay ( 3:0 mmHg)
than after the fast instruction ( 2:5 mmHg), and the same was found for DBP-
min1 ( 2:1 and  1:9 mmHg). These eects suggest that the implications of
S1 for events later in the S1-S2 interval are reected in the early cardiovascular
components, and that the preparation of the motor response started earlier in
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the S1-S2 interval when S1 signalled the instruction to give a fast response.
The conclusions from Experiment 1 are: (1) Evoked BP consists of a triphasic
pattern. (2) Evoked BP is delayed relative to HR. (3) The early components of
evoked HR and BP are related to the processing of S1. (4) The late components
of evoked HR and BP are related to the timing of the motor response. (5) The
KR manipulation was not strong enough to induce eects on evoked HR and BP.
3.2 Experiment 2: Reward
The purpose of the second experiment was to further examine the patterns of
evoked HR and BP, and the eects of the presentation of performance feedback.
The second experiment diered from the rst in the following ways:
First, the KR manipulation was changed. In Experiment 1 the dierence
between the neutral and the noise condition was not large enough to produce dif-
ferences in the evoked HR and BP patterns. Therefore, in Experiment 2 subjects
received a positive reward (nancial bonus) when their performance was good,
and a negative reward (auditory noise) when they made an error.
Second, only an easy memory search task was used at S1. The eect of dier-
ent processing demands was investigated by introducing a reference condition in
which no memory search was required. The reference condition was also used to
examine whether the HR and BP patterns were evoked by the presentation of the
stimuli, or by the processing of the stimuli. In the reference condition the same
stimuli were presented as in the experimental conditions, but the subjects were
instructed to ignore S1 and to give a simple response after S2, with no speed
requirement. In this way the phasic HR and BP changes could be compared
between the experimental tasks and the simple reference task. Furthermore, the
eect of the absence of an information processing requirement (where S1 is only a
simple warning) can be compared with the presence of a processing requirement
(where S1 is a memory search task).
3.2.1 Method
Subjects and apparatus Fifteen right-handed males, aged 19-30 years, were
paid for their participation. The same equipment was used as in Experiment 1.
Task The basic paradigm was used as Experiment 1 (see section 3.1.1. Instead
of presenting the xation stimulus at three seconds before S1, it was now pre-
sented throughout the entire block of trials. Before a block started two sets of two
letters (AB and YZ) were presented via the headphones and on the screen. One
set of letters indicated the instruction to give a fast response, the other a delayed.
Throughout the entire experiment, for a subject the same letters indicated the
same response instruction. Like in Experiment 1, responses were incorrect when
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they were given with the wrong hand, when they were given too late, or when
they were given too early (when a delayed response was required).
There were two types of reward. In the positive reward condition, auditory
feedback was given after each correct response, saying the word 'goed' (Dutch for
'good'). This was accompanied by the presentation of a '+' on the screen. When a
response was given with the wrong hand, a ' ' appeared on the screen, and when
the response was too late, this was indicated with a text on the screen. After a
premature (delayed) response nothing happened. Responses which were correct
and very fast (within the rst 350 ms in the response interval) were counted.
When a total of eight of these responses was given, the text 'bingo' was presented
on the screen, which indicated that the subject had earned a nancial bonus. The
amount of bonus money that could be earned was ve Dutch guilders for each
task block. In the negative reward condition, after each incorrect response the
word 'fout' (Dutch for 'incorrect') was presented through the headphones, and
at the same time a ' ' was presented on the screen. After each second incorrect
response this was accompanied by presentation of loud (70 dB SPL) aversive
(white) noise for 100 ms. When a correct response was given, nothing happened.
The feedback ('goed', 'fout', bingo or noise) was presented immediately after the
response.
In addition to the experimental conditions, a reference condition was pre-
sented in which subjects did not have to pay attention to S1, nor to the position
(left or right of the xation stimulus) of the S2 stimulus. The subjects were
instructed to press one of the buttons within one second after S2 had appeared.
There was no need for a speeded response.
Procedure and analyses After the training, the subjects performed three
blocks of trials. The two experimental blocks, i.e. one with positive and one with
negative reward, consisted of eighty trials each, and the reference block consisted
of forty trials. The response instruction was varied within each task block. The
order of presentation was varied between subjects.
The same measures were derived as in Experiment 1. However, responses after
the delay instruction were considered correct when they were given at least 900 ms
after S2 instead of 1000. Many delayed trials would have been lost otherwise,
because subjects had a strong tendency to respond too early.
In order to avoid the level setting error of the Finapres (see Experiment 1),
the nger cu remained on the subjects' nger throughout the entire experiment.
When a subject was bothered by the device, it was switched o, but the cu was
not removed from the nger. The tonic measures of fourteen subjects could be
used.
All variables were tested in an anova-design with the factors type of reward
(positive, negative), and instruction (fast, delay). The number of premature de-
layed responses was compared between the positive and negative reward condi-
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tion. To test the dierences with the reference condition, a contrast analysis was
performed with reference tested against the pooled experimental conditions. The
tonic measures were rst tested by comparing the positive and negative reward
conditions, and then a comparison was made between the experimental (pooled
positive and negative reward) conditions and the reference condition.
3.2.2 Results and discussion
Performance The mean RTs and error percentages are presented in Table 3.3.
When good performance was directly coupled to receiving a monetary reward,
the subjects' motivation to make a correct response increased. As a consequence,
a more conservative response strategy was adopted, which was reected in the
longer RTs in the positive reward condition (eect of reward: F (1; 14) = 5:3,
p < 0:05). This result is in line with the ndings of Otten et al. (1995). However,
the number of errors increased too, mainly because of an increase in the number of
responses given too late (eect of reward: F (1; 14) = 5:3, p < 0:05). The reward
 instruction interaction (F (1; 14) = 5:6, p < 0:05) showed that particularly
after the delay instruction the number of errors was increased, whereas there
was no dierence between positive and negative reward condition after the fast
instruction.
The RTs after the delay instruction were rather short compared to the pre-
vious experiment, but this is due to the decision that responses given at least
900 ms after S2 were considered correct.
Positive Negative Reference
RT-fast 332 (35) 332 (40) 508 (158)
RT-delay 1156 (79) 1108 (61)
%error-fast 5:5 (4:4) 5:3 (4:6)
%error-delay 12:3 (13:6) 4:3 (4:5)
%premature 8:3 (10:0) 15:7 (18:0)
HR 66:7 (7:5) 67:0 (7:4) 65:0 (6:7)
SBP 143:2 (16:8) 146:4 (16:0) 138:9 (14:4)
DBP 81:7 (9:6) 82:0 (9:9) 78:4 (8:3)
RSA 7:58 (0:67) 7:54 (0:67) 7:75 (0:83)
BRS 14:3 (4:2) 14:6 (5:4) 14:7 (6:5)
Table 3.3: Performance data (N = 15), and tonic measures (N = 14) in Experi-
ment 2. Standard deviation in brackets. RT in ms, HR in beats per minute, SBP
in mmHg, RSA in ln(variability), Baroreex Sensitivity (BRS) in ms/mmHg.
Tonic measures The means of the tonic measures are presented in Table 3.3.
One subject was discarded from the tonic measures analyses, because of a Fi-
52 Evoked heart rate and blood pressure
napres baseline shift. The levels of HR, BP, RSA and BRS were not dierent in
the positive and negative reward condition; the changes in the phasic patterns
can therefore not be attributed to a change in the tonic underlying autonomic
activity. The HR, SBP, and DBP were higher in the experimental conditions than
in the reference condition (HR: F (1; 13) = 8:4, p < 0:05, SBP: F (1; 13) = 11:7,
p < 0:01, DBP: F (1; 13) = 14:2, p < 0:01). This probably indicates that the
experimental conditions required more eort. The RSA and BRS levels did not
dier.
Evoked HR and BP Figure 3.3 presents the evoked HR and BP patterns. To
illustrate the dierences, the patterns from the reference condition are included
in the gures of both the positive and the negative reward condition. The anova
results are summarized in Table 3.4. The dierences with the reference condition
are presented in the text.
Latency Amplitude
HR D1 A D2 D1 A D2
Reward 10:4** 3:7 7:8*
Instruction 62:5***
SBP min1 max min2 min1 max min2
Reward 9:9** 15:6** 6:8* 3:6
Instruction
DBP min1 min2 min1 max min2
Reward 5:7* 16:7** 3:1
Instruction
Table 3.4: Results of the anovas of Experiment 2; type of reward  response
instruction. There were no signicant interactions. df = 1; 14, * p < 0:05,
** p < 0:01, *** p < 0:001
The triphasic evoked HR and BP patterns are similar to Experiment 1. This
shows that even though the number of subjects is smaller (15 in Experiment 2,
as opposed to 26 in Experiment 1), consistent HR and BP patterns are found.
The reward manipulation was successful in dierentiating among the patterns
of evoked HR and BP. Starting with the peaks in chronological order, the eects
were as follows. The latency of HR-A was longer in the negative (2670 ms) than in
the positive reward condition (2180 ms). DBPmin1 had a larger amplitude during
negative ( 2:9 mmHg) than during positive reward ( 2:0 mmHg). SBPmin1 had
a longer latency and a larger amplitude during negative (3150 ms,  3:9 mmHg)
than during positive reward (2690 ms,  2:6 mmHg). The amplitude of SBPmax
was larger (closer to the baseline) in the positive (+0:1 mmHg) than in the
negative reward condition ( 1:3 mmHg). The amplitude of HR-D2 was larger
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Figure 3.3: Evoked HR, SBP, and DBP in Experiment 2, separately for the
positive reward and the negative reward condition. HR in bpm, SBP and DBP
in mmHg. Bold line: fast instruction; thin line: delay instruction; dotted line:
reference condition.
during positive ( 3:6 bpm) than during negative reward ( 2:6 bpm). The latency
of DBPmin2 was longer during positive (7170 ms) than during negative reward
(6800 ms).
In short, the eect of reward appears as a gradual shift in the level of HR
and BP, which begins immediately after S1. In the positive reward condition, the
HR pattern is more decelerative, and the BP patterns show less decrease than
in the negative reward condition. To illustrate this eect, the patterns obtained
in the negative reward condition were subtracted from the patterns with positive
reward. The result is shown in Figure 3.4. The gure shows that not only the
peaks are aected but that there is a gradual shift. The pattern of signicance
(revealed by using t-tests for every 100 ms sample, and indicated by the bold lines)
indicates that the dierence between positive and negative reward is earlier in
the BP than in the HR pattern, and in the opposite direction. Since the gradual
shift was largely independent from the evoked triphasic pattern, it appears to be
generated by a dierent underlying mechanism, such as for instance a change in
the level setting of the baroreex. This is also suggested by the fact that the
dierence rst occurs in HR, and then in BP. The eect is, however, not due to
a change in the tonic state of the subjects, because the baroreex sensitivity was
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Figure 3.4: The eect of reward on evoked HR, SBP, and DBP. The patterns
obtained with negative reward are subtracted from those obtained with positive
reward. Signicant dierences are indicated with a bold line. A positive deec-
tion indicates that the positive reward pattern has larger (more positive) values.
Dierences in HR in bpm, in SBP and DBP in mmHg.
the same in the positive and negative reward condition (see Table 3.3). We can,
at present, give no further explanation for this phenomenon.
In contrast to Experiment 1, the response instruction did not have such clear
eects. The latency of HR-D2 was longer after the delay (7080 ms) than after the
fast instruction (6080 ms). This does show again that HR-D2 is closely linked
with the timing of the response. Furthermore, in the reference condition, where
the RTs were in between the fast and delayed, the peak latency of D2 was in
between as well. This also supports the idea that HR-D2 is related to motor
preparation. The eect of response instruction was not signicant in the BP
components. There are two possible reason for this. First, as mentioned above,
delayed responses which were given at least 900 ms after S2 were considered
correct. This caused a smaller average RT for the delayed responses, and thus a
smaller dierence between the time that the average fast and delayed responses
were given. The peaks in the HR and BP patterns can thus be expected to be
closer together than in the Experiment 1. Second, the number of subjects in this
experiment is smaller, which decreases the statistical power.
The reference condition was included to compare the experimental conditions
with a 'simple' task. To make this condition comparable to the experimental
conditions, the same stimuli were used, but with the instruction to ignore S1 and
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to simply press a button within one second after S2. The evoked HR and BP
patterns in the reference condition were clearly dierent from the experimental
conditions. The triphasic structure more or less disappeared; after S1 a gradual
decrease in HR and BP occurred until the time of HR-D2 and BPmin2. The in-
termediate maximum was virtually absent. As a consequence, the peak detection
process could not be carried out reliably; when in a gradually decreasing curve a
maximum is detected, this value will obviously be found at the beginning of the
search interval. In order to have some idea of what happened with HR and BP
in the reference condition, we have 'peaked' the normal components in the HR
and BP curves, in the usual detection intervals as described in the methods sec-
tion. However, the latency data of HR-D1, BPmin1, HR-A, and BPmax are not
used. The amplitude of HR-A was smaller in the reference condition than in the
experimental conditions (F (1; 14) = 11:3, p < 0:01). The amplitude of SBPmin1
was smaller in the reference than in the experimental conditions (F (1; 14) = 8:6,
p < 0:05), and the amplitude of DBPmin2 was larger in the reference condition
(F (1; 14) = 6:0, p < 0:05).
In Experiment 1 it was concluded that the early components of evoked BP
reected the time necessary for the processing of S1. In line with this conclu-
sion, the triphasic structure of evoked HR and BP disappeared in the reference
condition; HR and BP started decreasing immediately after S1, and continued
decreasing until HR-D2 and BPmin2. Since in the reference condition the S1
did not have to be processed (i.e. no memory search task was performed), this
result gives further evidence that the early components reect the processing of
S1, particularly the intermediate increase (HR-A and BPmax). In contrast to
Experiment 1, at present the eect was also seen in HR.
The conclusions from Experiment 2 are: (1) The triphasic BP pattern is
consistent, and is delayed relative to HR. (2) The response instruction aects
the late components. (3) The early components in HR and BP are related to
the processing of the information presented at S1. (4) The reward manipulation
caused a shift in the levels of the HR and BP patterns.
3.3 Experiment 3: Control
The reward manipulation in Experiment 2 was strong enough to induce a shift in
the patterns of evoked HR and BP. Although it remained unclear what was the
underlying cause for this eect, it is clear that the presence of reward is capable
of inducing changes in phasic autonomic nervous activity underlying the HR and
BP responses. In Experiment 3 KR was manipulated dierently; by changing the
information given to the subject about his performance the subjective control
over the task was varied. Both the memory load and the response instruction
were the same as in Experiment 2. The following changes were made relative to
Experiment 2:
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First, the KR manipulation involved the subjects' level of control over the
task situation. In the Control condition, the subject was continuously given
information about his task performance. Good performance was coupled to a
monetary reward, and noise presentation after an error could be prevented by
making a number of successive correct responses. When noise presentation was
avoided, this was also rewarded with money. In the NoControl condition the
underlying reward structure was the same as in the Control condition, but no
information was presented to the subject, except that sometimes after an incorrect
response aversive noise was presented, depending upon the number of correct
responses. This manipulation was expected to aect the patterns of evoked HR
and BP in a similar way as the other KR manipulations.
The second dierence from Experiment 2 was the reference condition. In
Experiment 2 the stimuli presented at S1 and S2 were the same as in the ex-
perimental conditions. As a result, some subjects tended to perform the task
in the same way as in the experimental conditions. In Experiment 3, therefore,
only one letter was used as an S1, and a neutral S2 was presented. Furthermore,
subjects were instructed to give a speeded response after S2, to see whether this
would aect the patterns. In Experiment 2, the evoked HR and BP patterns in
the reference condition did not show the intermediate maximum values; this was
ascribed to the absence of the processing of S1.
3.3.1 Method
Subjects and apparatus Eighteen right-handed males, aged 19-30 years, were
paid for their participation. The same equipment was used as in Experiment 1.
Task The S1, S2, intertrial intervals, and response instructions were the same as
in Experiment 2. The level of task control was varied in two conditions: Control
and NoControl. In the Control condition, a 'counter' was presented under the x-
ation stimulus, which indicated after how many errors noise would be presented.
After each response, auditory feedback was given, by presenting the word 'goed'
(Dutch for correct) when the response was correct, and the Dutch word 'fout'
(incorrect) when an incorrect response was given. When an incorrect response
was given, the value of the counter decreased one point. When four successive
correct and 'very' fast (in the rst 350 ms of the response interval) responses were
given, the counter increased one point. In this way the subject could compensate
for incorrect responses. When this happened the text 'bingo' was presented on
the screen. The starting value for the counter was 2, which means that after
every second incorrect response loud (70 dB SPL) aversive white noise was pre-
sented for 100 ms, unless the subject scored a 'bingo'. The NoControl condition
was identical to the Control condition, except that most of the information was
not presented to the subject. The screen displayed only the xation stimulus.
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After each incorrect response the Dutch 'fout' was presented, and after each sec-
ond incorrect response this was accompanied by loud noise. No information was
given after correct responses. In the NoControl condition subjects could score a
'bingo' as well, but since the information was not overtly presented, they did not
know when this happened; as a consequence, the subjects had less control over
the task. The subjects were not aware that the reward structure was actually the
same as in the Control condition.
In addition to the experimental conditions there was a reference condition,
where the S1 consisted of the letter 'Q', and served as a warning signal only. S2
consisted of two small stimuli presented at both sides of the xation stimulus.
The subject was required to press one of the buttons as fast as possible after S2
was presented.
Procedure and analyses After the training procedures, the subjects per-
formed two experimental blocks (i.e. one Control and one NoControl) consisting
of eighty trials each, and a reference block consisting of forty trials. The response
instruction was varied within each experimental task block. The subjects could
earn a nancial bonus of 10 Dutch guilders maximally, depending on the number
of errors, the number of successful 'avoidances' (bingos), and the mean RT.
The same measures were derived as in the other experiments. All variables
were tested in a control (Control, NoControl)  instruction (fast, delay) de-
sign. To investigate the reference condition, it was tested against the pooled fast
instruction of the experimental conditions in a planned comparison. It was com-
pared only with fast, since the instruction in the reference task was to respond
as fast as possible. The tonic measures were rst compared between the Control
and NoControl condition, and then a comparison was made between the pooled
experimental conditions and the reference condition.
3.3.2 Results and discussion
Performance Table 3.5 presents the mean RTs and error percentages. The
number of errors after the delay instruction in the NoControl condition was larger
than in the other conditions (control  instruction interaction: F (1; 17) = 10:1,
p < 0:01); this shows that the absence of performance information makes the tim-
ing of the response rather dicult. The subjects probably adopted a conservative
responding strategy, resulting in a larger number of responses given too late (or
not at all). As a consequence, the number of premature delayed responses was
smaller in this condition (eect of control: F (1; 17) = 4:4, p = 0:051).
The RTs in the reference condition were shorter than the RTs of the fast
responses in the experimental conditions (F (1; 17) = 33:5, p < 0:001). This is
because at S2 no choice had to be made between the left or the right hand. Also,
fewer errors were made in the reference condition (F (1; 17) = 20:2, p < 0:001);
partly this can be attributed to the absence of the choice with which hand the
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response was required, and furthermore fewer responses were given too late (i.e.
with RTs longer than 1000 ms).
Control NoControl Reference
RT-fast 371 (41) 373 (45) 322 (7)
RT-delay 1215 (57) 1235 (73)
%error-fast 2:9 (2:5) 1:8 (2:4) 0:3 (0:8)
%error-delay 2:2 (2:3) 5:4 (5:0)
%premature 12:9 (10:6) 8:9 (6:7)
HR 69:4 (10:1) 69:7 (9:7) 68:5 (9:8)
SBP 147:5 (18:4) 149:6 (18:1) 144:8 (14:8)
DBP 82:0 (10:9) 81:8 (11:9) 80:8 (10:3)
RSA 7:64 (0:51) 7:56 (0:58) 7:61 (0:58)
BRS 12:1 (3:1) 11:6 (2:8) 12:6 (4:3)
Table 3.5: Performance data (N = 18), and tonic measures (N = 15) in Experi-
ment 3. Standard deviation in brackets. RT in ms, HR in beats per minute, BP
in mmHg, RSA in ln(variability), Baroreex Sensitivity (BRS) in ms/mmHg.
Tonic measures Table 3.5 presents the mean values of the tonic measures. The
data from three subjects were discarded because of Finapres level setting errors.
There were no dierences between the Control and the NoControl condition, and
these conditions did not dier from the reference condition.
Evoked HR and BP The evoked HR and BP patterns are presented in Fig-
ure 3.5. Table 3.6 gives an overview of the anova results.
The control manipulation did not have a very large eect. The latency of
HR-D2 was longer in the NoControl (6640 ms) than in the Control condition
(6460), and the latency of DBPmin2 was also longer in the NoControl condition
(7630 vs. 7310 ms).
As can be seen in Figure 3.5, the response instruction had a pronounced
eect on evoked HR and BP. The late components, HR-D2, SBPmin2, and
DBPmin2 had a longer peak latency after the delay instruction (6950, 9320, and
7640 ms, respectively, against 6160, 8850, and 7290 ms after the fast instruction).
Furthermore, the latency of HR-D2 was even shorter in the reference condition
(5920 ms, F (1; 17) = 5:6, p < 0:05). This again demonstrates the close relation
between these components and the timing of the response.
The latency of SBPmin1 was longer after the instruction to respond fast
(3070 ms) than after a delay instruction (2810 ms). The amplitude of DBP-
max was larger (the peak was closer to the baseline) after the delay instruction
( 0:4 vs.  1:0 mmHg). The amplitude of SBPmin2 was larger after the fast
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Figure 3.5: Evoked HR, SBP, and DBP in Experiment 3, separately for the
Control and the NoControl condition. HR in bpm, SBP and DBP in mmHg.
Bold line: fast instruction; thin line: delay instruction; dotted line: reference
condition.
( 6:2 mmHg) than after the delay instruction ( 4:3 mmHg), and this was also
the case for DBPmin2 ( 3:3 and  2:3 mmHg). The latter eect is probably
caused by the fact that the subjects felt more certain about the response. After
the instruction to give a fast response, it is quite clear when a response is cor-
rect; when the response is given immediately after S2, the subjects are certain
that the response is correct (provided that the response was given with the cor-
rect hand). After the delay instruction, however, the subject has to perform a
time-estimation task to give an accurate delayed response, which results in less
certainty about the correctness of the response.
The patterns in the reference condition were compared to the patterns after
the fast instruction in the experimental conditions, since they had similar re-
sponse instructions, i.e. to respond as fast as possible after S2. In the reference
condition evoked HR and BP showed a similar pattern as in the Control and No-
Control conditions. These results are rather dierent from Experiment 2, where
the intermediate maximum HR and BP peak had virtually disappeared. In the
present experiment, the patterns were clearly triphasic. A dierence with the
previous experiment is that in Experiment 2 the subjects only had to respond at
some time within one second after S2, whereas in the present experiment they
were required to respond as fast as possible. The speed instruction may have
60 Evoked heart rate and blood pressure
Latency Amplitude
HR D1 A D2 D1 A D2
Control 9:1**
Instruction 30:1***
SBP min1 max min2 min1 max min2
Control
Instruction 4:8* 16:7*** 4:4 13:8**
C  I 3:3
DBP min1 min2 min1 max min2
Control 6:2* 4:0
Instruction 8:3* 3:3 6:5* 6:4*
Table 3.6: Results of the anovas of Experiment 3; control response instruction.
All F -values larger than 3:0 (p < 0:10) are shown. df = 1; 17, * p < 0:05,
** p < 0:01, *** p < 0:001
increased the impact, or the signicance of S1. The larger impact of S1 may
account for the presence of the early components in the HR and BP patterns.
The DBP pattern, however, was hardly triphasic; as a consequence the 'peak'
latency of DBPmin1 was longer in the reference condition (3180 vs. 2700 ms;
F (1; 17) = 6:4, p < 0:05).
The amplitude of HR-D2 was smaller in the reference condition (F (1; 17) =
4:8, p < 0:05). This is consistent with literature on simple versus complex
responses; for instance, the (late) CNV in a task where a simple response is
required is smaller than when a choice must be made before responding (e.g.
Gaillard, 1978). Thus, the choice to be made between two hands may have in-
creased the response preparation, which accounts for the amplitude dierence of
HR-D2 between the reference and experimental conditions.
The conclusions from Experiment 3 are: (1) The triphasic evoked BP pattern
is again consistently found. (2) The late components of HR and BP are related to
the response. (3) The control manipulation dierentiated only weakly. (4) The
early components of HR and BP reect not only the processing of S1, but are
also related to its impact.
3.4 General discussion
The results of the present experiments show that the classic triphasic D1-A-
D2 evoked HR pattern is accompanied by a consistent BP pattern, that is also
triphasic; this pattern consists of an initial decrease (BPmin1), followed by a
slight increase (BPmax) and a second decrease (BPmin2).
The eects of several experimental manipulations on the evoked BP and HR
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patterns can be summarized as follows: In Experiment 1 the memory load was
varied, which was expected to aect HR-D1 and HR-A. Although the eects on
the HR pattern were only marginal, clear eects were found on the BP pattern.
With a large memory set the BPmin1 was larger and had a longer latency than
with a small memory set, suggesting that BPmin1 reects the time needed to
process the information presented at S1. The comparison with the reference
condition in which no memory search was required indicated that the intermediate
component in the HR and BP pattern is also related to the processing of S1. The
reference condition in Experiment 2 only required a simple non-speeded response
to S2, which resulted in the absence of the HR-A and BPmax. In the reference
condition of Experiment 3 the S1 also served as a warning only, but the evoked
HR and BP patterns did show a clear triphasic structure. The dierence with
Experiment 2 was the requirement of a speeded response to S2. This may have
increased the impact of S1 as a warning stimulus, and consequently evoked the
intermediate component in HR and BP, by which the pattern became triphasic.
In all three experiments the response instruction was manipulated to study
the eects of response preparation. As expected, the peak of HR-D2 and BPmin2
was later after the delay instruction. This shows the strong relation of these peaks
with the timing of the response. In Experiment 1, the eect of instruction started
quite early in the S1-S2 interval; HR-A and BPmax already showed the latency
dierence between the fast and the delayed instruction. This is an indication that
HR-A and BPmax may also reect the consequences of the information presented
at S1 for events that occur later on.
In each of the experiments the information the subject received about his
performance was varied. It was expected that these manipulations would aect
the motivation of the subject, and that as a result the evoked HR and BP patterns
would be dierentiated. In Experiment 1 a noise KR condition was compared with
a neutral condition. Although the performance results suggested that the subjects
were more motivated in the noise condition, the evoked HR and BP patterns did
not dierentiate. The dierence between the noise and the neutral KR condition
appeared to be too small. In Experiment 3, task control was varied by varying the
information given to the subject. This manipulation also did not dierentiate the
patterns of HR and BP. In Experiment 2, where a positive and a negative reward
condition were presented, both the performance data and the evoked HR and
BP pattern dierentiated. In the positive reward condition good performance
was rewarded with money. The RTs were longer, which suggests an increased
motivation of the subjects to prevent errors. Furthermore, the evoked HR pattern
as a whole shifted downwards compared to the negative reward condition, whereas
the BP pattern shifted upwards. This shift may have been caused by a phasic
change in the sensitivity of the baroreceptors. This change can not be explained
by a tonic change of state, since the tonic measures did not dierentiate between
these conditions.
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As indicated above, the waveform of the patterns of evoked HR and BP are rather
similar; an initial decrease is followed by an intermediate increase and a second
decrease. The present results suggest that the evoked BP pattern is delayed rel-
ative to the HR pattern; the BP components consistently appear two to three
seconds after the HR components. The issue of the temporal relationship between
the HR and BP components was discussed also by Wolk, Velden, Zimmerman,
& Krug (1989) and Otten et al. (1995). Wolk et al. (1989) noticed that in their
data both SBP and DBP increased in anticipation of S2, while at the same time
HR decreased. They found the opposite HR and BP changes not in agreement
with the baroreceptor hypothesis, because then HR deceleration should be ac-
companied by BP decrease, which then facilitates the cortical activity related to
sensorimotor performance. However, when the BP data are considered to be de-
layed relative to HR, as is suggested by the present results, the HR deceleration
is accompanied by BP decrease. Otten et al. (1995) also found that the eect of
the task variables were rst reected in HR and then in BP.
The correlations between the components, which are shown in Table 3.7, also
suggest that the BP components should be associated with the HR components
that precede them: BPmin1 with HR-D1, BPmax with HR-A, and BPmin2 with
HR-D2. To compute these correlations, the amplitudes of the components in
the evoked HR and BP patterns from all three experiments and all experimental
conditions were taken together. However, signicant correlations between other
combinations of the components also exist, and not all correlations are positive
(see also Otten et al., 1995).
SBP DBP
HR min1 max min2 min1 max min2
D1  0:06 0:14 0:32 0:28 0:30 0:37
A  0:31 0:38 0:44 0:18 0:62 0:58
D2  0:30  0:06 0:38  0:02 0:17 0:52
Table 3.7: Correlations between the amplitudes of the components of evoked HR
and components of BP. The results from all three experiments and all conditions
are included; N = 340.
A possible explanation for the delay between the HR and BP pattern may
be the following (see also Van der Veen, Mulder, Hoekzema, & Mulder, 1996):
When S1 is presented, the information content of that stimulus has to be ex-
tracted and processed. This process evokes widespread brain activity, which also
stimulates centers that control autonomic (vagal and sympathetic) activity. The
vagal part of the autonomic nervous system acts very fast, and has a direct eect
on HR. Thus, a change in HR might occur quite rapidly. Through the baroreex
regulatory loop the fast vagal change in HR causes a subsequent (small) change
in BP. The sympathetic branch of the autonomic nervous system is much slower,
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and inuences the cardiovascular system through a number of eectors, such as
HR, stroke volume, and peripheral resistance. Through the latter eectors, a
change in BP may be caused. The change in BP, which is partly the result of
the change in HR, and partly of sympathetic activity, causes a changed barore-
ceptor activity, which is perceived by the brain center which controls autonomic
activity. This loop mechanism shows that the rst component of the evoked HR
response (HR-D1) is a direct result of the task at S1. This change has to be of
vagal origin, because of its short latency. The subsequent part of the evoked HR
response may be caused by a mixture of vagal and sympathetic changes, which
may be either of direct central origin, or induced by the baroreex. This view is
supported by the results of Quigley & Berntson (1990), who investigated phasic
HR and BP changes in rats. The initial changes in HR after the presentation of
the stimulus were of vagal origin only, whereas the later changes could originate
from combined vagal and sympathetic activity. This explains the pattern of HR
changes and also explains why the BP pattern is delayed. There is one problem
with this explanation: in the rst two seconds after S1, the task probably has
only a relatively small eect on BP, because the changes in vagal and sympa-
thetic activity need more time to aect BP. It is likely that the initial part of the
evoked BP response is an aftereect of the previous trial, due to the relatively
short intertrial intervals. However, because the indirect autonomic changes may
be eective after about two seconds, the experimental eects on the initial BP
components (BPmin1) may nevertheless be attributed to the task at S1.
Apart from the delay between HR and BP, there is also a delay between SBP
and DBP; the changes in DBP consistently preceded those in SBP. Otten et al.
(1995) and Wolk et al. (1989) also have found this dierence between SBP and
DBP. Event though we do not have a good explanation for this phenomenon, we
did examine it more closely with spectral analysis techniques which determine
the delay of one signal relative to another. In Chapter 2 these phase-relations
were used to examine whether two methods applied to the same signal caused
dierences in timing. In the present analysis, two signals which were obtained
simultaneously are compared. The changes in HR and BP which occur in the
evoked patterns have cycle times of about six to twelve seconds. This is in the
range of the mid-frequency band used in the carspan program, which occupies
the frequencies between 0.07 and 0.14 Hz. In the middle of this frequency band
is the 0.10 Hz frequency, which is known as the intrinsic frequency at which
oscillations occur in short-term BP regulation (see for instance Mulder, 1988).
Table 3.8 presents the average delays between SBP and DBP in two measure-
ment situations: during performance of the task and during the baseline mea-
surement which preceded every experimental session. The values are obtained by
converting the phase-shifts, which are expressed in radians, to seconds, assuming
that the average time of a cycle in the evoked HR and BP patterns has a duration
of 10 seconds.
The results of this analysis show that there is indeed a delay of about one
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task periods baseline
Experiment 1 0:98 (0:40) 0:86 (0:45)
Experiment 2 1:11 (0:46) 0:83 (0:44)
Experiment 3 0:91 (0:36) 0:76 (0:44)
Exps 1, 2, 3 0:99 (0:41) 0:82 (0:45)
Table 3.8: Delay (in seconds) between SBP and DBP. The values are averages
(with standard deviation) from all task-blocks, and from the baseline measure-
ment periods in each experiment.
second between SBP and DBP during task performance. Since the phase shift
is calculated from the raw data, this shows that the delay found in the phasic
BP patterns can not be an artifact in the method. Although somewhat shorter
(about 800 ms), the delay is also present during the baseline measurement. This
analysis shows that the timing dierence between SBP and DBP appears to be
intrinsic to the cardiovascular system.
Chapter 4
Slow cortical potentials
This chapter presents the slow cortical potentials measured in the experiments
which were introduced in the previous chapter. The present chapter reports only
the cortical slow waves; the positive slow wave (PSW), negative slow wave (NSW),
and the contingent negative variation (CNV). In Chapter 5 the cardiovascular and
the electrocortical results will be compared and their interrelations investigated.
To avoid large amounts of redundant text, references to the preceding chapter are
given for extensive descriptions of the task and the experimental manipulations.
In this chapter only a short description is given. In section 1.2.2 an introduction
to the slow waves was given, as well as a review of the relevant literature.
4.1 Experiment 1: Memory Load and KR
Three task manipulations were used. First, the memory search task at S1 was
either easy or dicult. The size of the memory set was varied to examine the
amount of processing required for the information presented at S1. In the dicult
condition a smaller PSW and larger NSW were expected. Second, to investigate
the eects of response preparation, the response was required either immediately
after S2 (fast), or after a one-second delay (delayed). A larger CNV was expected
after the instruction to give a fast response. Furthermore, since the NSW might
reect the consequence of S1 for upcoming events, the response instruction may
aect the NSW as well. Third, the information given about the performance
(knowledge of results, KR) was manipulated to inuence the state of the subject,
in terms of motivation and emotion. Either neutral KR (performance infor-
mation) or noise (after an incorrect response) was given to aect the subject's
motivation to perform. This manipulation was expected to induce lateralization
of the slow waves, particularly at the frontal derivations. In a negative reward
condition, lateralization was expected in the right hemisphere.
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4.1.1 Method
Subjects Fifteen of the 26 subjects with complete cardiovascular datasets also
had acceptable complete EEG data. The data of the remaining subjects were
rejected, mainly because of excessive eye-movement artifacts. All subjects had
normal or corrected-to-normal vision.
Apparatus The subjects were seated in a soundproof, electrically shielded
room, at a table on which a monochrome monitor and two pushbuttons were
placed. The EEG was measured with an Electrocap from positions F3, F4, C3,
C4, P3, and P4, referred to the right earlobe (A2). Vertical eye movements mea-
sured with mini Beckman silver-silver chloride electrodes. The EEG-signals were
amplied with an eight-channel Nihon-Kohden electroencephalograph (time con-
stant 10 s, low pass lter 35 Hz). All data were sampled on-line with a frequency
of 100 Hz, and stored for further analysis.
Task For a detailed description of the task and procedure, see section 3.1.1.
The S1-S2 interval was six seconds. A memory set of either two (easy) or ve
(dicult) letters was memorized. S1 was a spoken letter, of which the subject had
to decide whether it belonged to the memorized set. The result of this memory
search task indicated the response instruction at S2; either a fast or a delayed
response was required after S2. The S2 indicated whether the response had to be
given with the left or with the right hand. There were two types of KR: neutral
and noise. In the neutral KR condition a vertical bar was presented after each
response, which indicated the speed of the response. In the noise KR condition
aversive auditory noise was presented after each incorrect response.
Procedure Before the experiment started, the subjects were trained until they
made less than 10 % errors. Subjects were instructed to perform the task as fast
and accurately as possible, and to minimize eye-blinks. The subjects performed
four task blocks, consisting of 80 trials each. Memory load and KR were varied
between blocks, and response instruction was varied within each task block. The
order of the task blocks was easy{dicult{easy{dicult, with half the subjects
starting with two noise KR blocks, and the other half with neutral.
Data analysis A trial consisted of the period from one second before S1 until
the presentation of S2. Before analyzing the data the number of datapoints
was reduced by taking the mean of ve successive samples, yielding one value
for every 50 ms. In this way, there were 140 datapoints for every trial. The one
second before S1 was used as a baseline. Trials with eye movement artifacts (EOG
exceeding 100 V) and trials with incorrect responses were removed. The interval
between S1 and S2 was divided into twelve epochs. The average amplitude was
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taken for each epoch. The rst epoch, from 200 to 500 ms after S1, was used as
a measure for the PSW. The second epoch, between 500 and 1000 ms after S1,
was the measure for the NSW. The nine subsequent 500 ms epochs were used to
indicate the slow negative shift; i.e. the epoch from 1 to 1.5 s. after S1 is called
epoch 1, between 1.5 and 2 seconds epoch 2, etc. The last epoch, which consisted
of the last 500 ms before S2, was used as a measure for the CNV.
Statistical analysis Manovas were used to test the slow waves. Each epoch
was tested separately for the factors position (frontal, central and parietal), hemi-
sphere (left, right), KR (neutral, noise), memory load (easy, dicult), and re-
sponse instruction (fast, delayed). By using a multivariate analysis problems
concerning sphericity and compound symmetry are avoided (StatSoft Inc., 1996).
The manova command gives univariate (anova) results for factors with two lev-
els. When interactions occurred, they were examined with Newman-Keuls post-
hoc tests; only the signicant dierences are described. F -values with p < 0:05
were regarded signicant.
4.1.2 Results and discussion
Figures 4.1 and 4.2 present the slow waves in the easy and the dicult condi-
tion, respectively. Tables 4.1 gives an overview of the signicance levels of the
manovas; for the PSW, NSW, and CNV the F -values are presented in the text.
For the nine intermediate epochs only the signicance level is indicated. Since
more delay-trials were rejected, because of the many responses which were given
prematurely, the average number of trials used for each subject was about 20 for
the delay instruction, and 24 for the fast.
The anterior-posterior distribution of the slow waves, examined by the po-
sition factor, showed that there was a larger overall negativity at the frontal
positions. The PSW was slightly negative at the frontal positions ( 0:6 V),
and more positive at the central (0:8 V) and parietal (2:0) positions (eect of
position: F (2; 13) = 6:8). Also, the NSW was negative at the frontal ( 4:6 V)
and central ( 1:8 V) positions, whereas a prolonged positivity (1:8 V) was
present at the parietal electrodes (eect of position: F (2; 13) = 42:8). This
negative{frontal{to{positive{parietal distribution that was found by others as
well (Donchin, Ritter, & McCallum, 1978; Ruchkin & Sutton, 1983). The frontal
maximum of the NSW was also found by Gaillard & Perdok (1980) and Gail-
lard & van Beijsterveldt (1991), and the latter also found the prolonged parietal
positivity in this latency range. These results show that the present slow waves
match those normally found in S1-S2 paradigms. The negative shift, represented
by the nine successive epochs between the NSW and the CNV, was maximal at
the frontal positions. The frontal dominance lasted until about four seconds after
S1 (epoch 6), and then gradually shifted to a (non-signicant) central dominance.
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Figure 4.1: Cortical slow waves in the easy condition of Experiment 1. Bold line:
fast instruction, thin line: delay instruction. The horizontal lines indicate the
baseline level; the vertical line represents 3 V.








     
Figure 4.2: Cortical slow waves in the dicult condition of Experiment 1. Bold
line: fast instruction, thin line: delay instruction. The horizontal lines indicate
the baseline level; the vertical line represents 3 V.
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P N 1 2 3 4 5 6 7 8 9 C
eect 0.2 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Position ** *** *** *** *** ** ** *




P  H * * * * * * *
P  ML *
P  I *
H  KR *
H  ML * * * ** * *
P  ML  I *
Table 4.1: Overview of the manova signicance levels of the cortical slow waves
in Experiment 1. The F -values for Psw, Nsw, and Cnv are presented in the
text. Epoch-numbers (top row) and their start-time in seconds after S1 (below)
are indicated. * p < 0:05, ** p < 0:01, *** p < 0:001
Between one and 4.5 seconds after S1 (epochs 1 to 7) the negative shift was
larger in the left than in the right hemisphere. The position  hemisphere inter-
action starting in epoch 4 showed that there was no lateralization at the central
electrode positions, whereas at the frontal and parietal positions the negative
shift was larger in the left hemisphere. This frontal and parietal lateralization
lasted until S2 (for the CNV: F (2; 13) = 4:4).
The memory load manipulation, which was assumed to aect the PSW and
NSW measures, successfully induced a reduction of the PSW in the dicult con-
dition (eect of memory load: F (1; 14) = 5:2). This is in accordance with the
view that positivity in the 300 ms latency range reects the task relevance, and
evaluation of the information presented (e.g. Donchin et al., 1978; Gaillard &
Lawson, 1984). There was a position  memory load interaction on the NSW
(F (2; 13) = 6:6), which showed that at the frontal positions the NSW was larger
in the dicult ( 5:2 V) than in the easy condition ( 4:2 V). At the central and
the parietal positions there was no dierence between easy and dicult. Such a
result was also found by Gaillard & van Beijsterveldt (1991), who used an easy
and a hard tone discrimination at S1. This result supports the assumption that
the NSW reects the continued processing of information revealed by the stimu-
lus, even if the task demands are rather dierent. However, no eect of response
instruction was found on the NSW, so the second part of the expectation regard-
ing the NSW is not supported, i.e. that the NSW should reect the consequences
of S1 for subsequent (response) behavior.
The hemisphere  memory load interaction between 1.5 and 4.5 seconds after
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S1 (epochs 2 to 7) showed that in the left hemisphere the negative shift was larger
in the dicult condition, whereas in the right hemisphere there was no dierence
between the easy and the dicult condition. This eect could be related to the
nature of the memory search task. Since letters of the alphabet were used, it may
be argued that the task is language-related. Thus, the memory search process
might involve the left (language-related) hemisphere. Since the dicult condition
requires more processing, the larger negativity may be related to the larger claim
for the left hemisphere.
It was expected that the two KR conditions would induce dierent emotional
and/or motivational processing, which should result in dierential lateralization
of the slow waves. Negative emotions are assumed to result in a more right
lateralized activity, and positive emotions in a predominant left hemisphere acti-
vation. The results appear to conrm this hypothesis. There was a hemisphere
 KR interaction on the NSW (F (1; 14) = 5:0) which revealed that in the right
hemisphere the NSW was larger in the noise KR ( 1:8 V) than in the neutral
KR condition ( 1:4 V), whereas in the left hemisphere the dierence was not
signicant ( 1:6 and  1:4 V). This result gives an indication that the right
hemisphere is more sensitive to the emotional/motivational aspects of the task.
The CNV is mostly regarded as an index of response preparation (Rohrbaugh
& Gaillard, 1983). This view is supported by the present results. The CNV was
larger after the fast ( 5:6 V) than after the delay instruction ( 4:0 V, eect
of instruction: F (1; 14) = 4:8), i.e. the CNV was larger when the response had
to be given immediately after S2. The position  instruction interaction on the
CNV (F (2; 13) = 4:8) revealed that there was no dierence between fast and
delayed at the frontal positions, and that the eect of response instruction was
most prominent over the motor cortex (central electrode positions). This gives
further support for the relation with motor preparation.
The negative shift towards the CNV gradually developed in the S1-S2 interval.
At rst this negativity was most prominent at the frontal positions, which is most
likely due to the NSW being maximal at those positions. After about four seconds
the maximal negativity moves towards the central positions, i.e. over the motor
cortex where the response is being prepared. Thus, a gradual transition from
negative slow wave to contingent negative variation occurred. In the middle of
the S1-S2 interval the negative shift was larger in the left hemisphere, but mainly
at the frontal and parietal positions. The absence of lateralization at the central
positions might indicate that no specic response with either the left or the right
hand was being prepared. Since the S2 indicated whether a left- or right-hand
response was required, with equal probability, the preparation of a specic hand
was useless.
Finally, the PSW had a three-way position  memory load  instruction
interaction (F (2; 13) = 4:5), which revealed that at the frontal positions the
negativity after the delay instruction was larger than after the fast instruction,
but only in the dicult condition. At the other positions there were no dierences.
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The conclusions from Experiment 1 are: (1) The memory load manipulation
was successful: in the dicult condition the PSW was smaller, and the NSW
larger. (2) The instruction manipulation successfully induced stronger motor
preparation after the instruction to give a fast response, as indicated by the
larger CNV. (3) The noise KR condition successfully induced an NSW which
was lateralized in the right hemisphere. Although this eect of KR was only
small, it does give an indication that the right hemisphere is more sensitive to
the emotional or motivational aspects of a task.
4.2 Experiment 2: Reward
The manipulations in the second experiment were aimed at optimizing the car-
diovascular results (see section 3.2.1). The memory load manipulation in Experi-
ment 1 was quite successful for the slow waves, but in the cardiovascular data the
results were less clear (see the previous chapter). Therefore, only an easy memory
search condition was used in the second experiment. The KR manipulation was
altered; instead of neutral versus noise KR there were a positive reward condi-
tion (monetary reward), and a negative reward condition (aversive noise). The
larger dierence between these types of reward was expected to cause stronger
lateralization of the slow waves. The response instructions were the same as in
Experiment 1. In addition, a reference condition is presented, in order to compare
the complex experimental conditions with a simple task.
The manipulations are expected to have the following eects; the task at S1
is more dicult in the experimental conditions than in the reference condition.
Therefore, a larger PSW and smaller NSW are expected in the reference condi-
tion. The response instructions are the same as in Experiment 1; the CNV is
expected to be larger after the instruction to give a fast response. In the refer-
ence condition, a relatively small CNV is expected, since there is no requirement
of a speeded response. The response instruction may aect the NSW, since the
NSW is assumed to reect the consequences of S1 for later events; due to this
assumption, a dierence between the experimental conditions and the reference
condition may occur as well, since in the reference condition the S1 does not
contain dierential information. The KR-manipulation is expected to induce lat-
eralization eects, with the negative reward condition resulting in larger right
hemisphere negativity.
4.2.1 Method
Subjects and apparatus Fourteen subjects had complete EEG-datasets; two
of these were not included in the cardiovascular analyses of Chapter 3. All sub-
jects had normal or corrected-to-normal vision. The same equipment was used
as in Experiment 1.
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Task For a detailed description of task and procedure, see section 3.2.1. The
S1-S2 interval was six seconds. A xation stimulus was presented continuously,
in the middle of the screen. Two sets of two letters were presented (AB and YZ),
one set indicating a fast response instruction, the other a delayed. S1 was the
auditory presentation of one letter, which indicated the response instruction at
S2. The S2 was a visual stimulus, presented either to the left or to the right of
the xation stimulus, which indicated whether to respond with the left or the
right hand. The fast responses were required within 600 ms after S2, and the
delayed between 1000 and 1600 ms. Responses which were given too early, too
late, or with the wrong hand, were incorrect. There were two types of reward:
positive and negative. In the positive reward condition, correct responses were
rewarded with money. In the negative reward condition noise was presented after
an incorrect response. In addition, a reference condition was presented in which
S1 had to be ignored, and only a simple, non-speeded, button press was required
within one second after S2.
The subjects performed two experimental blocks consisting of eighty trials
each, and a reference block of forty trials. The order of presentation was varied
between subjects. Type of reward was varied between blocks, and response in-
struction within each block. Half the subjects responded fast to A and B, and
delayed to Y and Z, whereas the other half did the reverse.
Analyses The EEG was analyzed from one second before S1 until S2. The
pre-S1 period served as a baseline. Trials with eye-movement artifacts (EOG
exceeding 100 V), trials in which amplier saturation occurred, and trials with
incorrect responses were removed. The same epochs were used as in Experiment 1.
The slow waves were tested for each epoch separately with a manova with
the factors position (frontal, central, and parietal), hemisphere (left, right), re-
ward (positive, negative), and response instruction (fast, delayed). The dierence
between the experimental conditions and the reference condition was tested in a
manova with the factors position, hemisphere, and condition (reference versus
experimental). Interactions were examined with Newman-Keuls post-hoc tests.
Results with p < 0:05 were considered signicant.
4.2.2 Results and discussion
The grand averages of the slow waves are presented in Figure 4.3. An overview of
the signicance levels of the manovas is given in Table 4.2 for the experimental
conditions, and in Table 4.3 for the comparison with the reference condition. The
average number of trials was about 32 after the fast instruction, about 26 after
the delay instruction, and about 32 in the reference condition.
The anterior-posterior distribution of the slow waves was similar to Experi-
ment 1. There was a prominent negativity at the frontal positions, and an initial
positive wave at the parietal positions. The NSW was maximal at the frontal
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P N 1 2 3 4 5 6 7 8 9 C
eect 0.2 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Position *** ** * * * * *
Hemisphere *
Reward
Instruction * * * *
P  R  I ** * *
Table 4.2: Manova signicance levels of the cortical slow waves in Experiment 2.
The F -values for Psw, Nsw, and Cnv are presented in the text. Epoch-numbers
(top row) and their start-time in seconds after S1 (below) are indicated. * p <
0:05, ** p < 0:01, *** p < 0:001
positions ( 4:8 V), but showed a prolonged positivity at the parietal positions
(1:5 V) (eect of position: F (2; 12) = 28:9). The subsequent negative shift was
maximal at the frontal positions until about four seconds after S1 (epoch 6), after
which the negativity became larger at the central positions. The CNV was max-
imal at the central positions ( 5:2 V, eect of position: F (2; 12) = 4:4). The
NSW was lateralized in the right hemisphere ( 2:3 against  1:5 V in the left;
eect of hemisphere: F (1; 13) = 6:0). Such a lateralization was also reported by
for instance Rohrbaugh, Newlin, Varner, & Ellingson (1984).
The response instruction again successfully induced a larger negativity after
the fast instruction, which began at about four seconds after S1 (epoch 7). The
CNV was larger after the fast ( 5:5) than after the delay instruction ( 2:8 V,
eect of instruction: F (1; 13) = 7:3). However, as can be seen in the gure, the
dierence between the fast and delayed instruction was more prominent in the
positive reward condition; there was a three-way position  reward  instruction
interaction which revealed that only in the positive reward condition the nega-
tivity was larger after the fast instruction at all positions. In the negative reward
condition there was no dierence between fast and delayed at the frontal posi-
tions. Thus, the eect of response instruction was present mainly in the positive
reward condition. This shows that the subjects were more motivated to perform
the task in this condition; the small CNV after the delay instruction appears to
reect cautious behavior which was also reected in the reaction times (see sec-
tion 3.2.2). The subjects waited longer before giving the response, and therefore
the preparation was not yet maximal. The CNV in the reference condition was in
between those for the fast and delayed instruction in the experimental conditions.
This, too, supports the idea that the CNV is related to motor preparation; the
reaction times were in between the fast and delayed as well (see section 3.2.2).
There was a position  reward  instruction interaction (F (2; 12) = 9:9)
on the PSW; at the frontal positions there was a larger negativity after the
fast ( 2:0 V) than after the delay instruction ( 0:2 V) in the positive reward
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Figure 4.3: Grand average of the slow waves of Experiment 2. Bold line: fast
instruction, thin line: delay instruction, dotted line: reference condition. The
horizontal lines indicate the baseline level; the vertical line represents 3 V.
condition, and no dierence in the negative reward condition ( 0:6 and  0:5 V).
At the central positions there was no dierence at all (all about  0:2 V), and
at the parietal positions the PSW was larger in the negative reward condition
(1:2 V) than in the positive reward condition (0:2 V).
The reference condition was added to compare the relatively complex experi-
mental conditions with a simple task. There was a larger PSW in the reference
condition (2:0 vs.  0:1 V, eect of condition: F (1; 13) = 5:9), and the position
 condition interaction on the NSW (F (2; 12) = 12:0) revealed that the NSW
was smaller in the reference condition ( 2:0 vs.  4:8V), but only at the frontal
positions. Both these results are consistent with the view that the PSW and
the NSW reect aspects of stimulus processing (see section 4.1.2), with more
processing requirements resulting in a smaller PSW and larger NSW.
Finally, there was a hemisphere  condition interaction between 0.5 and 2.5
seconds after S1, which showed that in the reference condition there was no
lateralization of the NSW (for the NSW: F (1; 13) = 8:3), and subsequent epochs,
whereas in the experimental conditions the negativity was lateralized in the right
hemisphere. Thus, the presence of either positive or negative reward in the
experimental conditions, versus the absence of reward in the reference condition,
was sucient to induce lateralization.
The conclusions from the second experiment are: (1) The larger CNV after
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the fast instruction indicates that the CNV reects motor preparation. Only the
positive reward condition was motivating enough to induce this eect. (2) A
larger processing demand induced a smaller PSW and larger NSW, as was shown
by the dierence between the experimental conditions and the reference. (3) Al-
though the lateralization of the slow waves did not dierentiate the positive and
negative reward condition, the absence of lateralization in the reference condition
indicated that the presence of a reward is sucient to induce lateralization.
4.3 Experiment 3: Control
Like in Experiment 2, the changes made in the third experiment were mainly
aimed at optimizing the cardiovascular results. Because the reward manipu-
lation used in Experiment 2 proved successful for the cardiovascular results, a
dierent kind of feedback manipulation was used in the third experiment to fur-
ther investigate the eect of dierent feedback structures; the level of control
was varied. In the Control condition, there was continuous information about
task performance. Good performance was coupled to a monetary reward. Noise
presentation after an error could be prevented by making a number of successive
correct responses. Successful avoidance of noise presentation was rewarded with
money. In the NoControl condition no information about the performance was
presented, except that sometimes after an incorrect response aversive noise was
presented, depending upon the number of correct responses. This manipulation
was expected to aect the state of the subject, and likewise to induce lateraliza-
tion eect in the slow wave data. The same response instructions were used as
in Experiments 1 and 2. The reference condition was slightly altered; only one
letter was used as an S1, and a neutral S2 was presented. Furthermore, subjects
were instructed to give a speeded response after S2.
The following results were expected for the cortical slow waves. First, due
P N 1 2 3 4 5 6 7 8 9 C
eect 0.2 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Position *** * *
Hemisphere
Condition *
P  C **
H  C * ** * *
Table 4.3: Signicance levels of the dierence between experimental conditions
and reference in Experiment 2. The F -values for Psw, Nsw, and Cnv are pre-
sented in the text. Epoch-numbers (above) and their start-time in seconds after
S1 (below) are indicated. * p < 0:05, ** p < 0:01, *** p < 0:001
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to the absence of the memory search task at S1, the PSW was expected to be
larger in the reference condition, and the NSW smaller. Second, the CNV was
expected to be larger after the fast than after the delay instruction, whereas due
to the speed instruction, the CNV in the reference condition was expected to be
comparable to the fast instruction. Third, the NoControl condition was expected
to induce a larger right hemisphere activity than the Control condition.
4.3.1 Method
Subjects and apparatus Sixteen right-handed males had complete datasets;
fteen of these subjects were also included in the cardiovascular analyses of Chap-
ter 3. All subjects had normal or corrected-to-normal vision. The same equip-
ment was used as in Experiments 1 and 2.
Task For a detailed description of the task, see section 3.3.1. The memory
search task at S1 and the response instruction were the same as in Experiment 2.
The level of control was varied. In the Control condition, the number of errors
that could be made before noise was presented was indicated. Subjects could
compensate for earlier incorrect responses, by giving a number of successive very
fast responses. In the NoControl condition, the same compensating structure
was present, but invisible. In addition to the experimental conditions there was
a reference condition, in which a simple speeded response was required after S2.
Procedure Training and preparation were similar to Experiment 2. The sub-
jects performed two experimental blocks consisting of eighty trials each, and a
reference block consisting of forty trials. Control conditions were varied between
blocks, and response instruction was varied within each task block. Half of the
subjects responded fast to 'AB' and delayed to 'YZ', whereas the other half did
the reverse. The subjects could earn a nancial bonus of 10 Dutch guilders max-
imally, depending on the number of errors, the number of successful 'avoidances'
(bingos), and the mean RT.
Analyses The data acquisition and reduction procedures were the same as in
Experiment 2. The slow waves were derived in the same way as in Experiments 1
and 2. The slow potentials were tested for each epoch separately with a manova
with the factors position (frontal, central, parietal), hemisphere (left, right), con-
trol (Control, NoControl), and response instruction (fast, delayed). The dier-
ence between the slow waves in the reference condition and those after the fast
instruction in the experimental conditions were tested with a manova with the
factors position, hemisphere, and condition (experimental vs. reference). Interac-
tions were examined with Newman-Keuls post-hoc tests. Results with p < 0:05
were considered signicant.
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P N 1 2 3 4 5 6 7 8 9 C
eect 0.2 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5




P  C * *
P  I * * * * *
H  C *
P  C  I * * *
Table 4.4: Manova signicance levels of the cortical slow waves in Experiment 3.
The F -values for Psw, Nsw, and Cnv are presented in the text. Epoch-numbers
and their start-time in seconds after S1 are indicated. * p < 0:05, ** p < 0:01,
*** p < 0:001
4.3.2 Results and discussion
The grand averages of the slow waves are presented in Figure 4.4. Table 4.4
gives an overview of signicance levels of the manovas for the experimental
conditions, and Table 4.5 for the comparison with the reference condition. The
average number of trials for each subject was about 26 after the fast instruction
was about 26, about 22 after the delay instruction, and in the reference condition
about 28.
The anterior-posterior distribution of the slow waves was similar to the other
experiments. Until about 2.5 seconds after S1 (epoch 3) there was a frontal
predominance of the negativity; the NSW was largest at the frontal positions
( 1:7 V), and showed a prolonged positivity at the parietal positions (1:9 V,
eect of position: F (2; 14) = 44:2). The subsequent negative shift remained
slightly positive at the parietal positions, and negative at the frontal and central
positions. Towards S2 the negativity shifted (nonsignicantly) to the central and
parietal positions. There were no main eects of hemisphere.
The NSW and subsequent negativity were larger in the NoControl condition
(for the NSW, eect of control: F (1; 15) = 4:6). This dierence lasted until 2
seconds after S1. In Experiment 1 a larger NSW was found when the task at S1
was more dicult. The present result might thus indicate that in the NoCon-
trol condition, where the subjects were not given direct information about their
performance, more eort was invested in the task. In the Control condition, the
NSW was lateralized in the right hemisphere (hemisphere  control interaction:
F (1; 15) = 5:4). In Experiment 2 a lateralized NSW was found in both experi-
mental conditions, whereas in Experiment 1 the NSW was lateralized only in the
noise KR condition. It was expected that the control manipulation would induce
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Figure 4.4: Grand average of the slow waves of Experiment 3. Bold line: fast
instruction, thin line: delay instruction, dotted line: reference condition. The
horizontal lines indicate the baseline level; the vertical line represents 3 V.
lateralization, but particularly in the NoControl condition.
The CNV was larger after the instruction to give a fast response, but only at
the central and parietal positions (position  instruction interaction, F (2; 14) =
6:1). This again conrms that the motor preparation was larger after the fast
instruction. There was a position  instruction interaction on the NSW as well
(F (2; 14) = 5:0); at the frontal positions the NSW was larger after the delay
instruction, whereas there was no dierence at the central and parietal positions.
Towards S2 the frontal negativity was larger in the NoControl condition (po-
sition  control interaction, for the CNV: F (2; 14) = 5:7), whereas at the central
and the parietal positions there was no dierence. In combination with the three-
way position  control  instruction interaction between one and three seconds
after S1, it appears that the NoControl condition induced uncertainty in the sub-
jects. In order to try and make a correct response the motor preparation was
large not only after the fast, but also after the delay instruction. Early in the
S1-S2 interval this caused the negativity to be equally large after the fast and
delay instruction in the NoControl condition, whereas in the Control condition
the delay instruction did not yet cause negativity. This eect persisted in the
entire S1-S2 interval, particularly at the frontal positions.
In the comparison between the experimental and the reference condition (see
Table 4.5) the eect of position was highly signicant (PSW: F (2; 14) = 3:9;
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P N 1 2 3 4 5 6 7 8 9 C
eect 0.2 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Position * *** *** ** ** *** *** *** *** *** ** **
Hemisphere
Condition *
Table 4.5: Dierence with reference: cortical slow waves in Experiment 3. The
F -values for Psw, Nsw, and Cnv are presented in the text. Epoch-numbers
and their start-time in seconds after S1 are indicated. * p < 0:05, ** p < 0:01,
*** p < 0:001
NSW: F = 38:8; CNV: F = 8:5; the F -values in epochs 1 to 9 were between 10:4
and 33:8). Whereas in the experimental conditions the slow negative shift was
initially larger at the frontal positions, in the reference condition the negativity
was always maximal at the central positions. It appears that the speed instruction
which was given for the reference condition caused the motor preparation to start
immediately. This is reected in the central dominance throughout the S1-S2
interval. The PSW was similar in the reference and the experimental conditions.
This result is dierent from Experiment 2, where a larger PSW was found in
the reference condition. The speed instruction which was presently given for
the reference condition probably caused the S1 to have a rather high impact,
which caused an attenuation of the PSW. The subsequent NSW was larger in
the reference condition than in the experimental conditions (eect of condition:
F (1; 15) = 4:7). This too, is probably related to the high impact of the stimulus.
The conclusions from Experiment 3: (1) The PSW is more related to gen-
eral processing of the stimulus, whereas the NSW is related to the meaning and
implications of stimulus content. (2) The CNV is related to motor preparation.
(3) The frontal activity reects the motivational or emotional aspects of the task
(control).
4.4 General discussion
The results of the three experiments are largely in agreement with each other.
The eect of the diculty of the memory search task at S1 was reected in
the early slow waves, the PSW and the NSW. In the rst experiment, where
the task was either easy or dicult, the PSW was larger and the NSW smaller
in the easy condition. When in the second experiment a reference condition
was added which did not require a memory search, this further enhanced the
PSW and reduced the NSW. These results are in agreement with the view that
these components reect the evaluation of the stimulus and reect the amount
of processing required. The result that in Experiment 3 the NSW was larger in
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the condition where no information was given about the subjects' performance
(NoControl condition), then indicates that the subjects had to invest more eort
to adequately perform this task.
The one result which appeared not in agreement with the above results is
that in the third experiment the PSW was the same in the experimental and the
reference condition. This was probably caused by the instruction to give a speeded
response in the reference condition, which enlarged the impact of the S1 stimulus.
The maximum negativity in this condition was found at the central positions, in
the entire S1-S2 interval, whereas in the other conditions the maximum negativity
was initially found at the frontal positions, and then gradually shifted towards
the central positions. The central maximum appears to indicate that due to the
speed instruction the subjects started preparing the response immediately.
The central maximum negativity before S2 is related to activity in the motor
cortex. In all experiments, a larger CNV was found after the instruction to
give a fast response than after the delay instruction, particularly at the central
positions. This shows that when the response was required immediately after
S2, the preparation was already maximal when S2 was presented. The delayed
responses were required at least one second after S2, so that the subjects could
rst wait for the instruction with which hand to respond (S2), and then start
preparing the response. In the reference condition of the second experiment the
response instruction did not stress the requirement of speed; the response only
had to be given within one second after S2. This caused the CNVs to have
intermediate amplitudes; comparing the CNV between the reference condition
and the average of the experimental conditions indicated that they were the
same. Likewise, in Experiment 3, the CNV in the reference condition was the
same as the CNV after the fast instruction in the experimental conditions.
The third class of manipulations involved feedback, which was expected to in-
duce lateralization of the slow waves due to asymmetrical processing of emotion-
related processes in the right hemisphere. In Experiment 1 the NSW was lateral-
ized in the noise KR condition only; this condition was assumed to have the most
negative impact and indeed caused right hemisphere dominance of the NSW. In
Experiment 3, however, the NSW was lateralized only in the Control condition,
and in Experiment 2 the NSW was lateralized in both the positive and the neg-
ative reward condition. Thus, the lateralization eects of the KR manipulations
are inconclusive. The result of the Experiment 2 that in the reference condition
the NSW was not lateralized could indicate that emotional value of the task in
itself may cause lateralization of the NSW. Birbaumer, Elbert, Canavan, & Rock-
stroh (1990) argued that the intensity, but not the dierent qualities of emotional
processing may play a role in determining slow waves. This implies that positive
or negative feedback structures might cause similar eects, depending on their
intensity. The positive and negative reward conditions in Experiment 2 may have
been equally intense, and thus both caused the same lateralization, whereas the




The last chapter of this thesis consists of three parts. The rst part oers an
integrative discussion of the phasic cardiovascular and cortical results. In the
second part the correlations between the cardiovascular and the cortical results
are investigated, and the third part of this chapter lists the main ndings and
conclusions of the present study.
5.1 Integration
This section rst gives a short review of the experimental manipulations used
in the experiments, and the main cardiovascular and cortical results. Then,
a theoretical framework is presented which appears appropriate for integrating
these results. Subsequently, a short discussion follows about the autonomic origin
of the phasic cardiovascular responses.
5.1.1 Review of manipulations and results
Three major experimental manipulations were used in the experiments; memory
load, response instruction, and knowledge of results.
First, the amount of processing required by the task at S1 was varied. In
Experiment 1 the memory set consisted of two or ve letters. The results of
this easy/dicult manipulation showed that heart rate (HR) and blood pressure
(BP) can react dierentially to the same experimental manipulations: there was
a striking eect of the load manipulation on the components of the BP response,
whereas there was no eect on the HR components. The dicult memory search
condition enhanced the latency and amplitude of the initial BP decrease, and
attenuated the subsequent maximum. It was concluded that the initial changes in
the BP-pattern are related to input processes, i.e. intake of the presented material,
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and processing of its information content (see section 3.1.2). The positive slow
wave (PSW) and the prolonged parietal positivity (NSW latency range) were
attenuated in the dicult condition.
In the other experiments the experimental conditions were compared to a
simple reference task; the latter did not require memory search. In the reference
condition of Experiment 2 the intermediate HR- and BP-increase had disap-
peared. Since the same stimuli were presented as in the experimental conditions,
but with the instruction to ignore the response instruction attached to these
stimuli, it was concluded that the absence of a memory search requirement was
responsible for the absence of the increase of HR and BP. This result is in line
with Experiment 1 in that the early components appear to reect the processing
of the information content of S1. Furthermore, the explicit instruction that a
speeded response was not required in the reference condition may have lowered
the impact of S1, compared to Experiment 3. In the latter experiment, the ref-
erence condition required a speeded response, and a clear triphasic pattern of
evoked HR and BP was found in spite of the absence of memory search.
In line with the eects of Experiment 1 the PSW was larger in the reference
condition (less processing required) than in the experimental conditions. How-
ever, the prolonged parietal positivity was virtually absent in the reference condi-
tions of both Experiment 2 and Experiment 3. This shows that the eects on the
PSW and NSW (prolonged positivity) are independent. It was concluded that
the PSW appears to reect the identication and initial processing of the stim-
ulus (i.e. stimulus perception and identication), whereas the NSW seems more
related to further processing. In all experimental conditions of the three experi-
ments, this further processing consisted of searching the letters held in memory
and comparing them with the letter presented at S1. In the reference conditions
there was no memory search task, and therefore no additional processing was
required which explains the absence of the prolonged parietal positive slow wave.
The memory load manipulations were expected to aect the early components
of the cardiovascular and the cortical responses. Indeed, the eects were found on
the rst and second components of the cardiovascular responses (initial decrease
and subsequent increase), and on the slow waves occurring early in the S1-S2
interval (PSW and NSW).
The second major manipulation was the response instruction. In all three
experiments the response instruction in the experimental conditions was to give
either a fast or a delayed response. Furthermore, in the reference condition of
Experiment 2, the instruction was to respond within one second after S2, but
without stress on speed. In contrast, in Experiment 3 the reference task required
a speeded response. The eects of the response instruction were expected to
be found in the later components of the cortical and cardiovascular responses.
Indeed, most eects are found on HR-D2, BPmin2, and the contingent negative
variation (CNV). In Experiments 1 and 3, the latencies of HR-D2, SBPmin2,
and DBPmin2 were longer after the instruction to give a delayed response. In
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Experiment 2 this was only found for HR, which was attributed to the smaller
number of subjects in that experiment. The CNV was larger when a fast response
was required. In Experiments 1 and 3 the response instruction also aected HR-
A and BPmax; their latencies were longer when a delayed response had to be
given. It was concluded that the late cardiovascular (HR-D2 and BPmin2) and
cortical (CNV) components reect the preparation of the motor response. The
eects on the preceding components indicate that the preparation started quite
early in the S1-S2 interval.
The third major class of manipulations involved the feedback about the per-
formance, or knowledge of results (KR). In Experiment 1, the neutral KR with no
reward was contrasted with noise KR, where aversive noise was presented when-
ever an incorrect response was given. In the neutral KR condition the decreases
in the HR and BP patterns were smaller and the increases larger. Also a smaller
NSW was found with neutral KR. In Experiment 2 the KR manipulation involved
reward in both conditions: the reward was either positive (money) or negative
(noise). The noise condition induced larger overall changes in the evoked HR and
BP patterns, and resulted in less errors and faster responses. In Experiment 3,
the Control condition consisted of KR with reward, and the NoControl condition
had no KR but did have a negative, aversive noise, 'reward'. The initial changes
in the HR and BP patterns were larger in the KR-with-reward (Control) condi-
tion. The NoControl condition caused longer latency of the late cardiovascular
changes, a larger NSW, and caused more errors (when a delayed response was
required).
The KR manipulations were intended to aect the motivational and/or emo-
tional state of the subjects, to enhance the cardiovascular changes, and to cause
lateralization of the cortical slow waves. The rst of these intentions is hard to
evaluate; the subjects' reactions to the KR manipulations diered enormously.
As Damasio (1994) pointed out, what some subjects consider as 'absence of pun-
ishment' is perceived as 'reward' by others. In the present study, particularly
during Experiment 3 these personal dierences became very clear. About half
of the subjects preferred the NoControl condition, which let them 'just do their
jobs', over the information overload (as they perceived it) provided by the Control
condition. On the other hand, a large part of the remaining subjects displayed
signs of distress after having performed the NoControl condition; these subjects
clearly had felt out of control. It is very unfortunate that these personal reac-
tions have not been noted more consistently, which makes it impossible to make
a post-hoc analysis of possible dierences between these groups of subjects.
The second intention of the KR manipulations was to enhance the cardio-
vascular eects. It is not clear whether this has actually happened. Although
in Experiment 2 there was a large dierence between the evoked HR and BP
patterns in the positive and negative reward condition, this dierence consisted
of a shift of the entire patterns, and not of an enhancement of the individual
components.
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The third intention, lateralization of the cortical slow waves, was not realized.
No consistent lateralization was found. Apart from the reason mentioned above,
the large individual dierences, this may be due to the diculty of inducing
real changes in emotional state by using such tasks as presently used. Probably
the eects of feedback (KR) that were found were due to changes in motivation
(reward; the possibility to earn money). In most investigations involved with
emotion-induced lateralization, specic 'emotional' stimuli were used such as pic-
tures of mutilated bodies or other unpleasant sights (e.g. Klorman & Ryan, 1980).
In the present study possibly the only 'emotion' which may have been induced is
frustration. Furthermore, in many studies investigating emotion-related cortical
asymmetry, general activity measures such as spectral power or alpha-activity are
used instead of event-related potentials (e.g. Ahern & Schwartz, 1985; Meyers &
Smith, 1987; Davidson, Chapman, Chapman, & Henriques, 1990).
In order to give an interpretation of the results in a larger perspective, the
theoretical distinction of three attentional control systems made by Pribram &
McGuinness (1975) is used. The next section shortly introduces the mechanisms,
and the subsequent sections discuss the experimental results in the light of this
theoretical framework. Figure 5.1 gives a schematical integrative overview of the
ideas presented in this section.
5.1.2 Attentional control mechanisms
The cardiovascular and cortical components which were used in the present study
appear to t perfectly in the attentional control systems recognized by Pribram
& McGuinness (1975). They presented a model which consists of two systems,
arousal and activation, which are coordinated by a third system, eort. Arousal
and activation are assumed to be involved with input and output processes, re-
spectively.
Arousal Arousal is described by Pribram & McGuinness (1975) as 'the regis-
tration of input in awareness', and deals with sensory processing and perceptual
encoding of the presented stimulus. Arousal is assumed to be controlled by the
amygdala and related frontal cortical systems. Two amygdala circuits are distin-
guished: one is a facilitatory frontal{amygdala{lateral-hypothalamic circuit, the
other is an inhibitory orbito-frontal{amygdala{medial-hypothalamic circuit. The
reciprocal action of these circuits facilitates ne-tuning of arousal. Both circuits
are assumed to operate on serotonergic neurons in the brain stem. Norepinephrine
(NE), however, is also mentioned in relation with arousal. Tucker & Williamson
(1984) cite evidence that the NE-system has been shown to be responsive to
novel environmental stimuli, which supports perceptual orienting. The arousal
system is then comparable to the orienting reaction. The two neurotransmitters
(i.e. serotonin and NE) should reciprocally support the brain's responsivity to
perceptual input (by maintaining a certain level of arousal). Noradrenergic cells
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in the brain are found in many brain areas, but relatively large concentrations of
cells are found in the locus coeruleus (LC) in the dorsolateral pons, and in the
A5 cell group in the rostral ventrolateral medulla (RVLM). It should be noted,
however, that although there are many central noradrenergic neurons, it is not
clear whether or how their functioning is directly related to cardiovascular con-
trol (Guyenet, 1990). A relation between NE-systems and arousal is that when
during sleep, when externally oriented attention is not present, the LC shows low
levels of activity. Furthermore, in wake animals activity of the LC seems to be
related to the animals' behavior: LC activity decreased when the animal engaged
in inwardly turned behavior such a grooming (Tucker & Williamson, 1984).
Serotonin is found in the caudal raphe nuclei (nucleus raphe pallidus and
nucleus raphe obscurus), and in the dorsal motor nucleus of the vagus nerve
(DMV). Guyenet (1990) cites evidence that serotonin is a neurotransmitter in
the intermediolateral cell column (IML), the main sympathetic pathway (see also
Chapter 1). He hypothesizes that the inactivity of serotonergic neurons in the
raphe nuclei during REM sleep could contribute to the reduction of arterial blood
pressure during that sleep stage. He furthermore indicates a general role of raphe
serotonergic neurons in the modulation of central nervous system activity in re-
lation to states of vigilance. In all, the evidence brought forward by Guyenet
(1990) relates serotonin activity to the sympathetic system as well as to arousal.
Parmeggiani & Morrison (1990) also cite evidence for serotonergic control of sym-
pathetic activity; the dramatic decrease of sympathetic tone found during REM
sleep, accompanied by low HR and BP, could also be induced by stimulation of
the nucleus raphe obscurus. Thus, the cited evidence so far suggests that arousal
mechanisms are mainly reected in sympathetic changes, which appear to be
related to activity of serotonergic and noradrenergic neurons. Frank & Smith
(1990) stated that an increase in the central activity of serotonin may reduce the
sympathetic activity from the brain to the heart. They consider serotonin ac-
tivity as a possible mechanism that prevents harmful sympathetic outow to the
heart. Furthermore, Loewy & Spyer (1990) showed that the nucleus ambiguus
(NA) has a concentration of serotonin receptors, and stated that serotonin, ". . .
alone or coliberated with another transmitter, is a probable transmitter regu-
lating cardioinhibitory activity." The NA is a nucleus with large eerent vagal
projections to the heart. This implies that arousal or input related activity is at
least capable of mediating both vagal and sympathetic changes in HR.
Relating the arousal concept to the experimental manipulations reviewed
above, it may be expected that the eects of memory load, which manipulates
input processes, are found on the same components that are sensitive to changes
in arousal. Thus, changes in arousal, like changes in memory load, might aect
the early components of evoked HR and BP (initial decrease and subsequent
increase), as well as the initial cortical slow waves (PSW and NSW). The car-
diovascular eects may originate from changes in vagal as well as sympathetic
activity. This latter topic will be further discussed in section 5.1.3.












































































































































































































































Figure 5.1: Schematic representation of found eects and hypothesized underlying
mechanisms. NA = nucleus ambiguus, IML = intermediolateral cell comlumn, LC
= locus coeruleus, RVLM = rostral ventrolateral medulla, MRF = mesencephalic
reticular formation, EMS = emotional motor system, NTS = nucleus of the
solitary tract, SN = substantia nigra.
Activation According to Pribram & McGuinness (1975) activation is related
mainly to output processes, both perceptual (expectancy) and motor (readiness).
It maintains a 'tonic' readiness for action, with tonic being in the order of seconds
or longer. The CNV is mentioned as a typical example in reecting activation.
Activation reects an action mechanism controlled by the basal ganglia, and is
involved in dopaminergic (DA) systems of neurons which connect the substantia
nigra (where many dopaminergic neurons are located) with the basal ganglia.
Dopaminergic systems have been shown to facilitate the selection of specic motor
acts and to determine the sequence in which they have to be performed. DA-
neurons in the substantia nigra (SN) receive projections from the nucleus of
the solitary tract (NTS) (Loewy, 1990), which, as reviewed in Chapter 1, is
considered to be the cardiovascular control center. Apart from involvement in
motor processes, dopamine also appears to mediate reward (Loewy & Spyer,
1990). However, Loewy & Spyer stated that the latter eects could also have
been due to a change in motor functions.
The late components in evoked HR and BP (i.e. HR-D2, SBPmin2, and DBP-
min2), as well as the CNV are related to output processes. The activation concept
may thus be relevant in interpreting the eects on these components.
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The distinction between input and output processes, reected in early and late
components of the evoked cardiovascular responses, respectively, bears a strong
link with the dissociation between the early and late components of cortical and
autonomic responses observed by Rockstroh & Elbert (1990). They linked the
early changes in both autonomic (HR-deceleration, D1) and cortical measures
(early negative slow wave; NSW), since they are not only found in two-stimulus
paradigms, but after presentation of single stimuli as well. In contrast, the late
components develop during the anticipation of an event (stimulus or response).
Eort Pribram & McGuinness (1975) noted that in some circumstances, there
is a coupling between arousal and activation. To avoid endless circling in arousal
(input){activation (output) sequences, where the perception of the output action
serves as new input, there should be a coordinating system which allows uncou-
pling of arousal and activation, for instance by habituation. Eort is such an
intermediate process. It is controlled by a hippocampal circuit, which involves
the Papez circuit (hippocampus{hypothalamus{cingulate gyrus{hippocampus).
This circuit was rst assumed to be involved in emotions, but later appeared
to be more important in memory (Martin, 1989; LeDoux, 1996). Nevertheless,
the hippocampus appears to have a connection with emotion, in that its task is
considered to create a context in which memories are placed (see LeDoux, 1996).
The concept of eort, in coordinating the balance between arousal and acti-
vation, may be able to change the level setting, or general reactivity of dierent
physiological systems. Pribram & McGuinness (1975) described two systems that
inuence the hippocampal circuit. The rst is located in the raphe nuclei and
associated structures in the mesencephalic reticular formation (MRF), and the
other system is located more laterally in the locus coeruleus (LC) and other por-
tions of the central (or periaqueductal) gray (PAG). The LC has an important
noradrenergic pathway to the median forebrain bundle and other portions of the
limbic system. These structures are also involved in the so-called emotional motor
system (EMS), put forward by Holstege (1991).
The EMS is a third motor system, which exists besides the rst (consisting
of premotor projections to motoneurons) and second (the somatic motor system)
systems. It represents the limbic component of the motor system. The lateral part
of the EMS is eective via the premotor interneurons of the rst motor system,
and mediates specic emotional behaviors. This part of the EMS originates
laterally in the limbic system, e.g. in the lateral hypothalamus and the central
nucleus of the amygdala. These two areas project to the PAG, and stimulation
of these areas can induce cardiovascular responses (Jordan, 1990; LeDoux, 1996).
The medial part of the EMS regulates gain and level setting systems; this part
has projections to the LC, and is able to change the general level of activity of the
somatosensory and motoneurons by changing the excitability of their membranes
(Holstege, 1991).
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Thus, neuroanatomical (EMS) as well as psychological (eort) evidence sug-
gests that the general level setting of certain regulatory systems may be aected
by emotion-related processes. It may be possible that the eects of the feedback
(reward) manipulation as found in Experiment 2 were caused by such an eort
related change in level setting.
5.1.3 Autonomic origin of phasic cardiovascular changes
In the previous section it was implied that both the vagal and the sympathetic
part of the autonomic nervous system may be involved in arousal. Furthermore,
arousal was related to input processes; the eects of the memory load manipu-
lations were mainly found on the initial components in the cardiovascular and
cortical patterns. These data lead to the question where the phasic cardiovascular
changes stem from in terms of autonomic origin.
The evoked HR pattern is mostly thought to be of vagal origin. For instance,
Obrist, Wood, & Perez-Reyes (1965) showed that vagal blockade (through intra-
venous administration of atropine) caused signicant reduction of both cardiac
acceleration (HR-A) and deceleration (D2). They used an S1-S2 paradigm where
the interval between S1 and S2 was 7 seconds. It should be noted that in both
the unblocked and the blocked conditions, no initial HR deceleration was found,
and that Obrist et al. (1965) considered the accelerative response as a respira-
tion artifact. Furthermore, they stated that the baseline level of HR was greatly
elevated in the blocked condition, which they held at least partly responsible for
the smaller responsivity. Since no absolute HR levels are shown, this makes the
eects hard to evaluate. Somsen, van der Molen, & Orlebeke (1983) found no
eect of sympathetic blockade on the morphology and amplitude of the cardiac
response in a 5-second S1-S2 interval. They gave human subjects either a dosage
of propanolol or a placebo, and let them perform ve dierent conditions. In each
condition, the evoked HR response consisted of the triphasic D1-A-D2 pattern.
Although the amplitudes of the peaks diered considerably between the condi-
tions, no dierences were found due to the blockade except for a lowered baseline
level of HR during sympathetic blockade. This would imply that HR accelera-
tion is caused by vagal inhibition, since during (total) sympathetic blockade only
vagal activity can aect HR.
In contrast, in a more recent investigation Quigley & Berntson (1990) showed
evidence (in rats) that only the initial changes in HR were merely vagal, and
the changes occurring later on were aected by the sympathetic system as well.
Quigley & Berntson (1990) did not use an S1-S2 paradigm, but presented auditory
nonsignal stimuli of one second duration at intervals of 30 seconds. In response to
these stimuli, the rats showed clear deceleration-acceleration HR responses. Vagal
blockade (by administration of scopolamine) eliminated the deceleratory HR re-
sponses and appeared to unmask the acceleratory response; the BP response was
not aected by vagal blockade. Sympathetic blockade (with atenolol) reduced the
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cardiac acceleration, and enhanced the deceleration. Quigley & Berntson (1990)
concluded that the cardiac acceleration appears to result from sympathetic ac-
tivation, and the (initial) deceleratory response has a vagal origin. Computer
simulation studies by van Roon (in preparation) and Van der Veen (1997) also
indicated that the initial changes in HR could not be caused by changes in sym-
pathetic activity, but by vagal changes only. Changes in HR and BP which occur
with a latency of at least a few seconds could be due to sympathetic as well as
vagal changes.
Combining these results, this would imply that HR-D1 is vagally mediated
(Quigley & Berntson, 1990), since it occurs too soon after S1 to be mediated sym-
pathetically. Cardiac acceleration could be caused by vagal inhibition (Somsen
et al., 1983), or by an increase in sympathetic activity (Quigley & Berntson, 1990).
The results of Quigley & Berntson appear to favor the latter option, through
their option of coactivation of vagal and sympathetic activity; whereas the in-
crease in vagal activity regulates the deceleratory changes, a short impulse of
sympathetic activity causes an intermediate acceleration. HR-D2 may be either
vagally mediated (Obrist et al., 1965), or caused by a combination of vagal and
sympathetic activity (Quigley & Berntson, 1990; van Roon, in preparation; Van
der Veen, 1997).
5.1.4 Discussion of results
Memory load The dierent cardiovascular patterns in the two reference con-
ditions (i.e. mainly decelerative in Experiment 2 versus clearly triphasic in Ex-
periment 3) may be caused by the impact of the S1 stimulus. No memory search
was required in the reference conditions, and S1 was merely a warning that six
seconds later a response had to be given. The dierence was, however, that in
Experiment 2 there was no stress on speed, whereas in Experiment 3 a speeded
response was required after S2. This dierence caused S1 to have a larger sig-
nal function, with more impact, in Experiment 3 than in Experiment 2. Larger
HR acceleration after stimuli with higher intensity/impact relative to low-impact
stimuli was found by Coles & Duncan-Johnson (1975) and Connor & Lang (1969)
as well. Quigley & Berntson (1990) also found that HR-acceleration was larger
after a high intensity stimulus, and found that this acceleration diminished after
sympathetic blockade. Thus, the high-impact stimulus appeared to induce a sym-
pathetic increase of HR, whereas after the presentation of a low-impact stimulus
the HR acceleration is largely obscured by vagal decrease of HR. This implies
that both sympathetic and vagal activity are enhanced: Coactivation of vagal
and sympathetic activity occurs when the stimulus impact is low, whereas dur-
ing high intensity stimulation there is a short sympathetic predominance which
causes an enhanced cardiac acceleration. When applied to the present results,
this implies that in Experiment 2 the absence of HR-A and BPmax is due to the
smaller increase in sympathetic and/or larger increase in vagal activity.
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Based on these results and on the neurophysiological evidence presented ear-
lier, the input related processes involved in processing the information content
(or 'meaning' in a broad sense of the word) appear to evoke mainly sympathetic
nervous activity. Earlier input processes, such as the perception of the stimulus,
may be vagally reected in the initial cardiac deceleration. This would be in
agreement with the notion that arousal may aect both vagal and sympathetic
activity. The positive slow wave (PSW), which is assumed to reect the initial
processing of the stimulus material, should then be associated with the initial
cardiac deceleration, whereas the negative slow wave (NSW), which is assumed
to reect the further processing of S1, should be associated with cardiac acceler-
ation. This 'further processing', which results in enhanced sympathetic activity,
leads to changes in BP as well as HR. However, HR is under vagal control as well,
and since the vagal eects on HR are more powerful than sympathetic changes,
the HR pattern cannot dierentiate between the sympathetic and vagal eects of
arousal. Thus, it appears that the sympathetic eects on HR are masked by the
vagal eects initiated earlier.
Response instruction The peaking of the second HR deceleration (D2) at
about the time the response is given indicates a close connection with motor
activity. The amplitude of the CNV, which is mostly seen as an indication of
response preparation (see Rohrbaugh & Gaillard, 1983), was larger after the
instruction to give a fast response. Both the cardiovascular and the cortical results
were thus in accordance with the literature (Brunia & Damen, 1985; Putnam,
1990; Gaillard & van Beijsterveldt, 1991; Otten, Gaillard, & Wientjes, 1995).
Activation, the attentional control mechanism related to output processes,
is assumed to maintain a 'readiness for action' (Pribram & McGuinness, 1975).
Pribram & McGuinness (1975) themselves indicated the connection between ac-
tivation and the CNV, which they assumed could either reect expectancy or
motor readiness. It is clear that the present results indicate a larger readiness
when a fast response is required. Of course, it is reasonable to expect that the
maximum preparation of a delayed response is postponed until just after S2. The
CNV results (i.e. the indicator at the xed period immediately before S2) indeed
show that preparation is not yet optimal when a delayed response is required.
The HR (and BP) results (i.e. the indicators of the maximum negativity 'regard-
less' of time) also conrm the delay of maximum preparation when a delayed
response is required.
Based on these results, it may be expected that there is a relation between
the CNV and HR-deceleration. Relations between HR deceleration and the CNV
have been implied by a number of authors (e.g. Connor & Lang, 1969; Lacey &
Lacey, 1970; Simons, 1988). However, signicant correlations have been presented
only sporadically (see for an overview section 5.2.1). The problem with relating
the CNV and HR-D2 may be due to the way these components are measured.
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Whereas the CNV is mostly measured immediately before S2, thus at a xed
position in time, the HR-D2 is often measured at a variable time, depending on
the maximum deceleration. This dierence might cause dissociation.
Knowledge of results Manipulating feedback, or knowledge of results, often
aims at motivating the subjects to increase their performance. This improvement
can be accomplished by aecting either arousal, and thus the processing of input
information, or activation, thus the output. The third possibility is that eort is
aected, which may lead to overall changes in the pattern of reactivity, including
both input and output processes. In the previous section it was shown that eort
may aect the level setting of regulatory mechanisms. Steyvers (1991) investi-
gated the eect of KR in a number of sleep-deprivation studies. The presentation
of KR, even without a reward, increased the subject's motivation to perform by
oering an evaluation of his performance. Although not all his results were con-
vergent, Steyvers (1991) hypothesized that the eect of KR may, at least partly,
be a compensation for a lack of arousal through mobilization of eort. Most of
Steyvers's (1991) results did indicate that KR does not aect activation.
The pattern of HR and BP changes in Experiment 1 (i.e. noise induced larger
decelerations/decreases and smaller accelerations/increases) appear to indicate a
smaller vagal eect and/or a larger sympathetic activity in the neutral KR condi-
tion. Thus, both the HR and the BP pattern appear to have shifted toward larger
negativity in the noise condition; relatively more vagal and/or less sympathetic
activity. As was hypothesized in section 3.1.2, neutral KR, particularly in com-
bination with low memory load, may have caused the task to be rather boring.
This may have resulted in a decline of arousal, which had to be compensated for
by more eort.
The changes in Experiment 2 showed a rather dierent eect; although in
the negative reward condition the HR pattern was less decelerative, the BP was
more decreased. Thus, instead of having results in the same direction, as in
Experiment 1, the changes in HR and BP are opposite. The enhanced HR-A in
the negative reward condition might be caused by a larger sympathetic activity,
but this is in contrast with the larger decrease in BP occurring at the same time.
Perhaps this is not merely a sympathetic, but a vagal eect. This eect may well
be due to a temporary change in the level setting of the baroreex, induced by
an eort mechanism.
In Experiment 3 the Control condition, in which KR was presented, improved
performance, and caused shorter latencies in the cardiovascular responses. On
the other hand, the absence of KR in the NoControl may have caused timing
uncertainty, and thus required additional evaluation of the stimulus in order to
facilitate timing; this process may be reected in the NSW.
In summary, the eects of KR appear to be related to eort, albeit dierently
in the dierent experiments. The results of Experiment 1 suggest that eort was
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mobilized to compensate for arousal, whereas in Experiment 2 eort appears to
have induced a change in level setting of the baroreex.
5.2 Cardiovascular-cortical relations
One goal of this thesis was to examine the relationship between cardiovascular and
cortical changes. In the literature relations have been implied between the initial
HR deceleration (D1) and the NSW (Connor & Lang, 1969; Rockstroh & Elbert,
1990), and between HR-D2 and the CNV (e.g. Lacey & Lacey, 1970; Simons,
1988). To investigate relations between the cardiovascular and cortical measures
in the present study, correlations were computed between the components in the
evoked HR and BP patterns and the cortical slow waves. Before carrying out
these computations, it was necessary to reduce the amount of data.
First, from the cardiovascular results only the amplitude measures were con-
sidered. The latency measures were not used, since the cortical components were
measured in xed epochs. It would not be appropriate to compare the cardio-
vascular latency measures with cortical amplitudes. The amplitudes from nine
phasic cardiovascular components were thus available: HR-D1, HR-A, HR-D2,
SBPmin1, SBPmax, SBPmin2, DBPmin1, DBPmax, and DBPmin2. Second,
four cortical slow waves were selected. The PSW, NSW, and CNV were taken
from the electrode positions where they had the largest amplitude. The PSW
was maximal at the parietal, the NSW at the frontal, and the CNV at the cen-
tral positions. The components from these positions were considered, averaged
across the left and the right hemisphere. Furthermore, the CNV at the frontal
positions was taken as a measure for the frontal negative slow wave (FSW) used
by Skinner, Beckman, & Gray (1987). This slow wave was included in the anal-
ysis, because Skinner et al. (1987) found a relation between the amplitude of
this slow wave and the number of cardiac arrhythmias in a group of cardiac pa-
tients (see also Chapter 1). Five measures of tonic cardiovascular reactivity are
used: Mean values of HR, SBP, DBP, RSA (vagal tone), and baroreex sensi-
tivity (BRS). Finally, the data for these eighteen measures were averaged across
memory load (Experiment 1) and KR (all experiments) conditions, whereas the
phasic measures were used from the fast instruction trials only.
The number of subjects with complete phasic and tonic datasets was 40. From
the rst, second and third experiment 15, 12, and 13 subjects were included
respectively.
5.2.1 Correlations
Table 5.1 presents the correlation coecients. Because of the large number of cor-
relations, only those signicant beyond the 1 % level are taken into consideration
to avoid capitalization on chance.
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The rst category of correlations contains those among the phasic cardiovas-
cular components. The signicant correlation of HR-D1 with HR-A and HR-D2
suggests that part of the evoked HR pattern is determined by the change that
occurs immediately after S1; the larger the initial deceleration, the smaller is the
amplitude of the subsequent maximum, and the larger the amplitude of D2. In
the BP patterns, too, the amplitudes of the later components are related to the
initial change, as shown by the signicant correlations between SBPmin1 and
-max, SBPmax and -min2, DBPmin1 and both -max and -min2, and between
DBPmax and -min2. The correlations among the SBP and DBP components are
obviously rather high, since they are related by nature. Only the initial compo-
nents (SBP- and DBPmin1) show weak correlations with the other components.
This is probably due to the eect of overlap with previous trials, which was
discussed in Chapter 3 (section 3.4).
Positive correlations were expected between the components of HR and BP;
HR-D1 with BPmin1, HR-A with BPmax, and HR-D2 with BPmin2. The rst
of these expected correlations was not found; HR-D1 correlated only weakly with
the initial BP decrease. This result is probably due to the overlap with the
previous trial in the BP patterns; since the evoked BP patterns are slower, the
changes evoked in the previous trial may not have disappeared when the present
trial started. In the HR pattern this eect is probably much smaller, which may
cause the dissociation between the initial HR and BP components. HR-A did
show the expected positive correlation with SBP- and DBPmax. However, also
a negative correlation between HR-A and SBPmin1 was found, which suggests
that a larger HR-A is associated with a larger SBPmin1, i.e. the increase in
HR is proportionally related to the decrease in SBP which occurs at about the
same time. Finally, there were reasonably high correlations between HR-D2 and
SBP- and DBPmin2. Although other combinations were signicant as well, the
overall pattern of results shows that HR-D1 should be associated with SBP- and
DBPmin1, HR-A with SBP- and DBPmax, and HR-D2 with SBP- and DBPmin2.
The second category of correlations are between the components of evoked
HR and BP on the one hand, and the tonic cardiovascular measures on the
other. The (negative) correlation between the average level of HR and the HR-D2
component suggests that the higher one's HR, the larger the phasic deceleration.
This result reminds of the law of initial values: the higher the absolute level,
the more it can change. An interesting series of signicant correlations is found
between RSA and HR-D1, HR-D2, SBPmin2, DBPmax, and DBPmin2, which
associate higher levels of RSA (vagal tone) with larger HR decelerations, larger
BP decreases, and a smaller DBP increase. These results appear to be in line
with the earlier discussion on the autonomic origin of the evoked cardiovascular
changes (see section 5.1.3) that decreases are predominantly of vagal origin, and
increases occur due to a relative increase of sympathetic activity.
Within the cluster of tonic cardiovascular measures signicant correlations are
found between HR and both SBP and DBP, which indicate that high HR is asso-
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ciated with high BP. The correlation of both HR and SBP with BRS shows that
high levels of HR and SBP are associated with low levels of baroreex sensitivity.
The implications of this association will be discussed later on (section 5.2.3).
Finally, the correlations between the cortical slow waves and the cardiovascu-
lar measures appear to give a random pattern of results; none of these correlations
was signicant beyond the 1 % level. Marginally signicant (p < 0:05) correla-
tions were found between HR-D1 and the NSW, between HR-D2 and the NSW,
and between SBPmin1 and the FSW. The correlations between the HR decelera-
tions and the NSW were opposite to those found by Connor & Lang (1969), who
reported correlations around between 0:43 and 0:66 between the NSW and the
three components of the evoked HR response. The low correlation between the
CNV and HR-D2 (r = 0:20) is about the same as found by Otten et al. (1995)
(r = 0:15). Van der Veen (1997) also did not nd signicant correlations between
cardiovascular and cortical measures. The present results suggest that there is
no relation between the cardiovascular and cortical measures.
5.2.2 Factor analysis
An additional way of looking at relations among the variables is by means of a
factor analysis. All variables which were used in the correlational analysis above
were used. Table 5.2 gives a review of the factor loadings. Only factors with
an eigenvalue larger than 2 were included. Together, these three factors explain
about 61 % of the variance.
The three factors generally make a distinction between phasic cardiovascular
variables (HR-D1, -A, and D2, SBPmax and -min2, and DBPmin1, -max, and
-min2), tonic cardiovascular variables (HR, SBP, DBP, and BRS), and cortical
components (PSW, NSW, FSW, CNV). The fact that these variables are assigned
to three dierent factors is a further indication that the measures are weakly
related. The rst factor (phasic cardiovascular) also includes the RSA measure;
the correlations in Table 5.1 also showed that a larger RSA is accompanied by
larger phasic decreases of HR and BP. The seconds factor (tonic cardiovascular)
includes HR-D2, SBPmax, and the NSW. In the correlation table, HR-D2 was
negatively correlated with tonic HR, SBPmax was positively correlated with HR,
and also with the tonic SBP and DBP levels. The relation between the NSW
and the tonic cardiovascular levels was less clear. Finally, the third, cortical
factor includes SBPmin1. Above, correlations between SBPmin1 and the late
slow waves (FSW and CNV) were found to be marginally signicant (p < 0:05),
with larger slow waves being associated with a smaller amplitude of SBPmin1.
In conclusion, the factor analysis conrms the results of the correlational anal-
ysis, that the relations between cortical and cardiovascular components, if they
exist, cannot be revealed in this type of study. On the other hand, since there
were only 40 subjects in these analyses, the variance within this group of subjects
may be too large to nd existing relations. Furthermore, the cardiovascular and
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Factor 1 Factor 2 Factor 3
eigenvalue 5:07 3:28 2:66
% expl.var. 28:2 18:2 14:8
HR-D1 :70 HR-D2  :50 SBPmin1 :66
HR-A :63 SBPmax :60 PSW :51
HR-D2 :68 NSW :54 NSW :57
SBPmax :53 HR :82 FSW :86
SBPmin2 :84 SBP :71 CNV :79
DBPmin1 :56 DBP :68
DBPmax :79 BRS :60
DBPmin2 :91
RSA :65
Table 5.2: Factor loadings of phasic cardiovascular and cortical components and
tonic cardiovascular measures. Only loadings > 0:50 are shown.
cortical measures which were used in the present study are all indirect measures.
For instance, the measurement of brain activity takes place with electrodes at-
taches at the outside of the scalp. The activity of a particular brain area is thus
measured through other brain areas, the skull, skin, hair, electrode paste, elec-
trode, etc. The accuracy of electrode placement also is a source of disruption,
not to mention individual dierences in anatomy (size of the head, (a)symmetry
of the brain, etc.). Similar problems arise in the blood pressure measurement,
which takes place at the nger. Thus, apart from individual variations in cortical
and cardiovascular reactivity, numerous other factors may have played a role in
nding, or rather, not nding signicant correlations.
As a last attempt to identify cortical-cardiovascular relations it might be useful
to make a subdivision of the subjects into dierent groups. For instance, Otten
(1991) pre-selected subjects who scored either very high or very low on trait-
anxiety. In the low-anxious subjects the PSW was highly correlated with phasic
BP increase, whereas these correlations were low in the high-anxious subjects.
This implies that the experimental population may consist of subgroups with
dierential results. The following section presents the results of this investigation.
5.2.3 Large versus small FSW
Skinner et al. (1987) found a relation between the amplitude of the frontal nega-
tive slow wave (FSW) and the number of cardiac arrhythmias in cardiac patients.
This suggests that the frontocortical activity, as expressed in the FSW, may be
responsible for the occurrence of arrhythmias. Although the task used by Skin-
ner et al. (1987) was rather dierent than the tasks used in the present study, it
would be interesting to see whether in the normal subjects used in the present
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study the frontal cortical negativity (FSW) would be related to cardiovascular
reactivity. For this purpose, the 40 subjects with complete datasets were divided
into three groups. The subjects in Group 1 have a large average FSW, the sub-
jects in Group 3 have a very small FSW (the average is slightly positive), and
the subjects in Group 2 have an intermediate FSW.
Statistical comparison Table 5.3 gives an overview of the three groups. Sta-
tistical comparisons will be made between the extremes, i.e. Group 1 and Group 3.
These groups consist of 15 subjects, to improve statistical power. The interme-
diate group consists of 10 subjects.
For the comparison, the same slow wave measures were used as in Chapter 4;
the S1-S2 interval is divided into twelve epochs of 0.5 s, except for the rst (PSW)
which is only 300 ms, starting at 200 ms after S1. The patterns of HR and BP
are also divided into 0.5 s epochs, for the entire analysis interval from S1 until
ten seconds after. For each of the epochs t-tests are used to reveal the statistical
dierence between the groups. Furthermore, the latency and amplitude of the
components of the HR and BP responses were compared as well; HR-D1, -A, and
-D2, SBPmin1, -max, and -min2, and DBPmin1 and -min2.
Group 1 Group 2 Group 3
N 15 10 15
FSW  9:2  4:2 +0:7
standard deviation 3:7 0:7 2:9
minimum  20:0  5:2  3:0
maximum  5:4  3:3 +8:0
Table 5.3: Three groups of subjects, selected by the amplitude of the FSW.
Phasic and tonic group dierences Figure 5.2 presents the average cortical
and cardiovascular patterns of each of the groups. The dierence between the
cortical patterns is obviously quite large, since this was the selection criterion. At
the frontal positions, the dierence between Group 1 and Group 3 is signicant
for the entire S1-S2 interval. At the central and parietal positions the dierence
between Group 1 and Group 3 is signicant from about 2 seconds after S1 until
S2.
The patterns of evoked HR and BP are dierent too. The comparisons reveal
that Group 1 has only a very small accelerative HR component which does not
exceed baseline, and appears to have a stronger deceleration. Between 4.5 and
8.5 seconds after S1 the dierence between Group 1 and Group 3 is marginally
signicant (p < 0:10), with a signicantly larger deceleration around S2 (p <
0:05). The component analyses showed that the latency of HR-D1 was longer
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Figure 5.2: Average HR, SBP, and DBP responses and cortical slow waves in
three groups of subjects. Group 1 has a large frontal cortical negativity, Group 2
an intermediate, and Group 3 has a very small frontal negativity. The height of
the bar represents 2 bpm, 2 mmHg, and 4 V for HR, BP, and the slow waves,
respectively.
in Group 1 (735 ms) than in Group 3 (450), and that the amplitude of HR-D2
tended to be larger in Group 1 ( 4:5 bpm, vs.  3:2 in Group 3, p < 0:10). These
eects are signicant with p < 0:05.
In the BP responses it is clear that in Group 1 there is virtually no increase; the
BP mainly decreases until just the occurrence of the 'second' decrease (BPmin2).
In contrast, the BP patterns for Group 3 are triphasic; after the initial decrease
there is a slight increase of BP before the second decrease is initiated. The SBP
pattern shows that Group 3 has a strong initial decrease, and Group 1 a rather
small one; until 3 seconds after S1 this dierence is signicant (p < 0:05). The
later dierences between the patterns are not signicant. The peak analyses
show that the amplitude of SBPmin1 was larger in Group 3 ( 3:1 mmHg) than
in Group 1 ( 2:2), and that the latency of SBPmin2 was longer in Group 1 (8:9 s,
vs. 8:6 in Group 3).
The DBP patterns dier only in the last part of the evoked response; in the
four seconds after S2 the dierence between Group 1 and Group 3 is signicant
(p < 0:05). The amplitude of DBPmin2 was larger in Group 1 ( 3:5 mmHg)
than in Group 3 ( 2:3).
These phasic group dierences suggest that in the group with large fronto-
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cortical reactivity, i.e. a large FSW, there is a larger phasic autonomic reactivity.
The evoked HR pattern suggests that the increase of vagal outow is larger than
in the group with a small FSW, and the evoked BP patterns suggest that this
is accompanied by a larger decrease in sympathetic activity. These results are
similar to the results of Van der Veen (1997), who used the same grouping of
subjects.
Although the average phasic responses between the groups looked rather dif-
ferent, the average tonic cardiovascular levels during the task did not dier be-
tween the groups. A similar result was found by Rockstroh & Elbert (1990),
who investigated a group of patients with bilateral frontal lobe lesions. These
patients showed less pronounced evoked cardiac responses than healthy control
subjects, although their mean tonic levels of HR did not dier. These results
may indicate that not the absolute tonic levels are the relevant measures here,
but that cardiovascular reactivity should be measured. Thus, it may be relevant
to investigate the change in the tonic levels during task performance, relative to
a 'baseline' situation in which no task is performed.
Tonic reactivity Before the rst task was performed in each experiment, the
subjects sat quietly for ten to fteen minutes to adapt to the situation. Dur-
ing this period, the physiological measurement had started to obtain a baseline
measurement. The tonic cardiovascular levels from this period are now used to
compare the groups. Figure 5.3 gives an overview of the reactivity of the tonic
levels.
The tonic cardiovascular reactivity was investigated in an anova, with the
between-subjects factor group (Group 1 versus Group 3), and the within factor
period (baseline or task). Table 5.4 gives an overview of these anovas. The
groups diered on HR. Group 1 had a higher baseline level of HR than Group 3,
and only Group 3 showed a signicant increase from baseline to task. The RSA
increased relative to baseline in both groups; the marginally signicant group
 period interaction showed that in Group 3 the increase was not signicant.
The levels of SBP and DBP showed similar increases from baseline to task in
each of the groups. The BRS increased from baseline to task, but this increase
was signicant only in Group 1; the baseline level in Group 1 was lower than in
Group 3.
HR RSA SBP DBP BRS
Group 1:5 < 1 < 1 1:1 < 1
Period < 1 16:8*** 35:8*** 26:2*** 7:0*
G  P 6:4* 3:5 < 1 1:4 4:2*
Table 5.4: Overview of the F -values of anova comparisons of tonic cardiovascular
reactivity. df = 1; 28, * p < 0:05, ** p < 0:01, *** p < 0:001
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Figure 5.3: Tonic cardiovascular reactivity in the three groups of subjects.
Group 1 has a large FSW, Group 2 intermediate, and Group 3 has no FSW.
These results show that the tonic reactivity did tend to dierentiate the sub-
jects with a large FSW and with a very small (or absent) FSW. The subjects
with a large FSW (Group 1) had higher baseline level of HR and lower level of
BRS. Note that the correlations in Table 5.1 also showed that high heart rates
were associated with low BRS. Group 1 did not change their HR during task
performance, but increased the BRS, whereas Group 3 increased their HR and
did not change BRS. Furthermore, although the interaction was only marginally
signicant (p < 0:10), the increase in vagal tone (RSA) was larger in Group 1.
The groups showed similar rises in SBP and DBP.
5.2.4 Discussion
Skinner et al. (1987) found more cardiac arrhythmias in subjects with larger
FSWs. In the light of the present results this would imply that the subjects in
Group 1 would have a higher cardiovascular risk. Having a higher HR and a lower
baroreex sensitivity (BRS) in the baseline period could indicate that these sub-
jects have a more vulnerable cardiovascular system. In general, a high baseline
BRS is assumed to be healthy; Schwartz, Vanoli, Stramba-Badiale, De Ferrari,
Billman, & Foreman (1988) showed that dogs with a high BRS were less vul-
nerable for cardiac brillation than dogs with low BRS. Thus, a low BRS could
be considered a sign of higher risk. Furthermore, a high level of HR variability
is considered healthy; many cardiac patients have been shown to have relatively
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low levels of HR variability (e.g. Kleiger, Miller, Bigger, Moss, & the Multicen-
ter Post-Infarction Research Group, 1987; Casolo, Balli, Taddei, Amuhashi, &
Gori, 1989). A larger HR variability indicates a higher vagal tone (here: RSA,
an index of vagal tone). A low level of HR variability (RSA) thus suggests a
relatively low vagal tone. Furthermore, a high absolute level of HR may also be a
sign of relatively low vagal tone (or relatively high sympathetic tone). This sug-
gests that the subjects in Group 1 might have a relatively higher risk for cardiac
vulnerability than the subjects in Group 3.
However, when the subjects of Group 1 performed the task, their vagal tone
(RSA) increase stronger than in Group 3, and the BRS increased as well. These
changes might just as well indicate that these subjects are very well capable of
adjusting their cardiovascular system in a 'safe' way, particularly when it is noted
that vagal activity is mostly seen as protective (e.g. Verrier & Lown, 1982), and
sympathetic as threatening. It appears that the increase in vagal tone antagonizes
sympathetic eects; this may explain why the rise in tonic BP is the same as in
Group 3, whereas HR does not change: The rise in BP is caused by an increase
in sympathetic activity. This increase in sympathetic activity would have caused
an increase in HR as well, but the simultaneous increase in vagal tone appears
to have compensated for this eect.
The subjects in Group 3 have a lower baseline level of HR, but both HR and
BP are increased during task performance. Here, the increase in sympathetic
activity during task performance appears not to be compensated for by a simul-
taneous increase in vagal tone. Although the vagal tone (RSA) slightly increased,
this rise was not strong enough to compensate for the sympathetic eect. The
subjects in Group 3 thus appear to have a dierent balance of vagal and sym-
pathetic tone, with sympathetic activity becoming more inuential during task
performance. The phasic cardiovascular patterns appear to conrm these results;
Group 1 did not have the intermediate increase in HR and BP, which was hy-
pothesized to be largely of sympathetic origin. In contrast, Group 3 shows these
increased HR and BP components very clearly, which is due to the relatively
larger sympathetic than vagal activity.
In summary, the results appear to partly conrm and partly reject Skinner
et al.'s (1987) hypothesis. The subjects who display a large FSW appear to have
less 'healthy' baseline cardiovascular levels. Their baseline level of HR is relatively
high, and RSA and BRS are relatively low. However, their reactivity during task
performance appears to mobilize protective, vagal activity which compensates
for the increase in sympathetic activity. In contrast, in the subjects who have
only a very small FSW, the baseline levels of cardiovascular measures appear
to be more satisfactory, i.e. lower HR, higher RSA and BRS, but during task
performance the hypothesized harmful activity of the sympathetic branch of the
autonomic nervous system has a large inuence, and is not compensated for by
vagal activity.
The question now becomes: what is a larger risk factor for cardiac vulnerabil-
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ity? With a large FSW a person appears to be less well o when the baseline levels
are considered, but their reactivity shows that adaptation to a new situation gen-
erates protective vagal activity. On the other hand, a person with a small FSW
has more satisfactory baseline levels, but reacts inadequately, with a relatively
large sympathetic outow, to a change. Or perhaps it should be concluded that
it is best not to stand out in any direction, but to stay safely in the middle. The
subjects in Group 2, with the intermediate FSWs, had a relatively low baseline
HR, and intermediate levels of RSA and BRS. However, in their reactivity they
displayed what appears to be a well-balanced outow of both sympathetic (HR
and BP increase similar to Group 3) and vagal (RSA and BRS increase similar
to Group 1) activity. The conclusion should probably be that no conclusions can
be drawn from the present results. However, an interesting dierence was found
between 'normal', 'healthy' subjects, which may trigger further research into the
relation between frontocortical activity and cardiovascular reactivity.
5.3 Conclusions
Before listing the main ndings and conclusions of this thesis, rst an observation
should be made regarding the methods used. There are many possible ways to
investigate cardiovascular-cortical relations. Due to some restrictions which are
inherent to psychophysiology (e.g. only noninvasive measures can be used, and
preferably human subjects should be studied), the number of measures is limited.
The present study decided to use, initially, phasic measures of both cortical and
cardiovascular reactivity. Although the phasic cardiovascular measurements have
resulted in a large amount of interesting new data, the relations with the cortical
measures were inconclusive. The assignment of the subjects to dierent groups,
with either a large or a very small frontal cortical negativity, appeared to give
better relations, but mainly with the tonic cardiovascular measures.
Below, the main ndings and conclusions are presented.
Two methods with the same result The mostly used method for deriving
evoked HR response from raw HR data is linear interpolation, even though the
theoretical rationale behind this method is weak. The results presented in this
thesis show that the linear interpolation method gives the same results as a low
pass ltering method, which stems from a theoretical model for the generation of
heart beats.
Phasic cardiovascular results The rst main conclusion is that the classical
triphasic pattern of the evoked HR response is accompanied by a consistent BP
pattern. The BP patterns are delayed relative to HR, but have a similar mor-
phology: an initial decrease is followed by an increase and a second decrease. The
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intermediate increase is rather shallow, and cannot be detected very accurately
in the DBP response.
Phasic changes and input processes The results show that the early com-
ponents in the evoked HR and BP pattern, as well as the early cortical slow waves
reect eects of processing requirements (memory load). HR-D1 and the initial
BP decrease, as well as the PSW, appear to be related to the early parts of stimu-
lus processing, such as perception. HR-A, the BP increase, and the NSW appear
to be related to further processing, i.e. processing of the information content of
the stimulus. The initial changes are mostly of vagal origin, whereas the HR-
acceleration and BP-increase are due to sympathetic activity. The attentional
control mechanism related to input processes in the framework of Pribram &
McGuinness (1975) is arousal. Neurophysiological evidence shows that arousal,
through the neurotransmitters norepinephrine and serotonin, may be related to
both sympathetic and vagal activity.
Phasic changes and output processes The late components of evoked HR
and BP, as well as the cortical CNV measure, are closely related to the timing
and execution of the response. These components are associated with the ac-
tivation of Pribram & McGuinness (1975). This attentional control mechanism
was associated with the neurotransmitter dopamine, which is related to motor
processes.
Phasic eects of KR The KR manipulations did not induce lateralization.
However, they did appear to aect motivation. The KR manipulations may have
aected the third attentional control system of Pribram & McGuinness (1975),
eort. The eort system is able to change level setting in the brain, and thus
inuence sensitivity. Structures involved in eort have been shown to be part
of the emotional motor system (Holstege, 1991), which has also been associated
with gain and level setting. The eects of KR may thus originate from the change
of the sensitivity of certain regulatory mechanisms.
Correlations No signicant correlations were found between phasic cardiovas-
cular and cortical components. Although the experimental results appear to
suggests some relationships, these are too small to be of interest. The methods
and/or the variables used in this thesis appear no to be suitable for this type of
investigation.
Frontal cortical negativity and relations with cardiovascular measures
The assignment of the subjects to groups with either a large or a very small frontal
cortical negativity (FSW) revealed clear dierences in cardiovascular reactivity.
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Subjects with a large FSW had higher baseline HR, and lower baroreex sensi-
tivity. They did not change their HR during task performance, but increased the
RSA and BRS. These subjects have relatively low baseline levels of vagal activity
(or relatively high levels of sympathetic activity), but can mobilize vagal activity
when necessary. On the other hand, subjects with a small FSW had a relatively
low baseline HR, and high BRS. These subjects displayed an increase in HR dur-
ing task performance, but did not change the RSA and BRS. These subjects have
relatively high baseline levels of vagal tone, but during task performance cannot
compensate for the increase in sympathetic activity.
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Appendix A
List of abbreviations
ANOVA analysis of variance
BP blood pressure
bpm beats per minute
BRS baroreex sensitivity
CNV contingent negative variation
DA dopamine
DBP diastolic blood pressure
DMV dorsal motor nucleus of the vagus nerve
EMS emotional motor system
FC-BS frontocortical-brainstem (pathway)
FSW frontal negative slow wave (= CNV at frontal derivations)
HR heart rate
IBI interbeat interval
IML intermediolateral cell column
IPFM integral pulse frequency modulation (model)
ITP inferior thalamic peduncle
KR knowledge of results
LC locus coeruleus
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LPFES low-pass ltered (cardiac) event series
MANOVA multivariate analysis of variance
MRF mesencephalic reticular formation
MT-FC mediothalamic frontocortical (system)
NA nucleus ambiguus
NE norepinephrine (= noradrenaline)
NSW negative slow wave
NTS nucleus tractus solitarius
PAG periaqueductal (or central) gray
PSW positive slow wave
REM (-sleep) rapid eye movement
RP readiness potential
RSA respiratory sinus arrhythmia (vagal tone)
RT reaction time
RVLM rostral ventrolateral medulla
SBP systolic blood pressure
SCD sudden cardiac death
SPN stimulus preceding negativity
TRN reticular nucleus of the thalamus
Appendix B
Nederlandse samenvatting
Controle van het brein over regulatie van het hart
Het eerste deel van hoofdstuk 1 geeft een overzicht van de literatuur over Sud-
den Cardiac Death (SCD). Bij een aantal van de mensen die zijn overleden aan
een hartaanval kan achteraf geen enkele aanwijzing worden gevonden voor het
ontstaan ervan. SCD wordt verondersteld te ontstaan door een elektrische sto-
ring in het hart, die ventriculaire brillaties (VF) veroorzaakt. Hierdoor ontstaat
op gegeven moment een tekort aan zuurstof, doordat er onvoldoende bloed door
het lichaam wordt gepompt. Verschillende onderzoekers hebben geconcludeerd
dat een stressvolle gebeurtenis de gevoeligheid van het hart voor een dergelijke
storing kan vergroten. De verbinding in de hersenen tussen de frontale cortex en
bepaalde gebieden in de hersenstam (FC-BS pathway), zou een belangrijke rol
spelen in dit proces. Verder is er evidentie dat de asymmetrische verwerking in de
hersenen van bepaalde emotioneel geladen gebeurtenissen (stressoren) kan leiden
tot asymmetrische activiteit in het hierboven genoemde systeem. Als gevolg hier-
van ontstaat een asymmetrische aansturing van het hart; dit vergroot het risico
voor het ontstaan van hartritmestoornissen.
Deze theoretische lijn staat ten grondslag aan het onderzoek dat beschreven
staat in dit proefschrift. Het tweede deel van hoofdstuk 1 geeft aan hoe de re-
latie tussen corticale en cardiovasculaire reacties gemeten wordt. Een paradigma
dat geschikt is voor het gelijktijdig meten van veranderingen in corticale en car-
diovasculaire variabelen is een S1-S2 paradigma. Hierin is de eerste stimulus
(S1) een waarschuwingsstimulus, die aangeeft dat een aantal seconden later (in
dit onderzoek zes seconden) een tweede stimulus zal worden gepresenteerd (S2),
waarop een reactie gegeven moet worden. De corticale maten die in een dergelijk
paradigma gemeten kunnen worden zijn een drietal langzame hersenpotentialen
(slow waves). De cardiovasculaire maten worden bepaald uit karakteristieke pa-
tronen in de hartslag en bloeddruk. Deze patronen zijn typerend voor een S1-S2
paradigma.
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In hoofdstuk 2 wordt een tweetal methoden beschreven waarmee meetwaar-
den van hartslag en bloeddruk kunnen worden omgezet in continue hartslag- en
bloeddruksignalen. Dit is nodig om in het S1-S2 interval de gemiddelde veran-
deringen van hartslag en bloeddruk te kunnen bepalen. De ene methode maakt
gebruik van lineaire interpolatie, en de tweede methode gebruikt een lterpro-
cedure. De ltermethode is gebaseerd op een theoretisch model over hoe hart-
slagen tot stand komen. De resultaten van beide methoden worden met elkaar
vergeleken. Op grond van deze vergelijking, die aantoont dat beide methodes
vrijwel identieke resultaten hebben, wordt geconcludeerd dat hoewel de lter-
methode theoretisch sterker is, de interpolatiemethode het meest praktisch is in
het gebruik.
Hoofdstuk 3 beschrijft de cardiovasculaire resultaten van drie experimenten.
In elk van deze experimenten is een S1-S2 paradigma gebruikt. In elk van de
experimenten moest er bij S1 een geheugenzoektaak worden uitgevoerd. De
uitkomst van deze taak gaf de respons-instruktie aan; deze was dat er ofwel
snel ofwel na een seconde uitstel moest worden gereageerd. S2 was een teken
dat aangaf of de respons met de linker- of met de rechterhand moest worden
gegeven. In het eerste experiment werd de moeilijkheid van de geheugenzoektaak
gevarieerd; de taak was gemakkelijk of moeilijk. Bovendien werd er ofwel neutrale
feedback gegeven, ofwel 'noise'. De neutrale feedback bestond uit informatie over
het al dan niet goed zijn van de gegeven respons. In de noise-conditie werd er
via de koptelefoon een luid onaangenaam geluid gepresenteerd als er een foute
respons was gegeven. In het tweede experiment was de feedback ofwel positief
ofwel negatief. In de positieve conditie kon er een nanciele bonus worden ver-
diend als er goed werd gepresteerd. De negatieve conditie was vergelijkbaar met
de noise-conditie uit het eerste experiment. In het derde experiment kregen de
proefpersonen ofwel uitgebreide informatie over hun prestatie, en bovendien de
mogelijkheid een nanciele bonus te verdienen, ofwel kregen ze helemaal geen
informatie over hun prestatie, en kregen ze bovendien af en toe nog een onaange-
naam geluid te horen. Deze manipulatie varieerde de controle van de proefpersoon
over de taaksituatie.
De resultaten van deze experimenten laten zien dat de hartslag- en bloed-
drukveranderingen die vroeg in het S1-S2 interval plaatsvinden waarschijnlijk
iets te maken hebben met de verwerking van de stimulus (S1), en met de impli-
catie ervan voor wat er later moet gebeuren. Deze vroege veranderingen zijn een
vertraging van de hartslag (D1) en daling van de bloeddruk (min1), en meteen
daaropvolgende stijging van hartslag en bloeddruk (A en max). De veranderingen
die laat in het interval plaatsvinden, d.w.z. vertraging van de hartslag (D2) en
daling van de bloeddruk (min2), zijn meer gerelateerd aan motorische processen
(het geven van de respons). De feedback manipulatie is wel in staat de patronen
van verandering aan te passen, maar het is niet geheel duidelijk hoe dit gebeurt.
In hoofdstuk 4 worden de corticale resultaten gepresenteerd die zijn gemeten
in dezelfde drie experimenten als beschreven in hoofdstuk 3. De manipulatie van
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de moeilijkheid van de geheugenzoektaak werd goed gereecteerd in de positieve
langzame potentiaal (slow wave), evenals in de vroege langzame negatieve slow
wave. De manipulatie van de respons-instructie werd, zoals verwacht, goed zicht-
baar in de late langzame negatieve potentiaal (CNV), die verondersteld wordt
preparatie op de respons te reecteren. De feedback manipulaties gaven minder
eenduidige resultaten.
Hoofdstuk 5, tenslotte, bestaat uit drie delen. Het eerste deel bevat een uit-
gebreide integratieve discussie van de cardiovasculaire en corticale resultaten. De
resultaten worden in verband gebracht met de attentionele controlesystemen van
Pribram & McGuinness (1975). Neuroanatomische en neurochemische evidentie
lijkt erop te wijzen dat de vroege processen zowel parasympatische als sympati-
sche veranderingen teweeg kunnen brengen. Van het trifasische hartslagpatroon
(D1-A-D2) lijkt de eerste hartslagvertraging volledig vagaal te zijn bepaald. De
erop volgende versnelling lijkt echter te wijzen op relatieve toename van sympa-
tische activiteit.
In het tweede deel worden de relaties tussen de cardiovasculaire en de corticale
resultaten onderzocht. Eerst met behulp van correlaties en een factor-analyse.
Er zijn echter geen signicante correlaties tussen de componenten van hartslag
en bloeddruk en de corticale maten. Vervolgens worden de proefpersonen van
de drie experimenten opgedeeld in drie groepen, op grond van de amplitude van
de fronto-corticale negatieve langzame potentiaal (FSW), die volgens Skinner,
Beckman, & Gray (1987) een maat zou zijn voor de gevoeligheid van het hart met
betrekking tot het risico van een hartaandoening. De cardiovasculaire gegevens
van de drie groepen geven aan dat er inderdaad verschillen zijn. Mensen met
een grote frontale negativiteit hebben in rust een hogere hartslag en een lagere
baroreexgevoeligheid. Dit lijkt te duiden op een minder vagaal gereguleerd
cardiovasculair systeem, hetgeen als risicovol zou kunnen worden gezien. Echter,
wanneer deze personen de taak uitvoeren neemt de vagale activiteit toe, er vindt
een licht daling van hartslag plaats en de baroreexgevoeligheid (BRS) neemt
toe. In tegenstelling hiermee hebben mensen met een extreem kleine frontale
negativiteit in rust een lagere hartslag en hogere BRS. Tijdens de taak vertonen zij
echter een stijging van de hartslag, en vrijwel geen toename van vagale activiteit
en BRS. Wat betreft hun reactiviteit lijken mensen met een grote FSW zich dus
minder risicovol te gedragen.
Het derde en laatste deel van hoofdstuk 5 geeft een opsomming van de belang-
rijkste conclusies die kunnen worden getrokken uit het gepresenteerde onderzoek.
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Brain Control of Heart Regulation
van Greetje Koers
1. Grote frontocorticale activiteit lijkt gepaard te gaan met het vermogen om
een toename in (voor het hart mogelijk schadelijke) sympatische autonome
activiteit te compenseren met een toename van vagale activiteit. (Hoofd-
stuk 5)
2. Hoewel het gebruik van eenvoudige methoden de voorkeur heeft boven in-
gewikkelde methoden, zelfs als ze theoretisch minder juist zijn, moet wel
worden aangetoond dat de eenvoudige methode gelijkwaardige resultaten
oplevert. (Hoofdstuk 2)
3. Nog te vaak wordt ten onrechte aangenomen dat de activiteit van het sym-
patische en vagale deel van het autonome zenuwstelsel altijd een reciproke
werking hebben.
4. In plaats van te spreken van een hartaanval kan beter worden gesproken
van een mislukte hartverdediging.
5. De verwarrende en overlappende terminologie in veel takken van weten-
schap bemoeilijkt communicatie en leidt waarschijnlijk ook tot overbodig
of dubbel uitgevoerd onderzoek.
6. Een daling van het aantal dodelijke verkeersslachtoers heeft weinig waarde
als het aantal blijvend invaliden evenredig toeneemt.
7. Sinds de opmars van de kleurenprinter wordt het steeds eenvoudiger de
magere inhoud van een geschrift te verdoezelen door een kakofonie aan
felgekleurde visuele input.
8. Vervrouwelijking van beroepsnamen ('chaueuse') en titels ('doctoranda')
heeft een averechts eect op de acceptatie van vrouwen in een mannenmaat-
schappij, doordat het de nadruk legt op verschillen in plaats van overeen-
komsten.
9. Bij het taalonderwijs op (middelbare) scholen zou in plaats van elke taal
apart te behandelen, zeker ook tijd moeten worden besteed aan de overeen-
komst tussen verschillende talen. Dit vergroot het inzicht in de talen, en
daarmee het gemak waarmee ze worden geleerd.
