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CHAPTER 1 “INTRODUCTION” 
1.1 The need for cost-effective noise control 
The sound that originates from or is transmitted through the vibration of solid structures 
is called structure-borne sound. When the structure-borne sound is undesirable, it is usually 
termed as structure-borne noise. Oftentimes in practice, the structure-borne noise problem at a 
particular frequency (or band) is sought to be controlled by reducing its vibration response. 
Specifically, through structural modifications aimed at suppressing the resonance vibration levels 
of the natural modes at or near the particular problem frequency (or band). Such an approach is 
cost-effective for vibration control; but, it is not safe to assume the same for structure-borne 
noise control. Because, unlike vibration efficiency, the acoustic radiation efficiency of a 
structure’s natural mode is not necessarily the highest at its natural frequency. Therefore, 
achieving an insight into the structure’s vibro-acoustic behavior is central towards developing a 
cost-effective solution to structure-borne noise control. 
The vibro-acoustic phenomenon of a structure could be characterized through wave-
domain synthesization of the structural vibration (cause) and the resulting sound radiation in the 
fluid medium (effect) using the dispersion relationship between temporal frequency and spatial 
frequency [1]. In essence such a vibro-acoustic synthesis of the structure-borne sound 
demonstrates: “While sound can be generated by vibrations, not all vibrations can produce 
sound” [2]. In fact, only a small portion of the structural vibrations can effectively produce sound 
and radiate it to the far-field.  
 
1.2 The need for a diagnosis and prognosis tool for cost-effective noise control  
2 
 
In the design and development of products such as structural machinery that are subject 
to mechanical excitation; noise control is sought for improving sound quality and reducing 
operational noise hazard to health and environment. Typically during the design phase, every 
design consideration to control noise within the target levels cannot be put in place due to the 
complexities in theoretically predicting the real-world vibro-acoustic behavior using idealistic 
boundary conditions, excitation loads and material properties. This leaves most structure-borne 
noise problems to be only be noticed in its prototype and final stages of product development. 
Due to this late occurrence, experimental noise diagnostic tools are widely sought to understand 
and solve these structure-borne noise problems through physical prototype testing. Even at this 
stage of testing a physical prototype, the success in doing a cost-effective noise control depends 
on the ability of the diagnostic technique in identifying the vibration components that are directly 
responsible for an undesired sound. Simply because identifying and suppressing vibrations that 
directly produce the noise radiation is the most cost-effective way to do noise control. On the 
contrary, currently available experimental noise diagnostic tools cannot identify these vibration 
components from the point of view of their direct contribution to sound radiation.  
 
1.3 Thesis objective and chapter overview 
The overall objective of this thesis is to develop a cost-effective structure-borne noise 
control methodology that identifies and suppresses the critical vibration components that are 
directly responsible for an undesired sound. The key contribution of this research to the society 
will be an innovative structure-borne noise diagnosis and prognosis tool that could provide a 
roadmap for the design/test engineer to know where to start and how far to go to achieve the 
desired noise reduction in a very cost-effective manner. 
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The crucial step in achieving this goal relies on adopting and modifying a suitable noise 
diagnosis technique that can establish the interrelationships between and structural vibration and 
its radiated sound. To this regard, Chapter 2 of this dissertation starts with a discussion of the 
current noise diagnosis technologies and highlights the advantages of selecting the Helmholtz 
equation least squares (HELS) based nearfield acoustical holography (NAH) as the foundation 
technique for this research [3]. The subsequent chapters respectively address the following 
specific tasks involved in achieving the main objective: 
1. Establish HELS based NAH formulations using computationally simpler spherical wave 
expansion functions to encapsulate the vibro-acoustic phenomenon of an arbitrarily-
shaped vibrating structure. 
2. Develop methods to improve the HELS reconstruction accuracy for the vibro-acoustic 
quantities on the structural surface. Demonstrate the improvements achieved through 
experimental validation on a simpler structure like a baffled square plate (a highly non-
spherical surface). 
3. Develop an effective noise control methodology based on the improved HELS 
formulations that accurately establish the interrelationships between the structural 
vibration and the radiated sound. Demonstrate experimentally on the baffled square plate 
example, the effectiveness of noise reduction achieved through suppression of vibration 
components identified as direct contributors of sound.  
4. Convolve the effective noise control methodology with HELS based panel acoustic 
contribution examination (PACE) method to simplify the identification process of 
vibration components that directly contributed to sound in an arbitrary shaped structure. 
Illustrate application of the convolved methodology for the passenger-car cabin example 
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(non-spherical arbitrary shaped structure of complex geometry), wherein first a dominant 
panel will be identified followed by identification of the dominant vibration components 
in that panel. 
The above four specific tasks are organized into individual chapters, “3 to 6”, that 
provide the formulation steps and the experimental examinations involved in the development of 
this thesis topic. Chapter 7 summarizes the effective noise control methodology developed here 
and presents conclusions along with proposal for future tasks. 
  
5 
 
CHAPTER 2 “LITERATURE REVIEW” 
This review restricts itself to the experimental noise diagnosis techniques that are 
currently used in the industry for structure-borne noise control. The review discusses the cost-
ineffectiveness of the noise control strategy based on these diagnostic tools and provides proof 
for their inability in the identification of vibration components that directly produce the noise 
radiation. Finally, the review identifies a method that can successfully capture the vibro-acoustic 
phenomenon and investigate ways to improve its capability towards developing a diagnosis and 
prognosis tool that could lead the way to achieve a cost-effective structure-borne noise control 
strategy. 
 
2.1 Traditional vibration based control methods 
Traditionally noise control at a particular frequency (or band) is equated to simple 
vibration control at that frequency (or band) based on the fact that structure-borne sound is 
generated by structural vibration. This mistaken strategy had led vibration diagnosis techniques 
like experimental modal analysis (EMA) and operational modal analysis (OMA) to become 
widely adopted for noise diagnosis; despite the fact it doesn’t directly deal with radiated sound. 
EMA [4] and OMA [5] methods are very helpful for simple vibration control and they deal only 
with structural vibration data that are necessary to establish the modal characteristics of the 
structure. Structure-borne sound on the other hand is a different physical phenomenon than 
structural vibration; therefore, techniques like EMA and OMA cannot provide a direct 
correlation of vibration to sound radiation.  
The simple vibration control strategy for noise control adjudicates that, sound at a 
particular frequency can be suppressed through suppression of the resonant mode at that 
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frequency or through suppression of the overall vibration level at that frequency. These two 
widely adopted traditional noise control methods often prove to be either ineffective or cost 
prohibitive. The former is often ineffective because noise control at a particular frequency cannot 
always be equated to vibration control at that frequency [1]. The later is not cost-effective 
because not all vibrations produce sound [2].  
 
2.2 FRF-reciprocity based vibro-acoustic methods 
The frequency response function (FRF) between excitation loads and its vibration 
responses of the structure and the acoustic response at a pre-determined field point location form 
the basis for reciprocity based methods [6] like transfer path analysis (TPA) [7], and panel 
contribution analysis (PCA) [8, 9]. The objective of both the methods is to reduce noise levels at 
the pre-determined field point location by localizing areas where vibration responses or source 
excitation levels need to be suppressed.  
A. Transfer path analysis 
Instead of studying the entire structure, TPA restricts itself to a judicious selection of 
measurement points that can be categorized into source, path and receiver locations. Where, 
source locations are the excitation points in the structure, path locations are the response points 
in the structure between source and receiver, and receiver location are the pre-determined 
response points in the field where noise reduction is required. For the study, the following three 
sets of measurements were gathered at these locations: (1) operational loads, vibration responses, 
and acoustic responses; (2) FRF measurements between source and path locations; and (3) FRF 
measurements between source and receiver locations. TPA determines the contribution of the 
source locations to the operational noise levels at a receiver location and the strongest noise 
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transmission path between the source and receiver. The noise control strategy based on TPA is to 
suppress the excitation at a dominant source location or to suppress the strongest path of 
structural vibration. This strategy can help localizing the noise contribution from a multiple 
known set of sources and transmission paths to very few; however, it cannot identify the 
dominant structural vibration of a noise radiation to be suppressed. Therefore, this noise control 
strategy is not cost-effective. Further, noise diagnosis based on TPA is restricted to the pre-
determined source-path-receiver locations; and therefore ineffective for noise diagnosis at non 
pre-determined locations. 
B. Panel contribution analysis 
PCA uses a similar FRF-reciprocity based approach, but vibration response 
measurements were taken over the entire structural surface. The source surface area is generally 
divided into several panels/areas, and PCA determines the contribution of each panel surface to 
the sound radiation at the pre-determined receiver location. The following two separate 
measurement data sets are used as inputs: (1) FRF data between a volume velocity source placed 
at the receiver location and the normal surface velocity on panel surfaces; and (2) operational 
noise levels at the receiver location. PCA determines the contribution of the individual panels to 
the sound pressure at a receiver location. Based on the relative contribution of the individual 
panels, PCA localizes the dominant panel in the structure that contributes the most to the sound 
radiation. The noise control strategy based on this diagnosis is to suppress the total vibration of 
the dominant panel, which is equating noise control to a simple vibration control. Further, PCA 
cannot identify the dominant structural vibration for sound radiation from the dominant panel. 
Therefore, this strategy cannot provide a cost-effective noise control. Further, noise diagnosis 
using PCA is not extendable to receiver locations that were not pre-determined. 
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2.3 Nearfield acoustic holography (NAH) 
The structure-borne noise from a vibrating structure can be characterized by its vibro-
acoustic responses on its surface, namely, the normal surface velocity (NSV) and surface 
acoustic pressure (SAP). Although NSV is measurable, it is very difficult to measure SAP. One 
way to acquire both NSV and SAP is through the use of nearfield acoustic holography, which is 
an inverse process that uses measured radiated acoustic pressure in the nearfield (known effect) 
as an input to reconstruct NSV and SAP on the source surface (unknown cause).  
The NAH technique effectively addresses the vibro-acoustic phenomenon in structure-
borne noise by reconstructing all the acoustic quantities in a 3D space of the surrounding fluid 
medium and the vibro-acoustic quantities on the structure’s surface. This capability of NAH to 
visualize sound and vibration makes it an effective tool for most structural acoustic imaging and 
source localization needs. Reconstruction of the acoustic pressures in the fluid medium helps in 
understanding the sound pressure distribution, cavity modes and air-borne noise passages and 
leaks. Reconstruction of NSV helps in understanding the operational deflection shapes of the 
structural surface along the surface normals and the structural response to an excitation. 
Reconstruction of particle velocity vector field helps in understanding the direction of the sound 
wave travelling in the fluid. Reconstruction of acoustic intensity vector field helps in 
understanding the flow of acoustic energy from sources to the fluid medium.  
Although NAH cannot identify the vibration components that produce an undesired 
sound, it has the ability to establish interrelationship between structural vibration and its radiated 
sound; which it an ideal candidate for structure-borne noise control. The aim of this research is to 
combine the acoustic imaging capability of NAH with an innovative technique that can identify 
the critical vibration components for a cost-effective noise control. For success in this research, 
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firstly it is necessary to select an accurate and practically efficient NAH method suitable for 
structures with complex geometry (arbitrary shapes).  
Over the past few decades there have been different methodologies developed to 
implement NAH, including Fourier acoustics [10, 11, 12], the Helmholtz integral theory together 
with the boundary element method [13, 14], the Helmholtz equation least squares (HELS) 
method [15, 16], and few other approaches to overcome some of the numerical difficulties [17-
20] and practical difficulties [21-29] in adapting these approaches to tackle various engineering 
problems. These NAH methods are reviewed here for their capability of vibro-acoustic 
reconstructions on the source surface of an arbitrarily-shaped structure. For a comprehensive 
review of various NAH technologies and their applications readers are referred to a recent review 
article [3]. 
A. Fourier acoustics 
Fourier acoustics, the original NAH method relies on using temporal to spatial domain 
transfer functions to decompose the measured acoustic pressures and reconstruct the vibro-
acoustic quantities. The measurement and reconstruction are possible only on hologram surfaces 
that are source free and can be described using separable co-ordinate systems. First, the 
hologram of measured acoustic pressures in the temporal domain is transferred to its spatial 
domain and then projected on to hologram surfaces where reconstruction is desired. Next, the 
hologram of reconstructed vibro-acoustic quantity in the spatial domain is transferred to 
frequency domain. Fourier acoustics based NAH is a preferred approach for vibro-acoustic 
reconstructions on source surfaces with separable geometry (like planar, cylindrical or spherical) 
radiating into a source-free environment. However, Fourier acoustics based NAH is not suitable 
for: 1) sources radiating into a non free-field environment (semi or fully reverberant), 2) interior 
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problems due to the source-free region requirement and 3) structures of arbitrarily-shaped 
geometry due to the separable geometry requirement. 
B. Inverse boundary element method (IBEM) 
Inverse Boundary Element Method (IBEM) based NAH solved the above limitations of 
Fourier acoustics and allowed greater flexibility in selecting measurement and reconstruction 
locations by numerically solving the inverse problem of a Helmholtz Integral Equation (HIE) 
relating measured acoustic pressures to the vibro-acoustic quantities on the source surface. 
Particularly, BEM numerically solves the inverse problem by spatially discretizing the HIE in the 
frequency domain to specify the free-space Green’s function of the arbitrary shaped structures, 
which would be otherwise difficult to derive through closed-form solution. The practical 
difficulty of IBEM approach is the challenge of microphone spacing requirement (6 
measurement points per acoustic wavelength) and computational time requirement at higher 
frequencies. Though the IBEM approach can solve the interior problem, its application for 
exterior problems is limited to only free-field conditions.  
C. Helmholtz equation least squares (HELS) 
Unlike Fourier acoustics or IBEM, HELS based NAH method seeks an approximate 
solution to the acoustic field of a vibrating structure by directly solving the Helmholtz equation. 
This approximation can be advantageous in practice because it is applicable to many scenarios 
where Fourier acoustic and IBEM based NAH are either not applicable or difficult to adopt.  
The accuracy of HELS results depends on that of the accuracy of the input data, which 
include the source geometry and the measured acoustic pressures (MAP). The former is used to 
establish the expansion functions, while the latter is used to determine the expansion coefficients. 
The coefficients of the expansion functions are determined by matching an assumed-form 
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solution to the MAP and the errors incurred are minimized by the least-squares method. This 
minimization process leads to an optimal number of expansion terms. Using these optimum 
expansion terms and their corresponding coefficients, the acoustic field anywhere in the three-
dimensional space, including that on the source surface can be reconstructed. The other 
advantage of HELS is that it is immune to the nonuniqueness difficulty inherent in IBEM, 
because HELS solves the Helmholtz equation directly and its solution is always unique at any 
frequency. Further, HELS approach requires relatively few measurements in comparison to 
IBEM and Fourier acoustics.  
For this research to develop a NAH based cost-effective noise abatement technique, the 
HELS method was selected over Fourier acoustics and IBEM. The selection was mainly based 
on the advantages and surmountable challenges in reconstructing the vibro-acoustic quantities on 
an arbitrarily shaped source surface. The selection was also influenced by: the practical ease in 
conducting experiments (unrestricted measurement location and spacing), ability to solve for 
structure-borne sound radiation in both interior and exterior fluid domains, adaptability for 
measurements in both free-field and semi-reverberant environments, and the computational ease 
in solving the inverse problem with adequate accuracy. 
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CHAPTER 3 “HELMHOLTZ EQUATION LEAST SQUARED (HELS) BASED 
NAH FOR ARBITRARILY-SHAPED STRUCTURES” 
In HELS, the solution to the inverse problem of NAH is obtained by expressing the 
measured acoustic pressures (MAP) as an expansion of certain basis functions in a chosen 
coordinate system. The basis functions in HELS are interpreted as a superposition of a multipole 
expansion, for which the coefficients were determined by forcing the assumed form solution to 
satisfy the pressure boundary condition at the measurement locations [15]. Regardless of the 
coordinate system selected, the expansion coefficients in HELS are specified by matching the 
assumed-form solution to the measured acoustic pressures, and the errors are minimized by least 
squares.  
 
3.1 Proposed theory 
The HELS method proposed in this chapter attempts to find approximate solutions to all 
acoustic quantities produced by an arbitrarily-shaped structure using superposition of spherical 
wave functions.  It is emphasized that the HELS method imposes no restrictions whatsoever on 
the use of the coordinate systems and the corresponding wave functions. At the same time, there 
is no single set of co-ordinate system that can yield a good approximation with HELS for all 
surface geometries [16]. For a better approximation of the vibro-acoustic quantities 
reconstructed, the selection should be based on the source geometry and the radiated acoustic 
pressures. The prolate, oblate, and elliptic coordinates together with the corresponding spheroids 
can provide good approximate solutions to sound radiation from slender, flat, and arbitrarily 
shaped radiators, respectively [30]. However, in practice it is not easy to use prolate, oblate, or 
elliptic spheroids because the corresponding analytic solutions are not available. Moreover, 
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except for the spherical coordinates the spheroidal wave functions in other coordinates (oblate, 
prolate, elliptic) are not readily available in the mathematical libraries such as IMSL subroutines 
and commercial programming languages [31]. It should be noted that, the ready availability of 
spherical wave functions in software libraries makes the programming very straightforward and 
numerical computations very fast. Therefore, to strike a balance between simplicity in numerical 
implementations and accuracy in reconstruction, spherical wave functions were used in this 
dissertation for finding the approximate solutions to the vibro-acoustic quantities produced by an 
arbitrarily-shaped vibrating structure. 
 
3.1.1 HELS formulations using spherical wave functions 
A. Helmholtz equation 
Consider a vibrating structure in a fluid medium of ambient density 0 that is radiating 
sound at frequency  and wavenumber k. The HELS method [15] assumes that the radiated 
acoustic pressures from the vibrating source are expressible as a superposition of the basis 
functions j that satisfies the Helmholtz equation. Mathematically, the complex amplitude of the 
radiated acoustic pressure pˆ  at any point x

 and frequency  can be written as:  
);();(ˆ
1
 xCxp
J
j
jj



 .                                                                                                           (3.1) 
In Eq. (3.1), pˆ represents the complex amplitude of acoustic pressure at any point x

in 
spherical co-ordinates   ,,r , J indicates the total number of expansion terms, j  describes the 
expansion functions that are particular solutions to the Helmholtz equation, and jC  are the 
coefficients associated with the expansion functions. 
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For an exterior problem (outgoing waves) the expansion functions can be expressed in 
terms of the spherical wave functions that can be expressed in terms of the spherical Hankel 
functions of order n of the first kind   krh 1n , and the spherical harmonics   ,Y
l
n  as shown in: 
         , ;,,; 1 lnnnlj Ykrhrx 

                                                                                (3.2) 
The indices j, n, and l in Eq. (3.2) are related via j=n
2
+n+l+1, with n starting from 0 to 
N
*
 and l varying from –n to +n. Thus for each n and l, we have j = 1 to J. Here, J = (N*+1)2 
indicates the maximum number of expansion functions. 
In Eq. (3.2), the Hankel functions representing the outgoing waves are unbounded at r = 
0; therefore, they cannot be used for interior problems (radiated inside a cavity). Because, the co-
ordinate origin of an interior problem is inside the cavity and the acoustic pressure at the origin 
(r=0) is finite.  
It can be shown that the Hankel functions of order n of the first kind   krh 1n can be 
represented in terms of the Bessel functions of order n of the first kind   krjn
1
 
that are bounded 
and Bessel functions of order n of the second kind 
  kryn
2
 that are unbounded [19, 32]. This 
representation is shown in: 
        kry*ikrjkrh 2n
1
n
1
n                                                                                                               (3.3) 
In an interior problem, the acoustic pressure is always finite inside the cavity [33]. 
Therefore, Eq. (3.3) is modified by dropping the unbounded term and retaining only the bounded 
term. Consequently, for the interior problem the expansion functions can be expressed in terms 
of the spherical wave functions that can be expressed in terms of the spherical Bessel functions 
of order n of the first kind   krj 1n , and the spherical harmonics   ,Y
l
n  as shown in: 
         , ;,,; 1 lnnnlj Ykrjrx 

                                                                                (3.4) 
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Assume that the radiated acoustic pressures were measured at M locations, mx

, m = 1, 2, 
…, M, that are at a very close distance to the source surface.  These measured acoustic pressures 
 ;xpˆ measm

 were taken as the left hand side of the assumed-form solution in Eq. (3.1). This leads 
to an inverse problem which represents a set of simultaneous equations that can be solved for the 
unknown expansion coefficients jC .  
      
1
†
1
;ˆ);()(


M
meas
mMJ
meas
mJ
xpxC 

,                                                                             (3.5) 
where  †);(
MJ
meas
mx  

 represents a pseudo inversion defined by 
         H
MJ
meas
mJM
meas
m
H
MJ
meas
mMJ
meas
m xxxx 


 );();();();(
1†


,                                 (3.6) 
where a superscript H and †  indicate a Hermitian transposition and a pseudo-inverse 
respectively. 
Substituting Eq. (3.5) into Eq. (3.1) yields the reconstructed acoustic pressures 
);x(pˆ recm 

 at the measurement locations 
       
1
†
1
;ˆ;|);(ˆ


M
meas
mMM
rec
m
meas
mppM
rec
m xpxxGxp 

 ,                                                          (3.7) 
where [Gpp] stands for the pressure-to-pressure transfer function matrix given by 
      †);();(;|
MJ
rec
mJM
meas
mMM
rec
m
meas
mpp xxxxG   

.                                                        (3.8) 
B. Least squares method 
If complete and error free measurement of the source surface pressures at all frequencies 
were available, then accurate reconstruction of all the vibro-acoustic quantities in the 3D sound 
field and on the source surface are possible by extending the number of expansion terms ‘J’ to 
even approach infinity in equation (3.1). However in all practical cases, acoustic pressure 
measurement using microphones are possible only at a certain stand-off distance from the source 
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surface and are limited to a few locations around the source. Subsequently, the acquired data is 
incomplete for reconstructing on the source surface, as it didn’t capture the fully decayed 
nearfield information that was missing at the measurement location.  
Given the incomplete nature of the input data, only approximate reconstructions are 
possible. In HELS, the approximate reconstruction in both near and far fields are obtained by 
estimating the optimal number of expansion terms that minimizes the least square error in 
matching the assumed form solution to the measured data. For a given set of M measurement 
locations and maximum number of expansion terms J, the normalized least square error lse  is 
calculated between the assumed-form solution ‘ );x(pˆ recmJ j 

’ obtained using Jj number of 
expansion functions in Eq. (3.7) and the MAP ‘ );x(pˆ measm 

’. The optimum number of 
expansion functions Jopt is a value of Jj between 1 to J, for which lse  is minimal. 

 

M
i
meas
im
M
i
meas
im
rec
imJ
lse
xp
xpxp
j
2
,
2
,,
);(ˆ
);(ˆ);(ˆ





                                                                                (3.9) 
An illustration of the above equations with error minimization in the HELS based NAH 
algorithm is shown in Figure 3.1. The input data include source geometry and MAP. The former 
is used to establish the expansion functions, and the latter is used to determine the expansion 
coefficients. To ensure the accuracy and convergence of HELS solutions, optimization and 
regularization schemes are used in solving the expansion coefficients. Once the expansion 
functions and their coefficients are specified, the acoustic field anywhere can be reconstructed. 
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Figure 3.1. Flowchart for HELS based NAH algorithm. 
 
3.1.2 Reconstruction of surface vibro-acoustic quantities of the structure 
In HELS the vibro-acoustic quantities on the source surface are reconstructed based on 
the inverse problem approach of using MAP as the input and the corresponding transfer 
functions built for the optimum number of expansion functions Jopt.  
A. Surface acoustic pressures (SAP) 
Assume that the vibro-acoustic responses on the vibrating source surface had to be 
reconstructed at S locations, sx

, s = 1, 2, …, S,  SM  . Therefore, analogous to Eq. (3.7) for 
acoustic pressures at measurement location, the reconstructed SAP can be written as: 
       
1
†
1
;ˆ;|);(ˆ


M
meas
mMS
rec
s
meas
mppS
rec
s xpxxGxp 

 ,                                                          (3.10) 
where [Gpp] stands for the pressure-to-pressure transfer function matrix given by 
      †);();(;|
SJ
rec
sJM
meas
mSM
rec
s
meas
mpp xxxxG   

 ,                                                       (3.11) 
B. Normal surface velocity (NSV) 
The normal component of the particle velocity immediately adjacent to the source 
surface, which is the same as the NSV );x(vˆ recsn 

, can be reconstructed via the Euler’s equation 
[34].  
source geometry
and dimension
measured
acoustic pressures
calculate spherical
harmonic functions 
generate expansion
functions 
setup matrix
equation for
coefficients {C}
Optimize number of
expansion functions
[]{C}
reconstruct
acoustic field
Input:
Output:
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      
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);(ˆ;|);(ˆ


M
meas
mMS
rec
s
meas
mvpS
rec
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
 ,                                                        (3.12) 
where [Gvp] represents the velocity-to-pressure transfer function matrix defined by 
      
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);(
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;|
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



,                                           (3.13) 
Note that the inversions of the transfer function matrices [Gpp] and [Gvp] in Eqs. (11) and 
(13) are accomplished via singular value decomposition (SVD). Accordingly, the reconstructed 
acoustic pressure and NSV on the source surface can be written as: 
         
1
1
1
);(ˆ);(ˆ




M
meas
m
H
MSppSSppSSppS
rec
s xpUVxp 

,                                                       (3.14) 
         
1
1
1
);(ˆ);(ˆ




M
meas
m
H
MSvpSSvpSSvpS
rec
sn xpUVxv 

,                                                       (3.15) 
where [Vpp] and [Upp] are the right and left orthonormal unitary matrices, respectively, and [pp] 
is a diagonal matrix containing the real singular values of the pressure-to-pressure transfer 
function [Gpp]; whereas [Vvp] and [Uvp] are the right and left orthonormal unitary matrices, 
respectively, and [vp] is a diagonal matrix containing the real singular values of the velocity-to-
pressure transfer function [Gvp]. 
 
3.1.3 Reconstruction of acoustic quantities in the fluid medium 
Similar to the vibro-acoustic reconstructions on the source surface, all other acoustic 
quantities in the fluid medium can be reconstructed using the forward problem approach (an 
inverse problem approach should be used for the fluid medium between the source surface and 
the hologram surface) with appropriate transfer matrices that relate the acoustic field quantity 
and the measured pressures. 
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A. Sound pressure level 
The complex value of acoustic pressure at any field point ‘f’ inside the cavity can be 
obtained using Eq. (3.17) and Eq. (3.18). The corresponding sound pressure level (SPL) with 
respect to a 20 Pa reference pressure can be obtained from a product of complex pressure ‘
fpˆ ’ 
and its complex conjugate ‘ fpˆ ’ as shown in:  
        
1111
;ˆ;|;ˆˆ


M
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rec
f
meas
mpp
rec
ff xpxxGxpp 

                  (3.16)  
      †);();(;|
1 MJ
meas
mJF
rec
fM
rec
f
meas
mpp xxxxG   

                                           (3.17) 
    2610*20ˆ*ˆRe10log*10  ff ppSPL                                           (3.18) 
B. Particle velocity 
Particle velocity is a vector quantity having components in all three Cartesian 
coordinates. The particle velocity at any field point ‘f’ inside the cavity can be calculated from 
Eq. (3.19) and Eq. (3.20). 
        
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;ˆ;|;ˆˆ
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mpv
rec
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                  (3.19) 
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
                                             (3.20) 
Unlike Eq. (3.15) that only calculates the normal-component direction; the transfer 
matrix [Gpv] here in Eq. (3.16) is constructed from the    matrix that has all component 
directions. 
     
J
rec
fJ
rec
f xx   11 ;; 

                                            (3.21)  
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C. Time averaged acoustic intensity 
The time averaged sound intensity I

is also a vector quantity and it can be calculated at 
any field point from a product of the complex values of the acoustic pressure and the complex 
conjugate of the particle velocity at that field point, see Eq. (3.22). 
    ffS
rec
f vpxI
ˆ.*ˆRe
2
1
;ˆ
1




                                                  (3.22)  
When the structural surface is divided in to N panels or areas, then the normal-component 
of the time-averaged acoustic intensity nI

 at its ‘  iS ’ number of surface point locations on the ith 
panel (i = 1 to N) can be determined from an array multiplication of the corresponding 
reconstructed NSV and SAP of the i
th
 panel as shown in:  
               111 ;ˆ*.;ˆRe
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                             (3.23)  
D. Sound power level 
The sound power of the radiated sound from each surface ‘ iP ’ can be calculated from an 
array summation of the product of the surface areas iS  and the normal-component of the time-
averaged acoustic intensity nI

. The total sound power of the structure ‘ P ’ can in turn be 
calculated from a summation of the sound powers from all the surfaces as shown in:  
           
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
                             (3.24)  
 
3.2 Recommended measurement and reconstruction strategies 
The formulations detailed above using spherical expansion functions enable one to 
characterize the entire structure-borne vibro-acoustic phenomenon. These were all developed 
previously as part of the original HELS approach [16, 36] that uses an input data of geometry 
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and nearfield pressures to reconstruct the acoustic field anywhere in the three-dimensional space, 
including that on the source surface. The reconstructed data provided by HELS are an 
approximate solution and their accuracy at the best can only be as good as the input data. So, 
errors if any present in the input will affect the reconstructed output data. 
To get the desired accuracy and spatial resolution for the reconstructions, it is important 
to understand the necessary guidelines in setting up various parameters and factors that affect 
measurements and reconstructions. The impacts of such parameters and factors on the accuracy 
of reconstruction via HELS have been previously documented at length through numerical 
simulations [36, 37]. This section elaborates on the same with additional information based on 
experimental investigations [39] involved in the development of this thesis.  
There are many parameters that affect the accuracy in a reconstruction such as the number 
of measurement points, stand-off distances, measurement aperture sizes vs. source surface areas, 
microphone spacing, and signal to noise ratio. These parameters are generic to all NAH 
applications, and the strategies for setting up an optimal measurement scheme are basically the 
same. In addition to these parameters, there are other factors unique to HELS that may impact the 
reconstruction results, for example, the number of HELS expansion terms, location of the origin of 
the coordinate system for a planar surface, etc. These are very challenging because we are trying to 
use the spherical wave functions to approximate the acoustic quantities on a planar surface. Since 
the thickness of a planar surface is usually negligibly small, there is no way of placing the origin 
at its geometric center. Thus, the origin of the coordinate system must be placed outside the planar 
surface, but where? How far should the origin of the coordinate system be? How is the location of 
the origin correlated to the size of measurement aperture and that of the source surface? 
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It is emphasized that there are no analytic solutions to these questions, because HELS is an 
approximation not an exact theory. Reference [40] offers a mathematical proof that HELS 
solutions for the exterior problems are bounded in the three-dimensional domain Ω enclosed by 
the source surface Γ and a surface at infinity Γ∞ (excluding the origin of the coordinate system), 
where the Helmholtz equation is satisfied. Moreover, HELS solutions converge logarithmically 
in Ω. There is no restriction on where the origin of the coordinate system must be placed. For a 
blunt object, it is natural to place the origin at the geometric center. For a thin plate, however, it 
is different. Our studies have illustrated that there is an optimum position for the origin of the 
coordinate system on the opposite side of the region of interest, which may lead to satisfactory 
reconstruction results [36].
 
Experiments have validated the existence of this optimal position [41].
 
In addition, the number of the expansion terms and generic parameters such as the number of 
measurement points, microphone spacing, stand-off distances, measurement aperture sizes vs. 
source surface areas, SNR, etc., are all important in implementing the HELS based NAH.  
Listed below are the guidelines for implementing the HELS based NAH
 
[38] to 
reconstruct the vibro-acoustic responses on the surface of a highly non-spherical surface (see 
Figure 3.2). 
1. Origin position dorigin: The inherent difficulty in HELS is to approximate the vibro-acoustic 
quantities on a highly non-spherical surface by using the spherical wave functions. If the 
origin of the coordinate system is placed too close to the surface, errors in reconstruction, 
though still bounded, can be quite large because the point of the origin is excluded in the 
region of validity for an exterior problem [40]. On the other hand, if the origin is placed 
too far from the surface, detailed features in the vibro-acoustic responses associated with 
the higher-order expansions in the HELS formulations may diminish, leading to 
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discrepancies in reconstruction. Therefore, there exits an optimal position for placing the 
origin of the coordinate system. Since there are no analytic formulations for selecting the 
optimal origin of the coordinate system, numerical simulations are employed and results 
suggest that the optimal position dorigin falls within 10% of the characteristic dimension 
of the plate D [36], 
 Dd 1.1 ~ 9.0origin  ,                                                                                                    (3.25) 
where 225.0 WLD  , L and W are the length and width of the plate, respectively. 
 
 
Figure 3.2. Schematic of the measurement setup for a surface wave of interest 
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2. Target structural wavelength : Notice that the wavelengths of any vibrating structure are 
usually unknown a priori. Hence  is an estimate or a target value. For example, consider 
a rectangular plate of dimensions L  W. Suppose that the ODS of this rectangular dominated 
by the (n, m)
th
 mode is to be reconstructed, where n is the modal index in the longitudinal 
direction with a dimension L, and m is that in the transverse direction with a dimension W. 
Then, the value of /2 should be the smaller of L/n and W/m, 








m
W
n
L
,min
2
.                                                                                                     (3.26) 
For example, consider a rectangular plate of dimensions 0.3  0.2 m2. Suppose that the ODS 
dominated by the (4, 3)
th
 mode of this plate is desired. Then, the target structural wavelength 
can be obtained using Eq. (11), where n = 4, m = 3, L = 0.3 m and W = 0.2 m. Substituting 
these values into Eq. (11), we find /2 = min(0.3/4, 0.2/3) = 0.067 m, or  = 0.134 m. 
It is important to remember that test setup in NAH is always with respect to the structural 
wavelength of a vibrating structure [11], not the acoustic wavelength or temporal 
frequency of the sound emitted by a vibrating structure. This is because if we can 
reconstruct this target structural wave, we can reconstruct all acoustic waves whose 
wavelengths  are longer than . For example, if the structural wave of wavelength  = 
0.134 m is reconstructed correctly, we will be able to reconstruct, in theory, all sounds 
whose acoustic wavelengths are longer than 0.134 m or equivalently, whose frequencies are 
less than 2,537 Hz. If one were to gauge a test setup with respect to the temporal 
frequency, say, 1,000 Hz or any value, one would actually be performing acoustical 
holography, not near-field acoustical holography. 
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3. Number of measurement points M: This parameter is critical in practice. In theory, the more 
the measurement points are taken, the more information is collected, and the more accurate 
the reconstruction becomes. However, an excessive number of measurement points may 
not be acceptable in engineering applications. Therefore, a compromise is proposed that 
links the number of measurement points M to the required reconstruction surface area A 
and target structural wavelength , 
 
44or        
2
min2


 M
A
M .                                                                                     (3.27) 
Note that we have imposed a minimal number of measurement points Mmin = 44 [38]. This 
is because for a small plate and a lower order of vibration mode, the value of M can be 
very small, leading to an omission of the critical information in the input data and large 
errors in a reconstruction. Once again, there is no analytic solution to determine Mmin. 
The value of Mmin = 44 is to ensure that the HELS expansion includes at least the 4
th
 order 
spherical wave functions, namely, n = 0, 1, to 4, in a reconstruction, guaranteeing certain 
levels of details in the reconstructed vibro-acoustic responses. 
4. Microphone spacing : Unlike the Fourier acoustic based NAH, HELS does not require a 
uniform microphone spacing on the hologram surface. However, it is a good practice to set 
the microphone spacing to be less than one half of the target structural wavelength  [41], 
2

 .                                                                                                                           (3.28) 
5. Stand-off distance d: The goal of NAH is to reconstruct vibro-acoustic quantities without 
the wavelength resolution limit in theory [10]. This is possible when all the near-field 
effects are collected, which may be accomplished by placing microphones infinitely close 
to the target vibrating surface and infinitely close to each other. Such a scenario is 
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unrealistic and unattainable in reality. Practical considerations such as the working 
condition, temperature, accessory component attached to a structure require that 
microphones be placed at certain distances away from the structure. Thus, there is an 
upper limit in the spatial resolution in a reconstruction. To strike a balance between the 
theoretical goal and practical consideration, we recommend that the stand-off distance d be 
less than one-eighth of the value of  [38], 
8

d .                                                                                                                           (3.29) 
Note that there is an important distinction between the stand-off distance for the Fourier 
acoustics based NAH and that for the HELS based NAH. The former employs the discrete 
spatial Fourier transform, and its accuracy in a reconstruction is critically dependent on the 
spatial sampling frequency that is intimately related to the stand-off distance.
3
 If the spatial 
sampling frequency is so low that the microphone spacing becomes larger than the stand-off 
distance, “undersampling” may happen, causing spatial aliasing in a reconstruction. Hence 
the stand-off distance in the Fourier acoustics based NAH is kept at least one microphone 
spacing to avoid “undersampling” in data acquisition. The situations are quite different in 
the HELS based NAH, where the acoustic quantities are reconstructed by superimposing 
the spherical wave functions. There is no direct correlation between the spatial resolution 
and spatial sampling frequency. In fact, the spatial resolution in HELS is directly related to 
the number of the spherical wave functions employed. In order for the high-order spherical 
wave functions to function the way they are supposed to, the stand-off distance should be 
as close to the target surface as possible in order to collect enough near-field information. 
Experimental results and numerical simulations have shown that the smaller the value d is, 
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the more accurate the reconstruction becomes [36, 38], regardless of the microphone 
spacing. 
6. Target source surface A: Because the spherical wave functions are used in the HELS based 
NAH to approximate the acoustic field generated by a non-spherical vibrating structure, it 
is a good idea to limit the overall size of a target source surface A so that reconstruction can 
be done all at once. Consider a plate of dimensions A = L  W. We recommend that the length 
and width be no more than twice the target structural wavelength, namely, 
 2,WL  .                                                                                                                   (3.30) 
This imposes some restriction on the overall dimensions of the structure that HELS may be 
attempted at once, but nevertheless yields a satisfactory reconstruction on a target surface. 
For surfaces whose overall lengths and widths are larger than 2, patch reconstruction can 
be utilized. In performing patch reconstructions, the origin of the coordinate system should 
move with each patch, and the rest remains the same. For NSV reconstructions, the 
measurement aperture Am must be at least one row and one column larger than the target 
reconstruction surface area. However, for field pressure reconstruction is recommended 
that Am to be 2 to 4 times of the surface area A. 
Notice that there is a difference between a patch reconstruction and a patch measurement. 
The former refers reconstruction of the acoustic quantities on a portion of a large surface; 
whereas the latter describes a specific measurement setup, which is ideal when the number 
of microphones is limited. For example, a specific reconstruction needs 100 measurement 
points, but 20 microphones are available. Then reconstruction may be done by taking five 
patch measurements sequentially. 
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7. Aspect ratio: For a planar surface, the aspect ratio refers the ratio of its overall length to 
width. To reconstruct the acoustic quantities on a planar surface of dimensions A = L  W, 
we recommend that its aspect ratio be limited to the following range, 
( ) ( ) ( )1:2≤:≤1:1 WL .                                                                                                  (3.31) 
This is because the spherical wave functions and spherical harmonic functions are used in 
HELS to approximate the vibro-acoustic quantities on a planar surface. It may be difficult 
to ensure a satisfactory reconstruction over the entire surface area when the aspect ratio is 
larger than 2:1. For a planar surface with aspect ratio larger than 2:1, patch reconstruction 
should be used. 
8. Signal to noise ratio (SNR): This parameter is universal to most measurement methods, 
10SNR  (dB)                                                                                                             (3.32) 
Physically, this means that the energy or mean-squared acoustic pressure amplitude of the 
signal is 10 times that of background noise. 
9. Number of reconstruction points on the source surface S: The HELS based NAH enables 
one to reconstruct the vibro-acoustic quantities on the source surface with no restrictions 
whatsoever on the number of reconstruction points. However, for engineering applications 
it is recommended that vibro-acoustic quantities are reconstructed at four points per target 
structural wavelength  to produce a smooth ODS. Excessive reconstruction points do not 
provide further information and therefore, they should be avoided to reduce computation 
load. 
10. Number of the expansion functions J: Generally, the minimum number of expansion 
terms in Eqs. (10) and (12) should be at least one half of the value of M or the golden 
section integer value of M. Since we have set Mmin = 44, the minimum number of 
29 
 
expansion terms Jmin = 22. Chapter 4 provides the detailed formulations for estimating the 
optimal number of expansion functions Jop,MTR for reconstructing acoustic pressures and 
normal surface velocities. So they are omitted here for brevity. 
Note that the above guidelines have accounted for the needs to simplify the measurement 
setup and data acquisition processes in engineering applications. In conducting research projects 
for which the accuracy of reconstruction is of primary concern, whereas time and effort are of no 
concern, some guidelines may be tightened as needed. 
 
3.3 Conclusion 
Before starting to assess the needs of the experiment towards reconstructing the vibro-
acoustic quantities on the source surface it is very important for the user to first decide on the 
target structural wavelength  for which an accurate reconstruction is essential. Further, adhering 
to the strategy of placing the origin of the coordinate system, selecting appropriate stand-off 
distance and microphone spacing, deciding a fitting measurement aperture, determining the 
optimal number of expansion terms, etc., are the key rules in adopting HELS for reconstructing 
the vibro-acoustic responses on the source surface and using them to yield insightful information 
on the root causes of sound radiation from a vibrating structure.  
Also it is important to realize that, traditional NAH including HELS based NAH are 
inverse problems that rely on acoustic pressure measurements taken at very close distances to the 
target source (effect) to reconstruct the surface pressures and the normal component of surface 
velocities on the source surface (cause). The reconstruction efficiency of such inverse problems 
may deteriorate when there are practical difficulties in locating the microphones close to the 
source surface that could affect the signal to noise ratio (SNR) at a certain measurement 
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locations and frequencies. This is attributed to the strongly decaying evanescentlike wave [42] 
behavior of nearfield acoustic radiation emanating from source surface that may drop to a very 
low SNR before reaching measurement locations. Such inaccuracies (noise) and incompleteness 
in the measured nearfield acoustic pressures may cause for the ill-posedness difficulty [43]. 
Regularization is usually sought to address this difficulty, but a careful selection is necessary 
because different regularization schemes will result in a different levels of accuracy in 
reconstruction.  The next chapter identifies these problems in the original HELS method and 
develops two advanced methods for improving the NSV reconstruction accuracy. 
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CHAPTER 4 “ADVANCED METHODS FOR IMPROVING THE ACCURACY 
OF NSV RECONSTRUCTION” 
The transfer functions in equations (3.10) and (3.12) that represent the inverse problem of 
HELS are mathematically ill posed. Accordingly, solutions given by Eq. (3.11) and (3.13) may 
diverge without a bound when the input data are contaminated by background noise and/or 
interfering signals (see Figure 4.1). To ensure that the reconstructed results are always bounded, 
HELS method employs a simpler regularization technique known as least squares method. 
Though least square method could ensure boundedness, the inaccuracies in the input data can 
cause the best fit for the least squares error minimization exclude some of the higher order 
expansion terms required for a satisfactory reconstruction of NSV and SAP. Towards reducing 
the inaccuracies, this research developed a new regularization method that reduces the effects of 
these inaccuracies in determining the optimal number of expansion terms. However, the errors in 
the reconstruction of vibro-acoustic quantities on the source surface due to incompleteness of 
necessary nearfield information cannot be taken care of with regularization (see Figure 4.1). 
Towards reducing some of the incompleteness, another method was developed in this research to 
provide some of the missing nearfield information by supplementing the acoustic pressure 
measurements with a few normal surface velocity measurements. Both these methods increase 
the computational requirements and should be judicially used based on the problems in the input 
data and matching reconstruction needs. When computational loads are not a concern over 
accuracy of the reconstruction, these methods could be combined as they complement well with 
each other. 
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Figure 4.1. Interfering and decaying signals causing inaccuracies and incompleteness 
 
4.1 Original HELS method 
The simplest regularization that is an inbuilt part of the original HELS method is least 
squares method (LSM). LSM determines the optimal number of expansion terms Jop for any 
given set of input data.  This regularization technique was shown in part B of Section 3.1. The 
rationale for setting a Jop value in reconstruction is quite simple. The basis functions of HELS for 
an arbitrarily-shaped structure consist of the out-going or incoming spherical waves. Hence the 
solutions given by Eq. (3.10) and Eq. (3.12) converge very quickly when measurement and 
reconstruction points are outside a minimum sphere that circumscribes an arbitrary surface under 
consideration [19]. When the measured acoustic pressures are exact, the reconstructed acoustic 
pressure will converge to the true value as the number of expansion terms increase, i.e., as
 
J → 
. 
In this study, the reconstruction is mostly sought on surfaces that are inside the minimum 
sphere, and the input data is not error free. The former tends to produce a very rough 
approximation of the acoustic pressure on the reconstruction surfaces while the latter may induce 
huge errors in reconstruction due to inversions of the ill-posed transfer function matrices. 
 
 
  
 
 
 
 
  
Interfering signals Evanescent waves 
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Therefore, to obtain a satisfactory reconstruction, it is necessary to find an optimal value Jopt for 
HELS formulations. 
Equations (3.9 & 3.7) are reformulated here as equations (4.1 & 4.2) to recap the LSM 
formulations described in chapter 3. The optimal number of expansion terms Jop in the original 
HELS method is obtained by minimizing the least squares errors by matching the assumed-form 
solution to the measured data at measurement locations for each number of expansion J,  
op
1
2
2
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where  ;ˆ ,recimxp
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 is the reconstructed acoustic pressure at the i
th 
measurement point imx ,

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and );(ˆ , 
meas
imxp

 is the measured acoustic pressure at the same measurement point. 
These equations are very simple to program and had proven to be very effective to 
produce a satisfactory reconstruction of the acoustic pressure. Specifically, the accuracy in 
reconstruction of the acoustic pressure on the measurement surface can be quite high; because 
the acoustic pressures used in the reconstruction process are on the reconstruction surface. For 
this reason, it is a good idea to set a microphone array as close to a source surface as possible to 
get the best reconstruction accuracy for SAP. However, Jop thus obtained may not necessarily be 
the optimal number of expansion terms for reconstructing NSV. This is because NSV contains 
much more near-field effects than the SAP does, and this is especially true for high-order modes. 
Consequently, the reconstructed NSV based on the Jop value provided by Eq. (4.1) may be 
sufficient for lower-order modes, but not for high-order modes of a structure. 
 
4.2 Hybrid regularization method 
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The effectiveness of regularization techniques such as Tikhonov regularization [44], L-
curve [45], etc., on the HELS reconstruction accuracy had been tested previously [19, 22]. 
Results demonstrate that the modified Tikhonov regularization (MTR) with its regularization 
parameter determined by the generalized cross validation (GCV) [42, 46] can provide the most 
accurate reconstruction for HELS. In this study, we propose a hybrid regularization method. This 
method first uses the MTR and GCV to regularize the input data on a measurement surface 
before using the LSM to determine the optimal number of expansion terms. 
In this study, we propose a hybrid regularization scheme to determine the optimal number 
of HELS expansion functions that may yield accurate reconstruction for both the surface acoustic 
pressure and normal surface velocity. Specifically, we use the MTR and GCV method to regularize 
the reconstructed acoustic pressure on the measurement surface for each value of J first, and then 
use the least squares method to minimize the residual errors by matching the reconstructed acoustic 
pressure with respect to the measured one. 
MTRop,
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where   ;ˆ ,,recimxp

 is the regularized reconstructed acoustic pressure at the i
th 
measurement point 
imx ,

 and the Tikhonov functional, J [19, 44], for regularizing  ;ˆ ,recimxp

 
in Eq. (4.2) is given by,
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where the regularization parameter  is determined by GCV through a minimization process, 
      
   











2
2
2
1
Trace
;ˆ
min
MMh
M
meas
m
H
MMMMh
F
xpUF





,                                                                                 (4.5) 
35 
 
where  
MMh
F

  is the high-pass filter, given by 
      MMMMMMh FF    Idiag ,                                                                                            (4.6) 
where   MMF   is a low-pass filter for regularizing the measured acoustic pressure and is a diagonal 
matrix containing the singular values i of the matrix [] in Eq. (4.4), where i = 1 to M, 
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The regularized reconstructed acoustic pressure   
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 on the measurement 
surface can now be re-written as:  
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The differences between Eq. (4.2) and (4.8) are that the former relies on the least squares 
method to specify an optimal HELS expansion Jop and a truncated SVD to reconstruct the acoustic 
pressure; whereas the latter utilizes a hybrid regularization scheme to determine the optimal HELS 
expansion Jop,MTR and a modified Tikhonov regularization together with SVD to reconstruct the 
acoustic pressure. 
Note that we can use the value of Jop,MTR to reconstruct the acoustic quantities anywhere in 
the exterior region (especially efficient in the region of inverse problems), including the source 
surface. For example, we can write 
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where  pF  and  vF  are diagonal matrices containing the singular values of the matrix [p] in 
Eq. (4.9) and those of [v] in Eq. (4.10), respectively, 
36 
 
   
  











 ,,diag
2223
222
ii
ii
SSp
F


,                                                                    (4.11) 
   
  











 ,,diag
2223
222
ii
ii
SSv
F


,                                                                    (4.12) 
where the regularization parameters and are determined by GCV through a minimization 
process given by, respectively, 
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where  phF ,  and  vhF ,  are the high-pass filters obtained by subtracting the low-pass filters  pF  
and  vF  from the identity matrix, respectively, and by filling its null-space with unity, 
            SMSMSSpSSMMhp FF   II ,diag,  ,                                                                    (4.15) 
            SMSMSSvSSMMhv FF   II ,diag,  .                                                                     (4.16) 
The major differences between Eqs. (3.14) and (3.15) and Eqs. (4.9) and (4.10) are that 
the former uses Jop and a simple SVD to reconstruct the vibro-acoustic quantities; whereas the 
latter employs Jop,MTR, modified Tikhonov regularization plus SVD to reconstruct the vibro-
acoustic quantities. Test results show that Eqs. (4.9) and (4.10) are more robust than Eqs. (3.14) 
and (3.15). 
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4.3 Supplemented NSV method  
In certain measurement situations it may be difficult to conduct conformal measurements 
closer to the source surface (for example: stand-off distance  5.0d ) or to reduce the 
microphone spacing (for example: microphone spacing,  ) as required to capture necessary 
nearfield information. Consequently, the obtained measurement data will be incomplete and the 
reconstruction using such input data cannot provide a satisfactory NSV reconstruction. In such 
situations, the supplemented NSV methods can be really helpful to enhance NSV reconstruction 
accuracy in a practical manner.  
The supplemented NSV method is a combination technique for the original HELS or the 
hybrid regularization method. In this method, the input data of nearfield acoustic pressure 
measurements is supplemented with a few normal surface velocity measurements for augmenting 
the LSM regularization process to yield maximum information available in the measured 
pressure data towards accurately reconstructing the normal surface velocity reconstruction. The 
combination of supplemented NSV method with original HELS or hybrid regularization method 
respectively yields optimal number of expansion terms supopJ or
sup
MTRop,J during the least squares 
minimization procedure. The optimal terms when used in the reconstruction of vibro-acoustic 
quantities on the source surface can provide some of the necessary missing nearfield information 
that yields a satisfactory normal surface velocity reconstruction. Experimental trials with 
supplemented NSV method had shown that, the best reconstruction accuracy (at the cost of 
increasing the computational effort) is obtained when supplemented NSV is used in combination 
with hybrid regularization method. Whereas, supplemented NSV method when used along with 
the original HELS method couldn’t provide much improvement over the results obtained with 
38 
 
original HELS method. Hence this latter combination is not recommended in cases where SNR is 
lesser than 20 dB and computational resources are not limited.  
To understand the practical application of this method, let’s consider F number of 
supplementing points on the reconstruction surface, where the supplementing points fx

 are a 
subset of the reconstruction points sx

 on the structural surface, i.e., sf xx

  and therefore
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. For these supplementing points and a given number of 
expansion terms ‘j’ the reconstructed NSV can be obtained from Eq. (3.12) or Eq. (4.10). 
Minimization of the combined least square error between the reconstructed and measured 
pressures over the measurement holograms; and the reconstructed and measured NSV at the 
supplementing points determines the optimal number of expansion terms. The optimal number of 
expansion terms depends upon the combining method. When supplemented NSV method is used 
in combination with the original HELS method, the optimal number of expansion terms supopJ  is 
obtained by minimizing the least squares errors in matching the assumed-form solution to the 
measured data at measurement locations for each number of expansion J,  
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where  ;ˆ ,recifn xv

 is the reconstructed NSV at the i
th 
supplementing point ifx ,

, and it is obtained 
from the superset  ;ˆ ,recisn xv

 given below, which is the same as Eq. (3.12). 
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Similarly, when supplemented NSV method is used in combination with the hybrid 
regularization method, the optimal number of expansion terms supMTRop,J  is obtained by 
minimizing the least squares errors in matching the assumed-form solution to the measured data 
at measurement locations for each number of expansion J,  
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where   ;ˆ ,,recifn xv

 is the reconstructed NSV at the i
th 
supplementing point ifx ,

, and it is obtained 
from the superset   ;ˆ ,,recisn xv

 given by below, which is same as Eq. (4.10). 
           
1
1
1
, );(ˆ);(ˆ




M
meas
m
H
MMvMSvSSvSSvS
rec
sn xpUFVxv 
  ,                                           (4.20)
 
Although supplementing all the reconstruction points on the source surface could 
theoretically increase the accuracy, it will also lead to shortcomings like increased computational 
load and redundant nearfield information that may be obtainable with MAP alone. To avoid these 
shortcomings, the number of supplementing points should is usually restricted to 20 - 40% of the 
total number of reconstruction points on the structural surface. Additionally, it is important to 
wisely choose the supplementing point locations in such as way it captures higher order mode 
vibration along with non-nodal information of the first few flexible modes of the structural 
surfaces.  
If the necessity of improving the NSV reconstruction by supplementing is not global, but 
localized to a certain region, than patch reconstruction is recommended and it is only necessary 
to provide supplementing data in that region. In such cases, the number of supplementing 
locations ‘F’ depends on number of measurement locations that hover the region over which 
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improvement in NSV reconstruction is sought. If ‘Mf’ represents the number of pressure 
measurements that cover the region, than our experiment trials had shown that providing more 
than ‘Mf’ number of points doesn’t increase the efficiency in NSV reconstruction. 
 
4.4 Experimental validation of NSV reconstruction on a highly non-spherical surface 
A. Experimental setup 
An experimental study was conducted to compare the NSV reconstruction accuracy of 
the three key methods of obtaining the optimal number of expansion terms  supMTRop,MTRop,op ,, JJJ  
outlined above. A highly non-spherical surface like that of thin plate was chosen for the study to 
demonstrate the capability of the HELS codes based on simpler spherical wave functions to 
visualize the vibro-acoustic quantities on the plate surface. More importantly, this highly non-
spherical surface represents the class of structures that are commonly encountered in engineering 
applications. Notably, the surfaces of many arbitrarily-shaped structures are flat or slightly 
curved panels.  
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Figure 4.2. Test setup of a baffled square plate to obtain MAP for HELS based NAH 
  
Figure 4.2 shows the test setup of a baffled square steel plate of dimensions 220 mm by 
220 mm with a thickness of 1 mm. The plate was mounted on a large baffle and excited using a 
mechanical shaker through random point force excitations. The plate edges were supported by 
soft foam to approximate a free-free boundary condition while being supported in space. The 
addition of the baffle allows for a rigorous examination of the reconstructed vibro-acoustic 
quantities with respect to the experimental operational deflection shapes (ODS) and natural mode 
shapes obtainable from theoretical methods and experimental modal analysis (EMA). Moreover, 
the symmetry of the square plate poses a challenge for EMA to distinguish certain coupled 
modes that occur at repeated roots; therefore, it would be interesting to see if HELS could 
distinguish them. The excitation point on the thin plate was carefully selected to be away from 
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the nodal lines of the first ten natural modes. The radiated acoustic pressures were measured 
using a 4  12 microphone array (48 microphones) over the surface in three patches (a total of 
144 measurement points) at a stand-off distance of about 10 mm above the plate surface (see 
Figure 4.2 & Figure 4.3). 
 
Figure 4.3. Schematic of the experimental plate showing the measurement locations. 
The tests were conducted inside a fully-anechoic chamber at the Acoustics, Vibration and 
Noise Control (AVNC) Laboratory at Wayne State University (WSU) to minimize the impact of 
background noise on the input data. The excitation signal level was adjusted to ensure that the 
signal to noise ratio (SNR) was maintained at 10 dB or higher over 0 to 800 Hz frequency range. 
The relative phases of the acoustic pressures were obtained by taking cross correlations of the 
measured data with respect to the excitation force as a reference signal. The measured acoustic 
pressures were then used as an input to the HELS codes to reconstruct the NSV distributions on a 
9  9 grid that coincided with the laser scanning measurement points marked by reflective tapes 
on the plate surface (see Figure 4.3 & Figure 4.4). These measured NSV data was used to 
validate the NSV reconstructed using HELS and to produce the natural modes of the plate via 
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EMA. For the supplemented NSV method, the measured NSV data at 13 locations (blue dots) of 
the 9x9 grid as shown in Figure 4.3 will be used. These supplementing locations were chosen 
along the nodal lines of the first few flexible modes of the plate vibration. 
 
Figure 4.4. NSV measurements using laser vibrometer for validation purpose 
 
B. Results and Discussions 
In HELS, the acoustic pressures on the measurement surface were reconstructed first by 
systematically incrementing the number of expansion terms to match the assumed-form solution. 
Using the three methods described before, the number of optimal expansion terms 
 supMTRop,MTRop,op ,, JJJ  were determined (Figure 4.5) and used in the reconstruction process.  
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Figure 4.5. Number of optimal terms  supMTRop,MTRop,supopop ,,, JJJJ  
 
Figure 4.6. Least square errors of reconstructed acoustic pressures on measurement surface 
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Figure 4.7. Least square errors of reconstructed NSV on the plate surface 
 
The corresponding minimized residual errors for pressure reconstruction on the 
measurement surface and velocity reconstruction on the source surface plotted respectively in 
Figure 4.6 and Figure 4.7. 
An absolute value comparison of the reconstructed pressure data from these methods 
against the measured data at four randomly selected acoustic pressure measurement locations is 
also shown in Figure 4.8. Results clearly show that the reconstruction accuracy of the “original 
HELS method” deteriorates at higher frequencies, especially at the corner and periphery 
locations of the measurement patches. While, the reconstructed acoustic pressures based on 
“hybrid regularization method” and “supplemented NSV method” are more in agreement with 
the measured data at all locations and over the entire frequency span.   
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Figure 4.8. Comparisons of the reconstructed acoustic pressures at four randomly selected points 
(red dots) on the measurement patches. 
 
A similar comparison of reconstructed NSV spectra from the three methods at four 
randomly selected grid locations on the plate surface is shown in Figure 4.9 and 4.10. Although 
the reconstructed NSV from “original HELS method” agree well with benchmark data at the 
lower frequencies and at points distant from the plate periphery, its agreement becomes weaker 
at higher frequencies and at points nearer to the plate periphery. This is because the least-squares 
minimization truncates the higher order expansion terms required to describe the details in NSV 
distributions accurately. Although the truncation is necessary to exclude certain high-order 
expansion terms that will embed errors and distort reconstruction, but other higher order terms 
that are necessary to reconstruct NSV distributions for higher-order modes also get truncated. 
47 
 
Therefore before truncating the number of expansion terms with least square minimization, a 
filter or weighting technique needs to be applied remove the distortion effects of certain higher 
order terms (see Figure 4.9 and 4.10).  
 
 
Figure 4.9. First set of comparisons of the reconstructed NSV at four randomly selected points 
(red dots) on the plate surface. 
 
From Figure 4.9 and 4.10, it can be seen that the reconstructed NSV spectra using a 
hybrid regularization method and supplemented NSV methods agree much better with 
benchmark data over the entire frequency spectrum not only in the interior, but also along the 
periphery and edges of the plate. The comparison of NSV reconstruction between the three 
methods demonstrates that: 1) it is necessary to regularize the input data before truncating the 
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expansion terms using with LSM, because input data is usually contaminated with background 
noise and interfering signals; 2) the optimal expansion terms Jopt obtained through weighting and 
filtering the higher order terms using “hybrid regularization method” can produce accurate and 
robust reconstruction of NSV distributions; 3) supplementing the acoustic pressure 
measurements with a few normal surface velocity measurements provides some of the nearfield 
information that is not available in the measured pressure data, especially for higher frequency 
vibration. 
 
 
Figure 4.10. Second set of comparisons of the reconstructed NSV at four randomly selected 
points (red dots) on the plate surface. 
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To understand NSV distribution over the entire surface, the reconstructed ODS at certain 
natural frequencies are compared against: the theoretical modes obtained from a closed-form 
solution [27, 28]; measured modes obtained from EMA; and measured ODS obtained from laser 
scanning. Table 4.1 shows these comparisons for the first 15 flexible natural mode frequencies. 
The mode shapes are identified by indices m and n that represents the number of nodal lines 
along the horizontal and vertical axes, respectively. Note that some of the modes are coupled 
through different ways. For example, mode No. 2 is coupled through subtraction of the (0, 2)
th
 
mode from the (2, 0)
th
 mode at 140 Hz; mode No. 3 is coupled through summation of the (0, 2)
th
 
mode and the (2, 0)
th
 mode at 160 Hz; mode No. 9 is coupled through summation of the (1, 3)
th
 
mode and the (3, 1)
th
 mode at 413 Hz; mode No. 10 is couple through subtraction of the (1, 3)
th
 
mode from the (3, 1)
th
 mode at 436 Hz; and mode 11 is coupled through subtraction of the (3, 
1)
th
 mode from the (1, 3)
th
 mode at 466 Hz. For a detailed description of modal coupling, readers 
are referred to References 47 and 48. 
The results demonstrated in Table 4.1 are consistent with those in Figure 4.6 in that the 
NSV reconstructed by using LSM alone can provide satisfactory results at lower frequencies, 
which in this case is up to the 11
th
 mode of a square plate under a free-free boundary condition. 
On the other hand, the NSV reconstructed by using a hybrid regularization scheme can provide 
satisfactory results for all modes of the frequency span. Thus, from the accuracy point of view, 
the proposed hybrid regularization method and supplemented NSV method can produce better 
results both in terms of the amplitudes of NSV and ODS distributions than the LSM process 
alone. However, the hybrid regularization and supplemented NSV methods are computation 
intensive and hence recommended over LSM alone only when NSV reconstructions at higher-
order mode frequencies are required.  
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Table 4.1, Comparisons of the flexible natural modes and ODS from 100 Hz to 700 Hz 
 
MODE No., 
FREQ & 
SHAPE 
(m, n) 
THEORETI
CAL 
STUDY 
EXPERIMENTAL STUDY 
LASER SCAN 
MEASURENT 
HELS RECONSTRUCTION 
Mode 
Shapes 
EMA ODS 
Original 
HELS 
Hybrid 
Regularizati
on 
Supplement 
NSV 
Mode 1 
109 Hz 
(1,1) 
      
Mode 2 
140 Hz 
(2,0) – (0,2) 
      
Mode 3 
160 Hz 
(2,0) + (0,2) 
      
Mode 4 
215 Hz 
(2,1) 
      
Mode 5 
216 Hz 
(1,2) 
      
Mode 6 
340 Hz 
 
      
Mode 7 
351 Hz 
      
Mode 8 
376 Hz 
(2,2) 
      
Mode 9 
413 Hz 
(3,1) + (1,3) 
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Mode 10 
436 Hz 
(3,1) - (1,3) 
      
Mode 11 
466 Hz 
(1,3) – (3,1) 
      
Mode 12 
586 Hz 
      
Mode 13 
618 Hz 
      
Mode 14 
653 Hz 
      
Mode 15 
695 Hz 
      
 
 
C. Important note on field reconstruction 
In the process of reconstruction, firstly it is important to differentiate the between a 
forward problem and an inverse problem based on the reconstruction point location. All acoustic 
quantities that need to be reconstructed in the fluid medium at field points away from the 
hologram surface and the source surface and not between them should be treated as forward 
problems irrespective of the method chosen to derive the optimal number of expansion terms. In 
other words, these quantities should use forward reconstruction formulation, where such 
regularization is not necessary.  
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4.4 Conclusion 
The advanced techniques demonstrated in this chapter had established that accurate and 
effective reconstructions of the vibro-acoustic quantities on the source surface can be established 
by using HELS based NAH using spherical wave expansions; and this was validated on highly 
non-spherical geometry such as a square plate. The reconstructed vibro-acoustic responses on the 
plate surface using the optimal number of expansion terms  supMTRop,MTRop,op ,, JJJ  determined by 
the three methods are validated rigorously through experiments with respect to the benchmark 
data obtained by using a laser vibrometer scanning over the vibrating surface and those extracted 
using EMA. Results show that satisfactory reconstruction in the normal surface velocity 
distribution corresponding to the target structural wavelength  was obtained. In particular, the 
desired level of agreements between the reconstructed and measured ODS were obtained with 
the advanced techniques.  
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CHAPTER 5 “HELS BASED FORCED VIBRO-ACOUSTIC COMPONENT (F-
VAC)” 
5.1 Proposed theory 
Understanding the interrelationships between sound and vibrations of a structure is the 
crucial first step toward developing a cost-effective noise and vibration abatement strategy. In 
this research, such interrelationships are established by using HELS based NAH. Specifically, 
the attributes of sound radiation like radiated sound pressure at a field point or the sound power 
radiation (Appendix A) of the structure are linked to the normal surface velocity through transfer 
functions based on the spherical wave functions and its spherical harmonics. Next, the forced 
vibro-acoustic components (F-VAC) of the structure are identified by projecting the transfer 
function onto a set of mutually orthogonal basis functions through a matrix factorization 
technique like singular value decomposition [36]. Finally, the contributions of the individual F-
VACs to the sound radiation can be obtained in terms of the structural vibration (NSV) and the 
singular values and unitary matrices obtained from the factorization. This enables radiated sound 
to be effectively reduced by suppressing the dominant F-VAC. Also, it is possible to decompose 
the F-VACs into the natural modes of the vibrating structure for identifying the critical vibrations 
modes responsible for sound radiation. The effectiveness of this methodology on reducing 
acoustic radiation of a structure is illustrated in this chapter through an experimental study on a 
baffled square plate. 
 
5.2 Forced Vibro-Acoustic Components (F-VACs) 
In this chapter, correlations that establish the interrelationship between surface vibro-
acoustic responses and acoustic radiation through transfer matrices will be factorized using 
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singular value decomposition (SVD) to obtain an orthogonal basis system that will be termed F-
VACs. To explain F-VACs consider Eq. (3.15) of reconstructed normal surface velocities that is 
duplicated below as Eq. (5.1).  
         
1
1
1
);(ˆ);(ˆ




M
meas
m
H
MSvpSSvpSSvpS
rec
sn xpUVxv 

                                          (5.1) 
These unitary matrices obtained using SVD of the velocity-to-pressure transfer function
 vpG followed by its inversion to solve the inverse problem. The columns of the unitary matrix 
vpV    and vpU   define a set of linearly independent and mutually orthogonal basis functions., 
the columns of vpV    plotted in represent the vibro-acoustic components of the structural 
vibration of the source surface and the colums of 
vpU    plotted in represent the vibro-acoustic 
components of the radiated sound measured in the nearfield of the source surface. 
These forced vibro-acoustic components are critical to be studied as they help in 
understanding the interrelationships between vibrations of a structure and the radiated sound in a 
similar manner a structure’s natural modes are useful in understanding forced vibration behavior. 
But, unlike structural modes, these F-VACs are obtained via mathematical manipulations and 
they have no physical meanings; so, their geometric shape as such shouldn’t be given much 
importance. The physical importance of these vibro-acoustic components is that, they can be 
used to reveal the root causes of undesirable sound generated by a vibrating structure and shed 
light on how to reduce undesirable sound in a cost-effective manner. A list of key differences 
between the natural modes and F-VACs are shown in Table 5.1. Section 5.4.C will provide 
illustrations on the F-VAC shapes obtained from Eq. (5.1) for an experimental study on the 
baffled plate. 
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Table 5.1, Key differences between the F-VACs and the natural modes of a structure 
The Natural Modes The F-VACs 
Modal characteristics and dynamic properties 
of a structure 
Forced-Vibro-acoustic characteristics of a 
source 
Observable physical quantities Non-observable physical quantities 
Determined by dimensions and boundary 
conditions 
Determined by singular value decomposition 
Independent of external excitation forces Dependent on external excitation forces 
Each mode having a unique natural frequency F-VAC sharing frequencies 
Each mode depicting a unique vibration pattern F-VAC depicting components of vibration 
Having nothing to do with sound radiation Directly correlating sound to structural 
vibration 
Requiring measurements of both excitation and 
vibration responses 
Requiring measurements of the radiated sound 
pressures only 
Not suitable for describing structures with 
heavy damping ratios and/or modal 
overlapping 
Suitable for describing structures at any 
damping ratio without modal overlapping 
difficulty 
 
5.3 Controlling power spectral density of sound pressures at the field point location(s) 
The structure-borne sound at any field point is the resultant of the surface vibrations of 
the structure. Therefore, an interrelationship between the surface vibro-acoustic quantities and 
the sound pressure at a particular field point can be established. Consider ‘F’ number of field 
points at locations  fx

 that are the points of interest for sound pressures reduction. In HELS 
formulations, the sound pressures at these field points are related to the MAP through Eq. (5.2); 
and the NSV of the structural surfaces is also related to the MAP through Eq. (5.3). Using these 
formulations sound pressure at these field points can be derived in terms of the NSV and transfer 
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function  vpH
~
as shown in Eq. (5.4) and Eq. (5.5). Similarly, the spatially averaged mean 
squared value of the sound pressures (power spectral density or PSD) that is used in determining 
the sound pressure level in Eq. (5.6) can be derived using Eq. (5.4) and its complex conjugate 
(see equation 5.7).  
        
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A. FVAC Decomposition of PSD 
The transfer function  psd
~
G derived above is a Hermitian positive semi-definite matrix; 
as it is a complex square matrix of the form    vp
H
vp HH
~~
. This special matrix represents a class 
of eigenvalue problems whose singular value decomposition (see equation 5.9 & 5.10) provides 
real eigenvalues and linearly independent eigenvectors.  
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The diagonal entries of the singular matrix  psd
~
 represent the ‘S’ real eigenvalues 
denoted ‘ i ’ and the columns of unitary matrix  psd
~
U  represent the ‘S’ linearly independent 
eigenvectors denoted ‘ iu
~ ’.  
Substituting the SVD of  psd
~
G  in Eq. (5.7) establishes the interrelationship between PSD 
and NSV in terms of the singular values and unitary matrices.  Interestingly, the products 
 psd
~
ˆ UvHn  and   n
H
vU ˆ
~
psd   in Eq. (5.10) are projections of NSV on a vector basis system behaves 
like a Fourier transform of the NSV. Also, the corresponding singular values of the diagonal 
matrix  psd
~
  represent the contributions of the projected NSV to the PSD of the field points. 
Thus a direct correlation between the radiated sound pressure and forced vibration responses of 
the structure (NSV) are established using the basis vector projection and weighting.  
The eigenvectors involved in the determination can vary depending on the excitation 
condition. Hence the term force vibro-acoustic component (F-VAC) is adopted for representing 
these eigenvectors. It is emphasized that these F-VACs have no physical meanings in terms of 
their shape. Their shapes at times could look like structural mode shapes or operational 
deflection shapes; however, they do not represent them. They are mathematical products that 
enable wave-number like transformation between different vibration-acoustic components in the 
geometric system they span. Therefore, for identifying the critical vibration component 
responsible for sound radiation; the vibration components in the geometric span have to be 
projected on these F-VACs. Going back to Eq. (5.10), the left and the right unitary matrices and 
their projections on the NSV are same. Therefore, we can simply write the SVD expression as: 
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Alternatively the spatial averaged power spectral density or PSD can be written as:  
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In Eq. (5.13),  iu
~  and  iv
~
 
are respectively the i
th
 column vector of the unitary matrices 
 
SS
U
psd
~
 and  
SS
V
psd
~
, and they also represent the i
th
 F-VAC that establish a direct connection 
between PSD of the field point and the NSV of the forced structural vibration. The singular value  
i
~  represents the weighting factor for the ith F-VAC determined by the geometric distribution of 
the location in which the vibro-acoustic quantities are sought and provided. Hence the size of the 
singular value being large or small cannot independently determine whether the F-VAC is a 
dominant in a sound radiation. However, the dominant F-VACs [36] for the sound radiation 
potential can be determined by projecting the NSV on each F-VAC and determining each F-
VAC’s contribution in relation to the total sound radiation. This determination of the relative 
contribution of an individual F-VAC to the sound radiation by the projection of NSV is 
mathematically established in Eq. (5.14). 
 
 
%100
PSD
PSD~ 


 ii                                                                      (5.14) 
The F-VAC with the highest relative contribution is the dominant F-VAC for PSD of the 
field points. The noise reduction potential of the dominant F-VAC is numerically (or 
mathematically) determined by setting the corresponding singular value to zero. However, this 
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noise reduction potential cannot be simply realized in practice by physically suppressing the 
vibration deflection shape that corresponds to the F-VAC shape. Because, F-VAC shape as 
explained previously do not have a direct physical inference.  
B. Modal decomposition of PSD through F-VACs 
To obtain a physical inference in terms of vibration deflection shapes the modal 
expansion of the NSV is projected over the F-VACs. The natural modes involved in a modal 
expansion are basis vectors and projection of these basis vectors on to the FVACs (basis vectors 
themselves) help in visualizing and identifying the vibration components that need to be 
suppressed. As seen in Eq. (5.15), the structural vibration can be expressed as a expansion 
summation of ‘Q’ natural modes ‘   QS ’ and ‘Q’ modal participation factors ‘  1Q ’.  
      11);(ˆ   QQSSrecsn xv 

                                                         (5.15) 
The above modal summation method enables a linear transformation of the F-VACs to be 
transposed to the physical co-ordinate system that spans the vibration. To understand the modal 
decomposition clearly, the i
th
 F-VAC contribution to the PSD in Eq. (5.16) is expanded in Eq. 
(5.17) in terms of the ‘Q’ natural modes. The transformation shown in Eq. (5.16) & Eq. (5.17) 
are unique and feasible only because the F-VACs represent a set of linearly independent and 
mutually orthogonal basis like the natural mode shapes of a structure.  
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C. Modal contribution to the PSD through F-VACs using a decoupled modal contribution 
assumption 
If the acoustic contributions of the modes are assumed to be decoupled, then the i
th
 F-
VAC contribution to the PSD coming from the q
th
 natural mode is represented as   qiPSD , and 
it is derived in Eq. (5.18).  
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This equation was obtained by retaining only the modal participation of the q
th
 mode in 
the modal participation vector on the right hand side of Eq. (5.17). Or in other words, modal 
participation factors of all the other modes other than the ‘qth’ mode are equated to zero.  
The relative contribution of each mode with respect to the total PSD can be obtained 
using Eq. (5.18) and Eq. (5.16). This relative contribution derived in Eq. (5.19) can be used to 
determine the dominant modes that directly contributed to the radiated sound. 
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Alternatively, the impact of suppressing (or removing) the q
th
 natural mode on the 
resultant power spectral density can be estimated in terms of dB reduction in SPL as: 
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However, in reality suppressing a particular mode alone without affecting the other 
modes is not possible. So Eq. (5.20) is used as a guidance to gain insight into the relative noise 
reduction that might be achieved if the dominant mode(s) are suppressed in theory. 
It is common in analytical studies to see the usage of theoretical modal radiation 
efficiency for analyzing the sound radiation of structure. Using the F-VAC decomposition 
enables modal radiation efficiency [12] of a particular mode to be obtained in terms of PSD 
contribution from decoupled modes. To calculate the modal radiation efficiency, consider the 
case where there are ‘F’ field point locations  fx

 equally distributed over an farfield enclosing 
surface that completely surrounds the source surface. For example, consider a structure in an 
semi anechoic environment  enclosed above the ground by a hemisphere of radius ‘r’ with ‘F’ 
farfield points each distributed over ‘F’ number of equal surface area segments on the 
hemispherical surface (here the distance r must satisfy the farfield radiation condition and the 
hemisphere surface area is 22FS_Area r ). Now, the modal radiation efficiency [12] of the qth 
mode is given by: 
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where q
~
 given by Eq. (5.22) is the power radiated by the q
th
 mode corresponding to the ‘F’ 
locations on the enclosing surface , and 0  given by Eq. (5.23) is the power radiated by area ‘A’ 
(equivalent to the surface area of the source) of an finite vibrating plate embedded in an infinite 
rigid baffle. The plate vibrates as a rigid piston with amplitude given by the average square 
velocity   
2
1,
ˆ
Sqn
v   of the decoupled modal vibration given in Eq. (5.24). 
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This determination of modal radiation efficiency helps in identifying decoupled modes 
that are highly efficient in sound power radiation for a given forced excitation.  
 
D. Modal contribution to the PSD through F-VACs using a coupled modal contribution 
assumption 
In reality the actual structural vibrations are realized through coupling of the natural 
modes. Therefore, we need to examine the impact of coupling in analyzing structural vibrations 
and noise reduction. To do this, the matrix formulation in Eq. (5.17) is analyzed using couple 
modal contribution assumption. Here, a coupled modal decomposition of F-VAC separates the 
PSD in terms of the q th natural mode contribution through the ith F-VAC. This PSD quantity ‘
  qi

PSD ’, in a system of coupled modal contributions to the radiated sound can be expressed 
by: 
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where  )0(
,
PSD 


q
qi
 is the PSD contribution of all modes except the q th mode through the ith F-
VAC, which is given by: 
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where    10  Qq  is given by Eq. (5.27). It is derived from the modal participation vector by 
excluding the modal contribution of mode number ‘ q ’ alone. 
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The total contribution of the ‘ q ’ mode to the PSD is the summation of ‘   qi

PSD ’ for 
all the ‘S’ F-VACs. 
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 Using Eq. (5.28) and Eq. (5.16), the relative contribution of each mode with respect to 
the total PSD can be obtained and used to determine the dominant modes that directly 
contributed to the radiated sound. This relative contribution is derived in Eq. (5.29). 
Alternatively, the theoretical SPL reduction as obtained in Eq. (5.30) could be very useful in 
determining the theoretical dB level reduction possible through the suppression of a ‘ q th’ mode.  
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Similar to section C, the modal radiation efficiency of a particular mode can now be 
obtained using the F-VACs decomposed in terms of PSD contribution from coupled modes. The 
modal radiation efficiency of the ‘ q th’ mode is given by: 
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where q
~
 given by Eq. (5.32) is the power radiated by the ‘ q th’ mode corresponding to the ‘F’ 
locations on the enclosing surface. 
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This determination of modal radiation efficiency helps in identifying the coupled modes 
that are highly efficient in sound power radiation for a given forced excitation.  
 
5.4 Experimental setup,  data acquisition and determination of noise frequencies for 
structure-borne noise analysis 
In this section, the cost effectiveness of noise control obtained through practical 
suppression of the dominant modes will be studied and understood using a point excited baffled 
square plate (“217 mm” by “217 mm” by “1.25 mm”) with free-free boundary condition (by 
supporting on foam) in a fully anechoic chamber. The plate was set to vibration by applying a 
point force excitation of random noise signal using a mechanical shaker. The square plate used 
here is the same one used in Section 4.4; however the set up was improved to reduce diffraction 
effects and the plate was rested over a comparatively softer boundary. Acoustic absorption foam 
was used on the sides below the baffle to reduce the level of diffracted coming to the 
measurement field area from underneath the baffle.  
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Figure 5.1. Acoustic pressure measurement using rectangular microphone array 
 
The radiated acoustic pressures were measured using 5 patches of a 7  7 microphone 
array at a stand-off distance of 10 mm above the plate surface (see Figure 5.1). The excitation 
signal level was adjusted to ensure that the signal to noise ratio is maintained at 15 dB or higher 
over the “0 to 800 Hz” frequency range. The relative phases of the acoustic pressures were 
obtained by taking cross correlations of measured data with respect to the excitation force as a 
reference signal. The cross-correlations of the 5 patches of measured acoustic pressures with 
respect to the reference signal (phase assigned spectrums) was used as the input data for the 
HELS codes using a combination of hybrid regularization and supplemented NSV method to 
reconstruct the NSV on the 9  9 grid marked over the plate surface with retro-reflective tapes.  
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Figure 5.2. NSV measurement using laser vibrometer 
With the same setup and excitation levels separate tests were conducted to directly 
measure: the NSV on the 9x9 grid using a laser vibrometer (see Figure 5.2). The measured NSV 
at 13 blue dot locations as shown in Figure 4.3 were used as supplemented data. Further, the 
farfield pressures at 48 locations on a rectangular parallelepiped surface above the baffle using 4 
patches of 4x3 microphone cage array (see Figure 5.3). The measured NSV data was used to 
identify the modal characteristics using experimental modal analysis. The measured farfield field 
pressures were used to identify noise problem frequencies and noise reduction possible through 
F-VAC analysis. A rectangular parallelepiped type arrangement was used here for determining 
the radiated sound power from farfield pressure measurements.  
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Figure 5.3. Farfield pressure measurement using microphone cage array 
 
A. Natural modes of the plate  
Figure 5.4 shows the first 20 natural modes of the plate structure calculated using 
experimental modal analysis (EMA) using measured NSV data. Alternatively, if the 
measurement data were not available, then such modes can also be obtained using the 
reconstructed NSV data. However, it should be borne in mind that, the identification of natural 
frequencies and natural modes require a very accurate reconstruction of phase information in the 
NSV (which is very demanding for arbitrary shaped structures). Among the modes identified 
using EMA, the first three are rigid body modes and the rest 17 are flexural modes. These modes 
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form the linearly independent orthogonal modal set   QS  that will be used in the modal 
decomposition of F-VACS for identifying the critical vibration components that are directly 
related to the radiated structure-borne noise.   
 
Figure 5.4. First 20 natural modes of the plate 
 
Analysis techniques to determine the modal radiation efficiency of rectangular plates for 
a given point excitation location are abundant in literature [49-52]. Of considerable importance 
and relevance to this dissertation is the radiation classification of rectangular plate modes by 
Gideon Maidanik [52]. In which the modes are classified into three regions [12] based on their 
relation between structural wavenumber (kx, ky) and acoustic wave number (k): surface mode 
region, corner mode region and edge mode region (See figure 5.5).  
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Figure 5.5. An illustration of radiation classification for acoustic wave number ‘k’=10. 
 
Surface mode region (the quarter circle region inside: kx ≤ k & ky ≤ k): where both the 
structural wavenumbers fall inside the radiation circle of radius k. Edge mode region (in the 
region roughly bounded between the quarter circle and: kx > k & ky ≤ k [or] kx ≤ k & ky > k): 
where only one of the structural wave numbers fall outside the radiation circle of radius k. 
Corner mode region (in rectangular region inside: kx > k & ky > k): where both the structural 
wave numbers fall outside the radiation circle of radius k. For a given frequency the modes 
inside the radiation circle (or the surface mode region) will be the ones with the highest radiation 
efficiency. However, the square plate considered in this study is too small to accommodate a 
flexural mode with a very low structural wave number in the surface mode region. 
k=10 
 
 
Edge mode region 
 
 
Corner mode region 
 
 
Edge mode region Surface 
mode region 
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Figure 5.6. 2D DFT of the first 20 natural modes with radiation circle for 800 Hz. 
 
For a given frequency (say, 800 Hz), the acoustic radiation of the natural modes in figure 
5.4 can be classified to the above regions through a two dimensional discrete Fourier transform 
(DFT).  The 2-D DFT of the mode shapes are plotted in Figure 5.6 along with a radiation circle 
of radius equal to the acoustic wave number corresponding to 800 Hz frequency. The circle 
drawn in the middle of the graphs helps in identify the modes in the source mode region for 
frequencies below 800 Hz. From the graphs it can be clearly seen except the first three rigid body 
modes, the rest 17 flexible body modes are totally outside the surface mode region. For a unit 
load excitation across all frequencies, the modes in the surface mode region will have the highest 
radiation efficiency (in our experiment case: rigid body modes) followed by modes in edge and 
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corner mode regions (in our experiment case: flexible modes). However, in our experiment case 
the force spectrum is not flat across all frequencies. 
Similarly, the structural vibration due to a given excitation can also be classified for its 
radiation in these regions; however, such a classification won’t be clear enough to identify the 
region of the dominant natural modes. Therefore, in this chapter the dominant F-VAC basis 
vector for sound radiation will be transformed using 2-D DFT for classifying the region of the 
dominant vibration components. 
B. Farfield sound radiation 
The experimental setup in the fully anechoic room with the square plate surrounded by a 
finite baffle represents acoustic radiation in a semi-anechoic environment. Also, the 48 farfield 
locations in Figure 5.3 represent the 5 measurement surfaces of a typical rectangular 
parallelepiped geometry used for sound power measurement in a semi-anechoic environment. 
Therefore, the experimental setup enables the radiated sound power ‘  ;SP measfx

’ of the plate to 
be directly calculated from the spatially averaged power spectral density ‘  ;PSD measfx

’ at the 
48 measurement locations and the measurement surface areas of the rectangular parallelepiped.  
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Figure 5.7 shows the plot of acoustic power and PSD (or) the sum of the spatially 
averaged PSD of the acoustic pressures measured at these 48 locations in the farfield using the 
4x3 cage type array.  The measured PSD and SP below 400 Hz in Figure 5.7 shows noise 
radiation peaks at the following frequencies: 29, 40, 43, 96, 116, 191, 318 and 368 Hz. Of these 
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191 & 318 Hz noise peaks were the most significant ones below 400 Hz; and the F-VACs at 
these frequencies will be used in the next section for their noise control. 
 
Figure 5.7. Measured sound power spectral density of the plate radiation. 
 
C. Forced Vibro-Acoustic components 
As stated earlier, unlike structural modes, the F-VACs are obtained via mathematical 
manipulations and they have no physical meanings; so, their geometric shape as such shouldn’t 
be given much importance However, for an illustration of the shape of the F-VACs; their real 
and imaginary parts of the first 20 columns of psd
S S
U

 
   obtained using Eq. (5.10) at frequencies 
191 Hz are plotted in Figure 5.8. and Figure 5.9 respectively. 
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Figure 5.8. Real part of the first 20 FVACs at 191 Hz  
 
Figure 5.9. Imaginary part of the first 20 FVACs at 191 Hz  
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5.5 Experimental validation of structure-borne noise analysis using F-VACs 
A detailed F-VAC analysis was carried out for all 1/3
rd
 octave band frequencies between 
20 Hz to 400 Hz. The results of this analysis are shown Figure 5.10 and Figure 5.11.  
 
Figure 5.10. Decoupled modal contribution study for farfield pressure control 
 
Figure 5.11. Coupled modal contribution study for farfield pressure control 
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The left hand side bar graphs in these figures show the SPL of the PSD at the 48 
locations; while the right hand side shows the first three dominant modes that are directly 
responsible for the farfield sound pressures at the 48 locations measured using the cage array. 
Though the highest dominant mode in both approach were same; the noise reduction potential of 
their suppression were different. The following discussion will focus on identifying the best 
approach and other parameters that could be used to unambiguously identify the dominant 
modes. It is important to note here that the above results are based on theoretically suppressing 
select modes; therefore, the same type of suppression will not be practical to replicate. 
Based on the dominant modes identified in the Figure 5.10 and Figure 5.11, four different 
modified boundary configurations for the plate (Figure 5.12) were built. The modifications help 
to selectively target and suppress certain modes. The four different modified plate configurations 
in Figure 5.12 are symbolically represented by A+, B×, C≠ & D.  
 
Figure 5.12. Modified plate configurations showing the restraints 
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Modifications A+, B× & C≠, constrain the free boundaries using clamp restraints that 
hold the plate sides between upper and lower recirculating ball supports. These supports fully 
restrain the vertical displacement of the plate at the support points (in the nodal line shown by 
Figure 5.12 ); while the ball-bearing rolling motion in the clamp supports allows plate motion in 
the horizontal and lateral directions. Modification D retains the free boundary motion of the 
plate sides, but adds a stiffness restraint to the plate edges. With reference to Figure 5.6, the 
constraint nature of the modification can be understood as: modification A+, suppresses the 
modes in the surface and edge mode regions; modification B×, suppressed the modes in the 
surface and corner mode regions; modification C≠, suppresses the modes in the surface mode 
and edge mode regions; modification D, suppresses the modes in the edge mode region. 
The measured farfield pressures from the modified configurations will be used to 
“indirectly” validate the F-VAC analysis. The term “indirectly” is specifically used here to 
caution that the results used in the verification process are for guidance purpose only and not a 
direct/actual representation of the theoretical findings. PSD of the measured farfield acoustic 
pressures for the four modified configurations were compared with the baseline data in the four 
quadrants of Figure 5.13. The PSD comparison near 191 Hz between baseline and modified 
configurations show that constraining the modes in the corner mode region provides the best dB 
level reduction (modifications B and D). The PSD comparison near 318 Hz between baseline and 
modified configurations shows that constraining the modes in the edge mode region provides the 
best dB level reduction (modifications A and C). A detailed F-VAC analysis for the PSD at 191 
Hz and 318 Hz will be dealt in the next four sub-sections to identify the different modes that are 
directly responsible for the radiated sound at these frequencies.  
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Figure 5.13. PSD of measured farfield pressure spectrums 
 
NOTE I: Figure 5.14 and Figure 5.15 contain the results obtained using decoupled modal 
contribution assumption. All the different graphs are provided in a single sheet for better 
identification of all parameters involved in an F-VAC analysis. The figure contents are: 
1. The dominant F-VAC along with its 2D DFT will be shown on the left side, and the 
dominant mode along with its 2D DFT will be shown on the right side. 
2. The 3D chart in the top titled “Relative contributions to PSD at: X Hz” will represent the 
relative contribution of the ‘qth’ mode obtained through the ‘ith’ F-VAC using Eq. (5.18) and 
Eq. (5.12). Each natural mode will be uniquely colored for identification between the 
different bar charts. Black bars are used to identify the F-VACs. 
3. The 2D bar graph titled “Relative contribution of F-VACs” will represent the relative 
contribution of the ‘ith’ F-VAC obtained using Eq. (5.14).  
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4. The 2D bar graph titled “Relative contribution of natural modes” will represent the relative 
contribution of the ‘qth’ natural mode obtained using Eq. (5.19).  
5. The 2D bar graph titled “dB reduction of PSD through modal suppression” represents the dB 
reduction in PSD obtained using Eq. (5.20).  
6. The 2D bar graph titled “Modal radiation efficiency” is based modal radiation efficiency 
calculation based on decouple modal contribution assumption made in Eq. (5.21).  
 
A. PSD control study at 191 Hz using decoupled modal contribution assumption 
Figure 5.14 shows the dominant F-VACs and natural modes for 191 Hz sound radiation 
under the decoupled modal contribution assumption. The acoustic radiation from this vibrating 
plate is mainly realized through the 1
st
 F-VAC mode. In terms of the natural mode, the majority 
of acoustic radiation is from the 7
th
 natural mode, followed by a distant contribution from the 6
th
 
natural mode. However, from the classical radiation efficiency point of view, the 6
th
 natural 
mode is the highest, followed by the 7
th
 natural mode. On the other hand, suppressing the 7
th
 
natural mode produced the most noise reduction, 8.3 dB, while suppressing the 6
th
 natural mode 
only results in less than 1 dB noise reduction. Therefore, mode 6 having the highest radiation 
efficiency is not a critical vibration component. Let us understand why in the next paragraph. 
From wave domain analysis, the 1
st
 F-VAC identified as the dominant component was 
found to be a corner mode. The 7
th
 natural mode identified as the first dominant mode is also a 
corner mode. Theoretical suppression of the 7
th
 mode alone could reduce the PSD by 9 dB at 191 
Hz. Experimentally this can be verified from the PSD spectrum of modified plate configuration 
B (Figure 5.13) that could constrain the modes in the corner mode region. Also, modified plate 
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configurations A and C that can suppress the modes in the edge mode region (like mode 6) show 
negligible noise reduction at 191 Hz frequency.  
B. PSD control study at 318 Hz using decoupled modal contribution assumption 
Similar results of the F-VAC analysis shown in Figure 5.15 identify the critical natural 
modes that are directly responsible for SPL at the field points at 318 Hz frequency. The 4
th
 and 
the 5
th
 F-VAC were identified as the dominant vibro-acoustic components are edge modes. The 
9
th
 mode (edge mode) is identified as the first dominant natural mode, followed by the 10
th
 (edge 
mode) and the 7
th
 (corner mode). Theoretical suppression of the 9
th
 mode (first dominant) could 
alone reduce the PSD by 7 dB; and theoretical suppression of the 10
th
 mode (second dominant) 
alone could reduce the PSD by 1 dB. Experimentally this can be verified from the PSD spectrum 
of modified configurations A and C (Figure 5.13) that constrain the modes in the edge mode 
region. The third dominant mode is the 7
th
 natural mode (edge mode); whose theoretical 
suppression can reduce the PSD at 318 Hz by 1 dB. Also suppression of modes 1, 2 and 3 in the 
surface mode region were not beneficial. This can also be verified from the PSD spectrums of 
modification configurations A, B and C (Figure 5.13) that constrain the modes in the surface 
mode region. However, from the classical radiation efficiency point of view, 10
th
, 9
th
, 4
th
, 8
th
 and 
7
th
 natural modes have the highest radiation efficiency. Of these, the 4
th 
and 8
th
 and 7
th
 mode are 
corner modes and their suppression is not shown to beneficial in the noise reduction point of 
view. Therefore, it is once again seen that the modes of higher radiation efficiency were not 
necessarily the dominant ones for noise radiation.  
The above results were under the assumption that the acoustic contributions of the modes 
are decoupled. Figures 5.16 and Figure 5.17 in the following sections represent the FVAC for 
coupled modal contribution assumption. 
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Figure 5.14. FVAC analysis for PSD at 191 Hz – decoupled modal contribution assumption 
(please read “NOTE I” in page 75) 
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Figure 5.15. FVAC analysis for PSD at 318 Hz – decoupled modal contribution assumption 
(please read “NOTE I” in page 75) 
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NOTE II: Figure 5.16 and Figure 5.17 contain the results obtained using decoupled 
modal contribution assumption. The figure contents are: 
1. The dominant F-VAC along with its 2D DFT will be shown on the left side, and the 
dominant mode along with its 2D DFT will be shown on the right side. 
2. The 3D chart in the top titled “Relative contributions to PSD at: X Hz” will represent the 
relative contribution of the ‘qth’ mode obtained through the ‘ith’ F-VAC using Eq. (5.25) and 
Eq. (5.12). Each natural mode will be uniquely colored for identification between the 
different bar charts. Black bars are used to identify the F-VACs. 
3. The 2D bar graph titled “Relative contribution of F-VACs” will represent the relative 
contribution of the ‘ith’ F-VAC obtained using Eq. (5.14).  
4. The 2D bar graph titled “Relative contribution of natural modes” will represent the relative 
contribution of the ‘qth’ natural mode obtained using Eq. (5.29).  
5. The 2D bar graph titled “dB reduction of PSD through modal suppression” represents the dB 
reduction in PSD obtained using Eq. (5.30).  
6. The 2D bar graph titled “Modal radiation efficiency” is based modal radiation efficiency 
calculation based on decouple modal contribution assumption made in Eq. (5.31).  
 
C. PSD control study at 191 Hz using coupled modal contribution assumption 
Results in Figure 5.16 demonstrate that at 191 Hz, acoustic radiation from this vibrating 
plate under the modal coupling assumption is mainly realized through the 1
st
 F-VAC mode. In 
terms of the natural mode, the majority of acoustic radiation is from the 7
th
 natural mode, which 
is the same as those shown in Figure 5.14 under the decoupling assumption. However, from the 
radiation efficiency point of view, the 9
th
 natural mode is the most efficient sound radiator, 
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followed by the 4
th
 and 10
th
 natural modes. It should be noted, however, that the classical 
radiation efficiency is derived based on the decoupled natural modes assumption, which may not 
reflect the reality because modal coupling could drastically change how the structural vibrations 
are converted into acoustic radiation. For example, Figure 5.16 demonstrates that the radiation 
efficiencies of the 9
th
, 4
th
, and 10
th
 natural modes are channeled through the 7
th
 natural mode into 
acoustic radiation. Accordingly, suppressing the 7
th
 natural mode produced the most noise 
reduction, 9 dB, while suppressing the 9
th
, 4
th
, and 10
th
 natural modes would lead to insignificant 
noise reduction or even cause some adversary effect, namely, a slight increase in sound radiation 
with the suppression of the 10
th
 natural mode. 
 
D. PSD control study at 318 Hz using coupled modal contribution assumption 
Similar phenomena are exhibited in Figure 5.17. At 318 Hz, structural vibrations under 
the modal coupling assumption are converted to acoustic radiation primarily through the 4
th
 and 
5
th
 F-VAC. In terms of the natural modes the majority of acoustic radiation comes from the 9
th
 
natural mode. These are the same as those of a modal decoupling assumption (see Figure 5.15). 
However, the 4
th
 natural mode is the most efficient sound radiator followed by the 2
nd
 and 8
th
 
natural modes. Once again, the efficiencies in sound radiation from the 4
th
, 2
nd
, and 8
th
 natural 
modes are channeled through the 9
th
 natural mode. As a result, suppression of the 9
th
 natural 
mode produces the most significant noise reduction, 7 dB, and suppressing other natural modes 
would yield basically no noise reduction or even producing adversary effects. For example, 
suppressing the 2
nd
, 3
rd
, 6
th
, and 7
th
 natural modes may actually increase acoustic radiation. These 
phenomena are all due to modal coupling effects that cannot be revealed if we focus on a modal 
decoupling assumption. 
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Figure 5.16. FVAC analysis for PSD at 191 Hz – coupled modal contribution assumption (please 
read “NOTE II” in page 80) 
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Figure 5.17. FVAC analysis for PSD at 318 Hz – coupled modal contribution assumption (please 
read “NOTE II” in page 80) 
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 These results demonstrate that one cannot solely rely on the classical radiation efficiency 
calculations to identify the dominant natural modes responsible for acoustic radiation from a 
vibrating structure, and design noise reduction strategies. Instead we must consider the effects of 
modal coupling in analyzing the correlations between the natural modes and acoustic radiation. 
In particular, we must focus on the dominant contributors to resultant acoustic radiation, which 
can be identified through the F-VAC analyses, and understand that these dominant contributors 
may not directly correspond to the natural modes of the highest radiation efficiencies. This is 
because the acoustic energies may be channeled through other natural modes and released to the 
surrounding fluid medium as sound radiation through the modal coupling effects. 
 
5.6 Conclusions 
Suppression of modes with higher radiation efficiency may not be cost-effective. 
Because, natural modes of higher radiation efficiencies are not necessarily dominant mode for 
noise radiation. Suppression of dominant modes identified through F-VAC approach using 
coupled modal contributions assumption is the cost-effective way to do noise reduction.  
The proposed technique of HELS-based forced vibro-acoustic analysis was 
experimentally validated for the identification of natural mode(s) that are directly responsible for 
sound radiation. In comparison to traditional vibration control methods and classical modal 
radiation efficiency analogy, the FVAC methodology provides the advantage of determining all 
the natural modes responsible for sound reduction and assesses the best strategy to suppress them 
to achieve a desired level of noise reduction. Hence higher cost-effectiveness is warranted by this 
approach of targeted suppression of dominant modes for sound radiation in comparison to 
traditional methods; where either all vibrations are suppressed [or] a natural mode near the 
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problem frequency alone are suppressed [or] those with the highest radiation efficiency are 
suppressed. The next chapter details a simplified technique to conveniently apply the F-VAC 
approach for identifying the critical vibration components in an arbitrary shaped structure. 
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CHAPTER 6 “SOURCE LOCALIZATION USING PANEL ACOUSTIC 
CONTRIBUTION EXAMINATION (PACE)” 
6.1 Proposed theory 
Application the F-VAC approach for structure-borne analysis of an arbitrary shaped 
structure is possible; however, analyzing the structure as a whole can be quite challenging and 
time-consuming. Especially, the visualization and interpretation of the results to meaningfully 
identify the critical vibration components for sound radiation can become very tedious. 
Therefore it would be convenient if the F-VAC analysis in arbitrary shaped structure is carried 
out in steps over smaller sections of the source surface or even better be restricted to a smaller 
section of the structure having the highest relative contribution to the radiated sound. The later 
scheme is very efficient way and is possible by first applying HELS based panel acoustic 
contribution examination (PACE) [53] to determine panels having the highest relative 
contribution to the radiated sound.  
In PACE [54, 55], the HELS based interrelationships between vibration and sound were 
derived to analyze the relative panel acoustic contributions of a vibrating structure. The essence 
of this procedure is to correlate the acoustic power flow from each panel to the radiated acoustic 
pressure at any field point. The acoustic power is obtained by integrating the normal component 
of the surface acoustic intensity, which is the product of the surface acoustic pressure and normal 
surface velocity reconstructed by using the Helmholtz equation least squares based nearfield 
acoustical holography.  
The significance of this methodology is that it enables one to analyze and rank the 
relative acoustic contributions of individual panels of a complex vibrating structure to acoustic 
radiation anywhere in the field based on a single set of the acoustic pressures measured in the 
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near field. Moreover, this approach is valid for both interior and exterior regions. Examples of 
using this method to analyze and rank the relative acoustic contributions of a scaled vehicle 
cabin are demonstrated. 
 
6.2 PACE formulations 
In order to correctly analyze the relative acoustic contributions from a vibrating structure, 
it is necessary to establish the direct correlation between acoustic quantities on a vibrating 
surface and those in the field. This may be done in two steps: 1) establishing the correlation 
between the acoustic pressures measured on a hologram surface in the near field to the acoustic 
quantities on the surface of a vibrating structure; and 2) establishing the correlation between the 
vibro-acoustic responses on the surface of a vibrating structure to SPL values anywhere in the 
field. In this chapter, HELS formulations for hybrid regularization was chosen to establish these 
correlations. However, similar correlations can also be derived through other methods. 
To derive the formulation that correlates the net acoustic power from each panel to the SPL 
value at any field point, let us consider the definition of SPL. 
                                                                              (6.1) 
where  implies the reconstructed mean-squared acoustic pressure at any field point 
, and  (Pa) is the reference acoustic pressure. Note that 
,                                          (6.2) 
where   is the complex amplitude of the acoustic pressure at any field point  
that can be reconstructed by using Eq. (6.3).  
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In order to link, the field acoustic pressure  to the surface acoustic pressure
, Eq. (4.9) is inverted so that 
 
is written as a function of , 
,                                                  (6.4) 
where the symbol Gpp is defined as 
.                                                     (6.5) 
Substituting Eq. (6.4) into the right side of Eq. (6.3) for any field point  produces, 
,                                               (6.6) 
where  implies the transfer function that correlates the reconstructed field 
acoustic pressure  at  to the reconstructed acoustic pressure  on 
the vibrating surface , s = 1, 2, …, S. 
,                    (6.7) 
where  represents the pseudo inversion in Eq. (3.6), 
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Similarly, Eq. (4.10) can be inverted to express the field acoustic pressure
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                                                     (6.10) 
Substituting Eq. (6.9) into the right side of Eq. (6.3) for any field point  leads to, 
,                                               (6.11) 
where  implies the transfer function that correlates the reconstructed field 
acoustic pressure  to the reconstructed normal surface velocity , 
.                  (6.12) 
Equations (6.5) and (6.11) demonstrate that the field acoustic pressure  may 
be correlated to the surface acoustic pressure  and normal surface velocity
. On the other hand, Eq. (6.2) allows one to express the mean-squared acoustic 
pressure as one half of the product of complex amplitudes of the acoustic pressure and its 
complex conjugate. Taking the complex conjugate of Eq. (6.11) yields, 
.                                             (6.13) 
Substituting Eqs. (6.5) and (6.13) into Eq. (6.2), we obtain 
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where the normal component of the time-averaged acoustic intensity on the surface nIˆ
 
is defined 
by Eq. (6.15). 
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Substituting Eq. (6.14) into (6.1) then leads to, 
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(6.16) 
Equation (6.16) is the main result of this chapter. It shows that the SPL value at any field 
point may be correlated to the normal component of the acoustic intensity on the surface of a 
vibrating structure through transfer functions Tpp and Tpv. Suppose that the structure consists of 
many panels. By summing the normal components of the time-averaged acoustic intensities on 
these panels, the net acoustic powers can be calculated and relative contributions be ranked. This 
is the essence of the present acoustic contribution analysis. 
It is emphasized that the correct way of identifying the most critical panels responsible for 
acoustic radiation is to estimate the net acoustic power using Eq. (6.15) for the particular panel, 
which is an indicative of the net acoustic energy flow from each panel. Such an analysis is 
independent of the measurement locations. On the other hand, Eq. (6.14) indicates how these 
acoustic powers are carried to a field point through the transfer functions Tpp and Tpv, which 
makes the SPL value position dependent. 
Note that Eq. (6.14) is valid for any number of field points based on a single set of input 
data. In other words, acoustic contribution analysis can be repeated again and again without the 
need to retake input data, thus significantly enhancing the efficiency in acoustic contribution 
analyses. 
 
6.3 Application example of acoustic panel contributions 
This section illustrates the application of the proposed panel contribution analysis method 
to a scaled vehicle cabin. Figure 5 shows the scaled vehicle structure that consisted of eight panel 
surfaces. The vehicle was excited by a mechanical shaker through a stinger attached to the bottom 
93 
 
of the floor panel. The acoustic pressure field inside the vehicle was highly reverberant, making the 
reconstruction of the acoustic field quite challenging since the acoustic pressure at any field point 
consisted of both direct and reverberant contributions. 
 
Figure 6.1. Test setup for the scaled vehicle model that consisted of eight panels. 
 
The input data in this case were measured by a linear array of eight microphones mounted 
on a track to facilitate the collection of the near-field acoustic pressures inside the vehicle model, 
much like what was done in analyzing interior noise and fuselage vibrations of a propeller-driven 
aircraft Model Beech 1900 in flight [56]. Special microphone fixtures and tracks were fabricated. 
The microphone standoff distances were 15 to 20 mm to avoid hitting the ridges between 
neighboring panels as the microphone array was moved along tracks to collect input data. The 
total number of measurement points was 608. These data were taken as input to the HELS codes 
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to reconstruct the vibro-acoustic responses on the panel surfaces and the acoustic pressures in the 
field. 
Once this was done, the net acoustic powers from all panels were calculated by integrating 
the normal component of the time-averaged acoustic intensities over the individual panel 
surfaces. These acoustic powers were utilized to estimate the relative acoustic contributions and 
correlated to the reconstructed acoustic pressure at any field point through Eq. (6.14). 
To validate panel contribution analysis results, the reconstructed normal surface velocities 
at arbitrarily selected points on all eight panels were compared with those measured by using a 
laser vibrometer, and reconstructed acoustic pressures at various field points were compared with 
those measured by microphones at the same locations. 
Figure 6.2 depicts the comparisons of the reconstructed normal surface velocity spectra 
with those measured using a laser vibrometer on all panel surfaces. Results demonstrate that 
satisfactory agreements were obtained for all panels from 20 Hz to 220 Hz. The accuracy in the 
reconstructed normal surface velocity deteriorated somewhat from 220 Hz to 400 Hz. These errors 
can be greatly reduced by decreasing the standoff distance to 10 mm or even smaller. However, 
this may cause a problem for automatic data acquisition because the microphone array may hit 
ridges joining two panels. In order to generalize the results presented in this study, we convert 
the frequency range to a dimensionless one. Since this scaled vehicle has an overall dimension of 
0.55  0.35  0.35 m3 (length  width  height), 20 Hz to 400 Hz in this case corresponds to a 
dimensionless frequency ka = 0.13   4.07. This dimensionless frequency range enables one to 
get a rough idea of the valid frequency range for a vehicle cabin of different dimensions.  
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Figure 6.2. Comparisons of the reconstructed and measured normal surface velocity spectra on 
eight panels. Dashed line: Reconstructed; Solid line: Measured. 
 
For brevity yet without loss of generality, we exhibit one comparison of the reconstructed 
and measured acoustic pressure spectra at the driver’s ear position (see Figure 6.3). Results 
indicate that satisfactory agreement was obtained. As pointed up earlier, more accurate 
reconstruction can be obtained by reducing the standoff distance and microphone spacing in the 
measurement setup or by using a combination of hybrid regularization and supplemented NSV 
based HELS method. However, our goal here is to demonstrate the use of Eq. (6.16) to analyze 
relative acoustic contributions of a complex vibrating structure. Figures 6.2 to 6.4 and Reference 
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39 have demonstrated how one can obtain very accurate reconstruction of the vibro-acoustic 
responses on the source surface and the acoustic pressures in the field. 
 
Figure 6.3. Comparison of the reconstructed and measured acoustic pressure spectra at the 
driver’s right ear position.  
 
Figure 6.4 depicts the panels that were the most dominant contributors to acoustic 
radiation based on the acoustic power calculations for this scaled vehicle in 1/3-octave bands. The 
choice of using 1/3-octave bands over discrete frequencies was made because in practice panel 
contributions were not done for tonal sounds. Results showed that left door was the major 
contributor to sound radiation in 1/3-octave bands with the center frequencies 40, 80, 100, 125, 
160, and 250 Hz. Floor was responsible for sound radiation at the center frequencies 63 and 315 
Hz. Figure 6.4 showed that the left door panel was a more significant sound radiator than the floor 
panel, even though floor was directly excited by a vibration shaker. The next major contributor 
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was the firewall panel for sound radiation at the center frequencies 31.5 and 400 Hz. Ranking of 
relative acoustic contributions can continue for all frequency bands. 
 
Figure 6.4. The most significant contributors to acoustic radiation inside the scaled vehicle based 
on the net acoustic power calculations from 20 Hz to 400 Hz in 1/3-octave bands. 
 
As a comparison, we display the most dominant contributors to the SPL value at a specific 
field point, say, the driver’s ear position based on the acoustic pressure calculations in 1/3-octave 
bands (see Figure 6.5). Although the SPL value reflects how one senses the sound, it cannot be 
used to locate sound sources and rank relative acoustic contributions because the acoustic 
pressure is a scalar, not a vector quantity and position dependent. For example, the major 
contributor to acoustic radiation at the center frequencies 50, 100, 160, and 200 Hz in 1/3-octave 
bands based on the SPL value calculations would be left door; the second major contributor at the 
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center frequencies 25, 125, and 315 Hz be right door; and the third major contributor at the center 
frequencies 40, 63, 80, and 250 Hz be roof. All these panels were very close to the driver’s ear, 
giving the false impression that sounds were emitted from these panels. 
 
Figure 6.5. The most significant contributors to the SPL value at the driver’s ear position inside 
the scaled vehicle based on acoustic pressure calculations from 20 Hz to 400 Hz in 1/3-octave 
bands. 
 
Figure 6.6 shows the relative contributions from all panels of this scaled vehicle based on 
the SPL value calculations at the center frequency 125 Hz in 1.3-octave band. Note that 
contributions were all positive because the acoustic pressure was a scalar quantity. In particular, it 
was seen that contributions from right and left doors were higher than other panels, and the 
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numerical value of the SPL value for the right door panel (103.9 dB) was only slightly higher than 
that of the left door panel (103.7 dB). 
 
Figure 6.6. Relative contributions from individual panel surfaces to the SPL value at the driver’s ear 
position based on acoustic pressure calculations at the center frequency 125 Hz in 1/3-octave band. 
 
Figure 6.7 illustrates the relative contributions from all panels based on the acoustic 
power calculation at the same frequency band. There were both negative and positive values, 
indicating a net acoustic power flow into and out of individual panels. The top contributors were 
left and right doors, but the net acoustic power flow from the left door panel (0.2111 Watts) was 
higher than that from the right door panel (0.2204 Watts). Hence the major acoustic contributor for 
this frequency band was the left door rather than the right door panel. These results demonstrate 
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that one should always use the net acoustic power rather than the SPL calculation to estimate and 
rank the relative acoustic contributions from a vibrating structure. 
 
Figure 6.7. Relative contributions from individual panel surfaces to acoustic radiation inside the 
scaled vehicle based on the net acoustic power flow calculations at the center frequency 125 Hz 
in 1/3-octave band. 
 
6.4 Conclusions 
The essence of this panel contribution analysis is to estimate the net acoustic power flow 
from each panel of a vibrating structure, and establish its correlation to the SPL value and acoustic 
pressure spectrum at any field point of interest. This is done by integrating the normal component 
of the time-averaged surface acoustic intensity, which is the product of the normal surface velocity 
and surface acoustic pressure reconstructed by using Eq. (6.14). Experimental results confirm 
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that this approach can produce an accurate prediction of the radiated acoustic pressure inside 
confined space, and identify the critical panels of a vibrating structure responsible for the SPL 
values at any field points of interest. In particular, it enables one to rank relative contributions 
from individual panels of an arbitrarily shaped structure to the resultant acoustic field based on a 
single set of the acoustic pressure measurements. 
Although in this study experimental validations were conducted on a scaled vehicle 
cabin, the same approach could be extended to an untrimmed (body-in-white) vehicle cabin. For 
vehicles with acoustic treatments on all interior surfaces, the surface acoustic impedances 
 ;sxZ

 must be specified. This requires additional measurements of  ;sxZ

 for different 
interior surfaces. Once the surface acoustic impedances are specified, the present approach can 
be utilized to analyze the relative panel acoustic contributions. In this case, the normal surface 
velocity  ;ˆ recsn xv

 in Eq. (6.14) should be replaced by the surface acoustic pressure divided by 
the surface acoustic impedance, i.e.,
  
p xs
rec;w( ) Z xs;w( ) . 
The work presented thus far had identified the dominant panel of sound radiation in an 
arbitrarily-shaped structure. However, for a cost-effective noise control it is still necessary to 
identify the critical component of vibration that is directly responsible for the sound radiated 
from the dominant panel. The previous chapter lays the foundation for determining the vibration 
components through interrelationships that can be established between structural vibration and 
sound radiation. 
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CHAPTER 7 “CONCLUSIONS AND FUTURE WORK” 
 
7.1 Conclusions 
The focal point of this seminal work is: “While sound can be generated by vibrations, not 
all vibrations can produce sound”. To that end, the structure-borne noise analysis approach 
developed in this dissertation had established the significance of identifying the vibrations that 
directly contribute to sound for a cost-effective noise reduction. The ingenuity behind using the 
forced vibro-acoustic components basis vector system for this analysis is that it offers a direct 
correlation between the structural vibration and its acoustic radiation through the transfer 
functions that are available through nearfield acoustical holography methods. The forced vibro-
acoustics components established through Helmholtz equation least squares based nearfield 
acoustical holography method was used in this study. Three marked developments were needed 
in the implementation of HELS based F-VACs to provide the cost-effective noise abatement 
technology; and they were developed and experimentally validated in this dissertation. 
First, the reconstruction accuracy of normal surface velocity is very critical for 
characterizing the noise radiation generated by structural vibration. Hence the reconstruction 
accuracy of original HELS was enhanced by developing a hybrid regularization technique and a 
supplemented NSV technique to alleviate the reconstruction difficulties caused by 
incompleteness and inaccuracies of the nearfield pressure data. Experimental validations on a 
square plate that represent a highly non-spherical but simpler structure proved that satisfactory 
improvements can be accomplished by adopting the advanced techniques and the guidelines 
established. 
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Second, transfer functions that capture the interrelationship of structural vibration to 
sound pressure at a field point and acoustic power radiation from the source were established. 
Formulations that decompose these transfer functions in to F-VACs and the formulations that 
decompose the F-VACs as a modal summation of natural modes were developed. An 
experimental study on using F-VACs to cost-effectively reduce noise on a square plate was 
studied in depth. The outcomes had established a successful determination of the critical 
vibration components and natural modes for sound pressure at a field point and acoustic power 
radiation. 
Finally, towards implementing the F-VAC approach to arbitrary shaped structures a 
convolved technique with panel acoustic contribution analysis was developed. Towards this, the 
panel acoustic contribution analysis method was successfully validated experimentally towards 
determining the dominant panel for sound radiation. A concept of applying the F-VAC approach 
to determine the dominant natural modes in the dominant panel was proposed. However, the 
concept couldn’t be validated as it requires improvement in accurately reconstructing the NSV 
and acoustic radiation in an arbitrary shaped structure.  Such a development is beyond the scope 
of this thesis and should be treated as a future development work necessary toward a successful 
implementation of F-VAC approach to arbitrary shaped structures. 
7.2 Recommendations for future work 
The NSV reconstruction accuracy of original HELS approach was significantly improved 
using the advanced techniques developed in this dissertation. However, the accuracy level 
requirement enforced by F-VAC methodology towards providing a successful reconstruction of 
natural modes is yet to be realized for arbitrary shaped structures. As HELS is an approximate 
technique, it fails to provide an accurate phase representation of the velocity near the natural 
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modes which is very crucial in the eigenvalue solution for determining the modal characteristics 
of the structure. The approximation fails chiefly due to the additional ill-conditioning difficulty 
in extracting NSV that is imposed by differentiation involved in obtaining the expansion 
functions through Euler’s equation. A work around needs to be developed to reduce the 
severance of this ill-conditioning or totally avoid differentiation through other means.  
In inverse problems like NAH it is atypical to use directly measured NSV, because a 
convergence between the reconstructed NSV from radiated nearfield pressures or reconstructed 
nearfield pressures from measured NSVs are difficult to obtain for practical cases. However, 
three dimensional particle velocity measurements along with pressure measurements at the same 
locations in the near field possess theoretical possibilities towards reconstructing both the surface 
vibro-acoustic quantities (SAP, NSV) to the required satisfaction. But, its significance is yet to 
be practically seen due to the cost of a three dimensional particle velocity sensor and its 
unproven accuracy. It is suggested that such particle velocity probes are used in future studies to 
determine their capability in overcoming these limitations.  
 Though not included in the discussions of this dissertation, the outcomes of this study had 
established that aperture size plays a chief role in determining the accuracy of NSV 
reconstruction and farfield pressure reconstruction. Preliminary analysis based on the 
measurements for the plate surface shows that the requirements are contradictory to each other; 
i.e., for NSV reconstruction the measurement area should be 1 to 1.5 times the reconstruction 
area, while for farfield pressure reconstruction the measurement area should be 4 times larger 
than the source surface area. Therefore, using a common measurement surface size leads to 
compromised accuracy. Some experimental investigation on this front is advised for the 
successful implementation of F-VACs as well as HELS.  
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APPRENDIX A “CONTROLLING THE SOUND POWER RADIATION (SP) 
THROUGH F-VACS” 
It is important to note that section 5.3.C & 5.3.D is a special case scenario that extended 
the F-VAC based for PSD reduction technique to derive the modal radiation efficiency for sound 
power radiation over a hemisphere containing this farfield points. In general, the F-VAC based 
approach for PSD reduction discussed in section 5.3 is meant for reducing sound at specific 
farfield point location(s) only. Extending the use of F-VAC based analysis for PSD reduction in 
the entire radiated field would be computationally intensive. 
To reduce noise radiation in the entire radiated field it is necessary to directly identify the 
propagating component of acoustic power radiation from the source surface and suppress it. The 
current section is very approximate and it is provided here to cater the requirement of directly 
reducing the acoustic power radiation from the structural surface in an approximate and 
computationally less intensive manner.  
The sound power radiated by a vibrating surface of average elemental surface area S  
can be written in terms of the surface vibro-acoustic quantities of the area elements. Using 
reconstructed SAP and NSV, the propagating component of sound power ‘  SP ’ radiated by a 
vibrating surface can be derived as:  
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                                                      (A.1)   
The SAP in Eq. (A.2) can be written in terms of the NSV of the surface as shown in Eq. 
(A.2). Substituting Eq. (A.2) in Eq. (A.1) establishes a transfer matrix spG  that provides a direct 
interrelationship between structural vibration and the sound power radiation of the structure.  
106 
 
       
       
1
†
1
†
1
);(ˆ;|;|
;ˆ;|);(ˆ




S
rec
snSM
rec
s
meas
mvpMS
rec
s
meas
mpp
M
meas
mMS
rec
s
meas
mppS
rec
s
xvxxGxxG
xpxxGxp




                 (A.2)  
          
1sp1
);(ˆ;|
~
;ˆRe
2
SP



S
rec
snSS
meas
m
rec
s
H
S
rec
sn xvxxGxv
S


                             (A.3) 
        
H†H
sp ;|;|;| MS
rec
s
meas
mppMS
rec
s
meas
mvpSS
meas
m
rec
s xxGxxGxxG   

                             (A.4)  
 
A. FVAC decomposition of SP 
SVD of the transfer function spG  
establishes the F-VACs for sound power radiation. 
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 Unlike PSD formulations, the left and the right unitary matrices in Eq. (A.5) are not 
exactly the same. This is because  spG is not a Hermitian positive semi-definite matrix. 
Therefore, the SVD is not equivalent to eigenvalue decomposition. However, the sound power 
radiation can be decomposed as a simplified outer product summation as shown in Eq. (A.6). 
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 Mathematically, the relative contribution of an individual F-VACs to the sound power 
radiation ‘ i ’ can be determined by projecting the NSV on the F-VACs. 
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B. Modal decomposition of SP through F-VACs 
The structural modes can be projected on the F-VACs using the modal expansion of NSV 
in Eq. (5.15). The sound power formulation in terms of the modal expansion can be expressed as: 
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In Eq. (A.8), each i
th
 F-VAC is systematically decomposed using the modal summation 
of the velocities. To understand the decomposition clearly, the i
th
 F-VAC contribution to the SP, 
‘
qi,
SP ’ in Eq. (A.8) in expanded in terms of the ‘Q’ natural modes in Eq. (A.9): 
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C. Modal contribution to the SP through F-VACs using a decoupled modal contribution 
assumption 
If the acoustic contributions of the modes are assumed to be decoupled, then the i
th
 F-
VAC contribution to the SP coming from the q
th
 natural mode is represented as  qiSP , and is 
derived in Eq. (A.10).  
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Using Eq. (A.8) and Eq. (A.10), the relative contribution of each mode with respect to the 
total sound power can be obtained and used to determine the dominant modes that directly 
contributed to the radiated sound. This relative contribution is derived in Eq. (A.11).  
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Alternatively, the impact of suppressing (or removing) the q
th
 natural mode on the 
resultant sound power can be estimated in terms of dB reduction in sound power level as: 
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Similarly as in Eq. (5.21), the modal radiation efficiency of the q
th
 mode is given by: 
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D. Modal contribution to the SP through F-VACs using a coupled modal contribution 
assumption 
 The formulation in Eq. (A.8) that decomposes the F-VACs in terms of the modes that 
have coupled modal contribution helps is separating the SP contribution of the q th natural mode 
through the i
th
 F-VAC. This SP quantity ‘  qi

SP ’ can be expressed as: 
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where  0
,
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q
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 is the SP contribution of all modes except the q th mode through the ith F-VAC. 
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The total contribution of the ‘ q ’ mode to the SP is the summation of ‘   qi

SP ’ for all 
the ‘S’ F-VACs. 
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Using Eq. (A.17) and Eq. (A.8), the relative contribution of each mode with respect to the 
total sound power can be obtained and used to determine the dominant modes that directly 
contributed to the radiated sound. This relative contribution is derived in Eq. (A.40).  
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 Alternatively, the theoretical sound power reduction as obtained in Eq. (A.19) could be 
very useful in determining the dB reduction through the suppression of the ‘ q ’ mode. Eq. 
(A.19) is to be used as a theoretical guidance to gain insight into the relative noise reduction that 
might be achieved if the dominant mode(s) were suppressed. 
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Similarly as in Eq. (5.32), the modal radiation efficiency of the q
th
 mode is given by: 
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ABSTRACT 
STRUCTURE BORNE NOISE ANALYSIS USING HELMHOLTZ 
EQUATION LEAST SQUARES BASED FORCED VIBRO ACOUSTIC 
COMPONENTS 
 
by 
LOGESH KUMAR NATARAJAN 
May 2013 
Advisor: Dr. Sean F Wu 
Major: Mechanical Engineering 
Degree: Doctor of Philosophy 
This dissertation presents a structure-borne noise analysis technology that is focused on 
providing a cost-effective noise reduction strategy. Structure-borne sound is generated or 
transmitted through structural vibration; however, only a small portion of the vibration can 
effectively produce sound and radiate it to the far-field. Therefore, cost-effective noise reduction 
is reliant on identifying and suppressing the critical vibration components that are directly 
responsible for an undesired sound.  However, current technologies cannot successfully identify 
these critical vibration components from the point of view of direct contribution to sound 
radiation and hence cannot guarantee the best cost-effective noise reduction.  
 The technology developed here provides a strategy towards identifying the critical 
vibration components and methodically suppressing them to achieve a cost-effective noise 
reduction. The core of this technology is Helmholtz equation least squares (HELS) based 
nearfield acoustic holography method. In this study, the HELS formulations derived in spherical 
co-ordinates using spherical wave expansion functions utilize the input data of acoustic pressures 
measured in the nearfield of a vibrating object to reconstruct the vibro-acoustic responses on the 
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source surface and acoustic quantities in the far field. Using these formulations, three steps were 
taken to achieve the goal. First, hybrid regularization techniques were developed to improve the 
reconstruction accuracy of normal surface velocity of the original HELS method. Second, 
correlations between the surface vibro-acoustic responses and acoustic radiation were factorized 
using singular value decomposition to obtain orthogonal basis known here as the forced vibro-
acoustic components (F-VACs). The F-VACs enables one to identify the critical vibration 
components for sound radiation in a similar manner that modal decomposition identifies the 
critical natural modes in a structural vibration. Finally, the dominant F-VAC responsible for 
acoustic radiation are decomposed into the natural modes of a vibrating structure, and the critical 
vibration modes responsible for the dominant F-VAC are identified. Experimental validation for 
this technology was conducted using a baffled square plate and a scaled model vehicle cabin 
subject to a point force excitation inside a fully anechoic chamber. 
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