In this paper, we propose a new variational formulation for simultaneous multiple motion segmentation and occlusion detection in an image sequence. For the representation of segmented regions, we use the multiphase level set method proposed by Vese and Chan. This method allows an efficient representation of up to 2 L regions with L level-set functions. Moreover, by construction, it enforces a domain partition with no gaps and overlaps. This is unlike previous variational approaches to multiple motion segmentation, where additional constraints were needed. The variational framework we propose can incorporate an arbitrary number of motion transformations as well as occlusion areas. In order to minimize the resulting energy, we developed a two-step algorithm. In the first step, we use a feature-based method to estimate the motions present in the image sequence. In the second step, based on the extracted motion information, we iteratively evolve all level set functions in the gradient descent direction to find the final segmentation. We have tested the above algorithm on both syntheticand natural-motion data with very promising results. We show here segmentation results for two real video sequences.
INTRODUCTION
Motion segmentation is a challenging inverse problem in image sequence analysis. At the same time it is an important problem with applications in video compression (object-based coding, like MPEG-4), video processing (object-based frame rate conversion and deinterlacing), and computer vision (scene analysis, structure from motion). In this paper, we propose a new approach to multiple motion segmentation and occlusion detection that is based only on motion information and uses a variational multiphase level-set formulation.
Various approaches have been proposed to date to solve the problem of motion segmentation. Some methods are based on intensity analysis and use motion only as an additional cue during region merging or splitting, e.g.,.
1, 2 Based on evidence from previous work, 3 we believe that the motion itself contains enough information to allow precise spatial segmentation of an image sequence.
Early spatial segmentation methods for video sequences suffered from lack of an explicit segmentation model. Later methods included such models by means of a probabilistic formulation (e.g., MAP) coupled with a particular random field model (e.g., Markov). Early MRF-based methods considered a planar scene composition only, 4, 5 while more sophisticated models were proposed later.
6, 7
The formalism of a MRF formulation of motion segmentation is often avoided by posing the problem directly in the energy minimization framework. For example, the energy minimization method developed by Mémin and Pérez 8 uses active contours to describe regions and a multiresolution implementation to find the solution. Active contours have recently become a modeling/solution tool of choice for various segmentation problems, including motion-based. For example, works of Paragios and Deriche, 9, 10 Mansouri and Konrad, 11, 12 and Jehan-Besson et al. 13, 14 demonstrate various approaches to solving motion-based video segmentation using active-contour formulations.
The multiple motion and occlusion segmentation problem that we want to solve can be stated as follows. Given a pair of images from a video sequence at times t k and t k+1 , our goal is to segment the second image into regions of different motions by comparing it to the first image. We assume that motions present in the scene can be modeled as a finite number of transformations and the problem of motion segmentation is then to classify each pixel of the second image into one of the motion classes or as an occlusion.
We propose a variational method to solve this problem based on the multiphase level-set method developed recently by Vese and Chan. 15 This method allows an efficient representation of up to 2 L regions with L level-set functions. Moreover, by construction, it enforces a domain partition with no gaps and overlaps. This is unlike previous variational approaches to multiple motion segmentation, where additional constraints are needed. Mansouri and Konrad 3 have proposed a system of multiple coupled level-set equations derived by extending minimization results for two motions. Despite additional constraints, gaps and overlaps can still occur in their results. More recently, Cramers 16 proposed a motion segmentation approach based on the optical flow equation using the multiphase level-set method, but this method can only handle small motions and occlusions are not considered. Our approach is novel in several aspects. First, we propose a variational framework for the segmentation of multiple and general motions based on the multiphase level set method. Second, occlusions are modeled explicitly in our framework and can be detected together with regions of distinct motions.
The rest of the paper is organized as follows. In Section 2, we propose our variational framework based on the multiphase level-set method. Then, in Section 3 we develop a solution approach for the minimization of the proposed energy function. Promising experimental results on two real video sequences are presented in Section 4, and conclusions are drawn in Section 5.
VARIATIONAL FRAMEWORK
We propose a general variational framework for simultaneous segmentation of multiple motions and occlusions based on the multiphase level set method of Chan and Vese.
15
Let f k and f k+1 denote two consecutive frames in an image sequence defined over a domain Ω. Given a set of motion transformations T n (n = 1, · · · , N), our goal is to segment the second frame f k+1 into N + 1 regions:
n=1 Ω n . We assume that every motion transformation T n maps region
The last region Ω N +1 represents occlusions, i.e., areas in f k+1 that cannot be well matched in f k .
Variational formulations and level-set solutions have recently become popular, and powerful techniques to solve various image segmentation problems. However, if a separate level set function is used to represent a specific class of regions, as is often the case, problems arise. It is not efficient and gaps/overlaps can occur between the zero level set of different functions. The gaps and overlaps can be controlled to some degree 3 through more complicated implementation, but this is not always effective.
In this work, we use the multiphase level set method proposed by Chan and Vese 15 to represent our segmentation. In the multiphase level set framework, L level set functions φ 1 , · · · , φ L are used to partition the region Ω into up to 2 L regions as follows. For every pixel x ∈ Ω, we assign to it a unique binary label
where H is the Heaviside function and H(φ i (x))(i = 1, · · · , L) is either 1 or 0. Since the label j can vary from 0 to 2 L − 1, the number of regions that can be represented is less than or equal to 2 L . If we choose L such that N + 1 ≤ 2 L , we can assign to each region Ω n a binary label j n . We define
L − 1} to be the total index set induced by the L level set functions, and J = {j 1 , · · · , j N , j N +1 } to be the set of region labels used in our segmentation. The selection of region labels is arbitrary; they do not have to be in an increasing order as long as J ⊆ I holds.
Considering the above multiphase representation, we propose a variational framework for the multiple motion and occlusion segmentation problem. We define the following energy function:
where χ jn (x) is the indicator function for the region with label j n . The moving region and occlusion labels are j n ∈ J for 1 ≤ n ≤ N + 1, while unused labels are j n ∈ I\J for n > N + 1. The first term in the energy function above penalizes the matching error for each motion transformation T n . We choose the absolute intensity difference instead of the squared difference in order to measure the matching error as this leads to a smoother evolution speed for the level set function in our minimization process, and this, in turn, speeds up convergence. The second term is the cost assigned to the occluded region. It is an integration of a positive constant σ over the region Ω N +1 . Intuitively, this constant acts as a threshold and any pixel that cannot find a match in f k with an error less than σ is classified into this region. The third term is an integration of a positive constant γ over those regions that are not used in our segmentation. This term should be zero once the energy has been minimized. We achieve this by choosing γ > σ; a pixel will not be classified into these regions because it will always have a lower energy if it is classified into the region of occlusions. The last term is the sum of the length of all the zero-level sets and it is weighted by a positive parameter λ. By penalizing the length of zero-level sets, we can assure smooth boundaries.
As an example, if we have two motion transformations T 1 and T 2 , we choose L = 2 and select j 1 = (0, 0), j 2 = (0, 1), j 3 = (1, 1) , j 4 = (1, 0). The energy function is then defined as follows:
ENERGY MINIMIZATION
We minimize the energy function in (1) with a two-step algorithm. In the first step, we estimate all the motion transformations that are present between the two frames. Then, we used a level set method to evolve all the level-set functions to achieve the final segmentation.
We assume for now that all motion transformations T can be modeled as affine mappings. We perform motion classification and estimation using a feature-based method developed by Mansouri and Konrad.
3 In this method, we first extract feature points from both images f k and f k+1 using the algorithm proposed by Harris, 17 and then we establish correspondences between feature points by maximizing normalized cross-correlation over a square block. We finally use the K-means algorithm to classify and estimate the set of affine motions {T 1 , · · · , T N } that are present in the set of feature points.
In the second stage of our method, we use the results from the above step as inputs and perform motion and occlusion segmentation using the multiphase level set method. Since all the motion transformations have been estimated, we can compute the first variation of the energy with respect to the L level-set functions and minimize the energy by evolving them in the gradient descent direction with the numerical method proposed by Osher and Sethian. 18 We denote the binary label for each region as j n = (a
With this notation the indicator function of each region can be expressed as:
The dynamic evolution equation for level-set function φ l (l = 1, · · · , L) in the gradient descent direction of the energy is then:
where the function g n is defined as follows:
The second term ∇ ·
|∇φ l (x)| in (3) is the curvature of the level sets of φ l . It enforces smoothness of boundaries. For example, the evolution equations of φ 1 and φ 2 resulting from minimization of the energy in (2) is:
For numerical implementations of these partial differential equations, we use the numerical schemes of level set methods.
15, 18

EXPERIMENTAL RESULTS
We present some preliminary segmentation results of our method on two real video sequences.
We first test our method on a video sequence where only a car is moving against a stationary background. Thus, there are three regions to be segmented: the moving car, the static background and the occluded region. A pair of frames from this video sequence are shown in Fig. 1 . In the first step of our method, we estimated motion occurring between the two frames using feature correspondences. The feature points detected are shown in Figure 2 .
In the second step, we use the multiphase level-set method to segment the second frame f k+1 . We use two level-set functions φ 1 and φ 2 for this example. Their zero-level sets are plotted in Fig. 3(a) . We choose the initial zero-level set of each function to be composed of many small circles that are spread over the whole image domain. This lets us avoid local minima and has proven useful in our experiments. The level-set function is chosen as the signed distance function of these small circles. Then, we evolve these two level-set functions iteratively by solving the time-dependent partial differential equation (3) . The final segmentation results (φ 1 and φ 2 ) are shown in Fig. 3(b) . The zero-level sets of the level-set functions are plotted separately as black and white contours. Since the visibility of the zero-level sets in this figure is limited due to the background texture, we also present our segmentation results in a multiphase representation in Fig. 4 . In this figure, every region is denoted by its binary label induced from φ 1 and φ 2 , and the corresponding texture is overlaid on it. Region (0,0) represents the occluded region in f k+1 that is not present in f k . Region (0,1) represents the moving car, and region (1,1) is the static background. Because in this sequence only 3 regions are associated with meaningful objects, we assigned the cost γ to region (1,0) in our energy function. The results show that our method eliminated this region although it was present at the start of the iterations. The rear of the car, parts of the pavement and parts of the two cars parked behind the moving car are not visible in f k , and thus are correctly estimated as occluded areas. The two small patches, one above the other, result from occlusion by the white pole. The small patch on the left is due to the occlusion of the background, visible through the window, by the moving car's frame. Although the moving car is fairly accurately estimated, some car areas are missing, classified as the occluded region or the static background. There are two reasons for this. First, some of those areas really correspond to features one can see through the window of the car; they do not have a good match after the car has moved. The second reason is spatial variation of illumination that makes part of car's door match some other part of the car instead of its corresponding position in the previous frame.
The second video sequence we tested is from web site http://i21www.ira.uka.de/image sequences. Two frames to be segmented are shown in Fig. 5 . Features detected for these two images are shown in Fig. 6 . The results of our first step is that we have two moving objects and a static background. Thus, overall four regions need to be found: three regions of distinct motions and one occluded region. We use two level set functions φ 1 and φ 2 here. Clearly, no unassigned region will result. As before, we choose small circles for initialization as shown in Fig. 7(a) . The final segmentation results are shown in Fig. 7(b) . A multiphase representation of the segmentation results for this example is presented in Fig. 8. Region (0,0) , representing occlusions, correctly marks part of the pavement with the white arrow that was covered by the white car in the first frame. Region (0,1) represents the first moving object, i.e., regions with the best match using the same motion transformation as that of the white car. Region (1,0) is the result corresponding to the motion transformation of the black car. Region (1,1) is the static background. Interestingly not all occlusions are captured by region (0,0). This is not surprising where intensity is uniform and matches very well other parts of the road using the motion transformations of either car. It is somewhat unexpected, however, that the white line above the black car whose part is occluded in the first frame did not get detected (perhaps because only a small part was occluded). Also, as we can see from the results for region (0,1) and (1,0), shades of both cars are segmented correctly together with the cars. This example demonstrates that our method can segment multiple motions and occlusions successfully. 
CONCLUSIONS
In this paper, we presented a general variational framework for the problem of multiple motion and occlusion segmentation in a sequence of moving images. In our framework, only motion information is used, but the incorporation of other cues, such as gradient information, is straightforward. One important feature of our method is that it is based on the multiphase level set method, thus an arbitrary number of general motions can be incorporated into the framework easily. For future research, the application of our method to more complicated video sequences will be investigated.
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