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Simulation and theoretical results show that memoryless threshold neurons benefit from small amounts of almost all types of additive noise and so produce the stochastic-resonance or SR effect. Input-output mutual information measures the performance of such threshold systems that use subthreshold signals. The SR result holds for all possible noise probability density functions with finite variance. The only constraint is that the noise mean must fall outside a "forbidden" threshold-related interval that the user can control-a new theorem shows that this condition is also necessary. A corollary and simulations show that the SR effect occurs for right-sided beta and Weibull noise as well. These SR results further hold for the entire uncountably infinite class of alpha-stable probability density functions. Alpha-stable noise densities have infinite variance and infinite higher-order moments and often model impulsive noise environments. The stable noise densities include the special case of symmetric bell-curve densities with thick tails such as the Cauchy probability density. The SR result for alpha-stable noise densities shows that the SR effect in threshold and thresholdlike systems is robust against occasional or even frequent violent fluctuations in noise. Regression analysis reveals both an exponential relationship for the optimal noise dispersion as a function of the alpha bell-curve tail thickness and an approximate linear relationship for the SR-maximal mutual information as a function of the alpha bell-curve tail thickness. 
I. ALMOST ALL THRESHOLD SYSTEMS EXHIBIT STOCHASTIC RESONANCE
Several researchers have found that threshold neurons and other threshold systems exhibit stochastic resonance [1] [2] [3] [4] [5] [6] [7] [8] : Small amounts of noise improve the threshold neuron's input-output correlation measure [9, 10] or mutual information [1, 8, 11] . All of these simulations and analyses assume a noise probability density function that has finite variance. Most further assume that the noise is simply Gaussian or uniform. Yet the statistics of real-world noise can differ substantially from these simple and finite-variance probability descriptions. The noise can be impulsive and irregular and have infinite variance and infinite higher-order moments. Computer simulations alone cannot decide whether this uncountable class of noise densities produces the SR effect in threshold systems. Theoretical techniques can decide the issue and we show that the answer is positive: Almost all threshold systems exhibit the SR effect in terms of mutual information or a bit-based measure of system performance.
The two theorems in [12] show the SR effect in simple (memoryless) threshold neurons as often found in the literature of neural networks [13] [14] [15] . We state these two theorems below (Theorems 1.1 and 2.1) without proof and derive a corollary and two new related theorems. The first theorem (Theorem 1.1) shows that threshold neurons exhibit the SR effect for all finite-variance noise densities if the system performance measure is Shannon's mutual information and if the mean or location parameter falls outside a "forbidden" interval that one can often pick in advance. A corollary shows that this SR effect still occurs for right-sided beta and Weibull noise. Traditional SR research has focused almost exclusively on two-sided noise. The second theorem (Theorem 2.1) shows that this also holds for all infinite-variance densities that belong to the large class of stable distributions. Both theorems assume that all signals are subthreshold signals. The two new theorems (Theorems 1.2 and 2.2) show that there is no SR effect if the mean or location parameters fall within the forbidden threshold interval. Figure 4 shows a simulation instance of this predicted forbidden-interval effect for Gaussian and Cauchy noise.
The paper then presents several regression analyses of simulation experiments that confirm and extend the exponential relationship between the optimal noise dispersion and alpha bell-curve tail thickness [16] . This exponential relationship corresponds to a similar one for infinite-variance SR systems that use a signal-to-noise ratio or a cross correlation for the system performance measure [16] . Regression also shows that the SR-maximal mutual information in noisy threshold neurons depends approximately linearly on the bell-curve tail thickness for symmetric alpha-stable noise. Figure 1 shows the system-flow diagram of a noisy threshold neuron system that processes subthreshold signals. Figure 2 shows the first use of (right-sided) beta noise for FIG. 1. System-flow diagram of a noisy threshold neuron. The neuron's signal function has the form (1) with threshold parameter , where s is the input signal and n is the input additive noise. We assume subthreshold signals: A Ͻ , where A is the amplitude of the Bernoulli input s.
SR. The beta density generalizes the uniform density and is popular in Bayesian statistics [17] because it allows analysts to control the shape of the density with two parameters and scale or translate the finite-length domain. Figure 3 shows the first use of (right-sided) Weibull noise for SR. The Weibull density generalizes the exponential and Rayleigh densities and has an infinite-length domain. Figure 4 shows several symmetrical alpha-stable noise densities whose bell curves have thick tails that produce infinite variance and often highly impulsive noise spikes. Figure 5 shows a simulation instance of both Theorem 2.1 and the empirical trends in Figs. 7 and 8. Infinite-variance Cauchy noise produces the SR effect when plotted against the Shannon mutual information of the threshold system. The linear regression results in Table I and Fig. 7 reveal the exponential relationship between the optimal noise dispersion and the alpha bell-curve tail thickness. The linear dependence of the log-transformed optimal noise dispersion on the bell-curve thickness becomes quadratic when the signal amplitude is too small or too close to the neuron's threshold. The regression results in Table II and Fig. 8 show a similar pattern. The linear dependence of the SR-maximal mutual information on the bell-curve thickness also becomes quadratic when the signal amplitude is too small or too close to the neuron's threshold.
II. THRESHOLD NEURONS AND SHANNON'S MUTUAL INFORMATION
We use the standard discrete-time threshold neuron model [1,2,6,15,16,18]
where Ͼ 0 is the neuron's threshold, s t is the bipolar input Bernoulli signal (with arbitrary success probability p such that 0 Ͻ p Ͻ 1) with amplitude A Ͼ 0, and n t is the additive white noise with probability density p͑n͒. Figure 1 shows the system flow of the threshold system. The threshold system uses subthreshold binary signals. The symbol "0" denotes the input signal s =−A and output signal y = 0. The symbol "1" denotes the input signal s = A and output signal y = 1. We assume subthreshold input signals: A Ͻ . Then the conditional probabilities P Y͉S ͑y ͉ s͒ are . Each trial produced 10 000 input-output samples ͕s t , y t ͖ that estimated the probability densities to obtain the mutual information. The graph shows the smoothed input-output mutual information of a threshold neuron as a function of the parameters ␣ and ␤ of additive white beta noise n t . The neuron's mutual information has a nonzero noise optimum opt Ͼ 0 where the variance has the form n . Each trial produced 10 000 input-output samples ͕s t , y t ͖ that estimated the probability densities to obtain the mutual information. The graph shows the smoothed input-output mutual information of a threshold neuron as a function of the parameters ␣ and ␤ of additive white Weibull noise n t . The neuron's mutual information has a nonzero noise optimum opt Ͼ 0 where the variance has the form n
and the marginal density is
Other researchers have derived the conditional probabilities P Y͉S ͑y ͉ s͒ of the threshold system with Gaussian noise with bipolar inputs [1] and Gaussian inputs [8] . We neither restrict the noise density to be Gaussian nor require that the density have finite variance even if the density has a bellcurve shape.
We use Shannon mutual information [19] to measure the noise enhancement or "stochastic resonance" (SR) effect [1, 3, 8, 20, 21] . The discrete Shannon mutual information of the input S and output Y is the difference between the output FIG. 4 . Samples of standard symmetric alpha-stable probability densities and their realizations. (a) Density functions with zero location ͑a =0͒ and unit dispersion ͑␥ =1͒ for ␣ = 2 , 1.8, 1.5, and 1. The densities are bell curves that have thicker tails as ␣ decreases and thus that model increasingly impulsive noise as ␣ decreases. The case ␣ = 2 gives a Gaussian density with variance 2 (or unit dispersion). The parameter ␣ = 1 gives the Cauchy density with infinite variance. (b) Samples of alpha-stable random variables with zero location and unit dispersion. The plots show realizations when ␣ = 2, 1.8, 1.5, and 1. Note the scale differences on the y axes. The alpha-stable variable n becomes more impulsive as the parameter ␣ falls. The algorithm in [39, 40] unconditional entropy H͑Y͒ and the output conditional entropy H͑Y ͉ X͒:
So the mutual information is the expectation of the random variable log 2 ͕͓P SY ͑s , y͔͒ / ͓P S ͑s͒P Y ͑y͔͖͒:
͑13͒
Here P S ͑s͒ is the probability density of the input S, P Y ͑y͒ is the probability density of the output Y, P Y͉S ͑y ͉ s͒ is the conditional density of the output Y given the input S, and P SY ͑s , y͒ is the joint density of the input S and the output Y. Simple bipolar histograms of samples can estimate these densities in practice. Mutual information also measures the pseudodistance between the joint probability density P SY ͑s , y͒ and the product density P S ͑s͒P Y ͑y͒. This holds for the Kullback [19] 
III. SR FOR THRESHOLD SYSTEMS WITH FINITE-VARIANCE NOISE
Almost all finite-variance noise densities produce the SR effect in threshold neurons with subthreshold signals. This holds for all probability density functions defined on a twosymbol alphabet. The proof of Theorem 1.1 in [12] shows that if I͑S , Y͒ Ͼ 0 then eventually the mutual information I͑S , Y͒ tends toward zero as the noise variance tends toward zero. So the mutual information I͑S , Y͒ must increase as the noise variance increases from zero. The only limiting assumption is that the noise mean E͓n͔ does not lie in the "forbidden" signal-threshold interval ͑ − A , + A͒. Theorem 1.1. Suppose that the threshold signal system (1) has noise probability density function p͑n͒ and that the input signal S is subthreshold ͑A Ͻ ͒. Suppose that there is some statistical dependence between input random variable S and output random variable Y [so that I͑S , Y͒ Ͼ 0]. Suppose that the noise mean E͓n͔ does not lie in the signal-threshold interval ͑ − A , + A͒ if p͑n͒ has finite variance. Then the threshold system (1) exhibits the nonmonotone SR effect in the sense that I͑S , Y͒ → 0 as → 0.
Corollary 1.1. The threshold neuron (1) exhibits stochastic resonance for the additive beta and Weibull noise densities under the hypotheses of Theorem 1.1.
The generalized beta probability density function has the form
otherwise.
͑14͒
Parameters ␣ and ␤ are positive shape constants, parameters a and b are constants −ϱϽa Ͻ b Ͻϱ, and ⌫ is the gamma function
The mean and variance of the beta density are
So the beta density is right-sided for a ജ 0. We used a = 0 and b = 10 and so defined the beta density in the interval ͓0,10͔ for the SR simulation instance in Fig. 2 . The algorithm in [22] generated the beta noise. Bayesian statisticians often use a beta density to encode prior information about a parameter (such as a binomial success parameter p) over a fixed-length interval [23] . The beta density can also model the semblance or the ratio of stacked energy to total energy across a signal array [24] , fluctuations of the radar-scattering cross sections of targets [25] , the self-similar process of video traffic [26] , and the variation of the narrowband vector channels or spatial signature variations due to movement [27] .
The Weibull probability density function has the form
for positive shape parameters ␣ and ␤. The mean and variance of the Weibull density are FIG. 5 . Stochastic resonance with highly impulsive (infinitevariance) alpha-stable noise. The graphs show the smoothed inputoutput mutual information of a threshold system as a function of the dispersion of additive white alpha-stable noise n t with ␣ =1 (Cauchy noise) in (a) and ␣ = 1.5 in (b). The vertical dashed lines show the absolute deviation between the smallest and largest outliers in each sample average of 100 outcomes. The system has a nonzero noise optimum at ␥ opt Ϸ 0.285 for ␣ = 1 and ␥ opt Ϸ 0.129 for ␣ = 1.5 and thus shows the SR effect. The noisy signal-forced threshold system has the form (1). The alpha-stable noise n t adds to the bipolar input Bernoulli signal s t . The system has threshold = 0.5. The input Bernoulli signal has amplitude A = 0.3 with success probability p = 1 2 . Each trial produced 10 000 input-output samples ͕s t , y t ͖ that estimated the probability densities to obtain the mutual information. Note that decreasing the tail-thickness parameter ␣ increases the optimal noise dispersion ␥ opt as in Fig. 7 and decreases the SR-maximal mutual information I max ͑S , Y͒ as in Fig. 8.   FIG. 6 . No SR in the "forbidden" interval (per Theorems 1.2 and 2.2)-mutual information versus alpha-stable noise dispersion when the noise mean (location) lies in the "forbidden" signalthreshold interval: a ͑ − A , + A͒. The graphs show the smoothed input-output mutual information of 100 trials of a threshold system as a function of the dispersion of additive white alpha-stable noise n t with ␣ =2 (Gaussian) in (a) and ␣ =1 (Cauchy noise) in (b). The system is optimal when ␥ → 0 and thus does not show the SR effect: The mutual information I͑S , Y͒ is maximum when it equals the input entropy H͑S͒. The noisy signal-forced threshold system has the form (1). The alpha-stable noise n t has location a = 0.4 and adds to the bipolar input Bernoulli signal s t . The system has threshold = 0.5. The input Bernoulli signal has amplitude A = 0.4 with success probability p = 1 2 . Each trial produced 10 000 input-output samples ͕s t , y t ͖ that estimated the probability densities to obtain the mutual information.
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ͬ . ͑20͒ Figure 3 shows simulation realizations of this corollary for the Weibull noise density. MATLAB 6.5 [28] generated the Weibull noise. Weibull [29] first proposed this parametric probability density function to model the fracture of materials under repetitive stress. This density has become a standard model of multipart system reliability [30] . It can also effectively model signals and noise in many data-rich systems such as radar clutter [31] and confocal laser scanning microscopy [32] . We next state a result that shows that we cannot in general omit the threshold-interval condition in the hypothesis of Theorem 1.1. Noise does not help a threshold that already lies between − A and + A. Theorem 1.2. Suppose that the threshold signal system (1) has noise probability density function p͑n͒ and that the input signal S is subthreshold ͑A Ͻ ͒. Suppose that the noise mean E͓n͔ lies in the signal-threshold interval ͑ − A , + A͒ if p͑n͒ has finite variance. Then the threshold system (1) does not exhibit the nonmonotone SR effect in the sense that I͑S , Y͒ is maximum as → 0:
The Appendix gives the proof.
IV. SR FOR THRESHOLD SYSTEMS WITH INFINITE-VARIANCE NOISE
We now proceed to the more general (and more realistic) case where infinite-variance noise interferes with the threshold system. The SR effect also occurs in other systems with impulsive infinite-variance noise [16, 33] . We can model many types of impulsive noise with symmetric alpha-stable bell-curve probability density functions with parameter ␣ in the characteristic function ͑͒ = exp͕−␥͉͉ ␣ ͖. Here ␥ is the dispersion parameter [34] [35] [36] [37] .
The parameter ␣ controls tail thickness and lies in 0 Ͻ ␣ ഛ 2. Noise grows more impulsive as ␣ falls and the bellcurve tails grow thicker. The (thin-tailed) Gaussian density results when ␣ = 2 or when ͑͒ = exp͕−␥ 2 ͖. So the standard Gaussian random variable has zero mean and variance 2 =2 (when ␥ =1). The parameter ␣ gives the thicker-tailed Cauchy bell curve when ␣ =1 or ͑͒ = exp͕−͉͉͖ for a zero location ͑a =0͒ and unit dispersion ͑␥ =1͒ Cauchy random variable. The moments of stable distributions with ␣ Ͻ 2 are finite only up to order k for k Ͻ ␣. The Gaussian density alone has finite variance and higher moments. Alpha-stable random variables characterize the class of normalized sums of independent random variables that converge in distribution to a random variable [34] as in the famous Gaussian special case called the "central limit theorem."
Alpha-stable models tend to work well when the noise or signal data contain "outliers"-and all do to some degree. Models with ␣ Ͻ 2 can accurately describe impulsive noise in telephone lines, underwater acoustics, low-frequency atmospheric signals, fluctuations in gravitational fields and financial prices, and many other processes [37, 38] . Note that the best choice of ␣ is an empirical question for bell-curve phenomena. Bell-curve behavior alone does not justify the (extreme) assumption of the Gaussian bell curve. Figure 4 shows realizations of four symmetric alpha-stable noise random variables.
Theorem 2.1 applies to any alpha-stable noise model. The density need not be symmetric. A general alpha-stable probability density function f has characteristic function [36, 37, 41, 42] ␣ is the characteristic exponent. Again the variance of an alpha-stable density does not exist if ␣ Ͻ 2. The location parameter a is the "mean" of the density when ␣ Ͼ 1. ␤ is a skewness parameter. The density is symmetric about a when ␤ = 0. The theorem below still holds even when ␤ 0. The dispersion parameter ␥ acts like a variance because it controls the width of a symmetric alpha-stable bell curve. There are no known closed forms of the ␣-stable densities for most ␣'s. Numerical integration of produced the simulation results in Fig. 4 . The proof of Theorem 2.1 in [12] is simpler than the proof in the finite-variance case because all stable noise densities have a characteristic function with the exponential form in Eqs. (22) and (23) . So zero noise dispersion gives as a simple complex exponential and hence gives the corresponding density as a delta spike that can fall outside the interval ͑ − A , + A͒. Theorem 2.1. Suppose I͑S , Y͒ Ͼ 0 and the threshold system (1) uses alpha-stable noise with location parameter a ͑ − A , + A͒. Then the system (1) exhibits the nonmonotone SR effect if the input signal is subthreshold. Figure 5 gives a typical example of the SR effect for highly impulsive noise with infinite variance. The alphastable noises have ␣ =1 (Cauchy) and ␣ = 1.5. So frequent and violent noise spikes interfere with the signal. Figure 5 also illustrates the empirical trends in Figs. 7 and 8: A falling tail-thickness parameter ␣ produces an increasing optimal noise dispersion ␥ opt but a decreasing SR-maximal mutual information I max ͑S , Y͒. We next state a new sufficient condition for SR not to occur in an impulsive threshold system. Theorem 2.2. Suppose that the threshold signal system (1) has subthreshold input signal and use alpha-stable noise with location parameter a ͑ − A , + A͒. Then the threshold system (1) does not exhibit the nonmonotone SR effect: I͑S , Y͒ is maximum as ␥ → 0:
The Appendix gives the proof. Figure 6 shows the noisemutual information profile of the subthreshold signal system with noise location (mean) in the "forbidden" signalthreshold interval.
Statistical regression confirmed an exponential relationship between the optimal noise dispersion ␥ opt and the bellcurve tail-thickness parameter ␣ : ␥ opt ͑␣͒ =10 ␤ 0 +␤ 1 ␣ for parameters ␤ 0 and ␤ 1 that depend on the signal amplitude A. Then the log-transformation of the optimal dispersion gives the linear model log 10 ␥ opt ͑␣͒ = ␤ 0 + ␤ 1 ␣. Table I shows the estimated parameters ␤ 0 and ␤ 1 and the coefficient of determination r l 2 for 20 signal amplitudes in the threshold neuron using SPSS software. All observed significance levels or p-values were less than 10 −4 . The p-values measure the credibility of the null hypothesis that the regression lines have zero slope or other coefficients. The exponential trend's exponent is linear for most amplitudes but becomes quadratic for very small amplitudes and for amplitudes close to the threshold = Figure 7 shows 6 of the 20 log-linear plots.
We also found an approximate linear relationship I max ͑S , Y ; ␣͒ = ␤ 0 + ␤ 1 ␣ for the SR-maximal mutual information I max ͑S , Y͒ as a function of the tail-thickness parameter ␣. Table II shows small amplitudes and for amplitudes close to the threshold = 1 2 . Figure 8 shows 6 of the 20 linear plots.
V. CONCLUSIONS
Both theory and detailed simulations show that almost all noise types produce stochastic resonance in threshold systems that use subthreshold signals. These results help explain the widespread occurrence of the SR effect in mechanical and biological threshold systems [43] [44] [45] [46] [47] [48] [49] . The broad generality of the results suggests that SR should occur in any nonlinear system whose input-output structure approximates a threshold system as in the many models of continuous neurons [50] [51] [52] . The infinite-variance theoretical and simulation results further imply that such widespread SR effects should be robust against violent noise impulses. The two proofs below use the same idea as do the proofs for Theorems 1.1 and 2.1 [12] . Assume 0 Ͻ P S ͑s͒ Ͻ 1 to avoid triviality when P S ͑s͒ = 0 or 1. We show that H͑Y͒ → H͑S͒ and H͑Y ͉ S͒ → 0 as → 0 or ␥ → 0. So I͑S , Y͒ → H͑S͒ as → 0 or ␥ → 0 and is maximum since I͑S , Y͒ = H͑Y͒ − H͑Y ͉ S͒ and I͑S , Y͒ ഛ H͑S͒ by the data processing inequality: I͑S , S͒ ജ I(S , g͑S͒) = I͑S , Y͒ for a Markov chain S → S → Y [19] . The boundary case I͑S , S͒ = H͑S͒ implies I͑S , Y͒ ഛ H͑S͒. Consider first P Y͉S ͑0 ͉ 0͒. Pick = So P Y͉S ͑1 ͉ 1͒ =1.
Alpha-stable noise case (Theorem 2.2)
The characteristic function ͑͒ of alpha-stable noise density p͑n͒ has the exponential form (22) and (23) . This reduces to a simple complex exponential in the zerodispersion limit:
for all characteristic exponents ␣, skewnesses ␤, and locations a. So Fourier transformation gives the corresponding density function in the limiting case ͑␥ → 0͒ as a translated delta function ␦: 
͑A22͒
The two conditional probabilities for both the finitevariance and infinite-variance cases likewise imply that P Y͉S ͑0 ͉ 1͒ = P Y͉S ͑1 ͉ 0͒ =0 as → 0 or ␥ → 0. These four probabilities further imply that 
