As part of Canada's National Environmental Effects Monitoring (EEM) Program, regulated pulp and paper mills are (and metal mines will be) required to submit an interpretive report describing monitoring results. General guidance has been prepared on how to interpret these EEM data-specifically: 1) which effect endpoints to use, 2) the statistical (or other) approach to use for each endpoint to determine the presence or absence of an effect associated with exposure, and 3) the role of power analysis, α, β, and effect size in determining effects. A statistically significant difference (relative to reference conditions) in any of the effect endpoints is to be considered an exposure-associated effect for the purposes of warranting possible follow-up action. Such an effect does not, however, necessarily indicate ecological, social, or economic significance sufficient to require corrective action. Power analyses should be conducted both at the beginning of a study to determine required sampling effort and at the end of a study to determine whether the power that was actually achieved was sufficient to detect the effect size of interest. A key recommendation is to set α = β as a starting point for data interpretation. The initial recommendations of the general guidance are expected to evolve as environmental effects become better understood.
Introduction
As part of the Environmental Effects Monitoring (EEM) requirements under Canada's Pulp and Paper Effluent Regulations (PPER) and Metal Mining Effluent Regulations (MMER), regulated mills (including associated off-site treatment facilities) and mines are (PPER) or will be (MMER) required to submit an interpretative report describing monitoring results. To aid interpretation of the monitoring data, general guidance is being provided on how to interpret the EEM data. Specifically, this paper focuses on: 1) which effect endpoints to use, 2) the statistical (or other) approach to use for each endpoint to determine the presence or absence of an effect, and 3) the role of power analysis,α, β, and effect size in determining effects. A number of other important issues are also being addressed by the National EEM Program (e.g., temporal comparisons, integrating results from multiple endpoints, incorporation of additional environmental variables into the analyses), but these are beyond the scope of this paper and are discussed elsewhere (e.g., Lowell et al. 2000; Environment Canada 2002; Glozier et al. 2002; Lowell and Culp 2002) .
As outlined below, a statistically significant difference or gradient in any of the effect endpoints is to be considered an effect for the purposes of warranting further investigation through monitoring. These endpoints include effects on fish and on benthic invertebrate communities. Although not detailed in this paper, effects on the use of fish by man (usability of fisheries resources) can also be used to indicate whether further monitoring may be required.
The current objective of the EEM program is to evaluate the effects of pulp and paper or mining effluents on the aquatic environment, related to protecting fish, fish habitat, and the use of fish by man. This information will be used to assess the adequacy of the PPER and MMER to protect fish, fish habitat, and the use of fisheries resources. The underlying premise of this objective is that studies are designed to: 1) utilize laboratory and field monitoring approaches which directly or indirectly assess the health of fish, habitat impairment, and concerns relating to human consumption of fish, 2) discriminate between mill/mine-related effects and other natural or anthropogenic stressors, and 3) generate relevant data that may be appropriately analyzed for spatial (and sometimes temporal) trends in a way that can be reliably interpreted.
Within EEM, an effect is defined generally as a statistically significant difference in fish, fish usability, or benthic invertebrate community endpoints measured between an area exposed to effluent and a reference area or a statistically significant gradient in these endpoints from the exposure to reference area. For fish tissue analysis (which is conducted to determine the usability of fisheries resources), exceedance of human health consumption guidelines set by the applicable regulatory agency for dioxins/furans (pulp and paper) or metals (metal mining) also plays a role in signifying an effect. In cases where it is not feasible to examine wild fish or field distribution of benthic invertebrates in areas exposed to effluent and reference areas, an approved site-specific alternative monitoring approach for fish or fish habitat may be used to determine if the effluent is causing an effect (Environment Canada 2002) .
Given the above definition of effect, it is important to recognize that not all effects identified in EEM will represent damage to fish, fish habitat, or the usability of fisheries resources. However, effects as defined above do represent scientifically defensible differences or gradients that may reflect changes to the ecosystem associated with the effluent. As a result, detailed information on the effects, including the magnitude, geographic extent, and possible cause of the effect, will contribute to the understanding of the ecosystem and will be used in the management of the aquatic resources.
Consequently, the outcome of determining the presence of an effect (e.g., a statistical difference in an effect endpoint, such as relative gonad size, between exposure fish and reference fish) is further monitoring-relat-ed studies (e.g., confirmation of effect, determination of cause, determination of magnitude, and delineation of the geographic extent) and the difference itself is not a sole determinant in resource management decision making. In particular, investigation of cause can be used to help verify whether an effluent-associated effect is actually caused by the effluent itself (as opposed to statistical differences between areas caused by factors other than exposure to the effluent). Further, statistical differences do not necessarily indicate ecological, social, or economic significance sufficient to require corrective action.
Effect Endpoints
For EEM program purposes, certain specified data (the effect endpoints) generated from the fish survey, benthic invertebrate community survey, and fish usability studies were designated to assess the presence of effects, and the fish and benthic invertebrate effect endpoints are highlighted in this paper. See Environment Canada (2002) and Glozier et al. (2002) for discussion of the choice of effect endpoints. Although not detailed here, a number of additional endpoints are also to be monitored for use as supporting data to help interpret effects on fish and benthos (e.g., number of fish eggs or invertebrate abundances by taxonomic subgroup) or to help characterize any changes in effluent quality over time (e.g., sublethal toxicity testing) (Environment Canada 2002) . The endpoint tables that follow summarize the recommended data analysis procedures for the specified effect endpoints for the fish and benthic invertebrate community monitoring requirements (Tables 1, 2 ). Further details on study designs, site selection, measurements, and analyses are available in Environment Canada (2002) . Table 1 outlines the effect endpoints and appropriate statistics that are applicable for the fish survey. Sex differences in growth rate, body weight, condition factor, gonad size, and liver size are common due to differences in overall energetic requirements between male and female fish. Therefore, for all parameters, sexes should initially be treated separately when evaluating the results. In some cases, sex can be treated as a factor in a two-way ANOVA. In addition, sexually immature fish should not be mixed with sexually mature fish for analyses. For the fish survey, individual fish are the unit of replication. Table 2 outlines the four effect endpoints and appropriate statistics that are applicable for the benthic invertebrate community survey. In contrast to the fish survey, the statistical procedure used to determine whether there has been an exposure-associated effect is dependent on which of the six study designs is employed, as given in Table 2b . For a given study, all four endpoints are analyzed using the same study-designdetermined statistical procedure. The one exception is the Reference Condition Approach (RCA), which uses a different set of statistical procedures that do not require the same kind of calculation of these four endpoints, unless accompanied by ANOVA/ANCOVA analyses (see later section for further discussion of RCA procedures). For the benthic inver-tebrate community survey, stations within reference or exposure areas are the unit of replication.
The benthic invertebrate community survey designs fall into three basic categories with different philosophical approaches. These are:
1. The Control/Impact or Multiple Control/Impact designs, which are ANOVA (or sometimes ANCOVA) type designs used to detect differences between discrete reference and exposure areas; 2. The Gradient (simple, radial or multiple) designs, which are intended to examine changes in community structure along a physical and/or effluent gradient which are better suited to regression analyses or ANCOVA; and 3. The multivariate procedure of the Reference Condition Approach, which compares potentially "impaired" stations in exposure areas to a distribution of reference stations.
It should be noted that there may be some circumstances where ANOVA analyses are also applicable to 2) and 3) above. Further descriptions of these designs are provided in Glozier et al. (2002) .
Statistical Procedures
Recommended analyses of potential effects for both the fish and benthic invertebrate community surveys can be divided into the following basic stages: 1) preparing the analyses, 2) initial summary statistics, 3) sta- tistical analyses of the effect endpoints for significant departures from reference conditions, and 4) power analyses, as follows.
The analysis preparation step includes data entry and QA/QC, including a check for data entry errors. Data that will be necessary for interpretation should also be summarized, including potentially important confounding factors. Examples of preparatory information needed for interpretation of the fish results include the gear used and catch per effort calculations. Confirmation is needed that all fish assumed to be adults were undergoing gonadal development for the next spawning season. Available information should be summarized on whether there was a possibility of exposure-area fish moving out of the exposure area, or of reference-area fish moving into the exposure area. Preparatory information needed for the benthic invertebrate results includes description of the sampling design and taxonomic level used, clear identification of the sampling units used for statistical comparisons (e.g., stations rather than field subsamples), and ensuring equivalence of sampling Table 2A . Effect endpoints to be used for the benthic invertebrate community survey for determining statistically significant differences between exposure and reference areas or along an exposure gradient Effect endpoint Total invertebrate density Taxon (e.g., family) richness Simpson's Diversity Index Bray-Curtis Index Table 2B . Statistical procedure used to evaluate exposure-associated effects on benthic invertebrates for each of the six basic study designs Multivariate/ANOVA/ANCOVA a Multivariate analyses can be performed on data collected using any of the study designs to look for patterns (i.e., not hypothesis tests) that may be useful for highlighting potential areas of concern.
b ANOVA-Analysis of Variance; ANCOVA-Analysis of Covariance. substrata and sampling techniques among different reference and exposure areas being compared. Summary statistics should be calculated and should include means, standard deviations and standard errors, minimum and maximum values, and sample sizes for reference and exposure areas. These should be reported in both graphical and tabular format. Gradient data should be presented graphically as scatterplots of endpoint versus distance from the effluent outfall. The data should also be examined to see whether they satisfy basic statistical assumptions (e.g., independence, normality, and equality of variances). In cases where data transformations (where appropriate) do not sufficiently rectify departures from the assumptions, it may then be necessary to use nonparametric procedures. Further guidance on these issues is available in the standard statistical texts (e.g., Sokal and Rohlf 1995) .
ANOVA
ANOVA comparisons examine whether there was a statistically significant difference between reference and exposure areas for one of the effect endpoints. The ANOVA output and interpretation should clearly outline the nature of any significant differences that have been detected (e.g., direction and magnitude), including the level of significance (p) for the test statistic and the percent difference of the exposure mean relative to the reference mean, when significant differences exist. See below for further discussion of the a priori level of significance (α) to compare p against.
ANCOVA
The recommended procedure for the EEM ANCOVA comparisons of effect endpoints between reference and exposure areas entails the following series of steps, which are particularly applicable to Control/Impact-type designs. First, the data should be plotted and the regressions inspected to see whether data transformations are required to achieve linearity. If the range of values spanned by the covariate is quite narrow such that little of the total variance is due to the effect of the covariate, then ANCOVA may not be required to factor out the influence of the covariate and the data should be analyzed with ANOVA as above. The initial analyses should also examine whether the regression slopes are significantly different than zero-that is, whether the endpoint varies systematically with the covariate. If the endpoint does not vary with the covariate, ANCOVA offers little advantage and, again, a simple ANOVA would be the preferred procedure. If slopes are significantly different than zero and are equal among reference and exposure areas, the ANCOVA should proceed to analyze for a difference in elevation (adjusted means) among areas. If the slopes are significantly different than zero, but the slopes are also significantly different between reference and exposure areas, then the ANCOVA does not proceed and the significant difference associated with exposure is a change in slope. Analogous to an ANOVA, the ANCOVA output and interpretation should outline the nature of any effects, including the level of significance (p) for the test statistics for differences in slope or adjusted mean between areas. The output should also include the percent difference of the exposureadjusted mean relative to the reference-adjusted mean (if slopes were equal) or percent difference of the exposure slope relative to the reference slope (if slopes were significantly different), when significant differences exist. Again, see below for discussion of what α to compare p against. Table 1 designates specific covariates to use for the fish survey ANCOVAs. But ANCOVA can also be used for the benthic invertebrate Control/Impact-type designs (Table 2) to factor out other kinds of covariates that may create "noise" that makes it difficult to make simple ANOVA comparisons of reference to exposure areas. For example, without the use of ANCOVA, differences among stations in substratum grain size may swamp out any overall differences that may exist between reference and exposure areas.
Gradient Designs
The benthic invertebrate gradient designs often require a different statistical approach. In the simplest case, a statistically significant effect associated with exposure would be indicated if the slope of the regression of an effect endpoint against distance from the effluent source is significantly different than zero (or if the correlation coefficient is statistically significant) (data transformations may be necessary to satisfy assumptions of linearity). In this case, an effect associated with exposure would be a relatively uniform gradient of endpoint values away from the point source, rather than an effect in a given discrete area.
An effect associated with exposure may also be signified by a significant exposure versus reference ANOVA difference when comparing a group of stations along the gradient close to the mill/mine to "reference" stations along the gradient far from the mill/mine. This is analogous to the Control/Impact approach and assumes some degree of uniformity in exposure within the exposure group of stations and within the "reference" group of stations. Furthermore, the two groups of stations would need to be far enough apart to represent clear differences in exposure, and a sufficient number of stations would need to be available for each group to attain the desired level of power. Depending on the layout of stations, these assumptions may or may not be valid. When using this design, it should also be noted that ANCOVA may sometimes be preferable to factor out the influence of an environmental covariate (e.g., grain size).
Given sufficient field subsamples per station, it is also possible to use ANOVA to determine the presence or absence of an effect associated with exposure for a given station. This would entail using field subsamples as replicates (treating stations as areas) and making station-by-station ANOVA comparisons of more near-field stations along the gradient to more distant reference stations. This method of analysis can be used to determine where along the gradient an effect associated with exposure disappears at the given α level of significance. When using this approach, however, it may be advisable to correct for multiple comparisons, if large numbers of stations are being compared (Sokal and Rohlf 1995) . Again, ANCOVA may sometimes be preferable to factor out the influence of an environmental covariate.
In some cases, it may be necessary to compare benthic invertebrate exposure versus reference gradients. This would be the case when a cooccurring (non-mill/mine related) environmental gradient (i.e., covariate) confounds potential effluent effects associated with distance from the effluent source. By using a multiple gradient design, it may be possible to make statistical comparisons of the exposure area gradient to a similar (nonmill/mine related) environmental gradient in a nonexposed reference area. For this kind of design, the reference gradient should be as similar as possible in depth and habitat to the exposure area gradient. Potential effects associated with exposure would be tested for by using ANCOVA to compare reference to exposure area adjusted means while factoring out the influence of the co-occurring environmental covariate, as outlined in the ANCOVA discussion above. So, for example, if the gradient in effluent exposure away from the mill/mine were confounded by a co-occurring increase in depth, an ANCOVA comparison might be made to a reference area where the depth gradient is the same. If the slopes for the reference and exposure area regressions against the covariate (X = depth) are approximately equal, then a significant difference in adjusted means would indicate an effect, associated with exposure to the effluent, on the endpoint Y (e.g., taxon richness).
It should be further noted that gradient designs can be particularly useful for: 1) situations where rapid effluent dilution precludes the selection of an exposure area that is comparatively homogeneous in terms of effluent concentration, and 2) determining how far along an effluent path effects are observed (i.e., determining the geographical extent of effects associated with exposure). This geographic extent can be determined graphically by plotting the effect endpoint against distance from the effluent outfall and inspecting the data for an inflection point where the effect endpoint asymptotes to the reference condition. Data from sampling stations arrayed in this manner could also be used, together with measured physicochemical data, in a multivariate analysis (e.g., ordination or clustering) used to identify which intermediate-distance stations tend to group with more distant reference stations and which tend to group with clearly impacted stations close to the outfall.
Both of these latter two approaches (graphical plotting and multivariate analysis) look for patterns in the data to qualitatively determine the approximate extent of an effect. That is, they do not entail hypothesis testing and therefore, in the context of the EEM program, are not used to designate an effluent-associated effect sufficient to warrant follow-up action, but rather are used for informational purposes.
Reference Condition Approach
The Reference Condition Approach (RCA) is an alternative study design that combines inspection of multivariate patterns in the data with assessments of whether exposure stations fall outside a given confidence interval ellipse for reference stations. The fundamental concept of the RCA is to establish a database of stations that represent unimpaired con-ditions (reference stations) at which biological and environmental attributes are measured. This database is used to develop predictive models that match a set of environmental variables to biological conditions. These predictive models then allow a set of environmental measurements to be made at a new station and used in the model to predict the expected biological condition at the new station. A comparison of the actual biological condition at the new (exposure area) station with conditions at the reference stations to which the new station is predicted as belonging allows an assessment of whether there has been an effect associated with exposure at the exposure station.
The reference condition database is established by an initial standardized sampling program at a wide variety of spatial scales. Using a freshwater example, the same benthic invertebrate sampling protocol is used in as many ecoregions and stream orders or lakes as are available in a catchment. A number of environmental variables are measured in conjunction with invertebrate sampling. The data are then subjected to a 3-step multivariate analysis in which:
1. A number of invertebrate groups are formed based on similarity of community structure; 2. Biological data are correlated with environmental attributes, and an optimal set of environmental variables is identified that can be used to predict group membership; and 3. The biological condition of test (exposure) stations is assessed by using the optimal set of environmental variables to predict group membership.
How the test station fits, relative to the group to which it is predicted to belong, establishes whether, and to what degree, the station is different from the reference group. If a station or group of stations falls outside the confidence interval ellipse for the reference stations, this signifies the presence of an effect associated with exposure. The boundaries of the reference ellipse should be set a priori based on some of the considerations discussed in the next section. A more complete discussion of the assumptions, procedures, and interpretation of the RCA is available in Reynoldson et al. (1995 Reynoldson et al. ( , 2000 .
In addition to the above use of RCA data, depending on the timing and locations of an RCA sampling program, it may also be possible to use the resulting database to make ANOVA or ANCOVA comparisons between reference and exposure areas to determine whether there has been an effect associated with exposure. This latter kind of analysis would be analogous to a Multiple Control/Impact design.
The Roles of Power Analysis, α, β, and Effect Size in Determining Effects
Setting α and β There are always potential errors in any statistical evaluations of effects associated with exposure. In testing whether exposure areas differ significantly from reference areas, a low probability of a Type I error (α; see below) is usually allowed so that a normal population or community will not be mistaken for an impacted one. However, the sampling program should also be designed to provide a reasonably high probability of statistically detecting a predetermined effect size (ES; the magnitude of an effect that the monitoring program is intended to detect) if it has occurred. In other words, the power of the test should be high. Power is 1-β, where β is the Type II error (see below). Sufficient sampling effort must be expended to reduce Type II error, taking into account the low probability allowed for Type I error. Thus, to determine what sampling effort is required, ES, Type I and Type II error must all be taken into account and set a priori.
Decisions must be made about the magnitude of Type I and Type II errors that are acceptable, both for determining power, as well as sampling effort required to detect the recommended ES. Type I error occurs (at probability α) if the null hypothesis that there is no effect is rejected when in fact it is true (e.g., an exposure area is declared as being significantly different from reference when it is not). Type II error occurs (at probability β) if the null hypothesis is accepted when it is false (e.g., the exposure area is declared as not being significantly different from reference when it is actually impaired). Therefore, α is the risk to Industry, and β is the risk to the Environment. The power of a statistical test is 1-β, the probability associated with correctly rejecting the null hypothesis when it is false (e.g., the probability associated with correctly identifying an impaired area). In a well-designed, properly replicated monitoring program, the goal is to keep α and β low and power high.
As can be seen from the equation given later in this section, one way to increase power, given a fixed sampling effort (i.e., sample size), is to increase α. In other words, there are trade-off decisions to be made when setting α and β. Traditionally, α has been set at 0.05 for experimental studies where, in many cases, the cost of a Type II error is not particularly high. That is, an α of 0.05 is typically used in situations where the primary concern is to have maximal confidence that a statistically significant effect is real. On the other hand, there is much less consensus and available literature on what is an appropriate level for β. Some studies have suggested using a minimal power of 0.8-that is, to set β equal to no greater than 0.2 (e.g., Alldredge 1987; Cohen 1988; Burd et al. 1990; Osenberg et al. 1994; Keough and Mapstone 1995) .
In many cases, this "rule of thumb" can be traced back to Cohen's seminal work on power analysis (see Cohen 1988), which is primarily geared toward applications in the behavioural sciences. For the particular kinds of applications that he was referring to, Cohen argued that Type I errors were likely to be more serious than Type II errors, in cases where the biggest concern is to not propagate erroneous conclusions based on incorrect declarations of significant differences. In particular, he suggested that, if Type I errors were to be considered four times more serious, then it might be reasonable to set α at the traditional (in terms of experimental studies) 0.05 and β at: 4 × 0.05 = 0.2. He specifically warned, how-ever, that this rule of thumb should not be routinely applied to other kinds of studies where these assumptions are not applicable.
This latter caveat applies to environmental monitoring studies where, because of the potentially high cost (both ecological and monetary) of failing to detect negative impacts, many researchers in the field of biomonitoring argue that α should be set at least to the same level as β (e.g., Alldredge 1987; Underwood 1993; Mapstone 1995) . In other words, the argument has been widely made that, barring extenuating circumstances, the risk to the Environment should not be set greater than that to Industry. This suggests that the most reasonable starting point is to set α = β, and this position has been adopted for future cycles of the EEM program. On a site-specific basis, it may sometimes be decided to: 1) set α > β if it can be shown that the risk to the Environment is of greater concern than the risk to Industry or to: 2) set α < β if it can be shown that the risk to Industry is of greater concern.
After deciding to set α = β, it is then necessary to make a decision on an appropriate value for α and β. In many cases, this decision must be made within the context of the desired power of the test, the ES that the program is to be designed to detect, and the implications for sampling effort. This decision-making process can be illustrated as follows. In this example, the effects on sample size of setting α and β at different levels were examined for detecting an ES of ±2 standard deviations (±2 s) (Table  3 ) by using the following power analysis equation, which yields an approximate sample size (n) in one step for the most basic Control/Impact ANOVA design (see also the discussion in the next section for further details) (Guenther 1981; Alldredge 1987; Environment Canada and Department of Fisheries and Oceans 1995):
where n is sample size; Z α is standard normal deviate for α significance level (Type I error); Z β is standard normal deviate for β significance level (Type II error); s is standard deviation; and ES is effect size. Using Table 3 for guidance (and the recommendation that the benthic invertebrate community survey should minimally have sufficient power to detect an ES of ±2 s), the benthic invertebrate working group recommended α and β be initially set at 0.1. This implied that, in most cases, the sampling effort would require a sample size of 5, which is within the range used in many benthic surveys (Resh and McElravy 1993) . The initial ES of ±2 s is based, in part, on inspection of the magnitudes of effects that have actually been measured for benthic invertebrates in exposure areas as part of the Pulp and Paper EEM program (see also Environment Canada 2002). Basic ANOVA power analysis calculations also indicate that α and β can be set equal to 0.1 for the fish survey endpoints, as well, with very little effect (relative to α = 0.05, β = 0.2) on the sample size required to achieve the resulting level of power (1-β). The use of an α or β level other than 0.1 would require appropriate justification (e.g., setting a more rigorous, lower Type II error [β] when the risk to the Environment is judged to be of greater concern). Consultation may also be required in cases where power analysis recommends the use of unreasonably high sample sizes.
It should also be noted from Table 3 that, by increasing sample size, it is possible to obtain lower Type I and II errors (lower α and β), while still maintaining α equal to β. For example, α and β can both be set at 0.05, resulting in 95% power to detect an ES of ±2 s, by increasing sample size to 8. The same argument applies to the other components of EEM (e.g., the fish survey and fish usability components) for different desired ESs, although the required sample sizes will be different. Thus, setting α equal to β provides an economic incentive to carrying out a well-designed, wellreplicated monitoring program, because providing sufficient replication will help to reduce the probability of Type I errors (i.e., α is kept low), thereby reducing the probability of unnecessary follow-up studies. Furthermore, since α is linked to β, the power of the monitoring program to detect real effects will also be increased. This improvement in monitoring design helps to ensure a better understanding of what kinds of effects, if any, are occurring.
Power Analysis: Determination of Required Sample Size, Power and Appropriate Effect Size
Power analysis is used for at least two major purposes during EEM:
1. At the beginning of a monitoring study, to calculate the sampling effort (sample size) that will be required to detect a given ES at a given level of power; and 2. Following a recently completed monitoring study, to determine the level of power that was actually achieved. Both of these uses of power analysis are briefly reviewed here, within the context of policies adopted by the EEM program, to help clarify the relationship between the two.
During the initial design phase of an EEM study, power analysis can be used to determine the sample size required to achieve a test adequate to detect an exposure-associated effect with a magnitude equal to ES, where ES has been determined prior to sampling. Using ES, α, β and some estimate of reference variability (e.g., standard deviation, s), and making some assumptions about the distribution of the data being evaluated, a scientifically defensible sampling strategy can be devised. The discussion below outlines the most basic (i.e., Control/Impact ANOVA) procedure for determining required sample size. Sample size refers to number of fish for the fish survey and number of stations for the benthic invertebrate community survey. In cases where the required sample size calculated for one endpoint (e.g., invertebrate density) is greater than that calculated for another (e.g., invertebrate taxon richness), the greater sample size should be used (unless, as discussed above, it is agreed that this would result in excessively high sample sizes). Once ES has been determined, the levels of α and β have been selected, and s for the particular mill/mine location in question has been estimated, the power analysis equation can then be used to calculate the sample size required to detect an impact of magnitude ES between areas at a given power level. If ES is set as a multiple of s (e.g., ES = ±2 s), due to canceling of terms, determination of s is not required for the power analysis.
It should be noted that determination of required sample size assumes that the variability amongst replicates for the exposure area is similar to that for the reference area. If the variance within an exposure area is much higher or lower than within the reference area, ANOVA comparisons may not be appropriate, unless the variances can be made homogeneous by transformation. For the case where the exposure and reference variances remain significantly different following transformation, the power analysis outlined here may over-or under-estimate the number of fish or sampling stations required. Non-parametric tests may be used in this situation, in which case non-parametric power analyses would be necessary to estimate required sampling effort (Thomas and Krebs 1997) .
For a basic Control/Impact ANOVA design, the estimated sample size (number of replicate stations per reference and exposure area) required to detect a given ES at a given power level can also be calculated by arranging the standard power analysis equation as follows (Green 1989) :
where n is sample size; t α is t value for α significance level (Type I error; two-tailed); t β is t value for β significance level (Type II error; one-tailed); s is standard deviation; and ES is effect size. The equation is solved iteratively by choosing an approximate value of n to look up t α and t β and then using the solution to find a more accurate n; the procedure is repeated until arriving at a final estimate for n. Alternatively, the equation given in the previous section can be used to approximately solve for n in one step. Pre-calculated tables of n (expanding upon Table 3) are available for a variety of values of α, β, and ES (Alldredge 1987; Cohen 1988; Environment Canada and Department of Fisheries and Oceans 1995) . The reader is referred to the appropriate literature (e.g., Cohen 1988) for guidance on power analysis and tables for determining sample size for other designs (e.g., regression and ANCOVA). A number of software programs are also available for conducting power analyses for a variety of statistical designs (Thomas and Krebs 1997) .
In addition to using power analysis at the beginning of a monitoring study to calculate the sample size required to detect a predetermined ES, the power that was achieved in a completed study should also be calculated. This can be done by rearranging the above equation and solving for β rather than n (power = 1-β). The value used for α is that used to make the statistical comparisons between reference and exposure areas. ES should be based on the most current estimate of the magnitude of an effect that the EEM program would like to be able to detect (see below). The power analysis must also include the sample size used during the completed study and the calculated standard deviation (or equivalent variability measure, such as the square root of the MSE from an ANOVA or ANCOVA) used to perform the statistical comparisons among reference and exposure areas. This power analysis at the end of a study is particularly important if there has been a change in any of the relevant parameters that could affect power (1-β) and that were used or calculated at the beginning of the study (i.e., α, ES, n, s). If none of these parameters (or anticipated statistical procedures) have changed, then the post-study power analysis would likely be a review of the power analysis performed at the beginning of the study. It should also be noted that it may sometimes be useful to rearrange the power analysis equation to calculate the ES that the study would be expected to be able to detect, given the sample size employed and the designated α and β levels (i.e., solve the equation for ES). Finally, the information gained by performing post-study power analyses should also be used to provide guidance for study design (particularly sampling effort) for the next round of monitoring.
The EEM program has provided initial guidance on how to set appropriate ESs for each kind of study design (e.g., Lowell 1999; Environment Canada 2002; Glozier et al. 2002) . Given the current shortage of information on appropriate ESs (see Lowell 1997), determination of these ESs is likely to be an evolving process. Consequently, the ESs currently in use should be re-evaluated at the beginning and end of each round of monitoring and ESs should be readjusted as necessary. Furthermore, when evaluating temporal trends in effluent-associated effects, careful consideration should be given to the ESs used to determine sample sizes during past monitoring rounds. In some cases, it may be determined that replication during past monitoring rounds was insufficient to provide adequate power to detect the newly readjusted ESs. In those cases, the (newly determined) low power employed during past monitoring rounds may have resulted in missing important previous, and perhaps more subtle, effects associated with exposure.
To avoid confusion, it should be noted that the term "effect size" can be used to refer to at least three different concepts:
1. The first is the magnitude of an effect that is actually measured in a given study (e.g., a given study may measure a 10% decrease in rel-ative gonad size downstream of an effluent outfall, relative to a reference area). 2. The second concept can be termed a "critical effect size"; it is a predetermined value and refers to what would be considered to be an effect of sufficient magnitude to be of ecological, economic, or social significance. 3. The third kind of "effect size" is that used in this paper (ES in the above equation) to calculate required sampling effort and to determine statistical power; it is also predetermined.
This latter ES used here to determine sampling effort does not necessarily imply that an effect of that magnitude is of ecological, economic, or social significance. Rather, it is set based on the magnitude of an effect that the EEM program would like to be able to detect. This magnitude will likely be at least partly based on initial ideas of what would be an ecologically (or other) important effect. It may, however, later be decided that greater or lesser effects are of interest with respect to taking corrective action. For example, ES for fish relative gonad size may be set at ±25% at the beginning of a study for the purposes of determining sampling effort. Following the study, it may in fact be decided that a 10% effect is unacceptable due to priorities set, for example, by local stakeholders (other interested parties may have similar input). In the same vein, it may later be decided that a 40% effect within a prescribed area may be acceptable due to site-specific concerns. Thus, ES used during a study is related to, but does not necessarily equal, a "critical effect size" used for making decisions regarding the need for corrective action.
Summary
To help facilitate a scientifically defensible and practicable monitoring program, EEM program guidance has been provided on endpoints for use in assessing environmental effects on receiving waters. The aim is to provide useful information for a reasonable amount of effort in order to evaluate effects on fish and benthic invertebrate communities. Specific guidance has also been provided on the appropriate statistical procedures to use for the various endpoint/sampling design scenarios that may be encountered. Options have been outlined that afford the flexibility required to adapt monitoring to local conditions, while continuing to maintain sufficient standardization to allow for comparisons of results among different mills or mines. Power analyses are required to ensure that sampling effort is adequate to detect effect sizes of interest. A key concern is to maintain high probabilities of correctly identifying areas that are actually impaired (high statistical power), while still maintaining low probabilities of falsely concluding that impairment has occurred in nonimpacted areas (low α values). It is expected that some of the recommendations will need to be revised as the characteristics of the environmental effects encountered become better understood. The goal is to adapt the monitoring requirements to take advantage of the most appropriate tools and procedures available.
