practically mitigate this effect, provided the phase noise variance is below a certain threshold. The general conclusion is that the new SAGE algorithm is able to compensate for the effect of phase noise in practical channel sounding equipments, provided the used sounding sequences are sufficiently short. Further investigations are needed to quantitatively assess the relationship between the maximum duration of the used sounding sequences and the short-term statistics of phase noise for this compensation to be effective.
I. INTRODUCTION
The high-resolution SAGE algorithm [1] , which provides an iterative approximation of the Maximum Likelihood (ML) estimator has been initially applied to channel parameter estimation in MIMO channel sounding [2] , [3] . Most advanced MIMO radio channel sounders employ the time division multiplexing (TDM) technique for data acquisition since it saves hardware cost and reduces the effort of system calibration procedure. Nonetheless, recently published theoretical investigations show that phase noise in the local oscillators at the transmitter and the receiver of channel sounders can cause significant errors in the estimation of key channel parameters, like the channel capacity [4] , [5] and the parameters characterizing multipath components [6] . In these works, phase noise is assumed to be a white process and a random walk process respectively. These assumptions however deviates to a more of less extent from the real features of phase noise, as for instance observed from measurements. For the estimation of the above parameters, the short-term behaviour of phase noise is critical, i.e. correlated, due to the finite bandwidth of the filters in the phase locked loop oscillators in the TX and RX of the sounding equipment. This correlation strongly affects the performance of channel parameter estimates [7] . In this paper, we propose a new SAGE algorithm, which is derived for a signal model incorporating the effect of phase noise and therefore inherently accounts and compensates for this effect. We compare the behaviour and performance of the new scheme with the traditional SAGE algorithm [2] , [3] in synthetic narrowband one-path and two-path scenarios in the presence of phase noise. [8] .
Referring to Fig. 2 Therefore, the selected hidden-data in (I1) is admissible for the estimation of Oe in the sense defined in [1] .
In the expectation (E-) step of the ith iteration, the so- 
The maximization operation in (16) characterizing these scenarios are reported in Table I . We assume that the transmit and receive arrays are uniform and linear with M = N = 8 half-a-wavelength spaced elements. The sounding sequence has period L = 127 and chip duration TL = lOns. The correlation matrix R;, is computed from the short-term correlation function of phase noise reported in [4] . The Doppler frequency, the azimnuth of departure and the azimuth of arrival are jointly estimated with the proposed method, while the co-elevations of the paths are assumed to be known.
First we present the results obtained in the one-path scenario. Fig. 3 depicts the Q-functions of the Doppler frequency for (1) the traditional SAGE algorithm [2] without phase noise, (2) the traditional SAGE algorithm with phase noise, and (3) the new SAGE algorithm with phase noise. It can be observed that the Q-function in the case (2) has higher side-lobes and a wider main-lobe than the Q-function in case (1) . The width of the main-lobe and the height of the sidelobes of the 9-functions in case (3) are lower compared to those of the Qfunction in case (2) . This observation explains why the new SAGE algorithm outperforms the tradition SAGE algorithm in the presence of phase noise, as the next results will show.
The root mean-square estimation errors (RMSEEs) of the parameter estimates returned by the traditional SAGE algorithm and the new proposed SAGE algorithm have been assessed by means of Monte Carlo simulations in the presence of phase noise. They are reported with the their respective root CRLBs (RCRLBs) versus the phase noise variance in Fig. 4 . It can be observed that the RMSEEs increase with the variance and that the new proposed SAGE algorithm outperforms the traditional SAGE algorithm in terms of lower RMSEEs. When the phase noise variance is below a certain threshold, i.e. 0.05 radian, the RMSEEs achieved with the new proposed SAGE algorithm are close to their corresponding RCRLBs derived in the one-path scenario. In this range the RMSEEs obtained with the new proposed SAGE algorithm are lower by about 10 dB compared to the corresponding RMSEEs achieved with the traditional SAGE algorithm. Above this threshold the performance of the estimators significantly deteriorates.
The RMSEEs for the parameters of the two paths in the twopath scenario are reported in Fig. 5 (Path 1) and Fig. 6 (Path 2). We observe a slight degradation compared to the results obtained for the one-path scenario. However, the RMSEEs curves for both paths behave similarly to their counterpart in the one-path scenario. In particular the new proposed SAGE algorithm always outperforms the traditional SAGE algorithm and the same threshold effect can be observed below which the effect of phase noise can be almost mitigated.
Actual measured phase noise variances of the local oscillators at the transmitter and the receiver of channel sounders lie in the range 0.02 to 0.03 radian [4] 
