Abstract. We consider period-doubling cascades in two-dimensional iterated maps. We define forward and backward period-doubling bifurcations, and use these concepts to describe an alternating period-doubling cascade in which forward and backward perioddoubling bifurcations alternate. By tracking the eigenvalues of a typical map throughout such cascades we show that two-dimensional maps may give rise to two qualitatively different alternating period-doubling cascades. We apply renormalisation theory to one class of alternating period-doubling cascades, and derive universal spatial scalings for such cascades from fixed points of the appropriate renormalisation operator. We also derive universal parameter scalings for these cascades from the eigenvalues of the linearisation of the renormalisation operator, and provide the corresponding eigenfunctions. The theory is illustrated by an example.
Introduction
We consider period-doubling bifurcations, and certain cascades thereof, which can arise in iterated maps of dimension two or more. Our main aim will be to describe and analyse a period-doubling cascade with a particular geometric structure, which we term an alternating period-doubling cascade.
Period-doubling bifurcations are a well studied codimension one local bifurcation of discrete dynamical systems which arise when the Jacobian matrix of the map has an eigenvalue that passes through −1. They are usually classified according to their criticality, or the specific relationship between the stability of the different branches of solutions in a neighbourhood of the bifurcation point, in which a supercritical bifurcation gives rise to a stable period two branch which coexists with an unstable period one branch and a subcritical bifurcation has an unstable period two branch coexisting with a stable period one branch. This concept works well for one-dimensional maps, but for higher dimensional maps, we note that there are additional eigenvalues of the Jacobian which do not change sign in the neighbourhood of a bifurcation point, and if some of these are outside the unit circle, then there are no stable solutions occuring in either type of bifurcation. Normal form calculations and conditions for super-(sub-) criticality appear widely in the literature, for example [1] .
Cascades of period-doubling bifurcations have also been widely studied, in both one (e.g. [2, 3, 4, 5] ) and higher (e.g. [6, 5, 7] ) dimensions. The classification of period-doubling bifurcations often extends to the classification of period-doubling cascades, so that one may refer to supercritical, or subcritical, period-doubling cascades. A classification of this Date: August 6, 2013.
1 type provides information about the stability properties of a period-doubling cascade, but yields little information about its geometry. In particular, knowing whether a perioddoubling bifurcation is supercritical or subcritical alone is not enough to determine the direction (with respect to the parameter) in which the bifurcating branches of solutions emerge from the bifurcation point.
In contrast to the usual approach of taking stability as the key property of interest when examining period-doubling cascades, we focus our attention on the direction in which bifurcating solutions emerge from a period-doubling bifurcation. To provide a basis for describing cascades in this way, we define forward and backward (local) period-doubling bifurcations. From these definitions we are able to describe the essential geometric property of an alternating period-doubling cascade, in which forward and backward bifurcations alternate, and this is our main object of study.
We analyse and classify alternating period-doubling cascades in two-dimensional maps by tracing the possible paths of eigenvalues as we proceed through the cascade, noting that these paths will be related to and restricted by the geometrical structure we impose on the cascade. We show that alternating period-doubling cascades cannot occur for onedimensional maps and that for two-dimensional maps, there are precisely two stability configurations that allow for such an infinite cascade.
A key tool used to analyse the asymptotic properties of period-doubling cascades is renormalisation theory. Feigenbaum [3, 4, 5] examined the limiting behaviour of onedimensional period-doubling cascades and derived universal spatial and parameter scalings which are valid for a wide class of one-dimensional maps. A number of extensions of this original theory have been carried out, including extensions to higher dimensional maps [7, 8] , systems of area-preserving maps [9, 10] , infinite cascades of period p-tupling bifurcations [11] , and higher codimension phenomena [12, 13] .
Since alternating period-doubling cascades are infinite cascades, we turn to renormalisation theory in order to describe their limiting behaviour. We apply two-dimensional renormalisation techniques to study in detail one type of alternating period-doubling cascade, and describe how our analysis could be adapted to study other such cascades. We find and analyse fixed points of a two-dimensional renormalisation operator, from which we derive two universal spatial scaling constants for the alternating period-doubling cascade. Using a combination of analytical and numerical approaches, we then find relevant eigenvalues and eigenfunctions of the linearisation of the renormalisation operator, from which we are able to derive universal parameter scalings for the alternating perioddoubling cascade. We show how two unstable eigenvalues of the renormalisation problem mean that an alternating period-doubling cascade will only occur at a critical value of a second parameter, and describe how the cascade unfolds for nearby values of the second parameter. We illustrate all these results with an example, from which we derive values that are close to the theoretically predicted universal constants.
In Section 2, we provide a definition of an alternating period-doubling cascade and show that such a structure cannot occur in a one-dimensional map. For two-dimensional maps, we show that alternating period-doubling cascades are can occur with only two different stability configurations. A numerical example of one of these types is also considered. The renormalisation analysis of one type of alternating period-doubling cascade is presented in Section 3, with good agreement between the theory and numerical results being obtained for the universal scaling constants. Finally, Section 4 contains conclusions and suggestions for future work. 
Alternating Period-Doubling Cascades
We consider a map
where f : R m × R → R m is a smooth function. We suppose that f has a branch of fixed points (x(λ), λ), where x(λ) is found by solving the fixed point equation
We begin by recalling a familiar definition [1] : Definition 2.1. Let (x, λ) = (x (λ 0 ) , λ 0 ) be a fixed point of f . The map (1) is said to undergo a period-doubling bifurcation at (x (λ 0 ) , λ 0 ) if the Jacobian matrix has a simple eigenvalue which crosses −1 at (x, λ) = (x (λ 0 ) , λ 0 ), and no other eigenvalues of the Jacobian matrix lie on the unit circle at this point.
Emerging from a period-doubling bifurcation along a branch of fixed points we observe two connected branches of period 2 solutions. We are interested in describing the direction in which bifurcating branches of solutions emerge from period-doubling bifurcation points, and so we provide the following definition: Definition 2.2. Let (x (λ 0 ) , λ 0 ) be a period-doubling bifurcation point for the map (1). We say that the period-doubling bifurcation is a forward period-doubling bifurcation if there exists ε > 0 such that the bifurcating period two solutions exist in a small neighbourhood of the bifurcation point for λ ∈ (λ 0 , λ 0 + ε] but not for λ ∈ [λ 0 − ε, λ 0 ). Similarly we say that the period-doubling bifurcation is a backward period-doubling bifurcation if the period two solutions exist in a small neighbourhood of the bifurcation point for λ ∈ [λ 0 − ε, λ 0 ) but not for λ ∈ (λ 0 , λ 0 + ε].
The bifurcation diagrams for typical forward and backward period-doubling bifurcations are shown in Fig. 1 . We note that the definitions of forward and backward period-doubling bifurcations can also be extended in a natural way to definitions of forward and backward period-doubling cascades.
Although Definition 2.1 is formulated in terms of a period-doubling bifurcation along a branch of fixed points, the definition can clearly be extended to branches of solutions of arbitrary period. We also observe that Definition 2.2 is independent of the period of the branch of solutions on which the period-doubling bifurcation occurs.
In contrast to the more familiar properties of supercriticality and subcriticality, no reference is made to stability in the definition of forward and backward period-doubling bifurcations. Indeed, forward and backward period-doubling bifurcations may be either supercritical or subcritical. Some of these properties are made more concrete in the following example.
Example 2.3. The standard logistic map is defined by
where x n ∈ [0, 1] for all n, and λ ∈ [0, 4] and has a branch of fixed points given by
A supercritical period-doubling bifurcation occurs on the branch of fixed points at (x, λ) = , 3 . According to Definition 2.2, this is also a forward period-doubling bifurcation, and is the first step in a forward period-doubling cascade. Now consider the closely related map defined by
where again x n ∈ [0, 1] for all n, and λ ∈ [0, 4]. The bifurcation diagram for this map is obtained by reflecting the bifurcation diagram for the logistic map about the point λ = 2. Thus, there is again a branch of fixed points with a period-doubling bifurcation at (x, λ) = , 1 which is again supercritical but in this case is a backward period-doubling bifurcation and is the first step in a backward period-doubling cascade.
The example above illustrates that a forward period-doubling bifurcation can be transformed to a backward period-doubling bifurcation (and vice-versa) by the simple coordinate change λ → −λ. Thus, the concept of forward and backward period-doubling bifurcations is not particularly significant in the context of isolated period-doubling bifurcations -maps related by such a simple change of co-ordinates are not typically considered to be distinct objects -and so a property which is not invariant under such a transformation is not of great interest. However, we will use Definition 2.2 to compare the direction in which bifurcating branches of solutions emerge for two successive period-doubling bifurcations within a period-doubling cascade. Definition 2.4. We say that a period-doubling cascade is an alternating period-doubling cascade if, given any two consecutive period-doubling bifurcations in the cascade, one is a forward period-doubling bifurcation and the other is a backward period-doubling bifurcation.
A section of the bifurcation diagram of a typical alternating period-doubling cascade is given in Fig. 2 , where period-doubling bifurcation points are marked by heavy circles. For the sake of clarity we show only the upper branch of higher-period solution branches which emerge from each bifurcation point. We note that an alternating period-doubling cascade as a whole is invariant under the coordinate change λ → −λ.
Before proceeding to analyse the properties of alternating period-doubling cascades, we note that we could also define "composite" period-doubling cascades where, for example, the first n 1 bifurcations are forward period-doubling bifurcations, the next n 2 bifurcations alternate between forward and backward period-doubling bifurcations, the next n 3 bifurcations are backward period-doubling bifurcations, and so on. While in this paper we focus mainly on alternating period-doubling cascades, we will also show how these can unfold into composite cascades which start with alternating bifurcations and then go either forward or backward. In our study of these cascades, we shall assume that no limit points occur on a branch of solutions between successive period-doubling bifurcations, so that the bifurcation diagram given in Fig. 2 is a qualitatively accurate representation of the alternating period-doubling cascades we study.
The geometric structure of an alternating period-doubling cascade restricts how the eigenvalues of the linearisation of the underlying map can change as we proceed throughout the cascade. In particular, we recall the following well known facts:
(F1) At a period-doubling bifurcation point a simple eigenvalue crosses the unit circle at −1. (F2) At a limit point a simple eigenvalue crosses the unit circle at +1. (F3) In a neighbourhood of a forward (resp. backward) period-doubling bifurcation point, the number of stable eigenvalues along the bifurcating branch is the same as the number of stable eigenvalues along the branch of lower period immediately before (resp. after) the bifurcation point. (F4) In the limit as a period-doubling bifurcation point is approached along the higher period branch which emerges from it, the eigenvalues are the square of the eigenvalues on the branch of lower period at the same point. We also recall our earlier assumption:
(A1) No limit points occur between two successive period-doubling bifurcations. These observations lead immediately to the following result: Theorem 2.5. A one-dimensional map cannot generate an alternating period-doubling cascade.
Proof. For a one-dimensional map, there is a single eigenvalue σ that determines stability of each periodic point and any bifurcations that occur. Consider a particular periodic point on a given branch of periodic solutions which lies between two period-doubling bifurcation points (such as point 4 in Fig. 2 ). Then there are only three possible cases for the value of the eigenvalue σ at that point, namely σ > 1, −1 < σ < 1 or σ < −1. We consider each of these cases in turn and show that the geometric structure of an alternating period-doubling cascade, as shown in Fig. 2 , is not possible in each case.
If σ > 1 then, since σ cannot move away from the real axis, it must cross the unit circle at +1 before it reaches (and passes through) −1 to give the next period-doubling bifurcation. However, by (F2), this implies that a limit point occurs before the perioddoubling bifurcation which violates our assumption (A1).
If −1 < σ < 1, then the next period-doubling bifurcation must be subcritical, since the alternating structure always requires the bifurcating branch to turn back over the earlier part of the cascade, and so the bifurcating branch is initially unstable. Since the eigenvalue on the bifurcating branch at the bifurcation point is σ = 1 by (F4), then we must have σ > 1 initially along the bifurcating branch. As in the previous case, this eigenvalue must pass through the unit circle at +1 before it reaches −1 for another period-doubling bifurcation, again contradicting (A1).
Finally, when σ < −1, our point of interest is unstable, and so the next period-doubling bifurcation must be supercritical, again due to the alternating structure. Thus, the bifurcating branch is initially stable and so, on the bifurcating branch, we have −1 < σ < 1. This is the same situation as considered previously except that it is one branch further up the cascade.
Since alternating period-doubling cascades cannot occur in one-dimensional maps we turn our attention to the next simplest case, namely that of two-dimensional maps. In this setting there are two eigenvalues along each branch of solutions. This allows more interesting behaviour to occur, including eigenvalues appearing as a complex conjugate pair.
Our next aim is to describe the typical behaviour of two-dimensional alternating perioddoubling cascades by tracking the locations of the eigenvalues as we pass through the cascade. We will be able to do this using the restrictions (F1)-(F4), the assumption (A1) and our assumption that Fig. 2 provides a qualitatively accurate representation of the bifurcation diagram of a typical section of an alternating period-doubling cascade.
We make the preliminary observation that the location of the eigenvalues along the branch of fixed point solutions may be atypical in the context of the full infinite cascade. Along branches of solutions of period 2 and greater, there is a section of the solution branch which connects two consecutive period-doubling bifurcations. In a neighbourhood of the lower-period period-doubling bifurcation along this branch of solutions, both of the eigenvalues must lie in the right half-plane by (F4). Along the fixed point solution branch, however, this restriction clearly does not apply, and the eigenvalues may assume positions which would not be possible along any other branch of solutions in the cascade. As we are interested in the typical behaviour of alternating period-doubling cascades, we will refer to a "typical" section of an alternating period-doubling cascade to mean a section of the cascade which excludes the fixed point branch of solutions (or, alternatively, any section of a cascade where the location of the eigenvalues along the branch of fixed points is not prohibited from occurring along a branch of greater period by (F1)-(F4) and (A1)). Theorem 2.6. There are (up to reflection and translation by period) precisely two different ways to assign eigenvalue locations through an alternating period-doubling cascade bifurcation diagram as shown in Fig. 2 which are consistent with the restrictions (F1)-(F4) and the assumption (A1). These two cases are shown in Fig. 3 which we refer to as type I (Fig. 3(a) ) and type II ( Fig. 3(b) ).
Proof. This result is proved using a similar approach to the proof of Theorem 2.5. We consider all possible qualitatively different configurations of two eigenvalues at point 1 of Fig. 2 . Using the rules given in (F1)-(F4) and the geometric structure of the alternating cascade places many restrictions on the eigenvalues throughout the cascade and so all possible positions of the eigenvalues relative to the unit circle at each point along each of the branches can be determined. If the eigenvalue configuration at points 9, 8 and 7 are the same as at points 1, 2 and 3 respectively, then we accept this as a valid alternating period-doubling cascade. Using this approach, we find that there are only two eigenvalue configurations that meet this criterion which are shown in Fig. 3 , where S represents a stable eigenvalue inside the unit circle, U R /U L represents an unstable eigenvalue to the right/left of the unit circle and a cross indicates a Neimark-Sacker bifurcation (where a complex conjugate pair of eigenvalues cross the unit circle). The movement of the eigenvalues through each of these cascades is shown in Fig. 4 .
The qualification "up to reflection and translation by period" in the statement of Theorem 2.6 refers to the fact that each of the assignments of eigenvalue locations given on the bifurcation diagrams in Fig. 3 can be "translated" through their respective perioddoubling cascades by one period-doubling bifurcation (so that each label, which refers to a point on a branch of solutions of period 2 k for some value of k, is shifted to the branch of solutions of period 2 k+1 ). The result will be another bifurcation diagram which provides a valid assignment of eigenvalue locations to Fig. 2 . Similarly, each bifurcation diagram given in Fig. 3 can be reflected horizontally to obtain another valid bifurcation diagram. We consider these bifurcation diagrams to represent variations of a single alternating period-doubling cascade rather than distinct alternating period-doubling cascades.
We note that the requirement for a valid alternating period-doubling cascade is that the eigenvalues at points 9 and 7 of Fig. 2 are in qualitatively the same positions (relative to the unit circle) as the eigenvalues at points 1 and 3 respectively, and so an infinite alternating period-doubling cascade can be generated from the small section shown in either of the bifurcation diagrams in Fig. 3 by repeating the same eigenvalue movements at ever increasing periods. Since these two diagrams represent (up to reflection and translation by period) the only valid assignments of eigenvalue locations to a typical section of an alternating period-doubling cascade bifurcation diagram, all valid full twodimensional alternating period-doubling cascades must be generated by concatenating copies of one of the two bifurcation diagrams given in Fig. 3 .
We now consider conditions for the existence of alternating period-doubling cascades in area/volume-preserving maps and systems of differential equations.
Theorem 2.7.
(i) A two-dimensional area-preserving map cannot generate an alternating perioddoubling cascade, but a three-dimensional volume-preserving map can generate such a cascade. (ii) A system of four or more first order autonomous differential equations or a system of three or more first order periodically-forced differential equations can give rise to an alternating period-doubling cascade. However, systems of differential equations of lower order cannot give rise to an alternating period-doubling cascade.
Proof. It is well known that a two-dimensional area-preserving map can have a perioddoubling cascade [9, 10] . However, we now show that it cannot have an alternating period-doubling cascade.
For an area-preserving map, the determinant of the Jacobian evaluated at a fixed point is 1, with obvious generalisations to periodic points. Thus, for a two-dimensional map, the product of the two eigenvalues must always be 1. This implies in particular that the map cannot have an eigenvalue of zero.
A system of n + 1 first order autonomous differential equations gives rise to an ndimensional Poincaré map. Similarly, a system of n first order periodically-forced differential equations also gives rise to an n-dimensional stroboscopic map. In both cases the map is at least locally a diffeomorphism and hence is invertible. This again excludes the possibility of a zero eigenvalue of the Jacobian evaluated at a periodic point.
If n = 1, then either system of differential equations will give rise to a one-dimensional map, and by Theorem 2.5, this means that an alternating period-doubling cascade is not possible.
If n = 2 or for an area-preserving map, then we have a two-dimensional map, but where a zero eigenvalue is not permitted. Now from Fig. 4(a) ,(b), it can be seen that on the period 2 branch for both types of alternating period-doubling cascade, a real eigenvalue must pass through zero. Thus, an alternating period-doubling cascade is not possible in these cases either.
If n = 3 or for a three-dimensional volume-preserving map, we have a three-dimensional map. Suppose that the third eigenvalue on the period 2 branch is real and lies between 0 and 1. In this case, it is possible to have a collision of two real eigenvalues which become complex, move around the origin, and collide again on the real axis between −1 and 0, at which point one of them can proceed to cross the circle at −1 giving the required period-doubling bifurcation point. Thus, the problem of a zero eigenvalue can be avoided in these cases. In the case of the volume-preserving map, there is also a requirement that the modulus of the product of the eigenvalues is one, which means that there cannot be three stable or three unstable eigenvalues. It can be shown that adding a third eigenvalue σ 3 satisfying σ 3 > 1 for a type I cascade or 0 < σ 3 < 1 for a type II cascade on the lowest period branch in Fig. 3 , all the required conditions can be satisfied to retain these two types of cascade. However, the type I cascade will no longer involve a Neimark-Sacker bifurcation. Thus, we conclude that alternating period-doubling cascades can occur in these cases.
A key difference between the type I and type II alternating period-doubling cascades is the presence (or absence) of Neimark-Sacker bifurcations, and consequently the presence (or absence) of sections of solution branches which are stable. In particular, the type II alternating period-doubling cascade has no stable solutions, whereas every second branch of solutions in the type I alternating period-doubling cascade has a section (between a Neimark-Sacker bifurcation and a period-doubling bifurcation) which is stable. This implies that for the full alternating period-doubling cascade, there is a nested sequence Period 1 branch:
Period 2 branch:
Period 4 branch:
(a) The eigenvalue movements for the type I alternating period-doubling cascade up to the point where the eigenvalues become complex.
Period 1 branch:
Period 4 branch: 5 7 (b) The eigenvalue movements for the type II alternating period-doubling cascade up to the point where the eigenvalues become complex.
Period 4 branch, type I:
Period 4 branch, type II:
(c) The remaining eigenvalue movements for the type I and type II cascades. of parameter intervals in which there are stable periodic solutions, and hence there are many co-existing stable periodic solutions for a range of parameter values.
Example 2.8. We consider the system of equations
This system of equations exhibits an alternating period-doubling cascade as we vary λ. The low-period branches (up to period 16) are shown in Fig. 5 while some of the higherperiod branches (up to period 64) are shown in Fig. 6 . The bifurcation points in the cascade up to the branch of period 1024 are shown in Table 1 . These were found approximately using AUTO [14] and Maple was then used to find the bifurcation points to high accuracy. It can be seen that the difference between the bifurcation points does indeed alternate in sign and the magnitude of the difference is decreasing. Thus, there will be a limit of the sequence of bifurcation points λ ∞ which can be approximated by assuming that for some (negative) constant c. Using this assumption and eliminating c gives
Taking n = 10 gives the approximation to λ ∞ shown in Table 1 . For this example, there are stable periodic points on branches of period 1, 4, 16, etc. and no stable solutions on the other branches. However, the length of the parameter interval on which there are stable periodic points shrinks rapidly as the period increases. The length of the stable intervals on the branches of period 4, 16 and 64 is 3.06 × 10 −3 , 3.12 × 10 −5 and 3.99 × 10 −7 respectively. If we choose a parameter value at which there are stable periodic solutions on two or more branches through the cascade, then we note from Fig. 3(a) that the alternate branches have stability SU R , and hence are saddles. In the neighbourhood of a perioddoubling bifurcation from an SS branch to an SU R branch, there will be a heteroclinic connection between the bifurcating branch and the lower period stable branch, as a consequence of the centre manifold reduction that can be done at the bifurcation point, and this corresponds to the unstable manifold of the saddle point. This manifold is likely to persist further from the bifurcation point, provided that the Neimark-Sacker bifurcation on the SS branch and any bifurcating invariant circles are not reached. The stable manifold of the branch of saddle points will then act as the boundary between the basins of Figure 7 . Section of the phase portrait for (2) , showing the fixed point (square), period 2 solutions (triangles) and period 4 solutions (circles). The stable (blue) and unstable (red) manifolds of the period 2 saddles are also shown.
attraction of the two stable periodic points. This situation is illustated in Fig. 7 for stable period 1 and 4 points and saddle period 2 points.
It is apparent in our example that the coefficient of y 2 n in the first equation of (2) has been very carefully chosen, and it is natural to ask what happens if this value is changed. If this value is increased slightly then we observe a period-doubling cascade which alternates at low period, but after some point it exhibits only forward period-doubling bifurcations. Conversely, if this coefficient is decreased slightly, then again there is an alternating period-doubling cascade at low period but with a backward period-doubling cascade after some point. Indeed, if the value of this coefficient is increased further (to a value of 2.5, for example) then the system of equations (2) exhibits a forward period-doubling cascade, whereas if the coefficient is decreased sufficiently (to −0.7, for example) then we observe a backward period-doubling cascade. Thus, the alternating period-doubling cascade is the midpoint in a transition from a forward to a backward period-doubling cascade and, as such, will only occur at isolated values of a second parameter. A more detailed analysis of a two-parameter unfolding of the alternating period-doubling cascade is considered elsewhere [15, 16] .
3. Renormalisation 3.1. Introduction. Feigenbaum [3, 4, 5] analysed the limiting behaviour of period-doubling cascades in one-dimensional maps using renormalisation theory, which we briefly review before applying this method to the analysis of the limiting behaviour of an alternating period-doubling cascade.
Consider the one-dimensional iteration
and assume that f has a single quadratic maximum at x = 0 for all λ. Renormalisation theory focusses on the superattractive points on each successive periodic branch and these occur when x = 0 is one of the periodic points on the cycle, since the derivative of f is zero at this point, and so are defined by Table 1 . Bifurcation points on branches of period 2 n .
The periodic point on the corresponding connected branch of solutions to this point is found by iterating 2 r−1 times and so is given by f 2 r−1 (0, λ r ). The distance d r between these two periodic points is therefore where the nonlinear scaling operator T is defined by
The functions g r (x) also converge as r → ∞ and we define
The function g corresponds to a fixed point of the operator T and hence satisfies g = T g.
The solutions of (5) are not unique since if g(x) is a solution, then so is γg(x/γ) for all γ = 0. A unique solution of this equation is found by adding the extra equation
The equations (5) and (6) can then be solved for g(x) and α. The solution of these equations can only be found numerically, and is given by α = 2.50290788 . . . and g(x) = f F (x), where the Feigenbaum function f F (x) is given approximately by [4] f F (x) = 1 − 1.52763300x 2 + 0.10481519x
The Fréchet derivative J g of the operator T is given by
The largest eigenvalue in magnitude of the linear operator J f F is found numerically to be [17] δ = 4.66920161 . . . We computed the corresponding eigenfunction to be
which is similar to that given in [4] . We note that −α is also an eigenvalue of J f F with eigenfunction ψ α (x) = f ′ F (x) − 1, which arises from the coordinate change x → x + ǫ. Feigenbaum also showed that the limiting parameter scaling is given by
The spatial scaling constant α and the parameter scaling constant δ are found to be the same for a wide class of maps, and so are referred to as universal constants. Feigenbaum's work on one-dimensional renormalisation problems has been extended to higher dimensions in a variety of ways [9, 12, 13, 18] . In [12] , the authors begin by discussing systems with unidirectional coupling, and later expand their scope to consider more general two-dimensional renormalisation phenomena using a two-dimensional renormalisation operator. Two dimensional renormalisation is also considered in [13] , where the authors provide a survey of many of the extensions to the renormalisation theory since Feigenbaum's work. More exotic constructions, such as Hénon-like maps [19] and maps with "pacemakers" [20] , have also been discussed in the literature.
The renormalisation operator for two-dimensional problems is given by
A fixed point of the operator S comprises a pair of functions f, g :
As in the one-dimensional case, solutions of this equation are not unique. In particular, if (f, g) is a fixed point of the operator S then the functions κf (8) and (9) can then be solved for f, g, γ, η.
Numerically, we solved the one-dimensional and two-dimensional renormalisation problems with a pseudo-spectral collocation method using Chebyshev polynomials [21, 22] . The code was written in Maple so that the numerical accuracy could be increased. For one-dimensional problems, we used a basis consisting of 21 Chebyshev polynomials while for the two-dimensional problems, we used a basis of 13 Chebyshev polynomials in each space dimension, giving a total of 169 polynomials in the basis.
3.2.
Renormalisation for alternating period-doubling cascades. The alternating period-doubling cascades for two-dimensional maps described in the previous section are infinite cascades, and so we use renormalisation theory to analyse the limiting behaviour of such cascades.
Suppose that we have a map
which exhibits an alternating period-doubling cascade. As we have a two-dimensional map, we will be looking for a solution of the two-dimensional fixed point equation (8) and we will then show how this solution relates to properties of the alternating period-doubling cascade. We start by rewriting (8) as
where G = f g , X = x y , Γ = γ 0 0 η We first consider properties that solutions of this equation must satisfy. Proof. Differentiating equation (10) and evaluating at (x, y) = (0, 0) gives
Taking the determinant of each side we obtain
, whence the result follows.
To be consistent with the standard Feigenbaum theory, we will consider solutions of the fixed point equation (10) that satisfy the first condition of Lemma 3.1, namely det (G X (0, 0)) = 0. This implies that we should look for a sequence of points through the alternating period-doubling cascade at which the Jacobian matrix evaluated at a periodic point is singular, which in turn implies that there should be a zero eigenvalue.
For our two types of alternating period-doubling cascades, the eigenvalue movements through the cascades are shown in Fig. 4 . We note that on what is labelled as the "Period 2 branch", there is an eigenvalue that starts at +1 as the branch bifurcates from a period-doubling point, and moves along the real axis to −1 at which point the next period-doubling bifurcation occurs. Since the other eigenvalue is outside the unit circle, this eigenvalue must pass through zero, and so there will be a point on this branch at which the determinant is singular.
On the "Period 4 branch", the eigenvalues both move outside of the unit circle on the positive real axis, collide and become a complex conjugate pair. For the type II cascade, this pair move round the outside of the unit circle and collide again on the negative real axis, with one of them then moving through −1 to give the next period-doubling bifurcation. Thus, there is never a zero eigenvalue along this branch. For the type I cascade, the complex conjugate pair of eigenvalues cross the unit circle and collide on the real axis inside the unit circle. If this collision occurs on the positive real axis, then one eigenvalue must pass through zero before it gets to −1 for the next bifurcation (assuming that the eigenvalues do not become complex again), and so there will be a point on the branch where the determinant is zero. On the other hand, if the eigenvalues collide on the negative real axis, there is no need for an eigenvalue to pass through zero before the next bifurcation, although this is possible.
In the three-dimensional (x, y, λ) space, the condition det F X (X, λ) = 0 defines a twodimensional surface and the discussion above shows that at least every other branch must cross this surface, and in some cases every branch will cross it.
In this paper, we analyse in detail only the type I alternating period-doubling cascade, and we will assume that the eigenvalues collide on the positive real axis so that there is a zero eigenvalue on every branch. In the case of a type I cascade with no zero eigenvalue on the "Period 4 branch", or for a type II cascade, the renormalisation process would have to be a mapping from one branch to another branch which occurs after two bifurcations rather than just one. However, we will not consider this possibility further.
Example 3.2. We consider again the map we studied in Example 2.8 given by (2) . For this map, the complex eigenvalues collide on the real axis inside the unit circle quite close to +1 and so there are points with a zero eigenvalue on every branch. These points are shown in Table 2 . The estimate of each of the limiting points as n → ∞ can be obtained in the same way as λ ∞ was calculated previously, using (3) .
Since the singular points alternate in λ, we would expect the parameter scaling constant to be negative in this case. To estimate this constant, we define κ n = λ n−1 − λ n−2 λ n − λ n−1 and the scaling constant is then
The values of κ n are shown in Table 3 . We see from these results that κ is indeed negative, and has an estimated value of κ ≈ −9.1. To determine the two spatial scaling constants, we note that in renormalisation theory, the scaling matrix is always assumed to be diagonal. For a practical example, we must work with the problem in eigenvector coordinates in order to get a diagonal scaling matrix, as the two scaling constants then denote the scaling in each eigenvector direction. In Table 2 , in addition to the periodic points (x n , y n ) at which there is a zero derivative, we also list the corresponding points (x * n , y * n ) which are half way around the orbit, since the branches through these two points connect at the period-doubling bifurcation point. We can then derive the spatial scalings in the x and y directions by finding δx n = x n − x * n and δy n = y n − y * n . By changing to an eigenvector basis, using the Jacobian matrix of the periodic point for n = 10, we can transform δx n and δy n into the new coordinate system, and we denote the new distances by δX n and δY n respectively. The spatial scaling factors can then be estimated as γ = lim n→∞ γ n and η = lim n→∞ η n where
These values are also shown in Table 3 from which it can be seen that we have the approximate values γ ≈ −2.49 and η ≈ −4.68. The value of γ is quite close to the scaling constant for one-dimensional maps, which is −α where α = 2.50290788 . . .
3.3.
Fixed Points of the Renormalisation Operator. We now seek to explain the above results in terms of a fixed point of the two-dimensional renormalisation operator.
For the above example, we found that the rescaled form of the function F 1 evaluated at successive singular points seemed to be converging to a function of x only, and with a maximum point occurring at the singular point. This suggests that the fixed point function f should be a function only of x with its derivative equal to zero. If this is the Table 2 . Points (x n , y n , λ n ) on branches of period 2 n at which there is a zero eigenvalue. The point (x * n , y * n ) is half way round the periodic orbit from the point (x n , y n ). Table 3 . Estimates of the parameter and spatial scaling constants.
case, then the eigenvalues of G X (0) are zero and g y (0, 0), and since we have only one zero eigenvalue at each of the singular points, we also assume that g y (0, 0) = 0. With these assumptions, we can say more about the solutions of the fixed point equation (10) .
Lemma 3.3. Suppose that the solution G(X) = (f (x, y), g(x, y)) T of (10) satisfies f (x, y) = f (x), withf ′ (0) = 0, and g y (0, 0) = 0. Then g y (1, 1) = 1 and either γ = η or g x (0, 0) = 0.
Proof. Since f x (0, 0) =f ′ (0) = 0 and f y (x, y) = 0 for all x, y, we can rewrite (11) as
The conclusions of the Lemma follow from solving the two equations obtained from the bottom row of this matrix equation.
In the case when f (x, y) =f (x), we find that the first equation of (10) decouples from the second and it reduces tof (x) = γf f x γ which is essentially the same as the fixed point equation (5) derived from the onedimensional renormalisation theory. Thus, the solution of this equation is given by γ = −α (as we conjectured earlier) andf (x) = f F (x).
It then remains to find the function g(x, y) and the scaling parameter η, which can be found by solving the equations
We note that Lemma 3.3 suggests that there may be two solutions of this equation, and this is indeed the case.
Theorem 3.4. There are two solutions of the renormalisation problem (12), which are
where h(x) and η are the solution of the equations
where
The solution of these equations is found numerically to be η = −4.58619671 . . . and
Proof.
(i) Substituting the given function g(x, y) and η = −α into the right hand side of (12) , and using the fact that f F is a fixed point of the operator T given by (4), it is easily verified that it simplifies to the left hand side. Also g(0, 0) = f F (0) = 1 and so the normalisation condition is satisfied as well. (ii) Substituting the given function g(x, y) into (12), it easily simplifies to (13).
We note that both of these solutions satisfy g y (1, 1) = 1, as required by Lemma 3.3. Also, the first solution has γ = η and the second solution has g x (0, 0) = 0 since it is an even function of x. Thus, these two solutions match the two types of solutions described in Lemma 3.3.
The second solution has been found previously by Kuznetsov et al. [23] in a study of two-dimensional maps with uni-directional coupling. They then go on to describe a period-doubling bifurcation in the renormalisation equation which occurs when the degree of the function at the maximum point is varied continuously, which is not relevant to this work.
We also note that the scaling parameter η for the second solution is close to the estimated value of −4.68 which we found from our example. Thus, we assume that this second solution is the one that corresponds to the limit of the renormalisation process for the alternating period-doubling cascade. It remains to find the largest eigenvalue in magnitude of the linearisation of the renormalisation operator evaluated at the fixed point solution, since this should correspond to the parameter scaling constant κ.
To find the parameter scaling associated to the renormalisation operator we must examine the eigenvalues and associated eigenfunctions of the linearisation of the renormalisation operator. Writing a small perturbation from the fixed point (f, g) = (f F (x), y + h(x)) of the renormalisation operator S as Ψ(x, y) = (ψ 1 (x, y), ψ 2 (x, y))
T , we find that the linearisation evaluated at the fixed point L is given by
Since the linearisation has this lower triangular structure its eigenvalues will either be eigenvalues of the operator L 1,1 or eigenvalues of the operator L 2,2 . If L 1,1 has an eigenvalue τ , then the associated eigenfunction will be of the form Ψ(x, y) = (ψ 1 (x, y), ψ 2 (x, y))
T , where ψ 1 (x, y) is an eigenfunction of the reduced problem L 1,1 ψ 1 = τ ψ 1 and ψ 2 is found by solving
which will have a unique solution provided that τ is not also an eigenvalue of L 2,2 and
If L 2,2 has an eigenvalue of τ , then the associated eigenfunction will be of the form Ψ(x, y) = (0, ψ 2 (x, y)) T , where ψ 2 (x, y) is an eigenfunction of the reduced problem L 2,2 ψ 2 = τ ψ 2 . We also note that the eigenfunctions do not have to retain the structure of the fixed point, for which f is a function only of x and g consists of y plus a function of x. Thus, we must consider the possibility of Ψ being a function of both x and y in both its components.
Solving the renormalisation problem numerically in two space dimensions, and then finding the eigenvalues of the linearisation evaluated at the fixed point, we find that there are two eigenvalues at +1 and six eigenvalues that are greater than one in modulus, which are given by τ 1 = 4.66920161, τ 2 = −2.50290788, τ 3 = −9.17239342, τ 4 = 1.83234739, τ 5 = 2.00000000,
The two eigenvalues at +1 arise since, as discussed above, any fixed point solution of the renormalisation equation (8) generates a two parameter family of such fixed points. The eigenfunctions associated with the +1 eigenvalues are given by the tangent vector to the one-parameter family generated by each of the scaling parameters. Thus, to find these eigenfunctions, we note that
Similarly,
and so the eigenfunction associated to one of the eigenvalues at +1 is
Since the first component of this eigenfunction is non-zero, we know that this is an eigenvalue of the operator L 1,1 . Similarly, for the second scaling parameter θ, we have
is independent of y, and
and so the eigenfunction associated to the second eigenvalue at +1 is
Clearly, this is an eigenvalue of L 2,2 since the first component of the eigenfunction is zero. We now consider more closely the six eigenvalues listed above whose modulus is greater than one and the corresponding eigenfunctions. Since we do not have an analytic expression for the function h(x), we cannot provide analytic expressions for the eigenfunctions in every case. In those cases where we cannot provide an analytic expression for the eigenfunction, we provide a numerical approximation to it instead.
Since the first of our fixed point equations decouples from the second and is the standard one-dimensional renormalisation equation, the linearisation L 1,1 will have eigenvalues which are known from the one-dimensional problem. In particular, there are two eigenvalues that have modulus greater than one, which are δ and −α [4] . We will call the eigenfunctions corresponding to these eigenvalues ψ δ (x) and ψ α (x) respectively and we recall that ψ α (x) = f ′ F (x) − 1. We note that the eigenvalue −α arises from the coordinate change x → x + ǫ [9] .
We now consider these two eigenvalues in the context of the two-dimensional problem.
• τ 1 = δ For this eigenvalue, we have already seen that ψ 1 (x, y) = ψ δ (x). The second component of the eigenfunction is ψ 2 (x) =ψ δ (x) whereψ δ (x) must satisfy
The linear operator L 2,2 − δI is injective since δ is not found (numerically) to be an eigenvalue of L 2,2 and so this equation will have a unique solution provided that L 2,1 ψ δ is in the range of L 2,2 − δI. Solving this equation numerically gives
• τ 2 = −α It is known [9] that this eigenvalue arises due to the coordinate change x → x + ǫ and, for this problem, has the corresponding eigenfunction
In order to find eigenvalues of L 2,2 , we could initially make the assumption that ψ 2 is a function only of x. In this case, the eigenvalues and corresponding eigenfunctions can be found from the one-dimensional fixed point problem (13) . The eigenvalues with modulus greater than one in this case are τ 3 and τ 4 , and so we now consider these eigenvalues in more detail. Since these are eigenvalues of L 2,2 we know that ψ 1 = 0 and so we have only to find ψ 2 .
• τ 3 = 2η = −9.17239342
Setting ψ 2 (x) = 1 gives this eigenvalue.
It is also known [9] that this eigenvalue arises due to the coordinate change y → y + ǫx which, for this problem, has the corresponding eigenfunction
Finally, we must solve the full two-dimensional problem to find any eigenvalues with eigenfunctions which depend on both x and y. In this case, we find all four of the above eigenvalues, together with two further eigenvalues, as follows.
• τ 5 = 2
The numerical results suggest that τ = 2 is an eigenvalue where the corresponding eigenfunction has the form
Since ψ 1 = 0, then clearly this is an eigenvalue of L 2,2 . To prove the existence of this eigenvalue, we substitute ψ 2 (x, y) given in (15) into the eigenvalue problem L 2,2 ψ 2 = τ ψ 2 which gives
where L is defined in (14) . Equating the y terms on both sides gives τ = 2, as anticipated, and the functionψ 2 is then found by solving the equation
Sinceψ 2 is a function only of x, then Lψ 2 = L 2,2ψ2 and we have found (numerically) that L 2,2 operating on functions of x does not have an eigenvalue τ = 2. Thus, L − 2I is injective on the space of functions of x and so this equation will have a unique solution provided that the right hand side function is in the range of the linear operator. The numerical solution of this equation iŝ
• τ 6 = δ/η = −1.01809854
The numerical results indicate that τ = δ/η is an eigenvalue and that the corresponding eigenfunction has the form
To prove the existence of this eigenvalue, we substitute the template functions given in (16) into the eigenvalue problem LΨ = τ Ψ. Equating the terms that involve y and those that do not in both equations gives the four equations
Now L 1,1 = J f F when acting on functions of x, and we know that this linear operator has eigenvalues −α and δ. If σ is an eigenvalue of L 1,1 , then clearly from (18) , τ = σ/η is an eigenvalue of L. Therefore, τ = −α/η and τ = δ/η are both eigenvalues. However, | − α/η| < 1 and so is of no interest. The other eigenvalue τ = δ/η is slightly greater than one in modulus and this is the eigenvalue we are now considering.
The solution of equations (18) and (20) is given by
Now τ = δ/η is not found (numerically) to be an eigenvalue of either L 1,1 or L 2,2 when restricted to functions of x, and so the linear operators L 1,1 − (δ/η)I and L 2,2 − (δ/η)I are injective. If the remaining terms are in the range, then equations (17) and (19) will have a unique solution. Numerically, ψ 1,1 and ψ 2,1 are found to be
Since ψ 1 = 0 then clearly this is an eigenvalue of L 1,1 . This solution to the renormalisation problem has been found previously by Kuznetsov et al. [23] as well as the eigenvalues of the linearisation. Our solution and eigenvalues agree with theirs, but most of our eigenfunctions are different from theirs, not just by a scaling factor, (many of their eigenfunctions do not include a constant term, which all of ours do) which we are unable to explain.
To summarise, we note that the linear operators L 1,1 and L 2,2 each have three unstable eigenvalues, one arising from a coordinate change, one associated with a change in the structure of the solutions, plus one other. We are not interested in the two eigenvalues associated with a coordinate change (τ 2 , τ 4 ). Since the alternating period-doubling cascade can be found using only two parameters, it seems that the two eigenvalues with eigenfunctions that break the structure of the solution (τ 5 , τ 6 ) are also not relevant. This leaves us with two unstable eigenvalues (τ 1 = δ, τ 3 = 2η) and hence the fixed point of the renormalisation problem has a two-dimensional unstable manifold.
Standard renormalisation theory then tells us that the parameter values at successive singular points through the cascade, λ r , converge to the limiting value λ ∞ as
Since |2η| > δ, then (2η) −r converges to zero faster than δ −r and so we would expect generically that λ r − λ ∞ ≈ Aδ and, since η is negative, λ r+1 − λ r will alternate in sign for successive values of r. As r increases, the two terms will at some stage become of comparable magnitude and subsequently the first term will dominate, in which case (22) again holds and λ r+1 −λ r will have the same sign. Thus, in this case, we would expect to see that the singular points initially alternate and then proceed in one direction. This is precisely what is observed in a neighbourhood of an alternating period-doubling cascade. Only at a critical value of a second parameter, which corresponds to A = 0, will we see the singular points alternate for all r, which corresponds to an alternating period-doubling cascade. Clearly this corresponds to the special case of convergence to the fixed point of the renormalisation problem along the one-dimensional manifold corresponding to the eigenvalue τ 3 = 2η, rather than along the manifold associated with the eigenvalue τ 1 = δ as in all other cases. Moreover, as the second parameter passes through the critical value for the alternating period-doubling cascade, the coefficient A in (21) will change sign, which is also associated with a change in the direction of convergence of the period-doubling cascade to the limiting value since A > 0 implies that λ r > λ ∞ and A < 0 gives λ r < λ ∞ . This unfolding of an alternating period-doubling cascade is studied in more detail elsewhere [15, 16] .
We now compare these theoretical results with our example.
Example 3.5. To compare these theoretical results with our earlier example, we first redefine the function F 1 to include a second parameter as F 1 (x n , y n , λ, µ) = λx n (1 − x n ) − y 2 n (µ + 1.7x n ) Previously, we considered the case of µ = 0.5050541762 at which the alternating perioddoubling cascade occurs. The period-doubling cascades for µ = 0.3 and µ = 0.7, either side of the alternating cascade, are shown in Fig. 8 . Both cascades start with a forward period-doubling bifurcation on the period 1 branch. The first bifurcation shown is the next one on the period 2 branch, which is clearly a backward bifurcation. Thus, we see that at µ = 0.3, there is initially an alternating cascade which is followed by a backward cascade, whereas at µ = 0.7, the initial alternating cascade is followed by a forward cascade, as predicted from the renormalisation theory.
The eigenvalue τ 3 = 2η = −9.17239342, which we have shown above gives the parameter scaling for an alternating period-doubling cascade, agrees well with the last two parameter scaling estimates given by κ 9 = −9.252171 and κ 10 = −9.104346 listed in Table 3 . There is also good agreement for the two spatial scaling constants. The approximate values obtained from our example are γ 10 = −2.491145 and η 10 = −4.683739 and these are close to the theoretical values of γ = −α = −2.50290788 and η = −4.58619671.
Thus, we have excellent agreement between the scalings found numerically and one solution of the two-dimensional renormalisation problem.
Conclusions
We have considered in detail an alternating period-doubling cascade, in which successive period-doubling bifurcations branch in opposite directions, which occurs only for a critical value of a second parameter. We have shown that for two-dimensional maps, there are two possible different cases for the movement of the eigenvalues through such a cascade. We have studied one of these, with the assumption that there is a singular point on every branch. The limiting behaviour of such a cascade has been considered in terms of solutions of a two-dimensional renormalisation problem, and excellent agreement between the theory and a numerical example has been obtained. We have also described how the alternating period-doubling cascade is the transition point at which a period-doubling cascade changes direction in the limit.
For a standard period-doubling cascade, the limiting value λ ∞ is often referred to as the chaos boundary, which is certainly the case for the logistic map, as well as many others. However, for an alternating period-doubling cascade, we note that the limiting value for a type I cascade is unlikely to be the point of transition to chaos, since there are infinitely many stable periodic solutions at that point.
There are interesting parallels between the period-doubling cascades that we have studied, and the behaviour of a superball bouncing on a flat surface! It has been found that the superball may have several direction reversals as it bounces, before eventually bouncing in only one direction, except for one critical parameter value at which it alternates in direction at every bounce [24] .
This work could be extended by considering the case when there is only a singular point on every other branch, rather than on every branch as we have assumed, in a type I cascade. A type II cascade could also be considered.
