In this paper we consider strategies for MIMO interference channels which combine the notions of interference alignment and channel pre-inversion. Users collaborate to form data-sharing groups, enabling them to clear interference within a group, while interference alignment is employed to clear interference between groups. To improve the capacity of our schemes at finite SNR, we propose that the groups of users invert their subchannel using a regularized Tikhonov inverse. We provide a new sleeker derivation of the optimal Tikhonov parameter, and use random matrix theory to provide an explicit formula for the SINR as the size of the system increases, which we believe is a new result. For every possible grouping of K = 4 users each with N = 5 antennas, we completely classify the degrees of freedom available to each user when using such hybrid schemes, and construct explicit interference alignment strategies which maximize the sum DoF. Lastly, we provide simulation results which compute the ergodic capacity of such schemes.
I. INTRODUCTION
Beginning with the seminal paper [1] of Cadambe and Jafar, the promise of interference alignment to greatly increase capacity in the presence of interferers has made it a popular topic in recent years. For a K-user interference channel, as the number of parallel links and the SNR approach infinity, coding strategies exist which guarantee all users K/2 degrees of freedom (DoF). In the parlance of the interference alignment literature, "everyone gets half the cake".
The situation is quite different for constant channel coefficients without symbol extension. In particular for a fully symmetric MIMO interference channel with K users, each with N antennas at the transmitter and receiver, and each user demanding d DoF, a fundamental result by Bresler, Cartwright, and Tse [2] tells us that d ≤ 2N/(K + 1)
which can place severe restrictions on the available degrees of freedom when one does not code over time. Related results for MIMO interference channels have been established in, for example, [3] , [4] , [5] , [6] . Interference alignment strategies generally assume each user has access to only their own data. However, during channel pre-inversion [7] all transmitters share all of their data, allowing them to pre-multiply the data vector by the inverse of the channel matrix. In the symmetric MIMO interference channel, this strategy eliminates interference to give every user d = N degrees of freedom. This paper begins to address how the strategies of interference alignment and channel pre-inversion interact with each other. If all of the K users share their data then interference alignment is unnecessary. However, if K is large enough, such a data sharing scheme may become unrealistic, thus we consider situations where K users are partitioned into smaller groups into which they share their data. Each group uses a channel pre-inversion strategy to clear interference within its own group, and interference alignment strategies are employed to eliminate interference from other groups. This problem bears some resemblance to an interference broadcast channel [8] , [9] , but our channel model is fundamentally different. The main contributions of this paper are the following:
• We propose that individual groups invert their subchannels using a Tikhonov inverse (i.e. MMSE precoding), and provide an apparently new derivation of the optimal Tikhonov parameter. Our Theorem 1 uses random matrix theory to provide an explicit, accurate estimate of the resulting SINR. We essentially show that for K >> 0 and large SNR, we have SINR (dB) ≈ SNR (dB)/2. • For K = 4 and N = 5, we study every partition of the users into groups who share their data, and classify completely the increases in degrees of freedom. The results of this section are not intended to generalize to larger values of K and N ; these values were selected because there are enough partitions of K = 4 users to provide a fertile testing ground for our ideas, and N = 5 antennas is the minimum necessary to achieve d = 2 degrees of freedom. We restrict to cases in which every user has at least 2N/(K + 1) degrees of freedom, so that every user benefits from data sharing. Lastly, we plot empirical ergodic capacity curves for each strategy.
II. CHANNEL PRE-INVERSION
Suppose we have an N × N MIMO channel, modeled by the familiar equation in which X = [x 1 , . . . , x N ] T with x i ∈ C is the data vector, A ∈ C N ×N is an encoding matrix, Z is additive Gaussian noise, and the channel matrix is H = (h ij ) 1≤i,j≤N with h ij ∈ C. Here we impose the energy constraint E(|x i | 2 ) = 1 for all i, and we assume the entries z i of the noise vector Z are assumed i.i.d. zero-mean Gaussian with variance σ 2 per complex dimension. We assume that H is known at the transmitter, but not necessarily at the receiver. We further assume that the entries of H are continuously distributed, so that, for example, H −1 exists with probability 1.
A. Tikhonov Regularization
Completely inverting the channel in (2) requires us to set A = H −1 . However, if one of the singular values s of H is close to zero, then the corresponding singular value s −1 of H −1 will cause the average energy per transmitter to be enormous. We therefore consider for any matrix B the Tikhonov regularization, an approximate inverse defined by
where α > 0 is some fixed constant. One can show directly from the above definition that if
is a singular value decomposition of a K × K matrix B, then 
This normalization has some advantages: the optimal α is independent of N , and the asymptotics of the SINR as N → ∞ becomes easier to study using random matrix theory.
B. The Optimal Tikhonov Parameter
We now address the issue of choosing the optimal α, which we consider to be the one which maximizes the signal-tointerference-plus-noise ratio, or SINR. This question was of coursed addressed in [7] , however we present an apparently new and sleeker derivation of the optimal Tikhonov parameter.
The above choice of normalized Tikhonov inverse reduces us to studying the SINR for the channel (6) . The transmitters need to rescale by the Frobenius norm of the encoding matrix G α / √ N before transmission to achieve unit average energy per user. The ideal signal and interference powers will hence be scaled by the same constant. Before rescaling, the ideal signal has expected power N , the expected noise power is N σ 2 , and the interference power is ||GG α − I N || 2 F . Rescaling the signal and interference powers by dividing by 1
Note that the denominator of this expression is the Frobenius norm of the MSE matrix, thus maximizing the SINR is equivalent to minimizing the mean square error, which is a standard measure of system performance. One can deduce the equality ||GG α − I N || 2 F = ||G α G − I N || 2 F by considering singular value decompositions as in (4) and (5) and using the invariance of the Frobenius norm under orthogonal transformation. Choosing the resulting optimal Tikhonov parameter α to maximize the above SINR is therefore equivalent to solving the optimization problem
which is simply an MMSE optimization problem with the well-known solution
Remark 1: An easy computation shows that GG α = HH N α , hence our derivation of the optimal Tikhonov parameter results in the same as in [7] , since they conclude that the optimal Tikhonov inverse is H N σ 2 .
C. Behavior of SINR as N → ∞
Suppose from now on that the entries of our channel matrix H are i.i.d. zero-mean Gaussian with variance 1 per complex dimension. The following theorem and proof use random matrix theory to study the growth of the expression (7), providing a way to compute the asymptotic SINR explicitly to within some error introduced by Jensen's Inequality.
Theorem 1: For an N ×N MIMO system using the encoding matrix G α / √ N for a constant α > 0, we have
Proof: First we summarize the necessary ideas from random matrix theory, for which our main reference is [10] . Let f :
The key theorem we will use is Corollary 7.8 of [10] :
Let us rewrite 1/ SINR as
We use the above theorem to evaluate the asymptotic expectation with respect to G of this expression.
Let λ i for i = 1, . . . , N be the eigenvalues of G † G. It follows from plugging the expressions (4) and (5) for the singular value decompositions of G and G α into (12) that
where
Using Mathematica to compute the relevant integral yields
as desired. We can apply Jensen's Inequality to the convex function 1/x, which tells us that
thus Theorem 1 allows us to predict the asymptotic SINR to within the error introduced by Jensen's Inequality. As shown in Fig. 1 ., our simulations predict that this error is negligible, being ≈ 0.2 dB at SNR = 10 dB and less at higher SNR. Notice that (16) and Theorem 1 also serve as a lower bound on the asymptotic SINR. A simple computation shows that for sufficiently large SNR, one can use Theorem 1 to deduce the following approximation for α = α opt = σ 2 :
When combined with the estimate (16) given by Jensen's Inequality, this provides us with the convenient expression for the SINR in terms of the SNR, for a large number of users K and sufficiently large SNR:
One can also observe this experimentally from Fig. 1 .
III. LOCAL DATA SHARING
We now suppose that we have a K-user MIMO interference channel, wherein each user has N antennas. We group the users together, such that within a group all of the users share their data and then can apply a Tikhonov pre-inversion scheme to their subchannel, as in the previous section.
A partition of a positive integer K is a list p(K) = (k 1 , . . . , k m ) of positive integers such that m n=1 k n = K. Let us partition the K users into m groups, in which the n th group has size k n . Within each group the users share their encoded data x i at the transmit side, so that user 1, for example, has access to x 1 , . . . , x k1 . The n th group then collaborates to encode their data with some k n N ×k n N matrix A n . If we let A be the block-diagonal matrix with the A n along the diagonal, we can rewrite the channel equation as
in which H n denotes the channel matrix for the n th group's subchannel. The groups of users now set A n = (H n ) α for all n = 1, . . . , m, resulting in an effective channel equation Y = H X + Z where H has blocks of identity matrices of sizes k 1 N, . . . , k n N along the diagonal, and Z is a perturbation of Z caused by the interference introduced by the failure of the Tikhonov inverse to be the exact inverse. However, the interference introduced by this perturbation is minuscule when compared with the signal power and thus for the purposes of constructing the IA strategy, we treat it as noise and simply assume the diagonal blocks of the effective channel matrix are identity matrices. The net effect of this process is that the users can eliminate all of the interference from the other members of their group. We will study how this process affects the normalized sum DoF when we construct IA strategies with the new effective channel matrix. Given a partition p(K) of the users into groups who share their data, our goal is to compute
subject to d i ≥ 2N/(K + 1) for all i = 1, . . . , K, where the max ranges over all possible interference alignment strategies. The bound of [2] limits the above normalized sum DoF in the case of no data sharing, and we would like to improve on this bound if various combinations of users share their data. We impose the constraint d i ≥ 2N/(K + 1) to limit us to cases in which no individual user is required to sacrifice any of the DoF they had in the case of no data sharing.
It is important to note that we do not assume any collaboration at the receive end. For example, if users 1 and 2 collaborate, the signal from transmitter 2 at receiver 1 is still interference, whereas this was data at transmitter 1. In particular, breaking the users into groups of, for example, size 2 does not reduce our problem to the symmetric MIMO interference channel with K/2 users each with 2N antennas.
IV. INTERFERENCE ALIGNMENT FOR MIMO CHANNELS
In this section we briefly summarize the necessary material concerning interference alignment for MIMO interference channels. If user i wants to transmit across d i ≤ N dimensions (i.e. user i has d i degrees of freedom), they use linear encoding to write x i = U ixi forx i ∈ C di a vector of information symbols (for example QAM symbols), and a full-rank N × d i encoding matrix U i . Receiver i observes
Let us define the signal space and interference space at receiver i to be, respectively,
If V i denotes projection onto (I i ) ⊥ , receiver i computes
and can then reliably recover the desired signalx i as long
The goal of interference alignment is to choose matrices U i of rank d i for all i = 1, . . . , K to maximize C = 1 KN K i=1 d i subject to (24). We refer to C as the normalized sum DoF; multiplication by 1 KN makes meaningful comparison possible over different numbers of users and antennas. We will call a choice of U 1 , . . . , U K satisfying (24) an interference alignment strategy.
Existence results for IA strategies determine the feasibility of interference alignment and possible degrees of freedom, such as [11] , [12] . For our purposes these results have essentially been subsumed by the bound (1) of [2] . In addition to these fundamental limits, explicit IA strategies are often constructed using numerical optimization, as in [13] , [14] .
V. DATA SHARING FOR K = 4 USERS
The bound of [2] gives us d ≤ 2N/5, so let us consider the case d = 2, N = 5 as a base case. Note that for all i and j we have max i =j d i ≤ dim I j . Hence by (24) we must have d j + max i =j d i ≤ N , from which it follows that max i d i ≤ 3. Thus our constraints force d i = 2 or 3 for all i. Our results, which are derived in the following subsections, are summarized here: We should mention that our results contain the implicit assumption that the columns of the matrix U j are always linearly independent. This can be justified using arguments similar to those in [6] , but should be intuitively clear as the columns of the U j are often distinct eigenvectors of random matrices.
A. The Partition p(4) = (1, 1, 1, 1)
We start with the partition p(4) = (1, 1, 1, 1) and outline an explicit interference alignment strategy achieving the upper bound (1), similar to that in [5] . We write
where B (i) denotes the i th column of a matrix B, and U
The signal U for some generically invertible A and some non-zero λ. We finish by picking U (1) 1 to be an eigenvector of A with λ the corresponding eigenvalue, and back-substitute to find the remaining U After the groups pre-invert their subchannels, we reduce the channel matrix to the form 
hold, which is easily done. One can choose, for example, U 
2 .
C. The Partition p(4) = (2, 2)
The two groups separately invert their subchannels to obtain
We are free to assume that d 1 ≥ d 2 and that d 3 ≥ d 4 . We then align the interference at receivers 1 and 2 so that
and similarly at receivers 3 and 4, where A ≺ B means cols(A) ⊂ colspan(B). This gives the lone constraint equation
It is easy to see an optimal choice is now given by d 1 = d 2 = 3, and d 3 = d 4 = 2, resulting in C (2,2) = 1/2.
D. The Partition p(4) = (3, 1)
Subchannel pre-inversion gives the effective channel matrix
Suppose without loss of generality that
It is easy to align the interference at receiver 4 by picking any U 2 and U 3 satisfying
Hence we are free to pick d 1 In this section we study the capacity of the above hybrid channel pre-inversion and interference alignment schemes for K = 4 users each with N = 5 antennas, to empirically demonstrate the benefits of using the Tikhonov regularization in concert with an interference alignment strategy. Let us first study the SINR per user when employing one of the above strategies. Suppose that we have partitioned K users into groups of sizes (k 1 , . . . , k m ), and for simplicity let us write k = k 1 for the size of the first group. The channel equation for the first group reads
kN is the normalized subchannel matrix for this group, G 1α it its Tikhonov inverse, U = diag(U 1 , . . . , U k ) is the block diagonal matrix whose blocks are the encoding matrices for the IA scheme, and V = diag(V 1 , . . . , V k ) is the block diagonal matrix whose blocks are the projection matrices for the IA scheme, which have eliminated the interference from the other m − 1 groups. Herê x = [x 1 , . . . ,x k ] t withx i ∈ C d , y = [y 1 , . . . , y k ] t with y i ∈ C N , and z = [z 1 , . . . , z k ] t with z i ∈ C N .
Denoting by Q the MSE matrix G 1 G 1α − I kN , we rewrite the above as
and thus user i's instantaneous SINR is given by
and where (V QU ) (j) denotes the j th row of the matrix V QU .
Here I i is the interference power at receiver i, and E i is the expected power expended by one user in a k-user group of size kN when using Tikhonov pre-inversion, which the users must rescale by to maintain the power constraint. We define SINR i in the obvious way for members of the other groups, and after computing the expectation of each SINR i over a number of channel matrices, we can approximate user i's normalized ergodic capacity, and the capacity of the whole system, by
which we plot in Fig. 2 as a function of SNR. This plot Fig. 2 . Comparison of hybrid pre-inversion and interference alignment schemes for K = 4 users with N = 5 antennas for various partitions of the users, using the Tikhonov inverse with α = σ 2 and the full subchannel inverses. For every value of SNR, 10 4 random Gaussian channel matrices were generated, and the average SINRs were calculated using (34). highlights the advantages of data sharing between users, as well as demonstrates the benefits of using the Tikhonov inverse in concert with an IA strategy as opposed to the zeroforcing inverse. The apparent out-performance of the zeroforcing inverse when compared to the Tikhonov inverse for full channel pre-inversion at very high SNR is a numerical artifact of not having run enough trials.
VII. CONCLUSION
We have proposed a hybrid interference alignment and channel pre-inversion scheme in which groups of user employ Tikhonov pre-inversion to clear interference from within their own group, and interference alignment to clear interference between groups. For a single N × N MIMO channel employing Tikhonov inversion, we have provided an explicit formula which predicts the asymptotic behavior of the SINR as N → ∞. We used the case of K = 4 users each with N = 5 antennas as a testing ground, and completely classified the available degrees of freedom for every partition of the users into data-sharing groups. Lastly, we have provided simulations which measure the ergodic capacities of the hybrid channel pre-inversion and interference alignment strategies we have constructed. For larger K and N , we believe an algebrogeometric approach similar to that of [2] could yield general results.
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