Using probability plots and Maximum Likelihood Estimation (MLE), we fit LogNormal distributions to data compiled by Ershow et al. (1991) for daily intake of total water and tap water by 3 groups of women (controls, pregnant, and lactating; all between 15 -49 years of age) in the United States. We also develop bivariate LogNormal distributions for the joint distribution of water ingestion and body weight for these 3 groups. Overall, we recommend the marginal distributions for water intake as fit by MLE for use in human health risk assessments.
Introduction and Data
In 1978, the US Department of Agriculture (USDA) conducted the Nationwide Food Consumption Survey (NFCS) to gather dietary information for 7 days on individuals living in randomly assigned nonmilitary households in the contiguous 48 states. (USDA, 1980) . From the database for 30,770 persons who participated in the survey, the NFCS identified women in the age range from 15 -49 years and then grouped them into 3 categories: (i) control women (nonpregnant and nonlactating; N = 6,201) , (ii) pregnant women (N = 188); and (iii) lactating women (N = 77). Ershow et al. (1991) describe the NFCS and the selection of these women; they also tabulate summary statistics for selfreported information: body weight and the consumption of all foods, beverages, and water for 3 consecutive days. These are the most current data now available. Table 1 presents the empirical summary statistics computed by Ershow et al. (1991) : the arithmetic mean, the arithmetic standard deviation, and key percentiles for the amount of total water and tap water ingested daily by the 3 groups of women. Total water intake equals tap water intake (including, coffee, tea, and other beverages or foods made from or reconstituted with tap water) plus other water intake (including carbonated beverages, most alcoholic beverages, and intrinsic water in foods). In their original publication, Ershow et al. presented their results in two forms: (i) the water 2 © Alceon ®, 1997 intake per day (denoted here by WI; measured in g/day and (ii) the water intake per day normalized to body weight (denoted here by WI/BW; measured in g/(kg•day)).
We agree with the US Environmental Protection Agency's selection of Ershow et al.'s summaries of the NFCS Survey as a good source of information on the amount of total water and tap water ingested by these 3 groups of women (US EPA, 1996) . In this manuscript, we fit parametric (LogNormal) distributions to Ershow et al.'s summaries of the empirical data (reprinted in Table 1 ) so that risk assessors may use the fitted distributions efficiently in probabilistic exposure assessments.
Methods and Results
After completing an exploratory data analysis (Tukey, 1977) , we fit LogNormal distributions to the data in Table 1 the Normal or Gaussian distribution with mean µ and standard deviation σ (with σ > 0).
First, we fit LogNormal distributions to the data using probability plots (D'Agostino & Stephens, 1986; Burmaster & Hull, 1996) . Figure 1 shows LogNormal probability plots developed in Mathematica (Wickham-Jones, 1994) for the water ingested daily by each of the 3 groups of women. In the 6 panels, the small dots mark the key percentiles from Table 1 and the large dots mark the arithmetic means. The solid and dashed lines, respectively, indicate straight lines fit by ordinary least squares (OLS) regression to the data for total water intake and tap water intake. The first two columns of results in Table   2 give the intercept and the slope of the OLS lines in Figure 1 (respectively, the values for μ and σ in Eqns 1 and 2). The next column in Table 2 gives the adjusted R 2 (aR 2 )
value for the regression. The high aR 2 values agree with the excellent visual fit of the model to the data as seen in Figure 1 .
Second, we fit LogNormal distributions to the data using Maximum Likelihood Estimation (MLE) (Edwards, 1992 ). Since we do not have the individual measured data, we must use a cumulative distribution function (CDF) to develop the loglikelihood function for these "binned" data (e.g., Tanner, 1996, p. 15) . The CDF for the univariate Normal distribution, denoted Φ, is:
Eqn 3
where erf [ • ] denotes the error function (Abramowitz & Stegun, 1964) . The likelihood function for the data in one of the bins between {WI lo , p lo } and {WI hi , p hi } is:
Here, "lo" and "hi" refer to the bounds of a bin. The likelihood function for the WI measurements in the bin between {WI lo , p lo } and {WI hi , p hi } is:
The loglikelihood function for all N of the WI measurements, denoted J[ µ, σ ], is:
Eqn 4 for the sum over the bins. For the lowest bin, {WI lo , p lo } = {ε, ε}, and for the highest bin, {WI hi , p hi } = {1/ε, 1-ε}, with ε = 10 -5.
The 3 columns on the right side of Table 2 give the values for μ , σ , and the maximum of the loglikelihood function found by direct maximization of Eqn 4 in Mathematica (Wolfram, 1991) . The parameters μ and σ concisely summarize the information in the Third, based on theory and on previous results (Brainard & Burmaster, 1992; Burmaster & Crouch, 1996) , we postulate that the variables WI (in g/day) and BW (in kg) are jointly distributed according to this bivariate LogNormal distribution:
which is equivalent to having the natural logarithms of the two variables jointly distributed according to this bivariate Normal distribution (Freund, 1971 , Evans et al, 1993 :
In Eqns 5 and 6, ρ is the Pearson correlation coefficient (Keeping, 1995) in logarithmic space.
In this bivariate distribution, WI and BW are the two marginal LogNormal distributions.
When Eqns 5 and 6 obtain, the random variable WI/BW is also a LogNormal random We now interpret the results in in Table 3 for total water ingestion and for tap water ingestion agree closely. The median weights for the control women are consistent with the results from previous research (Brainard & Burmaster, 1992; Burmaster & Crouch, 1996) and the results for the pregnant and lactating women are consistent with medical knowledge. Next, we estimate the pairs { BW σ , ρ } for each of the 3 groups of women using Eqn 9 and the results in Table 2 . For each of the 3 groups of women, the estimated values of ρ show that WI and BW have a weak positive correlation for each of the 3 groups. According to the criterion (|ρ| < 0.6) published by Smith et al. (1992) , the correlations of WI and BW are so weak that they are numerically unimportant in computer simulations of exposure, i.e., the correlations can be safely ignored without damaging the overall quality and reliability of the results.
Discussion and Conclusions
First, we agree with the US EPA that Ershow et al.'s summary of the NFCS Survey (Table 1) Second, in general, these data show that (i) lactating women ingest more water than do pregnant women and (ii) pregnant women ingest more water than the control women.
See also the results in Ershow and Cantor (1989).
Third, LogNormal distributions fit each of the of data sets well. The distributions for total water intake have a better fit than the distributions for tap water intake.
Fourth, the results in Table 2 from the two statistical methods (probability plots and MLE) agree to within a few percent for each group of women. 6 © Alceon ®, 1997
Fifth, the results in Table 2 for the control group are consistent with the previous results for drinking water ingestion by adult women (Ershow & Cantor, 1989; Roseberry & Burmaster, 1992) and with previous results for body weight of women (Brainard & Burmaster, 1992; Burmaster & Crouch, 1997) .
Sixth, we recommend the (marginal) distributions for WI as fit by MLE for the variability in a population for use in short-term human health risk assessments and pharmacokinetic models. For the control, pregnant, and lactating groups, respectively, the standard "default" of 2 l/day for water ingestion falls at the 88th, 86th, and 86th percentiles of the fitted distributions for tap water intake.
Seventh, we note that the results here are consistent with having the variables WI and BW jointly distributed according to a bivariate LogNormal distribution with a small positive Pearson correlation. In this larger framework, the derived variable WI/BW also follows a LogNormal distribution for each group. Little or no precision is gained by normalizing water intake by body weight and serious mistakes can arise by normalizing water intake by body weight in multi-pathway exposure assessments (see discussion in
Ferson, 1996; page 562 concerning "instantiations"). 
