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a b s t r a c t
Suppose a graph G(V , E) contains one defective edge e. We search for the endpoints of e by
asking questions of the form ‘‘Is at least one of the vertices of X an endpoint of e?’’, where
X is a subset of V with cardinality at most p. Then what is the minimum number cp (G) of
questions, which are needed in the worst case to find e?
We solve this search problem suggested by M. Aigner in [M. Aigner, Combinatorial
Search, Teubner, 1988] by deriving lower and sharp upper bounds for cp(G). For the case
that G is the complete graph Kn the problem described above is equivalent to the (2, n)
group testing problem with test sets of cardinality at most p. We present sharp upper and
lower bounds for theworst case number cp of tests for this group testing problem and show
that the maximum difference between the upper and the lower bounds is 3.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following classical combinatorial (d, n) sequential group testing problem: assume that a set V of n items
contains exactly d defectives. The only way to identify them is through testing. A test can be applied to an arbitrary
subset of the n items with two possible outcomes: a negative outcome indicates that all items in the subset are good,
a positive outcome indicates that at least one item in the subset is defective. The tests are made one by one, and the
outcomes of previous tests are assumed to be known at the time of performing the current test. Let cA(d, n) denote the
maximum (worst case) number of tests required by an algorithm A to identify all defectives. The problem is to determine
c(d, n) = minA cA(d, n).
The group testing problem was first proposed by Dorfman (cf. [8]) during World War II when blood samples of millions
of draftees were subject to identical analyses in order to detect a few thousand cases of syphilis. In the 1960s Sobel and
Groll [14] revived the interest in group testing by giving many industrial applications in detecting chemical leakage and
electrical blocking. Over the years many variants of this problem have been discussed in the literature (cf. [4,9,10,1]).
To determine the worst case complexity c(d, n) is an unexpectedly hard problem and is open for d ≥ 2. The only known
general lower bound is the information theoretic bound
⌈
log2
( n
d
)⌉
. Hwang shows in [13] that c(d, n) ≤ ⌈log2 ( nd )⌉+ d−1,
which is slightly improved in [3] by Allemann.
In this paperwe restrict our attention to the case d = 2. In this casewe can interpret the search domain V as the vertex set
of the complete graph Kn. We want to go even further and consider the following generalization of the (2, n) group testing
problem: we interpret the search domain V as the vertex set of an arbitrary, finite, simple, undirected graph Gwith edge set
E and search for two defective elements from V , i.e an unknown edge e in E. We write c(G) for the worst case complexity in
this case.
A natural restriction on the tests is that only sets of bounded cardinality are allowed. Let us denote by cp (G) the worst
case complexity when only test sets with cardinality at most p are allowed. The extremal case p = 1 is investigated by
Aigner and Triesch in [2,15] and [16]. The case p = 2 was discussed in [12] by Gerzen. In the present paper, we discuss the
general case p ∈ N.
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For modelling the worst case complexity we introduce the following game-theoretic point of view. We interpret the
problem described above as a game between two players A (‘‘Algy’’) and S (‘‘Strategist’’) as follows.
Player A asks S questions of the form: ‘‘Is at least one of the vertices of N ⊂ V an endpoint of e?’’ and receives as answer
‘‘yes’’ or ‘‘no’’. Any sequence of questions determining e is an algorithm of player A. Player S does not fix the edge e at the
beginning of the game but delays giving the solution as long as possible. Still the answers she provides to the questions of
A have to be consistent, i.e. the graph has to contain an edge which complies with all answers given by S. Any sequence of
answers is called a strategy of S. The game stops when e is determined. The p-complexity cp(G) is the minimum number of
questions that has to be asked in order to determine an unknown edge e if both players play optimally.
In the next section we give some notations and known results on c , which we need throughout the paper. In Section 3
we start with the proof of upper bounds for the number of edges and the number of vertices of a graph Gwith p-complexity
cp. By means of these results we conclude the lower bounds for cp (G). Section 4 is devoted to the proof of the sharp upper
bound for cp. In Section 5 we consider the complete graph Kn. We provide a sharp lower bound for cp (Kn) and improve the
upper bound of Section 4 for some p. Furthermore, we show that the maximum difference between the upper bound and
the lower bound for cp (Kn) is 3.
2. Preliminaries and terminology
In the following let p, q,m be positive integers with 2 ≤ p.
We write K1,m for a star with m + 1 vertices. We write G ∪ H = (V (G) ∪ V (H), E(G) ∪ E(H)) and G \ H =
(V (G) \ V (H), E(G) \ E(H)). We obtain the join G + H from G ∪ H by adding all edges between G and H . If W ⊂ V (G),
then G −W = 〈V \W 〉 is the subgraph of G obtained by deleting the vertices inW and all edges incident with them. If x
and y are non-adjacent vertices of G, then G + xy is obtained from G by joining x to y. We write N(x) for the neighborhood
of x in G.
For all graph-theoretic notationswhich are not defined in the text, we refer the reader to [5] and [6]. The following simple
but useful results require no further proof.
Observation 1. Let G be a graph and let p1, p2 be two positive integers with p1 ≤ p2. Then
cp1(G) ≥ cp2(G).
Observation 2. Let G,H be graphs with H ⊂ G. Then
cp(H) ≤ cp(G).
Let c(G) be theminimum number of questions in the worst case if there are no restrictions on the test sets. The following
proposition is useful throughout the paper.
Proposition 1. Let G (V , E) be a graph. The information theoretic bound on c (G) is
c (G) ≥ dlog2 (|E|)e .
A proof can be found for example in [1]. As a simple conclusion we obtain the following corollary.
Corollary 1. Let G (V , E) be a graph. Then
cp(G) ≥ c(G) ≥ dlog2(|E|)e .
For a star withm edges we have the following exact result.
Proposition 2. Let q = dlog2(p)e. Then
(a) cp(K1,m) = dlog2(m)e for m ≤ 2p.
(b) For m > 2p we get
cp(K1,m) =

⌈
m
p
⌉
+ q− 2 if 1 ≤ m mod p ≤ 2q − p⌈
m
p
⌉
+ q− 1 else
= t + dlog2(m− tp)e , t =
⌈
m
p
⌉
− 2.
As conclusions from Observation 2 and Proposition 2 we get the following results.
5934 T. Gerzen / Discrete Mathematics 309 (2009) 5932–5942
Lemma 1. Let p, r,m1, . . . ,mr be positive integers with r ≤ p and m1 ≥ m2 ≥ · · · ≥ mr . Let G = K1,m1 ∪ K1,m2 ∪ · · · ∪ K1,mr
be an edge disjoint union of stars with pairwise different centers. Then
cp(K1,m1) ≤ cp(G) ≤ dlog2 re + cp(K1,m1) ≤ 2 dlog2 pe +
⌈
m1
p
⌉
− 1.
Lemma 2. Let p, r,m1, . . . ,mr be positive integers with r > p and m1 ≥ m2 ≥ · · · ≥ mr . Let G = K1,m1 ∪ K1,m2 ∪ · · · ∪ K1,mr
be an edge disjoint union of stars with pairwise different centers. Then
cp(K1,m1) ≤ cp(G) ≤
⌈
r
p
⌉
− 1+ dlog2 pe + cp(K1,m1)
≤
⌈
r
p
⌉
+ 2 dlog2 pe +
⌈
m1
p
⌉
− 2.
For the complexity c Hwang proved the following result in 1972.
Proposition 3 (Hwang [13]). Let G(V , E) be a graph with n vertices. Then
c(G) ≤ c(Kn) ≤
⌈
log2
(n
2
)⌉
+ 1.
In 1994 Damaschke showed that this upper bound can be improved for some graphs.
Proposition 4 (Damaschke [7]). Let G(V , E) be a graph with m edges. Then
c(G) ≤ dlog2me + 1.
For the case p = 1 Triesch and Aigner proved in [2] sharp lower bounds for c1.
Theorem 1 (Aigner and Triesch [2]). Let G be a graph with n vertices and m edges. Then
(a) c1(G) ≥
⌈√
2m− 74 − 12
⌉
and
(b) c1(G) ≥
⌈√
2n− 74 − 32
⌉
.
For the case p = 2 Gerzen proved in [12] sharp upper and lower bounds for c2.
Theorem 2 (Gerzen [12]). Let G be a graph with n ≥ 6 vertices and m ≥ 4 edges. Then
(a) c2(G) ≥
⌈√
m
2 − 74 + 32
⌉
and
(b)
⌈ n+3
2
⌉ ≥ c2(G) ≥ ⌈√ n2 − 3+ 1⌉ .
3. Lower bounds
The information theoretic bound is of course a lower bound for the p-complexity. Let us now look for better lower bounds.
First we prove upper bounds for the number of edges and the number of vertices of a graph Gwith p-complexity cp. Let κ(G)
denote the number of components of a graph G.
Theorem 3. Let q = dlog2(p)e. Let G(E, V ) be a graph and cp ≥ q its p-complexity. Then
(a) |E| ≤ p2
(
cp−q+2
2
)
+ 2q − p2 and
(b) |V | ≤ p2
(
cp−q+2
2
)
+ 2q − p2 + κ(G) ≤ p2
(
cp−q+2
2
)
+ 2q − p2 + p · cp.
Proof. We prove (a) by induction on cp. For cp = q the claim follows from Proposition 1. Suppose for cp > q that A1 is the
first test set in an optimal algorithm for G. It is |A1| ≤ p and the inequality
d(v) ≤ p(cp − q+ 1) (1)
holds for all vertices v ∈ A1, where d (v) is the degree of v in G.
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Because: Assume that m = d(v) > p(cp − q + 1) ≥ p for a vertex v ∈ A1 and that player S answers ‘‘yes’’ to the first
question. Then the unknown edge e lies in a subgraph of Gwhich contains K1,m as a subgraph. That is why by Observation 2
and Proposition 2 player A needs at least
cp(K1,m) ≥
⌈
m
p
⌉
+ q− 2 ≥ m
p
+ q− 2 > cp − 1
further questions in theworst case to determine the second end vertex of the unknown edge e. Hence cp (G) ≥ 1+cp(K1,m) ≥
cp + 1, contrary to the assumption.
Now let us consider the subgraph G − A1. The graph G − A1 contains at least one edge because otherwise the choice of
A1 would not be optimal. We get furthermore
cp(G− A1) ≤ cp − 1. (2)
Because: Assume that cp(G − A1) > cp − 1 and player S answers ‘‘no’’ to the first question. Then e ∈ G − A1 and player A
needs at least cp(G− A1) > cp − 1 further tests in the worst case to determine the second end vertex of the unknown edge
e. Thus, we get cp(G) ≥ cp(G− A1)+ 1 > cp, contrary to the assumption.
We conclude with inequality (1) that
|E(G)| ≤ |E(G− A1)| + p · p(cp − q+ 1).
Now if cp(G− A1) ≥ qwe use the induction and the inequality (2) for the first term of the sum to get
|E(G)| ≤ p2
(
cp − 1− q+ 2
2
)
+ 2q − p2 + p2(cp − q+ 1)
= p2
(
cp − q+ 2
2
)
+ 2q − p2.
If cp(G− A1) < q, then |E(G− A1)| < 2q ≤ p2
(
cp−1−q+2
2
)
+ 2q − p2 by Corollary 1 and we receive again
|E(G)| ≤ p2
(
cp − q+ 2
2
)
+ 2q − p2.
The first inequality in (b) follows immediately from (a). Observe for the second inequality that the number of components
of G is bounded by p · cp since G has no isolated vertices. 
Solving the inequalities in Theorem 3 we obtain the lower bounds for cp.
Corollary 2. Let q = dlog2(p)e. Let G be a graph with n vertices and m edges. Then
(a) either cp(G) < q or cp(G) ≥ 2q−32 +
√
9
4 − 4p−2mp2 and
(b) either cp(G) < q or cp(G) ≥ q− 3p+22p +
√
9
4 + 3−2qp + 1+2n−4pp2 .
Proof of Corollary 2. Solving the inequality (a) in Theorem 3 we get
cp(G) ≥ 2q− 32 +
√
9
4
− 2
q+1 − 2m
p2
and therefore
cp(G) ≥ 2q− 32 +
√
9
4
− 4p− 2m
p2
since 2q+1 ≤ 4p.
Solving the inequality (b) in Theorem 3 we get
cp(G) ≥ q− 3p+ 22p +
√
9
4
+ 3− 2q
p
+ 1+ 2n− 2
q+1
p2
and thus
cp(G) ≥ q− 3p+ 22p +
√
9
4
+ 3− 2q
p
+ 1+ 2n− 4p
p2
again since 2q+1 ≤ 4p. 
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Therefore, we obtain by means of Corollary 1 the following corollary.
Corollary 3. Let q = dlog2(p)e. Let G be a graph with n > 2q+1 + 1 vertices and m > 2q edges. Then
(a) cp(G) ≥ q− 32 +
√
9
4 − 4p−2mp2 and
(b) cp(G) ≥ q− 3p+22p +
√
9
4 + 3−2qp + 1+2n−4pp2 .
Observation 3. Let G be a graph with m edges. For p ≥ 4, q = dlog2 pe and m ≥ 2q we estimate 2q−32 +
√
9
4 − 4p−2mp2 ≥√
9
4 − 4p−2mp2 and hence
2q− 3
2
+
√
9
4
− 2
q+1 − 2m
p2
≥ dlogme if 2m
p2
− dlogme2 ≥ 4
p
− 9
4
.
Therefore, we conclude that the lower bound of Corollary 3 is better than the information theoretic bound if
2m
p2
− dlog2me2 ≥ 4p −
9
4
.
We have seen sharp lower bounds for c1(G) and c2(G) in Section 2. The upper bound for |E(G)| of Theorem 3 is not sharp.
4. Upper bounds
Let us now turn our attention to upper bounds for cp. For the case that there are no restrictions on the test sets we have
the upper bound dlog2 n(n− 1)e from Hwang. This implies the following result for the complete graph Kn.
Lemma 3. Let n ≤ 2p+ 1. Then
cp(Kn) ≤ dlog2 n(n− 1)e .
Proof. From Proposition 3 it follows that c(Kn) ≤ dlog2 n(n− 1)e, where c(Kn) is the complexity of Kn with no restriction
on the test sets. In the case n ≤ 2p+ 1 the restriction |X | ≤ p on a test set X is irrelevant. 
In the next sections complete split graphs will play an important role. First we need the definition of a split graph (see
also [11]).
Definition 1. A graph G is a split graph if there is a partition of its vertex set into two nonempty subsets V and W such that V
induces a complete graph and W induces an empty graph. We say that V is the clique set of G and W is the independent set of G.
Definition 2. A split graph G with clique set V and independent set W is called complete if every vertex of V is adjacent to every
vertex of W. A complete split graph with |V | = p and |W | = n− p is called n− p-graph with notation G = Hn,p.
Proposition 5. Let n ≥ 2p. Then
cp(Kn) ≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
.
Proof. For n = 2p and n = 2p+ 1 the claim follows from Lemma 3.
For n = 2p+ 1 player A probes a set of p arbitrary vertices of Kn. If player S answers ‘‘yes’’ player A has to search in Hn,p.
Note that the n − p-graph Hn,p is a subgraph of the graph ∪pi=1 K1,n−1 = ∪pi=1 K1,2p. If S answers ‘‘no’’ the unknown edge e
lies in the complete graph Kp+1. Thus, we get by Observation 2
cp(Kn) ≤ max
{
1+ cp(Hn,p), 1+ cp(Kp+1)
}
≤ max {1+ cp(∪pi=1K1,n−1), 1+ cp(Kp+1)} .
Now using Lemma 1 for the first term and Lemma 3 for the second term we obtain
cp(Kn) ≤ 1+max
{dlog2 pe + cp(K1,2p), d2 log2(p+ 1)e}
and thus by Proposition 2
cp(Kn) ≤ 1+max {dlog2 pe + dlog2 2pe , d2 log2(p+ 1)e}
≤ 2 dlog2 pe + 2 = 2 dlog2 pe +
⌈
n− 1
p
⌉
.
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For n ≥ 2p + 2 we proceed by induction on n. Player A first probes a set consisting of arbitrary p vertices of Kn. If player
S answers ‘‘yes’’, player A has to search in Hn,p. Note that the n − p-graph Hn,p is a subgraph of the graph ∪pi=1 K1,n−1. If S
answers ‘‘no’’ the unknown edge e lies in the complete graph Kn−p. Thus, we deduce by Observation 2 that
cp(Kn) ≤ max
{
1+ cp(∪pi=1K1,n−1), 1+ cp(Kn−p)
}
.
Now using Lemma 1 for the first term and induction for the second term if n− p ≥ 2pwe obtain
cp(Kn) ≤ 1+max
{
dlog2 pe + cp(K1,n−1), 2 dlog2 pe +
⌈
n− p− 1
p
⌉}
and thus by Proposition 2
cp(Kn) ≤ 1+max
{
dlog2 pe + dlog2(p)e +
⌈
n− 1
p
⌉
− 1, 2 dlog2 pe +
⌈
n− p− 1
p
⌉}
= 2 dlog2 pe +
⌈
n− 1
p
⌉
.
If p + 2 ≤ n − p < 2p, then by Lemma 3 we estimate cp(Kn−p) ≤ cp(K2p) ≤ d2 log2 2pe and receive again by means of
Proposition 2
cp(Kn) ≤ 1+max
{dlog2 pe + cp(K1,n−1), d2 log2 2pe}
≤ 1+max
{
dlog2 pe + dlog2(p)e +
⌈
n− 1
p
⌉
− 1, d2 log2 pe + 2
}
≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
. 
From Lemma 3 and Proposition 5 we deduce
Theorem 4. Let G be a graph with n vertices. Then
cp(G) ≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
.
To see that the upper bound of Theorem 4 is sharp let us focus on the complete graph.
5. The complete graph Kn
To find an unknown edge in Kn is the same as identifying 2 defective elements in a set of n items through testing. Thus, the
p-complexity cp(Kn) is exactly the minimum number of tests for the (2,n) group testing problemwith test sets of cardinality
at most p.
In this section we will work out a sharp lower bound for cp(Kn) and we will see that the upper bound of Proposition 5 is
sharp for an arbitrary p and n ≥ 4p, but can be improved for some p.
Suppose that player A probes a set of k ≤ p vertices of Kn. The resulting graphs are the complete graph Kn−k and the
n–k-graph Hn,k.
Therefore, it is a better strategy for player S to answer ‘‘no’’ as long as the inequality |E(Kn−p)| > |E(Hn,p)| holds. It is
|E(Kn−p)| =
(
n− p
2
)
= n
2 − 2np− n+ p2 + p
2
and
|E(Hn,p)| =
(p
2
)
+ p(n− p) = 2np− p− p
2
2
.
Thus, the inequality |E(Kn−p)| > |E(Hn,p)| holds for all n ≥ 4p. Nowwe can use this to deduce a good lower bound for cp(Kn).
Proposition 6. Let n ≥ 4p. Then
cp(Kn) ≥ dlog2(3p(3p− 1))e +
⌊
n
p
⌋
− 4.
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Proof. Consider the following strategy of player S: Suppose that after i tests player A knows that the unknown edge e lies
in the graph Gi (Vi, Ei)where G0 = Kn. As long as the inequality |Vi| ≥ 4p holds, player S answers ‘‘no’’ in the (i+ 1)th test.
Then Gi+1 is a complete graph with at least n− (i+ 1)p vertices as long as n− ip ≤ 4p. For j =
⌊
n−4p
p
⌋
we get
|Vj| ≥ |V0| − jp ≥ 4p and |Vj+1| ≥ 3p.
Thus, we obtain Gj+1 = Kk with k = |Vj+1| ≥ 3p and cp(Kn) ≥ j+ 1+ cp(Kk). Together with Proposition 1 this yields
cp(Kn) ≥
⌊
n− 4p
p
⌋
+ 1+ cp(Kk)
≥
⌊
n
p
⌋
− 3+
⌈
log2
(
k
2
)⌉
≥ dlog2(3p(3p− 1))e +
⌊
n
p
⌋
− 4. 
Now we want to see that the upper bound of Theorem 4 is sharp. Hence let us look for the difference dn,p between this
upper bound and the lower bound of Proposition 6. Let q = dlog2(p)e. For n ≥ 4pwe get
dn,p := 2 dlog2 pe +
⌈
n− 1
p
⌉
− dlog2(3p(3p− 1))e −
⌊
n
p
⌋
+ 4
≤ 2q+
⌈
n− 1
p
⌉
−
⌈
n− 1
p
⌉
+ 5− dlog2(3p(3p− 1))e
≤ 2q+ 5− ⌈log2 3+ log2 (2q−1)+ log2 (3(2q−1 + 1)− 1)⌉
≤ 2q+ 5− ⌈log2 3+ q− 1+ log2 3+ log2 2q−1⌉
≤ 2q+ 5− ⌈log2 3+ q− 1+ log2 3+ log2 2q − 1⌉
≤ 7− d2 log2 3e = 3.
Observation 4. Thus, we obtain that the inequalities
dlog2(3p(3p− 1))e +
⌊
n
p
⌋
− 4 ≤ cp(Kn) ≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
hold for n ≥ 4p and the maximum difference between the upper and the lower bound for cp(Kn) is 3.
In the case p = 2q ≥ 4 we even get that the maximum difference is 0 or 1 depends on n:
dn,p = 2q+
⌈
n− 1
p
⌉
− ⌈log2 3+ log2 2q + log2(3 · 2q − 1)⌉− ⌊np
⌋
+ 4
≤ q+
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ 4− ⌈log2 3+ log2 (3 · 2q − 1)⌉
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ ⌊q+ 4− log2 3− log2 (3 · 2q − 1)⌋
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+
⌊
4− log2 3− log2
(
3− 1
2q
)⌋
≤
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+
⌊
4− log2 3− log2
(
3− 1
4
)⌋
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ b6− log2 33c
=
{
0, if n ≡ 1or n ≡ 0 mod p
1 else.
Therefore, we can deduce the following corollary.
Corollary 4. Let p = 2q ≥ 4 and n ≥ 4p be positive integers with n ≡ 1 or n ≡ 0 mod p. Then
cp(Kn) = 2 dlog2 pe +
⌈
n− 1
p
⌉
.
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Fig. 1. The graph H1 .
Observation 5. We have seen that both the upper bound of Theorem 4 as well as the lower bound of Proposition 6 are sharp.
But we have no characterization for all graphs with equality in Theorem 4 or in Proposition 6.
We just considered the case that p is a power of 2. Let us now look at the other extreme case p = 2q + 1. We are going
to see that in this case it is possible to improve the upper bound of Proposition 5.
Proposition 7. Let p = 2q + 1 and n ≥ 2p+ 2. Then
cp(Kn) ≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 1.
We need a preliminary Lemma.
Lemma 4. Let p = 2q + 1 and n ≥ 2p+ 2. Let Hn,p be the n− p-graph. Then
cp(Hn,p) ≤ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 2.
Proof of the Lemma. Let r = p2 . Let V = {v1, . . . , vp} be the clique set of Hn,p andW = {w1, . . . , wn−p} the independent
set of Hn,p.
In the first test player A probes the set A1 = {v1, . . . , vbrc, w1, w2}. If S answers ‘‘no’’ in the first test, player A has to
search in the graph G1 = Hn−2−brc,dre with clique set {vdre, . . . , vp} and independent set {w3, . . . , wn−p}. If the answer of S
is ‘‘yes’’, the unknown edge e belongs to the graph H1 = Hn,p − E(G1).
Let us consider the case that S answers ‘‘yes’’ in the first test. The resulting graph H1 has the vertex set V ∪W and edge
set
E(H1) = {vivj, viwl|i = 1, . . . , brc ; j = 1, . . . , p; l = 1, . . . , n− p} ∪ {w1vj, w2vj|j = dre , . . . , p}.
Thus H1 comprises of the graph Hn,brc (with clique set {v1, . . . , vbrc} and independent set {w1, . . . , wn−p, vdre, . . . , vp}) and
two stars K1,brc joining the centersw1 orw2 with the vertices vdre, . . . , vp (see Fig. 1).
Player A now probes the set A2 = {w1, . . . , wp}. If player S answers ‘‘yes’’, then the unknown edge e lies in the graph H2
with vertex set V ∪ {w1, . . . , wp} and edge set
E(H2) = {viwl|i = 1, . . . , brc ; l = 1, . . . , p} ∪ {w1vj, w2vj|j = dre , . . . , p}.
Hence, H2 is the edge disjoint union ∪brcj=1 K1,p ∪ K1,brc ∪ K1,brc where the center vertices of the first brc stars are v1, . . . , vbrc
and the centers of the last two stars are the verticesw1, w2 (see Fig. 2). Therefore, A needs atmost dlog2(brc + 2)e+dlog2 pe
further tests to find e by Proposition 2 and Lemma 1. If player S answers ‘‘no’’, then e lies in H˜2 = Hn−p,brc with clique set
{v1, . . . , vbrc} and star set {wp+1, . . . , wn−p}. We note that H˜2 ⊂ ∪brcj=1 K1,n−1−p and thus, by Proposition 2 and Lemma 1
cp(H˜2) ≤
⌈
log2
⌊p
2
⌋⌉
+
⌈
n− p− 1
p
⌉
+ dlog2 pe − 1
=
⌈
log2
⌊
2q + 1
2
⌋⌉
+
⌈
n− 1
p
⌉
+ dlog2 pe − 2
= 2 dlog2 pe +
⌈
n− 1
p
⌉
− 4.
Note that the equality holds only for p = 2q + 1.
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Fig. 2. The graph H2 .
In total we get
cp(H1) ≤ max
{
1+ cp(H2), 1+ cp(H˜2)
}
≤ max
{
1+
⌈
log2
(⌊
2q + 1
2
⌋
+ 2
)⌉
+ dlog2 pe , 1+ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 4
}
= max
{
1+ ⌈log2(2q−1 + 2)⌉+ dlog2 pe , 2 dlog2 pe + ⌈n− 1p
⌉
− 3
}
= max
{
2 dlog2 pe , 2 dlog2 pe +
⌈
n− 1
p
⌉
− 3
}
= 2 dlog2(p)e +
⌈
n− 1
p
⌉
− 3.
The last equality holds, since n ≥ 2p+ 2.
Let us consider now the case that player S answers ‘‘no’’ in the first test. A has to search in the graph G1 = Hn−2−brc,dre =
Hn−2−2q−1,2q−1+1 with clique set V1 = {vdre, . . . , vp} = {v2q−1+1, . . . , vp}. Player A probes a set of
⌊ |V1|
2
⌋
=
⌊
2q+1−2q−1
2
⌋
=
2q−2 arbitrary vertices of the set V1 in the first test. Suppose for i ≥ 1 that after i tests player A knows for sure that the
unknown edge e lies in the subgraph Gi+1 of G1. As long as player S answers ‘‘no’’ in the ith test, the resulting graph after i
tests is
Gi+1 = Hn−2−(2q−1+···+2q−i−1),2q−i−1+1
and player A probes a set of
⌊ |Vi+1|
2
⌋
= 2q−i−1 arbitrary vertices of the clique set Vi+1 of Gi+1 in the next test.
If S answers always ‘‘no’’, then after dlog2 pe− 2 = q− 1 tests player A knows that the unknown edge e lies in the graph
Gq = Hn−2−(2q−1+···+2q−(q−1)−1),2q−(q−1)−1+1 = Hn−2−(2q−1),2 ⊂ K1,n−2−2q ∪ K1,n−2−2q .
Therefore, A needs at most
1+ cp(K1,n−2−2q) ≤ 1+ dlog2 pe +
⌈
n− 2− 2q
p
⌉
− 1 = dlog2 pe +
⌈
n− 1
p
⌉
− 1
tests to find e in Gq by Proposition 2 and Lemma 1. We conclude that A needs at most
q− 1+ dlog2 pe +
⌈
n− 1
p
⌉
− 1 = 2 dlog2 pe − 3+
⌈
n− 1
p
⌉
tests to identify e in the graph G1 if S answers always ‘‘no’’.
If in one test player S answers ‘‘yes’’, then we get
Gk = Hn−2−(2q−1+···+2q−k),2q−k+1 and Gk+1 = Hn−2−(2q−1+···+2q−k),2q−k−1 ,
where k ≤ q is the first test in which S answers ‘‘yes’’. Let a := n− 3− (2q−1 + · · · + 2q−k) = n− 3− 2q + 2q−k. Note that
a ≥ p+ 2 for n ≥ 2p+ 2. A knows that e lies in Gk+1 ⊂
2q−k−1∪
j=1 K1,a and thus needs at most
⌈
log2 2q−k−1
⌉+ cp(K1,a) tests to
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find e in Gk+1 by Lemma 1. Let us consider the star K1,a. By Proposition 2 we know that
cp(K1,a) ≤
⌈
a
p
⌉
+ dlog2 pe − 1
=
⌈
n− 3− 2q + 2q−k
p
⌉
+ dlog2 pe − 1
≤
⌈
n− 1
p
⌉
+ dlog2 pe − 1.
Therefore, we can estimate
cp(Gk+1) ≤
⌈
log2 2
q−k−1⌉+ cp(K1,a)
≤ q− 1− k+
⌈
n− 1
p
⌉
+ dlog2 pe − 1
= 2 dlog2(p)e − 3− k+
⌈
n− 1
p
⌉
.
Hence, we obtain
cp(G1) ≤ max
{
2 dlog2 pe − 3+
⌈
n− 1
p
⌉
, k+ cp(Gk+1)
}
≤ max
{
2 dlog2 pe +
⌈
n− 1
p
⌉
− 3, k+ 2 dlog2 pe − 3− k+
⌈
n− 1
p
⌉}
= 2 dlog2(p)e +
⌈
n− 1
p
⌉
− 3.
In total we receive
cp(Hn,p) ≤ max
{
1+ cp(H1), 1+ cp(G1)
}
= 2 dlog2(p)e +
⌈
n− 1
p
⌉
− 2.
This completes the proof of the lemma. 
Proof of Proposition 7. Let us consider the case n ≤ 3p + 1 first. Player A probes the set consisting of arbitrary p vertices
of Kn first. Then the resulting graphs are G1 = Hn,p and G2 = Kn−p with n− p ≤ 2p+ 1. Thus, we obtain by Lemmas 3 and
4 that
cp(Kn) ≤ max
{
1+ cp(Hn,p), 1+ cp(Kn−p)
}
≤ max
{
1+ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 2, 1+ d2 log2(n− p)e
}
= 2 dlog2 pe +
⌈
n− 1
p
⌉
− 1.
The last equality holds for 2p+ 2 ≤ n ≤ 3p+ 1 since:
1+ d2 log2(n− p)e −
(
1+ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 2
)
= d2 log2(n− p)e − 2q−
⌈
n− 1
p
⌉
= d2 log2(n− p)e − 2q− 3
≤ d2 log2(2p+ 1)e − 2q− 3 =
⌈
2 log2
2q+1 + 3
2q
⌉
− 3
≤
⌈
2 log2
(
2+ 3
4
)⌉
− 3 = 0 for q ≥ 2.
For p = 3 (i.e. q = 1) it is easy to see that c3(K8) = 6 = 2 dlog2 3e + d7/3e − 1, c3(K9) = 6 = 2 dlog2 3e + d8/3e − 1
and c3(K10) = 6 = 2 dlog2 3e + d9/3e − 1.
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For n ≥ 3p + 2 we proceed by induction on n. Player A probes the set consisting of arbitrary p vertices of Kn first. Then
the resulting graphs are G1 = Hn,p and G2 = Kn−p with n− p ≥ 2p+ 2. Thus, we deduce by induction and Lemma 4 that
cp(Kn) ≤ max
{
1+ cp(Hn,p), 1+ cp(Kn−p)
}
≤ max
{
1+ 2 dlog2 pe +
⌈
n− 1
p
⌉
− 2, 1+ 2 dlog2 pe +
⌈
n− p− 1
p
⌉
− 1
}
= 2 dlog2 pe +
⌈
n− 1
p
⌉
− 1.
This completes the proof. 
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