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Abstract
Some challenging problems in tracking multiple objects include the time dependent cardi-
nality, unordered measurements and object parameter labeling. In this paper, we employ
Bayesian Bayesian nonparametric methods to address these challenges. In particular, we
propose modeling the multiple object parameter state prior using the dependent Dirich-
let and Pitman-Yor processes. These nonparametric models have been shown to be more
flexible and robust, when compared to existing methods, for estimating the time-varying
number of objects, providing object labeling and identifying measurement to object asso-
ciations. Monte Carlo sampling methods are then proposed to efficiently learn trajectory
of objects from noisy measurements. Using simulations, we demonstrate the estimation
performance advantage of the new methods when compared to existing algorithms such as
the generalized labeled multi-Bernoulli filter.
Keywords: Bayesian nonparametric models, dependent Dirichlet process, dependent
Pitman-Yor process, multiple object tracking, Markov chain Monte Carlo sampling
1. Introduction
Multiple object tracking under time-varying (TV) conditions is a challenging and com-
putationally intensive problem Bar-Shalom (1990); Mahler (2007); Wang et al. (2017). It
entails the estimation of a TV and unknown number of objects at each time step, using
measurements with no known association to the objects. Some recent methods to solving
this problem involve random finite set (RFS) theory methods, together with probability hy-
pothesis density filtering and multi-Bernoulli filtering Vo et al. (2014); Reuter et al. (2014);
Vo et al. (2015, 2017). Many methods cluster objects to their associated estimated state
after tracking. The labeled multi-Bernoulli filter, on the other hand, uses labeled RFS
to estimate the objects identity, although at a high computational cost and requiring high
signal-to-noise ratios Vo et al. (2014); Reuter et al. (2014). In Aoki et al. (2016), maximum
a posteriori estimates of object label uncertainties are integrated with a multiple hypothesis
tracking algorithm.
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In recent years, the ubiquitous influence of Bayesian nonparametric models has been
well-established as a way to avoid the restrictions of parametric models. Infinite dimen-
sional random measures, such as the Dirichlet process (DP) Ferguson (1973); Teh (2011)
and Pitman-Yor process (PYP) Pitman and Yor (1997); Pitman (2002) have replaced finite
mixture models for clustering, estimation and inference Antoniak (1974); Pitman (2002);
Pitman and Yor (1997). Po´lya urn approaches for TV DP and PYP mixtures have been
used as priors on parameters over observations. Note, however, that they do not cap-
ture the full dependency in a problem and their marginal distributions are not well-defined
Ahmed and Xing (2008); Blei and Frazier (2011); Caron et al. (2007, 2017); Moraffah et al.
(2019b,a,c). A process that does describe dependency among collections of stochastic pro-
cesses is the dependent DP and mixture models that can be used for clustering batch-
sequential data with a TV number of clusters MacEachern (1999, 2000); Campbell et al.
(2013); Neiswanger et al. (2014); Topkaya et al. (2013); Moraffah and Papandreou-Suppappola
(2019, 2018); Moraffah (2019b).
In this paper, we propose a family of prior distributions for time-dependent tracking
algorithms constructed using the dependent DP and PYP. A Markov chain Monte Carlo
(MCMC) inferential method integrates the distributions to update the time dependent
states. Our proposed methods outperform existing ones and are computationally efficient.
We also show that they have well-defined marginal distributions and hence provide an
efficient way to perform inference. They can capture the full time-dependency among
object states and can represent objects entering and leaving a scene, label object states
and accurately estimate object cardinality and trajectory. They are also simple to integrate
with MCMC sampling methods for robust inference.
The rest of the paper is organized as follows. Section 2 summarizes the TV tracking
formulation and Section 3 reviews the DP and PYP. In Section 4, we present the dependent
DP prior, develop an MCMC inference method, and discuss algorithm convergence and
properties. The extension to the dependent PYP as a prior and its advantages over the DP
are provided in Section 5. Using simulations in Section 6, we demonstrate the methods’
improved performance when compared the RFS-based label multi-Bernoulli filter.
2. Multiple Object Tracking Formulation
We consider the problem of tracking an unknown and TV number of objects Nk at time
step k. The unknown state vector of the ℓth object, ℓ=1, . . . , Nk, is denoted by xℓ,k. If the
ℓth object is present at time step (k − 1) and transitions to time step k, then the object
state follows xℓ,k=F (xℓ,k−1) + uℓ,k−1, where F (·) is a transition function and uℓ,k−1 is a
modeling error random process. The problem is further complicated by the TV number of
measurements Mk and the unknown object association to a given measurement vector zm,k,
m=1, . . . ,Mk. We assume that each measurement is generated by only one object and
that the measurements are independent of one another. If it is determined that the mth
measurement originated from the ℓth object, the measurement equation for tracking is given
by zm,k =R(xℓ,k)+wk; here, R(·) is a physics-based model describing the relation between
the measurement to object state, and wk is the measurement noise random process. Due to
the large number of unknowns in the problem, additional functionality must be introduced.
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Whereas RFS theory was used in previous studies, we incorporate nonparametric methods,
as will be demonstrated.
3. Nonparametric Random Processes as Priors
Dirichlet Process. The DP model defines a prior on the space of probability distributions
Ferguson (1973); Teh (2011). A DP, G∼DP(α,H), on an infinite dimensional space with
parameter set Θ, concentration parameter α, and base distribution H, is defined as
G(θ) =
∞∑
ℓ=1
πℓ δ(θℓ − θ), θℓ ∼ H, πj ∼ GEM(α) (1)
where GEM(α) follows the stick breaking representation Sethuraman (1994)
πℓ = Vℓ
ℓ−1∏
l=1
(1− Vl), where Vℓ ∼ Beta(1, α), j = 1, 2, . . .
and δ(θℓ − θ)= 1 if θ= θℓ, θℓ∈Θ, and zero otherwise. G(θ) is a discrete probability ran-
dom measure with probability one. The DP mixture (DPM) model for parameters yn,
n=1, . . . , N , is yn | θn∼ f(· | θn), where θn |G∼G and G |α,H ∼DP(α,H). The indepen-
dent and identically distributed parameters are drawn from F (·)=
∫
θ f(· | θ) dG(θ), where
f(·|θ) is the density and G(θ) is the mixing distribution drawn according to a DP in (1). It
can be shown that the expected number of clusters using the DP model varies exponentially
as α logN .
Pitman-Yor Process. The PYP forms a large class of distributions on random probability
measures that contains DPs; it is a subclass of d-Gibbs processes and shares the DP essential
properties. Similar to the DP, it defines a prior on the space of probability distributions
over the infinite dimension space of parameters. A PYP, G∼PYP(d, α,H), has discount
parameter d, 0≤d<1, concentration parameter α, α>−d, and base distribution H. When
d=0, the PYP simplifies to DP(α,H). A PYP realization is a discrete random measure
that can be constructed using the stick breaking representation
G(θ) =
∞∑
ℓ=1
π∗ℓ δ(θℓ − θ), θℓ ∼ H (2)
Here, π∗ℓ is the size-biased order of πℓ, πℓ=Vℓ
∏ℓ−1
l=1 (1 − Vl), and Vℓ ∼ Beta(1 − d, α + ℓ d).
Similar to the DPM, the PYP mixture model for yn, n=1, . . . , N , is yn | θn ∼ f(· | θn),
θn |G∼ G, and G |α,H ∼PYP(d, α,H). The PYP expected number of clusters follows the
power-law αNd Teh (2006).
4. Tracking with Dependent Dirichlet Process
In order to capture the time-dependent evolution in multiple object tracking, we exploit the
dependent DP (DDP) MacEachern (1999). The proposed DDP evolutionary Markov model
(DDP-EMM) approach is used to learn multiple object attributes over related information.
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Figure 1: Graphical model capturing temporal dependence.
This information is based on dynamic dependencies in the state transition formulation. In
particular, the number of objects at time step k depends on the number of objects present
at the previous time step (k−1)and on the objects popularity. Also, the clustering index of
the ℓth object state at time step k depends on the clustering index of the previous (ℓ−1)
object states at the same time step.
4.1 Construction of DDP Evolutionary Markov Model
The DDP based construction of the prior distributions of the multiple object states follows
three time evolution steps. Specifically, information from time step (k−1) and from tran-
sitioning between time steps (k−1) and k is used to predict information at time step k.
To aid in the construction and dynamically track relevant assignments in relation to the
ℓth object and lth cluster at time step k, we define three indicators: cluster assignment
cl,k, object transitioning sℓ,k, and cluster transitioning λl,k. The three-step construction is
detailed next and summarized in Algorithm 1, and a graphical model of the evolutionary
dependence is shown in Figure 1.
Step 1. Previous time step:
At time step (k−1), the parameter sets
XNk−1,k−1 = {x1,k−1, . . . ,xNk−1,k−1}
and
ΘNk−1,k−1 = {θ1,k−1, . . . ,θNk−1,k−1}
are assumed available. Here, the vectors xℓ,k−1 and θℓ,k−1 denote the ℓth object state
and the cluster parameter associated with the ℓth object, ℓ=1, . . . , Nk−1, respectively.
To reduce computation, only Dk−1≤Nk−1 non-empty clusters are considered with unique
parameters Θ⋆Dk−1,k−1⊆ΘNk−1,k−1. It is also assumed that the cardinality of the lth cluster
(number of objects in the cluster) is v⋆l,k−1 and its induced cluster assignment indicator
is cl,k−1 ∈ {1, . . . ,Dk−1}. The set of induced cluster assignment indicators is denoted by
CDk−1,k−1= {c1,k−1, . . . , cDk−1,k−1}.
Step 2. Transitioning between time steps.
4
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From time steps (k−1) to k, the binary object transitioning indicator sℓ,k|k−1 determines
the survival of the ℓth object. The indicators follow a Bernoulli process, with parameter
Pℓ,k|k−1, associated with object transitioning. If sℓ,k|k−1=1, the object with state xℓ,k−1
transitions to time k with probability Pℓ,k|k−1 according to the Markov transition kernel
Fθ(xℓ,k−1, ·). If sℓ,k|k−1=0, the object leaves the scene with probability (1− Pℓ,k|k−1).
An empty cluster is assumed to no longer exist. Thus, the binary cluster transi-
tioning indicator λl,k|k−1 is defined to keep track of the number of transitioning clusters
Dk|k−1. Specifically, if the lth cluster cardinality satisfies v
⋆
l,k−1≥1, λl,k|k−1=1; otherwise,
λl,k|k−1=0, l=1, . . . ,Dk−1 and Dk|k−1=
∑Dk−1
l=1 λl,k|k−1. The lth transitioning cluster car-
dinality is set to v⋆l,k|k−1, and the parameter of the transitioning cluster associated with the
ℓth object is θ⋆ℓ,k|k−1.
Step 3. Current time step.
The three cases discussed next are used to formulate the distributions of both the DP
cluster parameter θℓ,k and its associated object state xℓ,k at time step k. The number of
non-empty clusters is set to Dk =Dk|k−1, and the cardinality of the lth transitioning cluster
is set to vl,k = v
⋆
l,k|k−1, l=1, . . . ,Dk.
Case D1: The ℓth transitioned object, with sℓ,k|k−1=1, is assigned to a transitioned cluster
already occupied by at least one of the (ℓ−1) previous objects. As the cluster assignment set
CDk,k at time step k induces an infinite exchangeable random partition, it is assumed that
the ℓth object is the last to be clustered and selects one of these clusters with probability
Π
(1)
k = Pr
(
select lth cluster, l≤Dk | Θℓ−1,k
)
=
1
gk
(
vl,k +
Dk−1∑
j=1
v⋆j,k|k−1 λj,k|k−1 δ(cj,k − cl,k)
)
, (3)
gk =(ℓ − 1) + α +
∑ℓ−1
l=1
∑Dk−1
j=1 v
⋆
j,k|k−1λj,k|k−1δ(cj,k − cl,k) and α>0 is the concentration
parameter. The cluster parameter θℓ,k associated to the ℓth object is drawn from the tran-
sitioning kernel ϕ(θ∗ℓ,k−1,θℓ,k). With probability Π
(1)
k , the ℓth object state prior distribution
is drawn as
p1
(
xℓ,k | Υℓ,k
)
= Fθ(xℓ,k−1,xℓ,k) f(xℓ,k | θ
∗
ℓ,k), (4)
where Fθ(xℓ,k−1, ·) is the object transitioning kernel and f(xℓ,k |·) is the object state density.
The conditional parameter set in (4) is Υℓ,k= {Xℓ−1,k,Xℓ,k|k−1,Θℓ,k,Θ
∗
ℓ,k|k−1}.
Case D2: The ℓth object is assigned to one of the transitioning clusters that has not yet
been assigned to any of the (ℓ−1) previous objects. The object selects one of these clusters
with probability
Π
(2)
k = Pr
(
select lth cluster, l ≤ Dk | Θℓ−1,k
)
=
1
gk
(Dk−1∑
j=1
v⋆j,k|k−1λj,k|k−1δ(cj,k − cl,k)
)
. (5)
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The cluster parameter θℓ,k associated to the ℓth object is drawn from ϕ(θ
∗
ℓ,k−1,θℓ,k). With
probability Π
(2)
k , the state prior distribution is drawn as
p2(xℓ,k | Υℓ,k) = Fθ(xℓ,k−1,xℓ,k) f(xℓ,k | θ
∗
ℓ,k)
·ϕ(θ∗ℓ,k−1,θℓ,k−1) . (6)
Case D3: The ℓth object does not belong to an existing cluster, and a new cluster is formed
with associated parameter vector drawn from the base of DP(α,H), θℓ,k ∼ H. The object
is selects this cluster with probability
Π
(3)
k = Pr
(
new cluster | Θℓ−1,k
)
= α/gk . (7)
The state prior distribution is drawn as
p3(xℓ,k | Υℓ,k) =
∫
θ
f(xℓ,k | θ) dH(θ) . (8)
Assuming the space of state parameters is Polish, the DDP in Cases D1–D3 define
marginal DPs at each time step k, given the DDP configurations at time step (k − 1).
Specifically,
DDP-EMMk|DDP-EMMk−1 ∼ DP
(
α,H0
)
(9)
with base distribution
H0 =
Dk∑
j=1
θj,k∈ΘDk,k
Π
(1)
k δ(θj,k − θℓ,k) + Π
(3)
k H(θℓ,k)
+
Dk∑
j=1
θ
⋆
j,k∈Θ
⋆
Dk,k|k−1
\ΘDk,k
Π
(2)
k ϕ(θ
⋆
ℓ,k−1,θℓ,k) δ(θj,k − θl,k). (10)
This model also allows the variation and labeling of clusters as it is defined in the space of
partitions.
4.2 Learning Model
Considering the measurements Zk= {z1,k, . . . , zMk ,k} at time step k, the modeled prior dis-
tribution is used with an MCMC method to perform inference. The measurements are
assumed independent, each generated from one object, and unordered; the mth measure-
ment is not necessarily associated to the ℓth object, m 6= ℓ. The posterior distribution is
used to estimate the objects states and find the time-dependent object cardinality. As the
DDP is used to label the object states at time step k, DPMs are used to learn and assign
each measurement to its associated object identity. The mixing measure is drawn from the
DDP in Algorithm 1 to infer the likelihood distribution
zm,k | θℓ,k,xℓ,k ∼ R(zm,k | θℓ,k,xℓ,k) (11)
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Algorithm 1 DDP-EMM construction of prior distribution
Step 1. At time (k−1), parameters available from Step 1
• Object state parameters set, XNk−1,k−1
• Cluster parameters set, ΘNk−1,k−1
• Non-empty cluster unique parameters set, Θ⋆Dk−1,k−1
• Cluster assignment indicator set, CDk−1,k−1
• Cardinality of lth non-empty cluster, v⋆l,k−1
Step 2. Transitioning between time steps (k−1) and k
Draw sℓ,k|k−1∼Bernoulli(Pℓ,k|k−1), ℓth object transitioning indicator
If sℓ,k|k−1=1, ℓth object survives with probability (w.pr.) Pℓ,k|k−1 and transitions with
kernel Fθ(xℓ,k−1,xℓ,k)
If lth cluster cardinality satisfies v⋆l,k−1 ≥ 1, set lth cluster transitioning indicator to
λl,k|k−1=1, l=1, . . . ,Dk−1
Set # of transitioning clusters to Dk|k−1=
∑
l λl,k|k−1
Denote cardinality of lth transitioning cluster by v⋆l,k|k−1
Denote parameter vector of transitioning cluster associated with ℓth object by θ⋆ℓ,k|k−1
Step 3. At time k
Set Dk =Dk|k−1
for ℓ=1 to Dk do
Set vℓ,k= v
⋆
ℓ,k|k−1
if ℓ ≤ Dk and ℓth cluster already selected then
Draw θℓ,k ∼ ϕ(θ
∗
ℓ,k−1,θℓ,k) with
Draw xℓ,k|θℓ,k∼p1(xℓ,k | ·) in (4) with prob. Π
(1)
k in (3)
else if ℓ ≤ Dk and ℓth cluster not yet selected then
Draw θℓ,k ∼ ϕ(θ
∗
ℓ,k−1,θℓ,k)
Draw xℓ,k|θℓ,k∼p2(xℓ,k | ·) in (6) with prob. Π
(2)
k in (5)
else
Draw θℓ,k ∼ H for new cluster associated with ℓth object
Draw xℓ,k|θℓ,k∼p3(xℓ,k | ·) in (8) with prob. Π
(3)
k in (7)
end if
end for
return {x1,k,x2,k, . . . , . . .}, {θ1,k,θ2,k, . . . , . . .}
where R(zm,k | θℓ,k,xℓ,k) is a distribution that depends on the measurement likelihood
function. Algorithm 2 summarizes the mixing process that associates measurements to
objects.
The Bayesian posterior to estimate the target trajectories is efficiently implemented
using a Gibbs sampler inference scheme. The scheme iterates between sampling the object
states and the dynamic DDP parameters, and it is based on the discreetness of the DDP
MacEachern (2000); MacEarchern (1998). The Bayesian posterior is
p(xℓ,k | Zk) =
∫
P (xℓ,k | Zk,ΘDk,k) dG(ΘDk ,k | Zk) (12)
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where G(ΘDk,k|Zk) is the cluster parameter posterior distribution given the measurements.
As direct computation of (12) is intensive Antoniak (1974), Gibbs sampling is used to predict
xℓ,k using p(xℓ,k|Zk,ΘDk ,k)= p(xℓ,k |ΘDk,k), which is evaluated as p(xℓ,k |ΘDk,k)=
∫
p(xℓ,k |
θℓ,k) dπ(θℓ,k |ΘDk,k). Here, the posterior of θℓ,k given the remaining parameters is
π(θℓ,k | ΘDk,k) =
Dk∑
j=1,j 6=ℓ
θj,k∈ΘDk,k
Π
(1)
k δ(θℓ,k − θj,k) + Π
(3)
k H(θℓ,k)
+
Dk|k−1∑
j=1,j 6=ℓ
θj,k∈Θ
⋆
Dk|k−1,k|k−1
\ΘDk,k
Π
(2)
k ϕ(θ
⋆
ℓ,k−1,θℓ,k) δ(θj,k − θℓ,k). (13)
The distribution obtained by combining the prior with the likelihood is
θℓ,k | Θ
(ℓ)
k ,Zk ∼
Dk∑
j=1
ξj,k δ(θℓ,k − θj,k)
+
Dk|k−1∑
j=1
j /∈CDk,k
βj,kRj,k(θℓ,k) + γℓ,kHℓ(θℓ,k), (14)
where Θ
(ℓ)
k = {θ1,k,θ2,k, . . . , θℓ−1,k,θℓ+1,k, . . . ,θDk|k−1,k}, Rj,k(θℓ,k)=R(zℓ,k | xj,k,θj,k),
ξj,k =
Rj,k(θℓ,k)
gk
(
vj,k +
Dk|k−1∑
i=1
v⋆i,k|k−1λi,k|k−1δ(ci,k − cj,k)
)
βj,k =
1
gk
Dk|k−1∑
i=1
i/∈CDk,k
v⋆j,k|k−1λj,k|k−1
γℓ,k = 1−
Dk∑
j=1
ζj,k −
Dk|k−1∑
j=1
j /∈CDk,k
βj,k.
Also, dHℓ(θℓ,k)∝Rj,k(θℓ,k) dH(θℓ,k), H is the base distribution on θℓ,k, and gk is defined
below (3). The derivation is provided in Moraffah (2019a).
4.3 DDP-EMM Approach Properties
Convergence In the Gibbs sampler, it can be shown that the transition kernel converges
to the posterior distribution for almost all initial conditions. If after n iterations of the
algorithm, Ψ
(n)
k (θℓ,0,ΘDk,k) is the transition kernel for the Markov chain starting at θℓ,0
and stopping in the set ΘDk,k, then it can be shown to converge to the posterior G(ΘDk,k |Zk)
given the measurements Zk at time step k. Specifically,
||Ψ
(n)
k (θℓ,0, ·)−G(· |Zk)||TVN → 0 as n→∞,
8
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Algorithm 2 Infinite mixture model for measurement-to-object association
Input: {z1,k, . . . , zMk ,k}, measurements
From construction of prior distribution from Algorithm 1
Input: Object state vectors {x1,k,x2,k, . . .}
Input: Cluster parameter vectors {θ1,k,θ2,k, . . .}
Input: Cluster assignments CAk−1= {CDk,1, . . . , CDk,k−1}
At time k:
for m=1 to Mk do
Draw zm,k | xℓ,k,θℓ,k from Equation (11)
return CDk,k, induced cluster assignment indicators
end for
Update: CAk = CAk−1 ∪ CNk
return Dk (number of clusters) and CAk
return posterior of zm,k | xℓ,k,θℓ,k, m=1, . . . ,Mk
for almost all initial conditions θℓ,0 in the total variation norm (TVN) (see Escobar and West
(1995); Escobar (1994) in relation to the Gaussian distribution). The proof of convergence
can be found in Moraffah (2019a).
Exchangeability The infinite exchangeable random partition induced by CDk,k at time
k follows the exchangeable partition probability function (EPPF) Aldous (1985)
p(V⋆Dk,k) =
αDk
α[Nk]
Dk∏
j=1
(v⋆j,k − 1) (15)
where V⋆Dk,k= {v
⋆
1,k, . . . , v
⋆
Dk,k
}, v⋆j,k is the cardinality of the cluster with assignment indi-
cator cj,k ∈ CDk,k, α
[n]=α(α + 1) . . . (α + n − 1), and Dk is the number of unique cluster
parameters. Due to the variability of Nk, there is an important relationship between the
partitions based on Nk−1 and Nk. In particular, the EPPF in (15) based on the partitions
on Nk and Nk − 1 objects, given the configuration at time (k − 1), satisfies
pNk−1(V
⋆
Dk,k
) =
Dk∑
j=1
pNk(V
⋆
j,k) + pNk
(
{V⋆Dk,k, 1}
)
(16)
where V⋆j,k= {v
⋆
1,k, . . . , (v
⋆
j,k + 1), v
⋆
j+1,k, . . . , v
⋆
Dk,k
}. Equation (16) entails a notion of
consistency of the partitions in the distribution sense. The equation holds due to the
Markov property of the process given the configuration at time (k − 1).
Consistency We consider rθ0 to be the true density of observations with probability
measure Rθ0 . Then, if rθ0 is in the Kullback-Leibler (KL) support of the prior distribu-
tion in the space of all parameters Choi1and and Ramamoorthi (2008), then the posterior
distribution G(· | Zk) can be shown to be weakly consistent at rθ0 It is also important to
investigate the posterior contraction rate as it is highly related to posterior consistency.
This rate shows how fast the posterior distribution approaches the true parameters from
which the measurements are generated. As detailed in Moraffah (2019a), the contraction
9
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rate matches the minimax rate for density estimators. Hence, the DDP prior constructed
through the proposed model achieves the optimal frequentist rate.
5. Tracking with Dependent Pitman-Yor Process
Whereas the expected number of unique clusters used by the DP model during transitioning
is α log (Nk), the number used by the PYP model follows the power law αN
d
k . Here, Nk is
the number of objects to be clustered, α is a concentration parameter and d is a discount
parameter. With this additional parameter, the PYP model has a higher probability of
having a large number of unique clusters Teh (2006). Also, clusters with only a small
number of objects have a lower probability of selecting new objects. This more flexible
model is better matched to tracking a TV number of objects as the larger number of
available clusters ensures all dependencies are captured. The proposed dependent PYP
(DPYP) state transitioning prior (DPYP-STP) method is presented next.
Construction Model The construction of the DPYP prior distribution follows Steps 1
and 2 for the DDP in Section 4.1. As in Step 3 for the DDP, it is assumed that there are
Dk =Dk|k−1 non-empty clusters at time step k, and that the cardinality of the lth transi-
tioning cluster is set to v⋆l,k|k−1= vl,k, l=1, . . . ,Dk. The state prior distributions are drawn
following Cases D1-D3. However, the probability of an object selecting a particular cluster
varies, as provided next in Cases P1–P3.
Case P1: The ℓth object is assigned, with probability
Π
(1)
k = Pr
(
select lth cluster, l≤Dk | Θℓ−1,k
)
=
1
gk
(
vℓ,k − d+
Dk−1∑
j=1
v⋆j,k|k−1 λj,k|k−1 δ(cj,k − cℓ,k)
)
(17)
to a transitioning cluster that is already occupied by at least one of the (ℓ− 1) previ-
ously transitioned objects. In (17), gk = bℓ−1+α+
∑ℓ−1
l=1
∑Dk−1
j=1 v
⋆
j,k|k−1λj,k|k−1δ(cj,k− cl,k),
bℓ−1=
∑ℓ−1
j vj,k, α>−d and 0≤d<1.
Case P2: The ℓth object selects a transitioning cluster that is not yet occupied by the
previous (ℓ−1) objects with probability
Π
(2)
k = Pr
(
select lth cluster, l ≤ Dk | Θℓ−1,k
)
=
1
gk
(Dk−1∑
j=1
v⋆j,k|k−1λj,k|k−1δ(cj,k − cl,k)
)
− d . (18)
Case P3: The ℓth object selects a new cluster with probability
Π
(3)
k =Pr
(
new cluster | Θℓ−1,k
)
=
dD
(ℓ−1)
k + α
gk
(19)
where D
(ℓ−1)
k is the total number of clusters at time step k used by the previous (ℓ − 1)
objects.
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Note that, in Cases P1 and P2, the cluster parameter is drawn from a transitioning ker-
nel. In Case P3, the cluster parameter is drawn from the base distribution of PYP(d, α,H)
as θℓ,k ∼ H. If the state parameter space is separable and metrically topologically complete,
the DPYP in Cases P1–P3 define marginal PYPs given the DPYP configurations at time
step (k − 1). In particular,
DPY-STPk | DPY-STPk−1 ∼ PYP
(
d, α,H1
)
(20)
with base distribution defined as in (10), but the with probabilities given by (17)-(19).
Learning Model The DPYP prior distribution is integrated with MCMC to perform
inference, as in Section 4.2. The major difference from the DDP-EMM approach is that the
mixing measure is drawn from the DPYP. DPMs are also used to learn the measurement
to object associations. Note that the DPYP-STP and DDP-EMM algorithms are closely
related; setting d=0 in the DPYP-STP simplifies to the DDP-EMM.
6. Simulation Results
We demonstrate the performance of the two proposed methods, DDP-EEM and DPY-STP,
that are based on using dependent Bayesian nonparametric models to account for dynamic
dependencies in multiple object tracking. Unless otherwise stated, the simulations assume
the following parameters. The coordinated turn model (CTM) (constant turn rate) is used
as the motion model in tracking multiple objects moving in the two-dimensional (2-D)
plane. Using CTM, the state vector of the ℓth object is xℓ,k =[xℓ,k x˙ℓ,k yℓ,k y˙ℓ,k ωℓ,k]
T ,
ℓ=1, . . . , Nk, where (xℓ,k, yℓ,k) and (x˙ℓ,k, y˙ℓ,k) are the 2-D coordinates for position and
velocity, respectively, and ωℓ,k is the turn rate. Using the state space model notation
from Section 2, if the ℓth object transitions between time steps, the transition equation is
xℓ,k=F (xℓ,k−1) + uℓ,k−1=Dxℓ,k−1 + uℓ,k−1, where
D =


1
sin(ωk−1)
ωk−1
0 −
1− cos(ωk−1)
ωk−1
0
0 cos(ωk−1) 0 − sin(ωk−1) 0
0
1− cos(ωk−1)
ωk−1
1
sin(ωk−1)
ωk−1
0
0 sin(ωk−1) 0 cos(ωk−1) 0
0 0 0 0 1


,
uℓ,k−1 is zero-mean Gaussian with covariance matrix
Qu =


σ2/4 σ2/2 0 0 0
σ2/2 σ2 0 0 0
0 0 σ2/4 σ2/2 0
0 0 σ2/2 σ2 0
0 0 0 0 σ2u

 ,
σ=15 m/s2 and σu=π/180 radians/s. The measurement equation for the ℓth object is
zk = [φk rk]
T =R(xℓ,k)+wk whereR(xℓ,k)= [arctan (yℓ,k/xℓ,k) (x
2
ℓ,k+y
2
ℓ,k)
1/2]T , with bearing
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φk∈(−π/2, π/2) and range rk∈(0, 2, 000) m. The measurement noise wk is assumed zero-
mean Gaussian with covariance Qw=diag(25, (π/180)
2).
The cluster parameter prior distributionH was generated using a normal-inverse Wishart
distribution (NIW), NIW(µ0, 0, ν,I), with identity matrix I, µ0=0.001 and ν=50. The
prior for the concentration parameter used The Gamma distribution Γ(α; 1, 0.1) was used
as the concentration parameter prior. The object transitioning probability is fixed to
Pℓ,k|k−1=0.95, for all ℓ. All simulations use 100 times steps and 10,000 Monte Carlo
realizations; the signal-to-noise ratio (SNR) is -3 dB. The proposed methods are compared
with the generalized labeled multi-Bernoulli filter (GLMB) that models time-variation using
labeled RFS Vo et al. (2014); Reuter et al. (2014); Vo et al. (2015, 2017). The optimal sub-
pattern assignment (OSPA) metric, with order p=1 and cut-off c=100, is used to compare
the methods. For this metric, lower the metric values indicate higher performance.
DDP-EMM and GLMB Comparison We compare the DDP-EEM with the GLMB
filter using the same trajectories used in Vo et al. (2017) (see Section IV.B. on the non-linear
numerical studies example) for a maximum of 10 moving targets. The times each target
enters and leaves the scene are listed in Table 1 and Fig. 2 depicts the true 2-D position
of the targets. The estimated xk and yk coordinates, obtained using the DDP-EMM and
GLMB methods, are compared in Figure 3. The estimated cardinality and OSPA metric
for position and cardinality are shown in Fig. 4 and 5, respectively. All comparisons demon-
strate the increased performance offered by the new DDP-EMM approach; part of this may
be attributed to the approximations used by the GLMB to update the tracks. In Fig. 4, the
GLMB is shown to overestimate the target cardinality when compared to the DDP-EMM,
showing the elimination of the posterior cardinality bias.
Object Presence Object Presence
Object 1 0 ≤ k ≤ 100 Object 6 40 ≤ k ≤ 100
Object 2 10 ≤ k ≤ 100 Object 7 40 ≤ k ≤ 100
Object 3 10 ≤ k ≤ 100 Object 8 40 ≤ k ≤ 80
Object 4 10 ≤ k ≤ 60 Object 9 60 ≤ k ≤ 100
Object 5 20 ≤ k ≤ 80 Object 10 60 ≤ k ≤ 100
Table 1: Time step of targets entering and leaving the scene.
Close Proximity We consider a more complex scenario, where the targets are moving
in close proximity to each other. A maximum of 5 targets enter the scene at different
time steps but follow the same trajectory. As a result, they are expected to have the same
position but at different time steps. The 5 targets enter the scene at corresponding time
steps k=0, k=5, k=20, k=30, and k=40; they leave the scene at corresponding time
steps k=70, k=100, k=100, k=45, and k=80. For this example, the NIW distribution
used ν=100 and concentration parameter prior Γ(α; 1, 0.3). The estimated target position
using DDP-EEM is shown in Fig. 6. The comparison between the DDP-EEM and GLMB
for the estimated cardinality and OSPA metric are shown in Fig. 7 and 8, respectively. As
12
BNP Modeling for Multiple Object Tracking
-2000 -1500 -1000 -500 0 500 1000 1500
x, m
0
200
400
600
800
1000
1200
1400
1600
1800
2000
y,
 m
Figure 2: Cartesian coordinates for true target positions.
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Figure 3: Actual and estimated (a) xk and (b) yk coordinates using DDP-EMM (all colors)
demonstrated, the DDP-EMM performs much higher than the GLMB for closely-spaced
targets.
Varying SNR In this example, we assume that there are 11 targets with ωk=0 and that
only range measurements are available. We demonstrate the performance of the DDP-EMM
approach for SNR values -3, -5 and -10 dB. For the simulations, µ0=0 and ν=100 were
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Figure 4: Estimated cardinality using DDP-EMM (top) and GLMB.
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Figure 5: OSPA position and cardinality: DDP-EMM, GLMB.
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Figure 6: Estimated position using DDP-EM.
used for the NIW distribution and the concentration prior was Γ(α; 1, 0.2). The cardinality
performance for decreasing SNR is demonstrated in Fig. 9. As expected, the performance
of the DDP-EMM decreases as the SNR decreases; however, the correct cardinality of the
states was obtained most of times. Fig. 10 depicts the decrease in DDP-EMM OSPA
performance as the SNR decreases.
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Figure 7: Estimated cardinality: DDP-EMM (top), GLMB.
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Figure 8: OSPA position and cardinality: DDP-EMM, GLMB.
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Figure 9: Cardinality estimation using DDP-EMM for -3 dB (top), -5 dB (middle), and -10
dB SNR (bottom).
DPY-STP and GLMB Comparison The higher performance of the DPY-STP is
demonstrated and compared to the GLMB using a maximum of 5 targets. This is shown
in Fig. 11 and Fig. 12 with the estimated cardinality and the OSPA range and cardinality,
respectively, for the two methods.
DPY-STP and DDP-EMM Comparison As discussed in Section 5, the DPY is better
matched to the tracking a TV number of objects than the DDP. This is demonstrated by
comparing the DPY-STP and DDP-EMM methods using a maximum number of 10 targets.
The simulations used µ0=0 and ν=100 for the NIW distribution; parameters α and d
were selected using Γ(α; 1, 0.1). The estimated position using the two methods is shown in
Fig. 13. The increased performance of the DPY-STP is shown using the OSPA comparison
for position and cardinality in Fig. 14.
7. Conclusion
We presented novel families of Bayesian nonparametric processes to capture the computa-
tional and inferential needs when tracking a TV number of objects. The proposed models
offer improvements in tracking performance, time efficiency, and implementation cost. They
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Figure 10: OSPA position (top) and cardinality (bottom) using DDP-EMM for -3 dB, -5
dB and -10 dB SNR.
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Figure 11: Cardinality estimation: (a) DPY-STP (b) GLMB
.
exploit the dependent Dirichlet and dependent Pitman-Yor processes to model object pri-
ors to efficiently track object labels, cardinality and trajectories. Furthermore, MCMC
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Figure 12: OSPA range & cardinality: DPY-STP, GLMB.
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Figure 13: Position estimation: (a) DPY-STP (b) DDP-EMM.
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Figure 14: OSPA position & cardinality: DPY-STP, DDP-EMM.
implementation of the proposed tracking algorithms successfully verifies the simplicity and
accuracy of proposed methods.
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Appendix A.
In this appendix we prove the equation 14: Section 4.2:
Proof. Proof of 14 follows the standard Bayesian nonparametric methods. We know
that the base measure in DP(α, H) is the mean of the Dirichlet prior. The following lemma
generalizes this fact.
Lemma 1. (Ferguson 1973, Ferguson (1973)) If G ∼ DP(α,H) and f is any measurable
function, then
E
[ ∫
f(θ)dG(θ)
]
=
∫
f(θ)dH(θ)
Suppose that A and B are measurable sets.
P (θℓ,k ∈ A, zℓ,k ∈ B|θ−ℓ,k, z−ℓ,k) =E
[
1θℓ,k(A)1zℓ,k(B)|θ−ℓ,k, z−ℓ,k
]
(21)
=E
[
E
[
1θℓ,k(A)1zℓ,k(B)|G, θ−ℓ,k, z−ℓ,k
]
|θ−ℓ,k, z−ℓ,k
]
(22)
=E
[ ∫
1θℓ,k(A)1zℓ,k(B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,kdG(θℓ,k|θ−ℓ,k)
]
(23)
where 21 follows the definition of expected value, 22 is due to the law of iterated expecta-
tions, and G(θ) in 23 is the posterior dependent Dirichlet process given in 13. Using lemma
1
E
[ ∫
1θℓ,k(A)1zℓ,k(B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,kdG(θℓ,k|θ−ℓ,k)
]
= (24)
∫
1θℓ,k(A)1zℓ,k(B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,k (25)
d
( ∑
Θk−{θℓ,k}
Π1δθ(θℓ,k) +
∑
θ∈Θ⋆
k|k−1
\Θ
θ 6=θℓ,k
Π2ν(θ
⋆
ℓ,k−1, θℓ,k)δθ(θℓ,k) + Π3H(θℓ,k)
)
.
Using the Bayes rule we have:
P (θℓ,k ∈ A|θ−ℓ,k,Zk) =
∫
B P (θℓ,k ∈ A, zℓ,k|θ−ℓ,k, z−ℓ,k)dzℓ,k∫
Ω P (θℓ,k ∈ A, zℓ,k|θ−ℓ,k, z−ℓ,k)dzℓ,k
(26)
and this concludes the claim in 14.
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