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RESUMO
O Me´todo de Averaging e´ uma ferramenta cla´ssica, muito u´til no estudo do com-
portamento de sistemas dinaˆmicos suaves. Uma das utilidades de tal me´todo consiste
em transformar o problema de encontrar soluc¸o˜es perio´dicas, de um sistema dinaˆmico,
em um problema de se encontrar soluc¸o˜es de uma determinada equac¸a˜o alge´brica.
Os resultados cla´ssicos, para o estudo de soluc¸o˜es perio´dicas de sistemas dinaˆmicos,
assumem que tais sistemas sejam, no mı´nimo, de classe C2. Recentemente, utilizando
principalmente a Teoria do Grau de Brouwer, o Me´todo de Averaging foi estendido para
o estudo de soluc¸o˜es perio´dicas de sistemas dinaˆmicos, assumindo somente a hipo´tese
de continuidade do sistema.
Por outro lado, o campo da matema´tica que versa sobre os sistemas dinaˆmicos des-
cont´ınuos, chamados frequentemente de Sistemas de Filippov, teve nos u´ltimos anos um
ra´pido desenvolvimento. Tal campo, se tornou, certamente, uma das fronteira comuns
entre a Matema´tica, a F´ısica, a Engenharia e outras a´reas afins. Apesar do ra´pido
desenvolvimento que essa a´rea da matema´tica vem tendo, existem ainda poucas ferra-
mentas para se trabalhar com os Sistemas de Filippov, bem como, inu´meros problemas
em abertos.
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Desenvolvemos aqui, uma extensa˜o do Me´todo de Averaging que nos permite estudar
soluc¸o˜es perio´dicas de uma classe de Sistemas de Filippov.
Esta˜o contidos nessa classe de Sistemas de Filippov estudada, os modelos ma-
tema´ticos de inu´meros fenoˆmenos mecaˆnicos. Dentre eles, estudamos com detalhes
o fenoˆmeno de sincronizac¸a˜o de osciladores harmoˆnicos fracamente acoplados. Aponta-
mos tambe´m, uma se´rie de problemas similares, a ser trabalhado num futuro pro´ximo,
envolvendo complicac¸o˜es t´ıpicas dos Sistemas de Filippov.
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ABSTRACT
The Averaging Method is a classical and matured tool that provides a useful means
to study the behavior of nonlinear smooth dynamical systems. One of the main appli-
cations of this method consists to transform the problem of finding periodic solutions
of a dynamical systems in a problem of finding solutions of an algebraic equation.
The classical results for studying the periodic solutions of differential systems need
at least that those systems be of class C2. Recently, the Averaging Theory has been
extended for studying periodic orbits to continuous differential systems using mainly
the Brouwer degree.
On the other hand, the mathematical field which study the discontinuous dynamical
systems, called Filippov Systems, is a subject that has been developing at a very fast
pace in recent years. This field has become certainly one of the common frontiers
between Mathematics, Physics, Engineering, and other related sciences. In spite of the
fast developing of this subject, there are just a few tools to work with Filippov Systems
as well as numerous open problems.
Our main objective, in this work, is to extend the averaging method for studying
the periodic solutions of a class of Filippov Systems. Thus, overall results are presented
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to ensure the existence of limit cycles of such systems.
In this class, of Filippov Systems, are contained the models of many mechanical
phenomenon. Among these, we study in details the synchronization phenomena of
harmonic oscillators weakly coupled. We also point out some similar problems to be
studied in the future, involving usual complications of Filippov Systems.
x
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Introduc¸a˜o
O campo matema´tico que versa sobre os sistemas dinaˆmicos descont´ınuos teve, nos
u´ltimos anos, um ra´pido desenvolvimento. Este desenvolvimento se deve, principal-
mente, a fatores como: a beleza matema´tica apresentada por tais sistemas, a forte
relac¸a˜o desse campo com outras cieˆncias e a dificuldade em se estabelecer definic¸o˜es e
convenc¸o˜es consistentes e razoa´veis. Esta a´rea e´ certamente uma das fronteiras comuns
entre a Matema´tica, a F´ısica e a Engenharia.
Objetivo
O conhecimento da existeˆncia ou da na˜o existeˆncia de soluc¸o˜es perio´dicas, de uma dada
equac¸a˜o diferencial, e´ muito importante na compreensa˜o qualitativa da sua dinaˆmica.
A Teoria de Averaging tem se mostrado uma poderosa ferramenta no estudo de
soluc¸o˜es perio´dicas de equac¸o˜es diferenciais. Para uma introduc¸a˜o a` Teoria de Avera-
ging, veja por exemplo, os livros de Sanders e Verhulst [35] e Verhulst [41].
Os resultados cla´ssicos, para o estudo de o´rbitas perio´dicas de equac¸o˜es diferenciais,
assumem que tais equac¸o˜es sejam, no mı´nimo, de classe C2. Por exemplo, em [41],
Verhust enuncia e demonstra o seguinte teorema:
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Teorema. Consideremos a equac¸a˜o diferencial
x˙(t) = εF1(t, x) + ε
2R(t, x, ε), (1)
onde F1 : R×D → Rn, R : R×D×(−ε0, ε0)→ Rn sa˜o func¸o˜es cont´ınuas, T–perio´dicas
na primeira varia´vel e D e´ um subconjunto aberto de Rn. Definamos f1 por
f1(z) =
∫ T
0
F1(s, z)ds,
e assumamos que
(i) F1, R, DxF1, D
2
xF1 e DxR esta˜o bem definidos, sa˜o cont´ınuos e limitados por
uma constante M , independente de ε, em [0,∞)×D e −ε0 < ε < ε0;
(ii) para a ∈ D com f1(a) = 0 temos que Jf1(a) 6= 0.
Enta˜o, para |ε| suficientemente pequeno, existe uma soluc¸a˜o T–perio´dica x(·, ε) da
equac¸a˜o diferencial (1), tal que x(0, ε)→ a, quando ε→ 0.
Aqui, denotamos por Jf1(a) o determinante da matriz Jacobiana de f1 calculado em
a.
Recentemente em [11], Buica e Llibre, utilizando principalmente a Teoria do Grau
de Brouwer, estenderam a Teoria de Averaging para o estudo de soluc¸o˜es perio´dicas de
equac¸o˜es diferenciais, assumindo somente a hipo´tese de continuidade.
Inicialmente, para esta dissertac¸a˜o, t´ınhamos estipulado, como objetivo principal,
enunciar e demonstrar, com todos os detalhes, o Teorema referente a extensa˜o feita em
[11] da Teoria de Averaging para equac¸o˜es diferenciais cont´ınuas. Pore´m, no decorrer
dos estudos, nos deparamos com a possibilidade de estender a Teoria de Averaging para
uma classe de equac¸o˜es diferenciais descont´ınuas.
O principal objetivo desta dissertac¸a˜o e´, utilizando novamente a Teoria do Grau de
Brouwer, estender a Teoria de Averaging para o estudo de soluc¸o˜es perio´dicas de uma
certa classe de equac¸o˜es diferenciais descont´ınuas.
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O resultado, referente ao objetivo principal desta dissertac¸a˜o, aqui enunciado e
demonstrado, esta´ tambe´m enunciado e demonstrado em [24], sendo este, um trabalho
desenvolvido por Llibre, Novaes e Teixeira.
Estrutura dos To´picos Apresentados
Esta dissertac¸a˜o esta´ dividida da seguinte forma:
• No Cap´ıtulo 1, enunciamos o nosso resultado principal (Teorema 1.4), o qual,
estende a Teoria de Averaging para o estudo de soluc¸o˜es perio´dicas de uma classe
equac¸o˜es diferenciais descont´ınuas. Ate´ o momento, a Teoria de Averaging, para
o estudo de soluc¸o˜es perio´dicas, esta´ implementado para equac¸o˜es diferenciais
cont´ınuas (Cap´ıtulo 4, Teorema 4.2).
• No Cap´ıtulo 2, estudamos, a` luz do resultado enunciado no Cap´ıtulo 1, o fenoˆmeno
de sincronizac¸a˜o de Osciladores Fracamente Acoplados por func¸o˜es na˜o necessa-
riamente cont´ınuas.
• No Cap´ıtulo 3, apresentamos alguns conceitos e resultados preliminares utiliza-
dos nesta dissertac¸a˜o. Dentre esses, esta˜o contidos: as definic¸o˜es e resultados
ba´sicos sobre Sistemas de Filippov; alguns resultados de Existeˆncia e Unicidade
de Soluc¸o˜es para equac¸o˜es diferenciais cont´ınuas e descont´ınuas; e o conceito do
Grau de Brouwer juntamente com os resultados principais, utilizados nesta dis-
sertac¸a˜o, da Teoria do Grau de Brouwer.
• No Cap´ıtulo 4, enunciamos o Teorema de Averaging para equac¸o˜es diferenciais
cont´ınuas (Teorema 4.2), contudo, demonstramos uma versa˜o com hipo´teses mais
fortes deste teorema (Teorema 4.1), assumindo tambe´m que a equac¸a˜o seja Lips-
chitz (na segunda varia´vel).
• No Cap´ıtulo 5 demonstramos a extensa˜o, enunciada no Cap´ıtulo 1, do Teorema
de Averaging enunciado e demonstrado no Cap´ıtulo 4.
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• No Cap´ıtulo 6 demonstramos os teoremas, enunciados no Cap´ıtulo 2, referentes
a`s aplicac¸o˜es da extensa˜o do Teorema de Averaging, enunciada no Cap´ıtulo 1 e
demonstrada no Cap´ıtulo 5.
Os Cap´ıtulos 1 e 2, na˜o devem ser lidos de maneira r´ıgida e cont´ınua, uma vez que, os
conceitos e resultados preliminares, para o bom entendimento desses cap´ıtulos iniciais,
se encontram no Cap´ıtulo 3. Portanto, o Cap´ıtulo 3 deve ser entendido e utilizado como
um apeˆndice para os Cap´ıtulos 1 e 2.
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CAPI´TULO 1
Teoria de Averaging para Sistemas
Descont´ınuos
1.1 Nota Histo´rica
A Teoria de Averaging tem sido usada no estudo da existeˆncia e persisteˆncia de soluc¸o˜es
perio´dicas para equac¸o˜es diferenciais descont´ınuas. Podemos citar, como exemplos, os
seguintes artigos:
Em [25], Llibre, Novaes e Teixeira usam a Teoria de Averaging para fornecer condic¸o˜es
suficientes que garantam a existeˆncia de soluc¸o˜es perio´dicas do peˆndulo duplo planar
com perturbac¸a˜o descont´ınua;
Em [29], Llibre e Teixeira usam a Teoria de Averaging para fornecer limites infe-
riores do nu´mero ma´ximo de ciclos limites para um sistema descont´ınuo de equac¸o˜es
polinomiais por partes;
Em [12], Cardin, Carvalho e Llibre usam a Teoria de Averaging no estudo de bi-
furcac¸o˜es de ciclos limites de centros lineares de dimensa˜o dois e quatro com perturbac¸a˜o
descont´ınua contida numa classe de sistemas lineares cont´ınuos por partes;
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Em [26], Llibre e Rong usam a Teoria de Averaging no estudo do nu´mero de ci-
clos limites que aparecem num sistema descont´ınuo em R2n dividido em duas zonas
separadas por um hiperplano e linear em cada uma delas.
O resultado que iremos enunciar na Sec¸a˜o 1.3 deste Cap´ıtulo, e que demonstraremos
mais adiante no Cap´ıtulo 5, e´ uma generalizac¸a˜o do Teorema 4.1 do Cap´ıtulo 4.
1.2 Introduc¸a˜o
Seja D um subconjunto aberto de Rn. Tomemos h : R×D → R uma func¸a˜o de classe
C1 tendo 0 ∈ R como valor regular e X, Y : R×D → Rn func¸o˜es cont´ınuas com X, Y e
h, T–perio´dicas na primeira varia´vel. Denotemos o conjunto h−1(0) porM. Definamos
o Sistema de Filippov Regular
x′(t) = Z(t, x) =


X(t, x), se h(t, x) > 0,
0, se h(t, x) = 0,
Y (t, x), se h(t, x) < 0.
(1.1)
Observe que, no sistema (1.1), definimos o campo Z, restrito a` variedade de des-
continuidade M, como sendo identicamente nulo. Tal escolha tem o intuito de manter
coerente e consistente as notac¸o˜es que utilizaremos mais adiante (ver expressa˜o (1.3)),
pore´m, a dinaˆmica do sistema seria a mesma caso defin´ıssemos o campo Z, nos pontos
p ∈ M, de maneira diferente. De fato, como veremos no Cap´ıtulo 3, a convenc¸a˜o de
Filippov para as soluc¸o˜es do sistema (1.1), passando por um ponto p ∈M, e´ independe
do valor do campo Z neste ponto e e´ tambe´m independente do valor do campo Z em
qualquer conjunto de medida nula ao redor de p.
Denotamos o Sistema de Filippov, definido em (1.1), de maneira alternativa por
(X, Y )h ou (X, Y )M.
Para Sistemas de Filippov, como veremos no Cap´ıtulo 3, o conjunto de descontinui-
dade, em geral, na˜o e´ uma variedade. Por esse motivo, o Sistema de Filippov definido
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em (1.1) e´ chamado de Sistema de Filippov Regular, para o qual, o conjunto de des-
continuidade e´ uma variedade regular. Veja o Cap´ıtulo 3, para maiores detalhes sobre
Sistemas de Filippov Regulares.
A variedade de descontinuidade M na˜o e´, necessariamente, conexa, sendo assim,
dado p ∈M, denotamos por Mp, a componente conexa de M contendo o ponto p.
Denotemos por Σ o conjunto {0} ×D e por Σ0 o subconjunto Σ\M. Os elementos
de Σ sa˜o identificados com os elementos de D, i.e., (0, z) ≡ z. Observe que, procedendo
com uma translac¸a˜o no tempo, se necessa´rio, podemos assumir que Σ * M, ou seja
Σ0 6= ∅.
Para trabalharmos com equac¸o˜es descont´ınuas e´ conveniente introduzirmos o pro-
cesso de regularizac¸a˜o, onde uma func¸a˜o cont´ınua por partes Z(t, x) e´ aproximada por
uma famı´lia a um–paraˆmetro de func¸o˜es cont´ınuas Zδ(t, x).
Em [37], Sotomayor e Teixeira introduziram o processo de regularizac¸a˜o para campos
vetoriais de dimensa˜o dois e, utilizando este procedimento, provaram que a extensa˜o
das soluc¸o˜es pela variedade de descontinuidade para campos vetoriais em dimensa˜o dois
coincidem com as soluc¸o˜es segundo a convenc¸a˜o de Filippov [18]. Para maiores detalhes
sobre a convenc¸a˜o de Filippov veja o Cap´ıtulo 3.
Em [30], Llibre e Teixeira estudaram a regularizac¸a˜o local de um campo vetorial
gene´rico em dimensa˜o treˆs e provaram que limδ→0 Zδ concorda com a convenc¸a˜o de
Filippov em dimensa˜o treˆs.
Em [31], Llibre e Teixeira particionaram o plano R2 em quadrados de mesma di-
mensa˜o e para uma classe de campos vetoriais descont´ınuos formados por uma infini-
dade de campos vetoriais lineares definidos sobre cada quadrado, forneceram condic¸o˜es
suficientes para a existeˆncia de pontos de equil´ıbrio assintoticamente esta´veis.
Finalmente, em [39], Teixeira generaliza o processo de regularizac¸a˜o para campos
vetoriais de dimensa˜o finita.
Em [27], Llibre, Silva e Teixeira provaram que o processo de regularizac¸a˜o, desenvol-
vido por Sotomayor e Teixeira em [37], produz um Problema de Perturbac¸a˜o Singular
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−1
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Figura 1.1: Func¸a˜o de transic¸a˜o.
para o qual a variedade de descontinuidade do sistema a ser regularizado e´ uma varie-
dade central, mais ainda, eles provaram que a definic¸a˜o de campos vetoriais deslizantes
coincidem com o problema reduzido do correspondente problema de perturbac¸a˜o sin-
gular para uma classe de campos vetoriais.
Em todos esses processos de regularizac¸o˜es, exceto no qual se utiliza a Teoria de
Perturbac¸a˜o Singular, e´ utilizado uma func¸a˜o de transic¸a˜o para conectar os campos
vetoriais X e Y por uma famı´lia de campos vetoriais cont´ınuos.
Chamaremos este processo de φ–regularizac¸a˜o, onde φ e´ a func¸a˜o de transic¸a˜o defi-
nida a seguir (veja a Figura 1.1).
Definic¸a˜o 1.1. Uma func¸a˜o φ : R → R de classe Cr e´ uma func¸a˜o de transic¸a˜o se
φ(u) = −1 para u ≤ −1, φ(u) = 1 para u ≥ 1 e φ′(u) > 0 se u ∈ (−1, 1).
Definimos, a seguir, o processo de φ–regularizac¸a˜o.
Definic¸a˜o 1.2. A φ–regularizac¸a˜o de classe Cr de Z = (X, Y )h e´ a famı´lia a um
paraˆmetro de func¸o˜es cont´ınuas Zδ dada por
Zδ(t, x) =
1
2
(X(t, x) + Y (t, x)) +
1
2
φδ(h(t, x)) (X(t, x)− Y (t, x)) ,
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com
φδ(u) = φ
(u
δ
)
. (1.2)
Observe que
lim
δ→0
Zδ(t, x) = Z(t, x).
para todo (t, x) ∈ (R×D)\M.
Nesta dissertac¸a˜o, vamos considerar uma formulac¸a˜o diferente do Sistema de Filip-
pov (1.1). Seja sign(u) a func¸a˜o sinal definida para u ∈ R como
sign(u) =


1 se u > 0,
0 se u = 0,
−1 se u < 0.
(1.3)
O Sistema de Filippov (1.1) pode ser escrito como
x′(t) = Z(t, x) = F1(t, x) + sign(h(t, x))F2(t, x), (1.4)
onde
F1(t, x) =
1
2
(X(t, x) + Y (t, x)) e F2(t, x) =
1
2
(X(t, x)− Y (t, x)) .
Observe que, definimos sign(0) = 0, a fim de manter consistente e coerente a
convenc¸a˜o utilizada no sistema (1.1). De fato, o Sistema de Filippov definido em
(1.4) e´ o mesmo sistema definido em (1.1). Ora, quando h(t, x) > 0 temos que
F1(t, x)+F2(t, x) = X(t, x), e quando h(t, x) < 0 temos que F1(t, x)−F2(t, x) = Y (t, x).
Esta nova formulac¸a˜o possui uma φ–regularizac¸a˜o natural. Definamos a func¸a˜o de
transic¸a˜o φ como sendo
φ(u) =


1, se u ≥ 1,
u, se − 1 < u < 1,
− 1, se u ≤ −1.
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Seja φδ : R→ R a func¸a˜o cont´ınua definida em (1.2). E´ claro que, para todo u 6= 0
lim
δ→0
φδ(u) = sign(u),
e
Zδ(t, z) = F1(t, x) + φδ(h(t, x))F2(t, x)
e´ uma φ–regularizac¸a˜o de classe C0, ou seja, cont´ınua, do sistema (1.1).
1.3 Enunciado do Resultado Principal
Nesta sec¸a˜o apresentaremos o resultado principal desta dissertac¸a˜o, o qual tem, em
suas hipo´teses ba´sicas, elementos da Teoria do Grau de Brouwer. Sua demonstrac¸a˜o e´
baseada na Teoria de Averaging para sistemas cont´ınuos.
As definic¸o˜es ba´sicas e os resultados, aqui utilizados, sobre a Teoria do Grau de
Brouwer esta˜o enunciados no Cap´ıtulo 3. O resultado principal da Teoria de Averaging,
aqui utilizado, esta´ enunciado e demonstrado no Cap´ıtulo 4.
Consideremos a seguinte equac¸a˜o diferencial
x′(t) = εF (t, x) + ε2R(t, x, ε), (1.5)
com
F (t, x) = F1(t, x) + sign(h(t, x))F2(t, x)
e
R(t, x, ε) = R1(t, x, ε) + sign(h(t, x))R2(t, x, ε),
onde F1, F2 : R × D → Rn, R1, R2 : R × D × (−ε0, ε0) → Rn e h : R × D → R sa˜o
func¸o˜es cont´ınuas, T–perio´dicas na primeira varia´vel e D e´ um subconjunto aberto de
Rn. Assumamos que h e´ uma func¸a˜o de classe C1 tendo 0 como valor regular.
Definamos a func¸a˜o promediada f0 : D → Rn como sendo
f0(z) =
∫ T
0
F (t, z)dt, (1.6)
Fixemos o conjunto de hipo´teses:
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(H1) F1, F2, R1, R2 e h sa˜o localmente L–Lipschitz com respeito a x;
(H2) para a ∈ Σ0 com f0(a) = 0, existe uma vizinhanc¸a V de a tal que f0(z) 6= 0 para
todo z ∈ V \{a} e dB(f0, V, 0) 6= 0;
(H3) se ∂th(p) = 0, para algum p ∈ M, enta˜o, existe uma func¸a˜o cont´ınua e positiva
ξp : R×D → R, tal que(
∂th〈∇xh, F1〉+ ε〈∇xh, F1〉
2 − 〈∇xh, F2〉2
2
)
(t, x) ≥ εξp(t, x)
para todo (t, x) ∈Mp;
(H4) dado z ∈ Σ0, os zeros da aplicac¸a˜o hz : t 7→ h(t, z), para 0 ≤ t ≤ T , sa˜o isolados.
Denotemos por H o conjunto de hipo´teses H1, H2, H3 e H4.
Observe que a hipo´tese H4 e´ equivalente a` condic¸a˜o: dado z ∈ Σ0, a aplicac¸a˜o
hz : t 7→ h(t, z), para para 0 ≤ t ≤ T , se anula, somente, em um conjunto finito de
pontos. Isso ocorre, pois o intervalo [0, T ] e´ compacto em R.
A proposic¸a˜o que enunciaremos a seguir ajuda na verificac¸a˜o da hipo´tese H4.
Proposic¸a˜o 1.3. Suponhamos que ∂th(t, z) 6= 0 para todo (t, z) ∈ M. Enta˜o, para
z ∈ D, a aplicac¸a˜o hz : t 7→ h(t, z), para t ∈ [0, T ], se anula, somente, em um conjunto
finito de pontos, logo vale a hipo´tese H4.
Demonstrac¸a˜o. Por hipo´tese, a aplicac¸a˜o hz : t 7→ h(t, z) e´ C1.
Suponhamos que exista uma sequeˆncia estritamente crescente (ti)i∈N ⊂ [0, T ] tal
que hz(ti) = 0 para todo i ∈ N, enta˜o, existe uma subsequencia convergente (tij)j∈N tal
que tij → t¯ ∈ [0, T ].
Pela continuidade de hz, segue que, hz(t¯) = 0, o que implica que (t¯, z) ∈M.
Pelo Teorema do Valor Me´dio, temos que para cada j ∈ N existe sj ∈ (tij , tij+1)
tal que h′z(sj) = 0. Como sj → t¯, segue enta˜o, h′z(t¯) = 0, contradizendo a hipo´tese da
proposic¸a˜o.
Sendo assim, a aplicac¸a˜o hz : t 7→ h(t, z), para t ∈ [0, T ], se anula, somente, em um
conjunto finito de pontos. Em outras palavras, vale a hipo´tese H4.
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Enunciamos, a seguir, o principal resultado desta dissertac¸a˜o, que associa, os ze-
ros da func¸a˜o (1.6), satisfazendo a hipo´tese H2, a`s soluc¸o˜es perio´dicas do Sistema de
Filippov Regular (1.5).
Teorema 1.4. Assumamos va´lido o conjunto de hipo´teses H. Enta˜o, para ε > 0 su-
ficientemente pequeno, existe uma Soluc¸a˜o de Filippov T–perio´dica x(t, ε) da equac¸a˜o
descont´ınua (1.5) tal que x(0, ε)→ a quando ε→ 0.
Para uma definic¸a˜o do que vem a ser Soluc¸a˜o de Filippov, veja o Cap´ıtulo 3.
Enfatizamos aqui, que a nossa principal contribuic¸a˜o a` Teoria de Averaging, com
a demonstrac¸a˜o do Teorema 1.4, foi, sob algumas restric¸o˜es, abrir ma˜o tambe´m da
hipo´tese de continuidade da equac¸a˜o diferencial.
1.4 Observac¸o˜es Gerais
Na literatura atual, na˜o e´ usual representar um Sitema de Filippov cont´ınuo por partes
como feito em (1.4), sendo assim, derivaremos, nesta sec¸a˜o, o conjunto de hipo´teses do
Teorema 1.4 para a terminologia usual de Sistemas de Filippov. Para mais informac¸o˜es
sobre a formalizac¸a˜o de Sistemas de Filippov, veja o Cap´ıtulo 3.
Seja D um subconjunto aberto de Rn. Tomemos h : R × D → R uma func¸a˜o de
classe C1 tendo 0 ∈ R como valor regular e X, Y : R × D × (−ε0, ε0) → Rn func¸o˜es
cont´ınuas de modo que
X(t, x, ε) = εX1(t, x) + ε
2X2(t, x, ε)
e
Y (t, x, ε) = ε Y1(t, x) + ε
2Y2(t, x, ε).
com X1, Y1 : R×D → Rn e X2, Y2 : R×D × (−ε0, ε0)→ Rn func¸o˜es cont´ınuas.
Denotemos o conjunto h−1(0) por M. A variedade de descontinuidade M na˜o e´,
necessariamente, conexa, sendo assim, dado p ∈ M, denotamos porMp, a componente
conexa de M contendo o ponto p.
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Denotemos por C a classe das famı´lias a um–paraˆmetro de Sistemas de Filippov Re-
gulares dadas por ε 7→ (X, Y )h(t, x, ε), para as quais, sa˜o va´lidas as seguintes hipo´teses.
(i) X, Y e h sa˜o T–perio´dicas com respeito a t e sa˜o localmente Lipschitz com respeito
a x, e X, Y sa˜o, no mı´nimo, de classe C2 com respeito a ε;
(ii) se ∂th(p) = 0, para algum p ∈ M, enta˜o, existe uma func¸a˜o cont´ınua e positiva
ξp : R×D → R, tal que
(
∂th〈∇xh, F1〉+ ε〈∇xh, F1〉
2 − 〈∇xh, F2〉2
2
)
(t, x) ≥ εξp(t, x)
para todo (t, x) ∈Mp;
(iii) dado z ∈ Σ0, os zeros da aplicac¸a˜o hz : t 7→ h(t, z), para para 0 ≤ t ≤ T , sa˜o
isolados.
Aqui Σ0 e´ como definido nas sec¸o˜es anteriores,
F1(t, x) =
1
2
(X1(t, x) + Y1(t, x))
e
F2(t, x) =
1
2
(X1(t, x)− Y1(t, x)) .
Em resumo, para a classe C de Sistema de Filippov Regulares, queremos considerar
sistemas cuja a variedade de descontinuidade, restrita a subconjuntos compactos, seja
do tipo Costura, para ε > 0 suficientemente pequeno.
Veja o Cap´ıtulo 3, para maiores detalhes sobre os poss´ıveis tipos de regio˜es encon-
tradas na variedade de descontinuidade para Sistemas de Filippov Regulares.
Na nossa convenc¸a˜o, para a classe C, o que garante tal propriedade e´ a hipo´tese
(ii), pore´m, ressaltamos aqui, que na˜o demonstramos que tal hipo´tese e´ equivalente a`
propriedade acima mencionada, ou seja, pode ser que exista um conjunto mais fraco de
hipo´teses que ainda garanta a propriedade desejada.
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CAPI´TULO 2
Osciladores Fracamente Acoplados
2.1 Nota Histo´rica
Segundo Minorsky (veja cap´ıtulo 18 de [33]), o primeiro fenoˆmeno estudado, daqueles
que ocorrem em osciladores na˜o lineares, foi o fenoˆmeno de sincronizac¸a˜o (aqui chama-
remos este fenoˆmeno de Sincronizac¸a˜o F´ısica).
Aparentemente, tal fenoˆmeno foi observado pela primeira vez por Huygens (1629–
1695) o qual relatou que dois relo´gios de peˆndulo pendurados pro´ximos em uma parede,
batendo inicialmente com fases distintas, apo´s um determinado tempo, tiveram os seus
peˆndulos sincronizados.
Podemos interpretar os dois peˆndulos do relo´gio como sendo osciladores acoplados,
onde a acoplagem se deve pela interac¸a˜o dos peˆndulos com a parede. E´ claro que essa
acoplagem e´ fraca, uma vez que, a interac¸a˜o entre os peˆndulo e´ diminu´ıda se aumentada
a distaˆncia entre os relo´gios. Mais ainda, os peˆndulos se tornam independentes caso
sejam retirados da parede.
Apo´s mais de dois se´culos, o fenoˆmeno de sincronizac¸a˜o foi redescoberto, por va´rios
f´ısicos, ao se estudar circuitos ele´tricos. Foram os f´ısicos Applenton [1] e Van der Pol
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[40] que desenvolveram a teoria deste fenoˆmeno.
Em [3], Andronov e Witt, desenvolveram uma generalizac¸a˜o topolo´gica da teoria
desenvolvida por Van der Pol, a qual, mais tarde, foi estendida por Stoker [38].
2.2 Introduc¸a˜o
Consideremos M2×2(R) como sendo o R–espac¸o vetorial das matrizes 2× 2 e definamos
a aplicac¸a˜o J : R→ M2×2(R) por
J(λ) =


0 λ
−λ 0

 .
Seja Λ = (λ1, λ2, λ3, · · · , λn) ∈ Rn\{0}. Tomemos a matriz SΛ ∈ M2n×2n(R) e o
vetor x ∈ R2n como sendo respectivamente
SΛ =


J(λ1) 0 · · · 0
0 J(λ2) 0
...
... 0
. . . 0
0 · · · 0 J(λn)


e x =


x1
y1
...
xn
yn


.
Consideremos o sistema, definido em R2n, dado por
x˙(t) = SΛx+ εΓ(t,x) + ε
2Π(t,x, ε), (2.1)
onde
Γ(t,x) = Γ1(t,x) + sign(g(t,x))Γ2(t,x)
e
Π(t,x, ε) = Π1(t,x, ε) + sign(g(t,x))Π2(t,x, ε),
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com Γ1 Γ2 : R × R2n → R2n, Π1Π2 : R × R2n × (−ε0, ε0) → R2n e g : R × R2n → R,
func¸o˜es cont´ınuas e T–perio´dicas na primeira varia´vel. Aqui, o ponto denota derivac¸a˜o
com respeito a varia´vel t.
Para o estudo da Sincronizac¸a˜o F´ısica do sistema (2.1), o per´ıodo T , das func¸o˜es
Γ(t,x) e Π(t,x, ε), na˜o pode ser tomado de maneira totalmente arbitra´ria. A sua
escolha sera´ feita pela Definic¸a˜o 2.2 e pela Proposic¸a˜o 2.3, que impo˜e condic¸o˜es sobre
os autovalores do sistema (2.1).
Assumamos que
Γ = (G1, G¯1, G2, G¯2, · · · , Gn, G¯n),
com
Gi(t,x) = Gi1(t,x) + sign(g(t,x))G
i
2(t,x)
e
G¯i(t,x) = G¯i1(t,x) + sign(g(t,x))G¯
i
2(t,x),
para i = 1, 2, · · · , n.
Observe que, para ε = 0, o sistema (2.1) representa um conjunto de n osciladores
harmoˆnicos desacoplados, sendo assim, dizemos que as func¸o˜es Γ e Π acoplam esses
osciladores fracamente.
O estudo, desenvolvido a seguir, procura encontrar condic¸o˜es para a existeˆncia de
soluc¸o˜es perio´dicas do sistema (2.1), sendo equivalente ao estudo da “sincronizac¸a˜o
f´ısica” de um sistema mecaˆnico composto por n osciladores harmoˆnicos acoplados.
2.3 Sincronizac¸a˜o de Sistemas Dinaˆmicos
Cabe aqui uma pequena observac¸a˜o sobre o conceito matema´tico de sincronizac¸a˜o de
sistemas dinaˆmicos.
Seja U um subconjunto aberto de Rn e X : U → Rn um campo vetorial de classe
Cr com r ≥ 1. Consideremos o sistema dinaˆmico
x′(t) = X(x). (2.2)
17
2 Osciladores Fracamente Acoplados
Denotamos por ϕ(t, z) a soluc¸a˜o do sistema (2.2), tal que ϕ(0, z) = z. A seguir
definimos o conceito matema´tico de sincronizac¸a˜o.
Definic¸a˜o 2.1. Dizemos que o sistema (2.2) e´M–sincroniza´vel, se existe uma aplicac¸a˜o
cont´ınua G : U ⊂ Rn → R, tal que
M = G−1(0) e limt→∞G(ϕ(t, z)) = 0,
para todo z ∈ U .
Em [28] Llibre, Silva e Teixeira, assumindo a definic¸a˜o acima, estabeleceram co-
nexo˜es entre o fenoˆmeno de sincronizac¸a˜o, a teoria de sistemas dinaˆmicos descont´ınuos
e a teoria geome´trica de perturbac¸a˜o singular.
A definic¸a˜o matema´tica de sincronizac¸a˜o de um sistema dinaˆmico e´ bem mais geral
do que a definic¸a˜o que empregamos aqui (existeˆncia ou na˜o de soluc¸o˜es perio´dicas), por
esse motivo utilizamos o termo sincronizac¸a˜o f´ısica.
A sincronizac¸a˜o f´ısica de um sistema dinaˆmico pode ser vista, de fato, como um
caso particular de M–sincronizac¸a˜o, se assumirmos que M e´ a o´rbita correspondente a`
soluc¸a˜o perio´dica do sistema e G e´ a aplicac¸a˜o “distaˆncia ate´ M”.
2.4 Forma Padra˜o
Nosso objetivo, nesta sec¸a˜o, e´ utilizar a Teoria de Averaging para Sistemas de Filippov
Regulares, desenvolvido no Cap´ıtulo 1, para obtermos resultados sobre a existeˆncia e
persisteˆncia de soluc¸o˜es perio´dicas do sistema (2.1). Para esse fim, devemos encontrar
coordenadas nas quais o referido sistema seja escrito na forma padra˜o para se aplicar o
Teorema 1.4.
A preparac¸a˜o do sistema (2.1) para a aplicac¸a˜o do Teorema 1.4 difere nos casos
autoˆnomos e na˜o autoˆnomos. Pore´m, em ambos os casos, devemos assumir uma
Hipo´tese de Ressonaˆncia para os autovalores do sistema (2.1), dados pelas entradas
do vetor Λ:
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Se Λ = (λ1, λ2, λ3, · · · , λn) ∈ Rn\{0}, enta˜o,
λi
λj
∈ Q,
para todo i, j = 1, 2, · · · , n.
Essa hipo´tese nos permite estabelecer teoremas que reduzem o sistema (2.1), em
ambos os casos, a` um sistema na˜o autoˆnomo perio´dico na varia´vel t com o paraˆmetro
ε multiplicando todo o lado direito do sistema.
Definic¸a˜o 2.2. Dado Λ ∈ Rn\{0} dizemos que TΛ ∈ R e´ um Per´ıodo Ressonante caso
TΛ seja mu´ltiplo inteiro de 2π/λi para todo i = 1, 2, · · · , n.
O pro´ximo resultado relaciona a Hipo´tese de Ressonaˆncia com a existeˆncia do
Per´ıodo Ressoante.
Proposic¸a˜o 2.3. Se Λ ∈ Rn\{0} satisfaz a Hipo´tese de Ressonaˆncia, enta˜o, existe um
Per´ıodo Ressonante.
Demonstrac¸a˜o. Fixemos λ1 ∈ R. Dado λi ∈ R sabemos que existem inteiros pi e qi tais
que λ1/λi = pi/qi. Sendo assim,
qi
2π
λi
= pi
2π
λ1
,
para todo i = 1, 2, · · · , n.
Tomemos agora I = {1, 2, · · · , n} e
TΛ =
∏
i∈I
pi
2π
λ1
.
Uma vez que
TΛ =

 ∏
i∈I\{j}
pi

 pj 2π
λ1
=

 ∏
i∈I\{j}
pi

 qj 2π
λj
e 
 ∏
i∈I\{j}
pi

 qj ∈ Z,
podemos concluir que TΛ e´, de fato, um Per´ıodo Ressonante.
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Obviamente, o Per´ıodo Ressonante na˜o e´ u´nico, uma vez que todo mu´ltiplo inteiro
de TΛ tambe´m e´ um Per´ıodo Ressoante. Pore´m, caso seja necessa´rio, podemos assumir
que TΛ e´ o Per´ıodo Ressonante Minimal, o qual e´ u´nico.
A partir de agora, iremos assumir que o vetor de paraˆmetros Λ do Sistema (2.1)
satisfaz a Hipo´tese de Ressonaˆncia estabelecida nos para´grafos acima.
2.4.1 Perturbac¸a˜o Autoˆnoma
Seja D˜ = R+ × (R× R+)n−1 subconjunto aberto de R2n−1. Assumindo que Γ(t,x) =
Γ(x) e que Π(t,x, ε) = Π(x, ε), temos va´lido o seguinte teorema.
Teorema 2.4. Para x 6= 0, existe uma mudanc¸a de coordenadas, x → (θ,Ω), com
(θ,Ω) ∈ R× D˜, no qual o sistema (2.1) e´ reduzido ao sistema
Ω′(θ) = εF˜(θ,Ω) + ε2R˜(θ,Ω, ε), (2.3)
onde
F˜(θ,Ω) = F˜1(θ,Ω) + sign(h˜(θ,Ω))F˜2(θ,Ω)
e
R˜(θ,Ω, ε) = R˜1(θ,Ω, ε) + sign(h˜(θ,Ω))R˜2(θ,Ω, ε),
com, F˜1 F˜2 : R × D˜ → R2n−1, R˜1 R˜2 : R × D˜ × (−ε0, ε0) → R2n−1 e h˜ : R × D˜ → R,
func¸o˜es cont´ınuas e TΛ–perio´dicas na primeira varia´vel. Aqui, o sinal
′ denota derivac¸a˜o
com respeito a varia´vel θ.
Demonstrac¸a˜o. Seja Ω = (r1 , θ2 , r2 , θ3 , r3 , · · · , θn , rn). Consideremos a mudanc¸a de
coordenadas
x1 = r1 cos(λ1θ1), y1 = r1 sin(λ1θ1),
xi = ri cos(λiθ1 + θi), yi = ri sin(λiθ1 + θi),
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para i = 2, 3, · · · , n. Tomemos θ = θ1 e definamos a aplicac¸a˜o Ψ : R× D˜ → R2n por
Ψ(θ,Ω) =
(
r1 cos(λ1θ) , r1 sin(λ1θ) , r2 cos(λ2θ + θ2) , r2 sin(λ2θ + θ2) , · · ·
· · · , rn cos(λnθ + θn) , rn sin(λnθ + θn)
)
.
(2.4)
Nestas novas coordenadas, o sistema (2.1) pode ser escrito como
θ˙(t) = −1− εF 1(θ,Ω) +O(ε2),
r˙1(t) = −εF¯ 1(θ,Ω) +O(ε2),
θ˙i(t) = −εF i(θ,Ω) +O(ε2),
r˙i(t) = −εF¯ i(θ,Ω) +O(ε2),
(2.5)
onde
F 1(θ,Ω) =
−1
λ1r1
[
G¯1
(
Ψ(θ,Ω)
)
cos(λ1θ)−G1
(
Ψ(θ,Ω)
)
sin(λ1θ)
]
,
F¯ 1(θ,Ω) = −G1(Ψ(θ,Ω)) cos(λ1θ)− G¯1(Ψ(θ,Ω)) sin(λ1θ),
F i(θ,Ω) =
−1
λ1r1ri
[
λiri(G
1
(
Ψ(θ,Ω)
)
sin(λ1r1)− G¯1
(
Ψ(θ,Ω)
)
cos(λ1θ))
+λ1r1(G¯
i
(
Ψ(θ,Ω)
)
cos(λiθ + θi)−Gi
(
Ψ(θ,Ω)
)
sin(λ1θ + θi))
]
e
F¯ i(θ,Ω) = −Gi(Ψ(θ,Ω)) cos(λiθ + θi)− G¯i(Ψ(θ,Ω)) sin(λiθ + θi),
para i = 2, 3, · · · , n. Tomando θ como sendo a nova varia´vel independente, o sistema
(2.5) e´ reduzido a
dr1
dθ
= εF¯ 1(θ,Ω) +O(ε2),
dθi
dθ
= εF i(θ,Ω) +O(ε2),
dri
dθ
= εF¯ i(θ,Ω) +O(ε2),
(2.6)
onde
F i(θ,Ω) = F i1(θ,Ω) + sign(h˜(θ,Ω))F
i
2(θ,Ω),
F¯ i(θ,Ω) = F¯ i1(θ,Ω) + sign(h˜(θ,Ω))F¯
i
2(θ,Ω),
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com
F ij (θ,Ω) =
−1
λ1r1ri
[
λiri(G
1
j
(
Ψ(θ,Ω)
)
sin(λ1r1)− G¯1j
(
Ψ(θ,Ω)
)
cos(λ1θ))
+λ1r1(G¯
i
j
(
Ψ(θ,Ω)
)
cos(λiθ + θi)−Gij
(
Ψ(θ,Ω)
)
sin(λ1θ + θi))
]
,
F¯ ij (θ,Ω) = −Gij
(
Ψ(θ,Ω)
)
cos(λiθ + θi)− G¯ij
(
Ψ(θ,Ω)
)
sin(λiθ + θi),
F¯ 1j (θ,Ω) = −G1j
(
Ψ(θ,Ω)
)
cos(λ1θ)− G¯1j
(
Ψ(θ,Ω)
)
sin(λ1θ),
para i = 2, 3, · · · , n e j = 1, 2, e
h˜(θ,Ω) = g
(
Ψ(θ,Ω)
)
,
Agora, para j = 1, 2, fixemos F˜j : R× D˜ → R2n−1 como sendo
F˜j(θ,Ω) =
(
F 1j (θ,Ω), F
2
j (θ,Ω), F¯
2
j (θ,Ω), · · · , F nj (θ,Ω), F¯ nj (θ,Ω)
)
.
Logo, tomando
F˜(θ,Ω) = F˜1(θ,Ω) + sign(h˜(θ,Ω))F˜2(θ,Ω),
o sistema (2.6) fica reduzido ao sistema
Ω′(θ) = εF˜(θ,Ω) +O(ε2).
A expressa˜o contida em O(ε2) e´, claramente, da forma como indica o enunciado.
Temos, enta˜o, demonstrado o teorema.
2.4.2 Perturbac¸a˜o Na˜o Autoˆnoma
Assumindo que as func¸o˜es Γ(t,x) e Π(t,x, ε) sa˜o TΛ–perio´dicas na primeira varia´vel,
temos va´lido o seguinte teorema.
Teorema 2.5. Existe uma mudanc¸a de coordenadas x(t) → y(t) no qual o sistema
(2.1) e´ reescrito da forma
y˙(t) = εFˆ(t,y) + ε2Rˆ(t,y, ε), (2.7)
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onde
Fˆ(t,y) = Fˆ1(t,y) + sign(hˆ(t,y))Fˆ2(t,y)
e
Rˆ(t,y, ε) = Rˆ1(t,y, ε) + sign(hˆ(t,y))Rˆ2(t,y, ε),
com, Fˆ1 Fˆ2 : R×D → R2n, Rˆ1 Rˆ2 : R×D × [ε0, ε0]→ R2n e hˆ : R×D → R, func¸o˜es
cont´ınuas, TΛ–perio´dicas na primeira varia´vel.
Demonstrac¸a˜o. Definamos a nova varia´vel y(t) por
y(t) = e−tSΛx(t),
onde etSΛ e´ a matriz da soluc¸a˜o fundamental do sistema (2.1) para ε = 0, observe que
y(0) = x(0).
Em y(t) o sistema (2.1) e´ escrito como
y˙(t) = εFˆ(t,y) +O(ε2),
com Fˆ(t,y) = Fˆ1(t,y) + sign(hˆ(t,y))Fˆ2(t,y), onde
Fˆ1(t,y) = e
−tSΛΓ1(t, e
tSΛy), Fˆ2(t,y) = e
−tSΛΓ2(t, e
tSΛy)
e
hˆ(t,y) = g(t, etSΛy).
A expressa˜o contida em O(ε2) e´, claramente, da forma como indica o enunciado.
Temos, enta˜o, demonstrado o teorema.
A mudanc¸a de coordenadas, utilizada na demonstrac¸a˜o acima, e´ feita por Sanders e
Verhuslt em [35]. Esta mudanc¸a de coordenadas pode ser utilizada para sistemas mais
gerais, inclusive no caso autoˆnomo.
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2.5 Enunciados dos Resultados
Enunciaremos nesta sec¸a˜o dois teoremas obtidos como aplicac¸a˜o da Teoria de Averaging
para sistemas descont´ınuos desenvolvida no Cap´ıtulo 1.
Denotemos as variedades h˜−1(0) e hˆ−1(0) respectivamente por M˜ e Mˆ e denotemos
o conjunto g−1(0) por Mg.
Definamos agora os conjuntos Σ˜0 e Σˆ0 como sendo
Σ˜0 = ({0} × D˜)\M˜ e Σˆ0 = ({0} ×D)\Mˆ.
Seja f : Rn → Rn uma func¸a˜o diferencia´vel em a, denotamos por Jf (a) o determi-
nante da matriz jacobiana de f calculada em a.
Fixemos as hipo´teses
(H1*) Γ1,Γ2,Π1,Π2 e h sa˜o localmente Lipschitz;
(H2*) ∂tg(t,x) +∇xg(t,x) · SΛ · x 6= 0 para todo (t,x) ∈Mg.
Denotemos o por H* o conjunto de hipo´teses H1* e H2*.
2.5.1 Perturbac¸a˜o Autoˆnoma
Dado Ω ∈ D˜, temos que Ω = R+ Φ, onde
R = (r1 , 0 , r2 , 0 , r3 , · · · , 0 , rn)
e
Φ = (0 , θ2 , 0 , θ3 , 0 , · · · , θn , 0).
Seja F˜ : D˜ → R2n−1 a func¸a˜o dada por
F˜(Ω) =
∫ TΛ
0
F˜(θ,Ω)dθ. (2.8)
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Definic¸a˜o 2.6. Seja Ω0 um zero da equac¸a˜o
F˜(Ω) = 0. (2.9)
assumamos que F˜ seja diferencia´vel em Ω0. Dizemos que Ω0 e´ um zero simples da
equac¸a˜o (2.9) se JF˜(Ω0) 6= 0.
A seguir, enunciamos o teorema que associa os zeros simples da equac¸a˜o (2.9) a`s
soluc¸o˜es perio´dicas da equac¸a˜o diferencial (2.1) com perturbac¸a˜o autoˆnoma, ou seja,
Γ(t,x) = Γ(x) e Π(t,x, ε) = Π(x, ε).
Teorema 2.7. Assumamos o conjunto de hipo´teses H*. Enta˜o, para ε > 0 suficiente-
mente pequeno e para cada zero simples Ω0 = R0+Φ0 da equac¸a˜o (2.9), o sistema (2.1)
possui uma soluc¸a˜o TΛ–perio´dica x(t, ε) de modo que |x(t, ε)| → |R0| quando ε→ 0.
Ficara´ claro na demonstrac¸a˜o do Teorema 2.7, no Cap´ıtulo 6, que a hipo´tese H2*
pode ser substitu´ıda pela hipo´tese mais fraca
(H’2*) ∂tg(t,x) +∇xg(t,x) · SΛ · x 6= 0 para todo (t,x) ∈Mg ∩Ψ
(
R, D˜
)
.
Particularmente, o conjunto
Z = {(x1 , y1 , · · · , xn , yn) ∈ R2n : ∃i, xi = yi = 0},
na˜o esta´ contido em Ψ (R, D). Sendo assim, e´ permitido que o conjunto Mg deixe de
ser uma variedade regular (ou ate´ mesmo uma variedade) em algum ponto de Z. Iremos
abordar esta questa˜o na Sec¸a˜o 2.6 deste cap´ıtulo.
2.5.2 Perturbac¸a˜o Na˜o Autoˆnoma
Seja Fˆ : D → R2n−1 a func¸a˜o dada por
Fˆ(z) =
∫ TΛ
0
Fˆ(t, z)dθ. (2.10)
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Definic¸a˜o 2.8. Seja z0 um zero da equac¸a˜o
Fˆ(z) = 0. (2.11)
Assumamos que Fˆ seja diferencia´vel em z0. Dizemos que z0 e´ um zero simples da
equac¸a˜o (2.11) se JFˆ(z0) 6= 0.
A seguir, enunciamos o teorema que associa os zeros simples da equac¸a˜o (2.11) a`s
soluc¸o˜es perio´dicas da equac¸a˜o diferencial (2.1) com perturbac¸a˜o na˜o autoˆnoma.
Teorema 2.9. Assumamos o conjunto de hipo´teses H*. Enta˜o, para ε > 0 suficiente-
mente pequeno e para cada zero simples z0 da equac¸a˜o (2.11), o sistema (2.1) possui
uma soluc¸a˜o TΛ–perio´dica x(t, ε) de modo que x(0, ε)→ z0 quando ε→ 0.
2.6 Aplicac¸a˜o: Peˆndulo com Mecanismo de Escape
O relo´gio de peˆndulo e´ um dos exemplos mais simples de sistema dinaˆmico no qual se tem
a presenc¸a de um ciclo limite na˜o anal´ıtico. Um relo´gio de peˆndulo e´, essencialmente,
um mecanismo composto por duas partes, sendo essas: um peˆndulo (ver Figura 2.1); e
o chamado mecanismo de escape, que age impulsionando o peˆndulo, restituindo, assim,
a energia dissipada pelo amortecimento.
As equac¸o˜es do relo´gio de peˆndulo, em geral, possuem um conjunto de descontinui-
dade que na˜o e´ uma variedade (veja, por exemplo, [2], cap´ıtulo III), sendo assim, tais
equac¸o˜es na˜o sa˜o contempladas, a princ´ıpio, pela Teoria de Averaging para Sistemas de
Filippov Regulares desenvolvida no Cap´ıtulo 1. Entretanto, segundo Dila˜o (Veja [9],
Cap´ıtulo 10), podemos obter o mesmo comportamento qualitativo considerando um
oscilador forc¸ado com equac¸a˜o dada por
mlφ¨(t) + ξ(φ)φ˙+mgφ = 0, (2.12)
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l
φ
g
m
Figura 2.1: Peˆndulo.
onde
ξ(φ) =


2ρ, se |φ| > φc,
0, se |φ| = φc,
−2ρ, se |φ| < φc.
Aqui, m denota a massa da part´ıcula, l denota o comprimento da haste e g denota
a forc¸a da gravidade, ρ e φc sa˜o paraˆmetros positivos. Os pontos denotam derivac¸a˜o
com respeito a` varia´vel t.
Podemos encontrar em [21], outros modelos matema´ticos para o relo´gio de peˆndulo
com mecanismo de escape.
Observe que a func¸a˜o ξ pode ser escrita como
ξ(φ) = 2ρ sign(φ2 − φ2c).
Reescalonado o tempo por t =
√
g/l τ , o sistema (2.12) pode ser escrito como
φ′′(τ) = −φ− ρ a
m
sign(φ2 − φ2c)φ′, (2.13)
com a = 2
√
l/g. Aqui, as aspas indicam derivac¸a˜o em relac¸a˜o a` varia´vel τ . Denotando
x = φ e y = φ′, a equac¸a˜o diferencial de segunda ordem (2.13) e´ reescrita como o
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sistema de equac¸o˜es diferenciais de primeira ordem
x′(τ) = y,
y′(τ) = −x− ρ a
m
sign(x2 − φ2c)y.
(2.14)
Assumindo a validade do Teorema 2.7, enunciamos o seguinte teorema
Teorema 2.10. Para valores de m suficientemente maiores que o valor de ρ, o sistema
(2.12) admite uma Soluc¸a˜o de Filippov perio´dica, a qual caracteriza a existeˆncia de um
Ciclo Limite Tı´pico (ver Cap´ıtulo 7) do sistema (2.12).
Demonstrac¸a˜o. Afim de demonstrarmos o Teorema 2.10, temos que identificar no sis-
tema (2.14) os elementos do Teorema 2.7. Para isso, tomemos
ρ
m
= ερ¯
e consideremos
G1(x, y) = 0, G¯11(x, y) = 0, G¯
1
2(x, y) = −ρ¯ a y,
g(x, y) = x2 − φ2c e h(θ, r) = r2 cos2(θ)− φ2c .
Sendo assim, a equac¸a˜o (2.12) e´ escrita nos termos do sistema (2.1).
Para obtermos a expressa˜o da func¸a˜o F˜ , definida em (2.8), temos que calcular os
zeros de h(θ, r). Facilmente, obtemos que:
se r ≥ φc, enta˜o, h˜(θ, r) = 0, se, e somente se, θ ∈ {θ1, θ2, θ3, θ4}, onde
θ1 = arccos
(
φc
r
)
, θ3 = arccos
(
φc
r
)
+ π
θ2 = arccos
(
−φc
r
)
, θ4 = arccos
(
−φc
r
)
+ π;
se r < φc, enta˜o, a func¸a˜o h˜(θ, r) assume somente valores negativos para todo
θ ∈ [0, 2π].
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Figura 2.2: Gra´fico da func¸a˜o G.
Sendo assim, procedendo com a integrac¸a˜o por partes, obtemos que
F˜(r) =


4ρ¯ a φc
√
1− φ
2
c
r2
− 4ρ¯ a r arccos
(
φc
r
)
+ πρ¯ a r, se r ≥ φc,
ρ¯ a π r, se r < φc.
Dado α ≥ 1, definamos a aplicac¸a˜o G(α) por
G(α) = 1
ρ¯ a φc
F˜(αφc).
Como αφc ≥ φc, segue que,
G(α) = 4
√
1− 1
α2
+ π α− 4α arcsec(α).
Observe que G(α) e´ uma func¸a˜o real com todos os paraˆmetros determinados, sendo
assim, podemos encontrar numericamente as suas ra´ızes (Veja a Figura 2.2). Pro-
cedendo com os ca´lculos, obtemos que G(α0) = 0 para α0 ≈ 2, 47541. Segue da´ı a
existeˆncia de r0 ≈ 2, 47541φc tal que F˜(r0) = 0.
Claramente, segundo a Definic¸a˜o 2.6, r0 e´ um zero simples da equac¸a˜o (2.9). Assim,
aplicando o Teorema 2.7, conclu´ımos que, para ε > 0 suficientemente pequeno, existe
uma soluc¸a˜o perio´dica φ(t, ε) do sistema (2.12) tal que
∣∣∣(φ(t, ε), φ˙(t, ε))∣∣∣→ r0,
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Figura 2.3: O´rbitas perio´dicas para va´rios valores de ε.
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quando ε→ 0. Temos, enta˜o, demonstrado o teorema.
2.7 Sistemas de Filippov Na˜o Regulares
Definimos, no Cap´ıtulo 1, a classe de Sitemas de Filippov Regulares como aqueles, da
forma (1.1), para os quais o conjunto de descontinuidade e´ uma variedade regular.
E´ natural, enta˜o, entendermos por Sistemas de Filippov Na˜o Regulares como sendo
aqueles, da forma (1.1), pore´m, que na˜o possuem o conjunto de descontinuidade como
sendo uma variedade regular. De fato, para os sistemas que estudaremos nesta sec¸a˜o,
o conjunto de descontinuidade na˜o e´ variedade.
Nos concentraremos em Sistemas de Filippov Na˜o Regulares no plano R2, os quais,
surgem naturalmente no estudo de sistemas mecaˆnicos (veja, por exemplo, [2]).
Assumamos que o sistema (2.1) seja autoˆnomo e D = R2. Para esse caso, a hipo´tese
H’2* pede que
(H’2*) ∇g(x, y) · SΛ · (x, y) 6= 0 para todo (x, y) ∈Mg ∩Ψ (R× R+).
Aqui, Ψ (R× R+) = {(x, y) ∈ R2 : (x, y) 6= (0, 0)}. Desse modo a hipo´tese H’2* pode
ser reescrita como
(H’2*) ∇g(x, y) · SΛ · (x, y) 6= 0 para todo (x, y) ∈Mg\(0, 0).
Como SΛ e´ matriz na˜o singular, segue que,Mg pode deixar de ser variedade somente
em (x, y) = (0, 0). Sendo assim, o teorema e´ aplica´vel quando, por exemplo
g(x, y) =
k∏
i=1
(aix+ biy),
para qualquer colec¸a˜o finita de ai’s e bi’s tal que
∣∣∣ai
bi
∣∣∣ 6= ∣∣∣aj
bj
∣∣∣,
para i 6= j.
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O conjunto de descontinuidade neste caso e´ a unia˜o de retas na˜o coincidentes pas-
sando pela origem.
Em [29], Llibre e Teixeira estudaram sistemas deste tipo que sa˜o generalizac¸o˜es
descont´ınuas das equac¸o˜es de Lie´nard.
A principal caracter´ıstica da mudanc¸a de varia´veis, apresentada no Teorema 2.4, e´ o
fato de levar o sistema (1.1) para sua forma normal (2.3), ao mesmo tempo que elimina
os problemas existentes na origem. Sendo assim, para tentarmos aplicar o Teorema
1.4 em algum sistema descont´ınuo, para o qual, o conjunto de descontinuidade na˜o e´
uma variedade regular, temos que encontrar uma mudanc¸a de varia´veis que coloque o
sistema na forma normal (ou pelo menos que o mantenha na forma normal) e que, ao
mesmo tempo, elimine algum subconjunto do conjunto de descontinuidade, de modo
que, o conjunto remanescente seja uma variedade regular.
E´ va´lido observarmos que no plano, a mudanc¸a de varia´veis, proposta pelo Teorema
2.4, e´ equivalente ao conhecido Me´todo de Blowing–up (veja, por exemplo, [16]) e resolve
(no sentido que transforma um Sistema de Filippov Na˜o Regular em um Regular) os
sistemas que possuem um u´nico ponto em que o conjunto de descontinuidade deixa de
ser variedade regular.
Esclareceremos melhor a metodologia proposta, nos para´grafos acima, com o exem-
plo a seguir.
Consideremos a seguinte equac¸a˜o diferencial
x¨(t) = −x+ ε (x˙− sign (x˙ (x2 − x20))) . (2.15)
O conjunto de descontinuidade Mg da equac¸a˜o (2.15) e´ dado como imagem inversa
da func¸a˜o g(x, y) = y (x2 − x20) (veja Figura 2.4); tal conjunto deixa de ser variedade
nos pontos P1 = (−x0, 0) e P2 = (x0, 0).
Construiremos agora uma mudanc¸a de varia´veis que nos permite estudar a existeˆncia
de o´rbitas perio´dicas, para as quais, ao considerarmos a regia˜o delimitada pela orbita
que contenha a origem, tambe´m contenha os pontos P1 e P2.
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ρ(θ, µ)µ
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x0−x0
Figura 2.4: Conjunto de descontinuidade da equac¸a˜o (2.15)
Consideremos a elipse no plano passando pelos pontos P1, P2, (0, µ) e (0,−µ) como
indicado na Figura 2.4.
Sabemos que, em coordenadas polares, a equac¸a˜o da elipse, definida na Figura 2.4,
e´ dada por
ρ(θ, µ) =
µ x0√
µ2 cos2(θ) + x20 sin
2(T )
.
Seja D = [0, 2π) × R+. Dado µ, paraˆmetro real, definamos a aplicac¸a˜o Ψµ : D →
Ψµ(D) por Ψµ(θ, r) =
(
Ψ1µ(θ, r) , Ψ
2
µ(θ, r)
)
, onde
Ψ1µ(θ, r) = (r + ρ(θ, µ)) cos(θ),
Ψ2µ(θ, r) = (r + ρ(θ, µ) sin(θ).
Observe que
Ψ1µ(θ, r)
2 +Ψ2µ(θ, r)
2 = (r + ρ(θ, µ))2 > ρ2(θ, µ).
Sendo assim, Ψµ(D) ⊂ R2\Eµ, onde Eµ e´ a elipse, definida na Figura 2.4, unida
com a regia˜o por ela delimitada.
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Facilmente, obtemos que
JΨµ(θ, r) = r + ρ(θ, µ),
logo, JΨµ(θ, r) 6= 0 para todo (θ, r) ∈ D e µ > 0. Observe tambe´m que Ψµ(θ1, r1) =
Ψµ(θ2, r2) se, e somente se, θ1 = θ2 e r1 + ρ(θ1, µ) = r2 + ρ(θ2, µ). Sendo assim, Ψµ
e´ uma aplicac¸a˜o injetora de D em Ψµ(D), logo bijetora. Portanto, pelo Teorema da
Func¸a˜o Inversa, segue que, Ψµ e´ um difeomorfismo de D em Ψµ(D).
Dado µ > 0, podemos concluir, pelos comenta´rios feitos nas sec¸o˜es anteriores, que o
conjunto de descontinuidade obtido ao considerarmos a mudanc¸a de varia´veis (x, y) =
Ψµ(θ, r) com y = x˙, sera´, na verdade, uma variedade regular, viabilizando, assim,
a aplicac¸a˜o da teoria desenvolvida. Contudo, ao realizar tal mudanc¸a de varia´veis,
perdemos todas as informac¸o˜es contidas na regia˜o Eµ.
Uma vez que, a famı´lia de conjuntos {Eµ; µ > 0} e´ decrescente, no sentido que
Eµ1 ⊂ Eµ2 , se, e somente se, µ1 < µ2; e Eµ → [−x0, x0] quando µ→ 0, segue que, quanto
menor o valor paraˆmetro µ > 0, menor sera´ a quantidade de informac¸o˜es perdidas, do
sistema original, ao se realizar a mudanc¸a de coordenadas.
Entretanto, a dificuldade alge´brica, ao considerarmos valores arbitra´rios para o
paraˆmero µ, e´ enorme (indicaremos, a frente, onde aparece tais complicac¸o˜es alge´bricas).
Desse modo, iremos considerar um valor fixo para o paraˆmetro µ. De fato, tomaremos
a regia˜o Eµ como sendo a bola fechada em R
2, de raio x0 e centro (0, 0).
Fixemos µ = x0 e consideremos a mudanc¸a de varia´veis
(x, y) = Ψx0(θ, r) = ((r + x0) cos(θ) , (r + x0) sin(θ)) ,
com y = x˙.
Logo, para (θ, r) ∈ D, temos que h(θ, r) = g (Ψx0(θ, r)) e´ dado por
h(θ, r) = (r + x0) sin(θ)
(
(r + x0)
2 cos2(θ)− x20
)
.
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Seguindo a argumentac¸a˜o do Teorema 2.4 obtemos que a equac¸a˜o (2.15) fica reduzida
a` equac¸a˜o
dr
dθ
(θ) = ε
(
−(r + x0) sin2(θ) + sign
(
h˜(θ, r)
)
sin(θ)
)
+O(ε2), (2.16)
com
h˜(θ, r) = sin(θ)
(
(r + x0)
2 cos2(θ)− x20
)
.
Observe que h˜(θ, r) = 0 se, e somente se, θ ∈ {θ1, θ2, θ3, θ4, θ5, θ6}, onde
θ1 = 0, θ2 = arccos
(
x0
r + x0
)
, θ3 = arccos
(
− x0
r + x0
)
,
θ4 = π, θ5 = 2π − θ3 e θ6 = 2π − θ2.
Portanto, segue que, M˜ = h˜−1(0) e´ dado por
M˜ = {(θ, r) ∈ D : θ = θ1, θ2, θ3, θ4, θ5, θ6; r > 0}.
Note que, agora, o conjunto de descontinuidade M˜ da equac¸a˜o (2.16) e´ uma varie-
dade regular em D, mais ainda,
∂h˜
∂θ
(θ) = cos(θ)
(
(r + x0)
2
2
(3 cos(2θ)− 1)− x20
)
6= 0,
para todo (θ, r) ∈ M˜.
Podemos, enta˜o, aplicar o Teorema 1.4 para o sistema (2.16). A func¸a˜o promediada,
definida em (1.2), para a equac¸a˜o (2.16) e´ dada por
f0(r) =
8r
r + x0
− π(r + x0)− 4.
Observe que, a dificuldade alge´brica mencionada, anteriormente, aparece, justa-
mente, no ca´lculo da expressa˜o de f0(r), e, posteriormente, no ca´lculo das soluc¸o˜es do
sistema (2.17).
Afim de estudarmos as soluc¸o˜es perio´dicas da equac¸a˜o (2.16), construiremos, a se-
guir, o diagrama de bifurcac¸a˜o das soluc¸o˜es do sistema
f0(r) = 0 (2.17)
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x0
r
4
π
3
2π
1
2π
Figura 2.5: Diagrama de bifurcac¸a˜o do sistema (2.17)
(veja Figura 2.5).
Se x0 = 0, enta˜o, temos r
0
0 como soluc¸a˜o do sistema (2.17), onde
r00 =
4
π
;
se 0 < x0 < 1/(2π), enta˜o, temos {r10, r20} como conjunto de soluc¸o˜es do sistema
(2.17), onde
r10 =
2
π
− x0 − 2
√
1− 2πx0
π
e r20 =
2
π
− x0 +
√
1− 2πx0
π
;
se x0 = 1/(2π), enta˜o, temos r
3
0 como soluc¸a˜o do sistema (2.17), onde
r30 =
3
2π
;
finalmente, se x0 > 1/(2π), enta˜o, na˜o existe soluc¸a˜o real positiva do sistema (2.17).
Pelo Teorema 1.4, considerando ε > 0 suficientemente pequeno, para cada soluc¸a˜o
ri0 indicada no diagrama existe uma soluc¸a˜o perio´dica r
i(θ, ε) do sistema (2.16), tal que
ri(θ, ε)→ ri0 quando ε→ 0.
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Portanto, para x0 = 0 ou x0 = 1/(2π), o Teorema 1.4 garante a existeˆncia de uma
soluc¸a˜o perio´dica; e para 0 < x0 < 1/(2π), o Teorema 1.4 garante a existeˆncia de duas
soluc¸o˜es perio´dicas. Note que, o fato do Teorema 1.4 garantir a existeˆncia de uma ou
duas soluc¸o˜es perio´dicas da equac¸a˜o (2.16) na˜o implica que elas sejam u´nicas, ou seja,
podem existir outras soluc¸o˜es perio´dicas na˜o detectadas pelo Teorema 1.4.
Uma vez que
|(x, y)|2 = |Ψx0(θ, r)|2,
(r + x0)
2 cos2(θ) + (r + x0)
2 sin2(θ),
(r + x0)
2 ,
segue que, se r(θ, ε) for soluc¸a˜o perio´dica da equac¸a˜o (2.16), tal que r(θ, ε) → r0
quando ε → 0, enta˜o, existe uma soluc¸a˜o perio´dica x(t, ε) da equac¸a˜o (2.15) tal que
|x(t, ε), x˙(t, ε)| → r0, quando ε→ 0.
Em resumo, conclu´ımos que:
Se x0 = 0, enta˜o, existe um ciclo limite x
0(t, ε) da equac¸a˜o (2.15) tal que |x0(t, ε), x˙0(t, ε)| →
r00, quando ε→ 0;
se 0 < x0 < 1/(2π), enta˜o, existem dois ciclos limites, x
1(t, ε) e x2(t, ε), da equac¸a˜o
(2.15) tal que |x1(t, ε), x˙1(t, ε)| → r10 e |x2(t, ε), x˙2(t, ε)| → r20, quando ε→ 0;
finalmente, se x0 = 1/(2π), enta˜o, existe um ciclo limite x
3(t, ε) da equac¸a˜o (2.15)
tal que |x3(t, ε), x˙3(t, ε)| → r30, quando ε→ 0.
Note que o Teorema 1.4 na˜o fornece o nu´mero de ciclos limites existentes em uma
certa regia˜o, mas sim um limite inferior da quantidade de ciclos limites existentes.
Observe tambe´m que, a mudanc¸a de varia´veis desenvolvida no estudo acima, na˜o nos
permite estudar os ciclos limites que, por ventura, cruzam o conjunto [−x0, x0]× {0},
uma vez que [−x0, x0]× {0} ⊂ Eε para todo ε real.
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Figura 2.6: Bifurcac¸o˜es dos ciclos limites (2.17) . As flechas se alteram, caso alterado o sinal
de ε.
Uma poss´ıvel abordagem, para estudarmos a existeˆncia ou na˜o destes ciclos limites
para valores de x0 grande o suficiente, seria transformar a equac¸a˜o (2.15), via Blowing–
up polar, e restringir o novo sistema obtido para valores de r menores que x0.
Uma vez que a origem e´ um foco, atrator ou na˜o, e o sistema na˜o perturbado e´ um
centro na origem, segue que, para valores de ε > 0 suficientemente pequenos, as soluc¸o˜es
iniciando em r < x0, para θ > 0 (atrator) ou para θ < 0 (repulsor), permaneceriam
contidas na bola aberta de centro (0, 0) e raio x0. Deste modo, a equac¸a˜o restringida
seria um Sistema de Filippov Regular, para o qual poder´ıamos aplicar o Teorema 1.4 e
obter, por ventura, informac¸o˜es sobre as suas soluc¸o˜es perio´dicas e, consequentemente,
obter informac¸o˜es sobre os ciclos limites da equac¸a˜o (2.15) que cruzam o conjunto
[−x0, x0]× {0}.
As Figuras 2.7, 2.8, 2.9, 2.10, 2.11 e 2.12 sa˜o simulac¸o˜es, da equac¸a˜o (2.15), endos-
sando numericamente: o aparecimento dos c´ıclos limites, para diversos valores de x0; e
a convergeˆncia dos mesmos ao tender o valor do paraˆmetro ε a 0.
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Figura 2.7: C´ıclo limite para x0 = 0. Paraˆmetro ε variando de 1, 5 a 0.
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Figura 2.8: C´ıclo limite para x0 = 0, 1. Paraˆmetro ε variando de 1, 5 a 0.
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Figura 2.9: Dois c´ıclos limites para x0 = 0, 1. Paraˆmetro ε variando de 0, 14 a 0.
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Figura 2.10: C´ıclo limite para x0 = 0, 15. Paraˆmetro ε variando de 1, 5 a 0.
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Figura 2.11: Dois c´ıclos limites para x0 = 0, 15. Paraˆmetro ε variando de 0, 2 a 0.
-1.0 -0.5 0.5 1.0
x
-1.0
-0.5
0.5
1.0
y
Figura 2.12: Dois c´ıclos limites para x0 = 0.159. Paraˆmetro ε variando de 0, 2 a 0.
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CAPI´TULO 3
Resultados e Conceitos Preliminares
3.1 Sistemas de Filippov
Existe uma enorme variedade de equac¸o˜es diferenciais descont´ınuas, e, para todas elas, o
primeiro problema, e tambe´m o mais fundamental, que nos deparamos ao se estudar tais
sistemas e´: Como bem definir uma soluc¸a˜o para uma equac¸a˜o diferencial descont´ınua?
Entendemos aqui, por equac¸o˜es diferencias descont´ınuas, as equac¸o˜es do seguinte
tipo
x˙(t) = X(t, x(t)), (3.1)
com X : R×Rn → Rn, n ∈ N, onde, para cada t ∈ R fixo, a func¸a˜o x 7→ X(t, x) na˜o e´,
necessariamente, cont´ınua.
Equac¸o˜es diferenciais do tipo (3.1) possuem inu´meras aplicac¸o˜es na F´ısica (veja, por
exemplo, [7] e [25]), na Biologia (veja, por exemplo, [4] e [23]), na Economia (veja, por
exemplo, [19] e [20]) e em diversas outras a´reas cient´ıficas.
Como ja´ dissemos, o problema mais ba´sico, relacionada a` equac¸o˜es do tipo (3.1),
consiste em como bem definir as suas soluc¸o˜es. Uma vez que, o campo vetorial e´
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descont´ınuo, na˜o existem, em geral, curvas diferencia´veis que satisfac¸am a equac¸a˜o
(3.1). Desse modo, tem-se que construir noc¸o˜es diferentes, pore´m, adequadas para o
que seria uma soluc¸a˜o da equac¸a˜o (3.1).
Na literatura existente sobre o assunto, na˜o se tem uma u´nica resposta para o
problema da definic¸a˜o do que seria uma soluc¸a˜o. Tem-se utilizado noc¸o˜es distintas de
soluc¸o˜es para diferentes problemas.
A definic¸a˜o de soluc¸a˜o segundo Caratheo´dory (veja, por exemplo, [18]) para a
equac¸a˜o (3.1) e´ a generalizac¸a˜o, mais natural poss´ıvel, da teoria cla´ssica de equac¸o˜es
diferenciais. Entretanto, soluc¸o˜es segundo Caratheo´dory na˜o existem em muitas das
aplicac¸o˜es.
A definic¸a˜o de soluc¸o˜es segundo Filippov (veja [18]) e Krasovskii (veja [22]) fazem
uso do conceito de inclusa˜o diferencial. O conceito de inclusa˜o diferencial consiste em se
definir uma aplicac¸a˜o multivalorada F (t, x(t)) que associa, para cada ponto do espac¸o
de fase, um conjunto de poss´ıveis direc¸o˜es. Dessa forma, a equac¸a˜o diferencial (3.1) e´
associada a` inclusa˜o diferencial
x˙(t) ∈ F (t, x(t)). (3.2)
Agora o problema passa a ser como definir essa aplicac¸a˜o multivalorada.
Muitos outros autores trabalharam em cima de definic¸o˜es plaus´ıveis para o problema
(3.1), pore´m, nesta dissertac¸a˜o, fixaremos nossa atenc¸a˜o no estudo desenvolvido por
Filippov.
3.1.1 Aplicac¸a˜o Multivalorada de Filippov
Caratheo´dory, na sua definic¸a˜o para soluc¸o˜es de sistemas do tipo (3.1), atribui uma
importaˆncia principal para o valor do campo vetorial em um dado ponto. Como ja´
dito, anteriormente, sua estrate´gia se mostrou ineficiente em muitas das aplicac¸o˜es.
Filippov, ao inve´s de se preocupar com o valor do campo vetorial em um dado ponto,
assume a estrate´gia de olhar o que se passa em uma vizinhanc¸a desse ponto.
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Essa nova abordagem e´ essencial para a definic¸a˜o das soluc¸o˜es de sistemas des-
cont´ınuos como veremos a seguir.
Definic¸a˜o 3.1. Seja X : R × Rn → Rn campo vetorial, possivelmente descont´ınuo,
como definido em (3.1). Definamos a Aplicac¸a˜o Multivalorada de Filippov
F [X ] : R× Rn → B(Rn),
por
F [X ](t, x) =
⋂
δ>0
⋂
µ(S)=0
co {X(t, B(x, δ)\S)} .
Na fo´rmula acima, B(Rn) denota as partes de Rn, B(x, δ) denota a bola aberta em
Rn de centro x e raio δ, co denota o fecho convexo e µ denota a medida de Lebesgue.
Pela definic¸a˜o da Aplicac¸a˜o Multivalorada de Filippov, o valor de F [X ](t, x) e´ in-
dependente do valor do campo X em (t, x).
Enunciaremos, a seguir, como lemas, algumas das propriedades da Aplicac¸a˜o Mul-
tivalorada de Filippov para campos vetoriais autoˆnomos.
Lema 3.2 (Consisteˆncia). Se X : Rn → Rn e´ cont´ınuo em x ∈ Rn, enta˜o,
F [X ](x) = {X(x)}.
Lema 3.3 (Regra da Soma). Se X1, X2 : Rn → Rm sa˜o localmente limitados em x ∈ Rn,
enta˜o,
F [X1 +X2](x) ⊂ F [X1](x) + F [X2](x).
Mais ainda, se um dos espac¸os vetoriais sa˜o cont´ınuos em x, enta˜o, vale a igualdade.
Lema 3.4 (Regra do Produto). Se X1, X2 : Rn → Rm sa˜o localmente limitados em
x ∈ Rn, enta˜o,
F [〈X1, X2〉](x) ⊂ F [X1](x)× F [X2](x).
Mais ainda, se um dos espac¸os vetoriais sa˜o cont´ınuos em x, enta˜o, vale a igualdade.
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Lema 3.5 (Regra da Cadeia). Se Y : Rl → Rm e´ cont´ınuo e diferencia´vel em x ∈ Rl
com posto m e X : Rm → Rn e´ localmente limitado em Y (x) ∈ Rm, enta˜o,
F [X ◦ Y ](x) = F [X ](Y (x)).
Lema 3.6 (Regra da Transformac¸a˜o Matricial). Se X : Rm → Rn e´ localmente limitado
em x ∈ Rm e Z : Rm → Rm×n e´ cont´ınuo em x ∈ Rm, enta˜o,
F [Z X ](x) = Z(x)F [X ](x).
Os Lemas 3.2, 3.3, 3.4, 3.5 e 3.6 esta˜o enunciados e demonstrados em [34].
Resultados similares podem ser obtidas para campos de vetores na˜o autoˆnomos.
Conclu´ımos esta sec¸a˜o com um resultado que fornece uma descric¸a˜o alternativa para
a Aplicac¸a˜o Multivalorada de Filippov.
Proposic¸a˜o 3.7. Se X : R × Rn → Rn e´ mensura´vel e localmente essencialmente
limitada, enta˜o, para cada t ∈ R, existe St ⊂ Rn de medida zero tal que
F [X ](t, x) = co
{
lim
i→∞
X(t, xi) : xi → x, xi 6= S ∪ St
}
,
onde S e´ qualquer conjunto de medida zero.
A Proposic¸a˜o 3.7 tambe´m esta´ enunciada e demonstrada em [34].
3.1.2 Inclusa˜o Differencial
As Soluc¸o˜es de Filippov para equac¸o˜es descont´ınuas sa˜o dadas em termos de soluc¸o˜es
de incluso˜es diferenciais. Sendo assim, nesta sec¸a˜o, apresentaremos os conceitos ba´sicos
da Teoria de Inclusa˜o Diferencial.
Podemos caracterizar a distaˆncia entre dois conjuntos fechados A,B ⊂ Rn pelas
seguintes expresso˜es:
β(A,B) = sup
a∈A
|a, b|,
β(B,A) = sup
b∈B
|b, a|,
α(A,B) = max{β(A,B), β(B,A)}.
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Tendo em ma˜os as expresso˜es de α e β, podemos definir os conceito de continuidade
e continuidade superior de uma aplicac¸a˜o multivalorada.
Definic¸a˜o 3.8. Seja G um domı´nio aberto. Dizemos que uma aplicac¸a˜o multivalorada
F : G→ B(G) e´:
• Cont´ınua no ponto p, se α(F (p′), F (p))→ 0, quando p′ → p;
• Semicont´ınua Superiormente no ponto p, se β(F (p′), F (p))→ 0, quando p′ → p.
Consideremos a Inclusa˜o Diferencial
x˙ ∈ F (t, x). (3.3)
Definimos, a seguir, o que seria uma soluc¸a˜o da inclusa˜o diferencial (3.3).
Definic¸a˜o 3.9. Uma soluc¸a˜o da inclusa˜o diferencial (3.3) e´ uma aplicac¸a˜o continua
γ : [t0, t1]→ Rn tal que γ˙(t) ∈ F (γ(t)) para quase todo t ∈ [t0, t1].
A pro´xima “definic¸a˜o” estabelece as hipo´teses ba´sicas para a existeˆncia de soluc¸o˜es
da inclusa˜o diferencial.
Definic¸a˜o 3.10 (Condic¸o˜es Ba´sicas). Dizemos que o domı´nio G e a aplicac¸a˜o multi-
valorada F (x) satisfazem as Condic¸o˜es Ba´sicas se, para todo x ∈ G, o conjunto F (x) e´
na˜o vazio, limitado, fechado e convexo e a func¸a˜o F e´ Cont´ınua Superiormente em x.
As definic¸o˜es desta sec¸a˜o esta˜o feitas em [18].
3.1.3 Soluc¸o˜es de Filippov
Com a convenc¸a˜o fixada na sec¸a˜o anterior, estamos aptos a trabalhar com campos
vetoriais descont´ınuos.
Considere, enta˜o, a equac¸a˜o diferencial (3.1) determinada pelo campo vetorial des-
cont´ınuo X(t, x(t))
x˙(t) = X(t, x(t)).
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Utilizando a Aplicac¸a˜o Multivalorada de Filippov, associamos, a` equac¸a˜o diferencial
(3.1), a inclusa˜o diferencial
x˙(t) ∈ F [X ](t, x(t)). (3.4)
Definamos, enta˜o, o que vem a ser uma Soluc¸a˜o de Filippov para a equac¸a˜o (3.1).
Definic¸a˜o 3.11. Uma Soluc¸a˜o de Filippov da equac¸a˜o (3.1) e´ uma soluc¸a˜o da inclusa˜o
diferencial (3.4).
3.1.4 Sistemas Cont´ınuos por Partes
Nesta dissertac¸a˜o, trabalhamos, somente, com campos vetoriais cont´ınuos por partes,
sendo assim, e´ interessante definirmos os elementos da teoria de Filippov para essa
classe de sistemas descont´ınuos.
Definic¸a˜o 3.12. Dizemos que o campo vetorial X : D ⊂ Rn → Rn e´ cont´ınuo por
partes se o domı´nio D pode ser particionado por conjuntos abertos e conexos, para os
quais, o restric¸a˜o do campo X a cada Di e´ cont´ınua para i = 1, · · · , k. Em outras
palavras, existe uma colec¸a˜o D1, · · · , Dk de subconjuntos de D, disjuntos, abertos e
conexos, com
D =
k⋃
i=1
Di,
e tal que, o campo Xi : Di → Rn, definido por
Xi = X
∣∣∣
Di
e´ cont´ınuo.
Trabalhamos, por simplicidade, com campos vetoriais autoˆnomos, pore´m, pode-se
estender a definic¸a˜o, de maneira ana´loga, para campos de vetores na˜o autoˆnomos.
Denotemos SX ⊂ ∂D1 ∪ · · · ∪ ∂Dk o conjunto de pontos onde o campo vetorial X e´
descont´ınuo. Claramente, SX tem medida zero.
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A Aplicac¸a˜o Multivalorada de Filippov associada com o campo X da Definic¸a˜o 3.12
possui, particularmente, uma expressa˜o simples dada por
F [X ](x) = co
{
lim
i→0
X(xi) : xi → x, xi /∈ SX
}
.
Esta aplicac¸a˜o pode ser, facilmente, computada da seguinte maneira:
Proposic¸a˜o 3.13. Considere o campo vetorial dado na Definic¸a˜o 3.12.
(i) Se x /∈ SX , enta˜o, F [X ](x) = {X(x)};
(ii) se x ∈ SX , enta˜o, F [X ](x) e´ um poliedro convexo em Rn com os ve´rtices dados
por
X
∣∣∣
Di
(x) = lim
j→∞
X(xj),
com xj → x, xj ∈ Di e xi /∈ SX , para i = 1, · · · , k;
(iii) e se x ∈ ∂Di ∩ ∂Dj , para algum i, j = 1, · · · , k, enta˜o,
F [X ](x) = co
{
X
∣∣
Di
(x), X
∣∣
Dj
(x)
}
.
A Proposic¸a˜o 3.13 esta´ enunciada em [15]
Vejamos algumas possibilidades qualitativas para a noc¸a˜o de soluc¸a˜o dada pela
Definic¸a˜o 3.12.
• Dado x ∈ ∂Di ∩ ∂Dj . Se todos os vetores em F [X ](x) apontam na direc¸a˜o de Di,
enta˜o, qualquer soluc¸a˜o de Filippov que atinge SX em x, continua seu movimento
em Di. Analogamente, para Dj.
• Dado x ∈ ∂Di ∩ ∂Dj . Se algum vetor de F [X ](x) for tangente a` SX , enta˜o,
acontece um dos fenoˆmenos: qualquer soluc¸a˜o de Filippov, iniciando em x, deixa o
conjunto SX , imediatamente; existe uma soluc¸a˜o de Filippov que atinge o conjunto
SX em x e permanece em SX . O primeiro fenoˆmeno e´ conhecido como Escape e
o segundo como Deslize.
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Usando-se a convec¸a˜o de Filippov para as soluc¸o˜es de sistema descont´ınuos, po-
demos estudar tambe´m o comportamento qualitativo de soluc¸o˜es passando pela inter-
secc¸a˜o de mais de dois conjuntos dentre ∂D1, · · · , ∂Dk. Na˜o nos preocuparemos com
tal configurac¸a˜o pois o resultado principal enunciado e demonstrado nessa dissertac¸a˜o
preocupa-se somente com os casos regulares. Os casos na˜o regulares sa˜o tratados a
parte.
3.1.5 Sistemas de Filippov Regulares
Nesta dissertac¸a˜o trabalhamos com Sistemas de Filippov Regulares. Essa denominac¸a˜o
na˜o e´ feita na literatura, por isso iremos definir, formalmente, o que seria essa classe de
sistemas descont´ınuos.
Seja D um subconjunto aberto e conexo de Rn. Tomemos h : D → R uma func¸a˜o
de classe C1 tendo 0 ∈ R como valor regular e X, Y : D → Rn func¸o˜es cont´ınuas.
Denotemos h−1(0) por M. Observe que M e´ uma variedade regular.
Consideremos o Sistema de Filippov Cont´ınuo por Partes
x′(t) = Z(t, x) =


X(t, x), se h(t, x) > 0,
0, se h(t, x) = 0,
Y (t, x), se h(t, x) < 0.
(3.5)
Denotamos o Sistema de Filippov, definido em (3.5), de maneira alternativa por
(X, Y )h ou (X, Y )M.
Definamos os conjuntos
S+ = {x ∈ D : h(x) > 0} e S− = {x ∈ D : h(x) < 0} .
A variedade de descontinuidade M e´ decomposta como unia˜o dos fechos das regio˜es
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Σc ΣsΣe
Figura 3.1: Regio˜es de costura (Σc), escape (Σe) e deslize (Σs).
de costura (Σc), escape (Σe) e deslize (Σs), definidas abaixo (veja a Figura 3.1).
Σc = {x ∈M : (Xh)(Y h)(x) > 0} ;
Σe = {x ∈M : (Xh)(x) > 0 e (Y h)(x) < 0} ;
Σs = {x ∈M : (Xh)(x) < 0 e (Y h)(x) > 0} .
Observemos que as fronteiras das regio˜es definidas acima sa˜o os pontos em que os
campos X e Y tangenciam a variedade de descontinuidade M, na˜o necessariamente,
ao mesmo tempo, isto e´, (Xh)(x) = 0 ou (Y h)(x) = 0.
Assumamos que os pontos de tangeˆncia sa˜o isolados.
Definic¸a˜o 3.14. Chamamos de Sistemas de Filippov Regulares os Sistemas de Filippov
que satisfazem as hipo´teses acima.
A convenc¸a˜o de Filippov, para as soluc¸o˜es do sistema (3.5), fornece a dinaˆmica
qualitativa das soluc¸o˜es que atingem a variedade de descontinuidade. Veja, por exemplo,
a Figura 3.2 para a regia˜o de costura.
Podemos definir, facilmente, a o´rbita do sistema (3.5) passando por um ponto p em
(Σc), (Σe) ou em (Σs). A definic¸a˜o das o´rbitas que passam por pontos de tangeˆncia sa˜o
mais complicadas e na˜o faremos aqui.
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M = h−1(0)
Σc
S+
S−
Figura 3.2: Soluc¸a˜o cruzando a variedade de costura.
M
X(p)
Y (p)
Zs(p)
p
Figura 3.3: Campo vetorial deslizante.
Para um ponto p ∈ Σc, ambos os campos de vetores, X e Y , apontam, simultane-
amente, para S+ ou S−. Dessa forma, e´ suficiente conectarmos as soluc¸o˜es de X e Y
em p (veja a Figura 3.2).
Consideremos p em Σe ou Σs. Definamos o Campo Vetorial deslizante por
Zs(p) =
1
(Y h)(p)− (Xh)(p) ((Y h)(p)X(p)− (Xh)(p)Y (p)) . (3.6)
Observe que o campo Zs e´ a Combinac¸a˜o Linear Convexa dos campos X e Y , e e´
tangente a variedade de descontinuidade M (veja a Figura 3.3.
Para p ∈ Σe∪Σs, a o´rbita local do Sistema de Filippov (3.5) e´ dado pelo campo Zs.
Temos, enta˜o, em resumo:
52
3 Resultados e Conceitos Preliminares
• Para p ∈ S± tal que X(p) 6= 0 e Y (p) 6= 0, as trajeto´rias sa˜o dadas, respectiva-
mente, por ϕZ(t, p) = ϕX(t, p) e ϕZ(t, p) = ϕY (t, p), para t ∈ Ip ⊂ R.
• Para p ∈ Σc tal que (Xh)(p), (Y h)(p) > 0 e considerando a o´rbita iniciando em
p temos que ϕZ(t, p) = ϕY (t, p) para t ∈ Ip ∩ {t < 0} e ϕZ(t, p) = ϕX(t, p) para
t ∈ Ip ∩ {t > 0}. Para (Xh)(p), (Y h)(p) < 0 a definic¸a˜o e´ a mesma, pore´m, no
tempo reverso.
• Para p ∈ Σe∪Σs tal que Zs(p) 6= 0, temos que ϕZ(t, p) = ϕZs(t, p) para t ∈ Ip ⊂ R.
Aqui, ϕW denota o fluxo de um campo vetorial W .
3.2 Existeˆncia e Unicidade de Soluc¸o˜es
Enunciaremos, nesta sec¸a˜o, alguns resultados de existeˆncia e unicidade de soluc¸o˜es para
sistemas descont´ınuos e cont´ınuos.
O primeiro resultado fala sobre a existeˆncia de soluc¸o˜es para incluso˜es diferenciais.
Proposic¸a˜o 3.15. Se F : G → B(G) e G satisfazem as Condic¸o˜es Ba´sicas, estabe-
lecidas na Definic¸a˜o 3.10, enta˜o, dado (t0, x0) ∈ G, existe uma soluc¸a˜o da inclusa˜o
diferencial
x˙ ∈ F (t, x), x(t0) = x0.
Mais ainda, se o domı´nio [0, T ]×D conte´m um cilindro Z(t0 ≤ t ≤ t0+a, |x−x0| ≤ b),
enta˜o, a soluc¸a˜o existe no mı´nimo para o intervalo
t0 ≤ t ≤ t0 + d, d = min
{
a;
b
m
}
, onde m = sup
Z
|F (t, x)|.
O pro´ximo resultado fornece condic¸o˜es para a unicidade de Soluc¸o˜es de Filippov
para Sistemas de Filippov Regulares.
Proposic¸a˜o 3.16. Considere, para o Sistema de Filippov Regular (3.5), a regia˜o da
variedade M onde (Xh)(Y h) > 0. Se Xh(p) > 0 e Y h(p) > 0 (ou Xh(p) < 0 e
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Y h(p) < 0), enta˜o, existe uma soluc¸a˜o passando por p. Mais ainda, a soluc¸a˜o costura a
variedadeM em p, passando da regia˜o S− para a regia˜o S+ (respectivamente, da regia˜o
S+ para a regia˜o S− ), e a unicidade na˜o e´ violada.
As proposic¸o˜es 3.15 e 3.16 esta˜o demonstradas em [18].
A u´ltima proposic¸a˜o e´ um resultado da teoria cla´ssica de equac¸o˜es diferenciais.
Proposic¸a˜o 3.17 (Existeˆncia e Unicidade). Consideremos a equac¸a˜o diferencial
x˙ = f(x, t, ε).
Estamos interessados em soluc¸o˜es desta equac¸a˜o com valor inicial x(t0) = a. Sejam
D = {x ∈ Rn; ||x− a|| < d}, G = D × [t0, t0 + T ]× (0, ε0] e f : G → Rn. Assumamos
que
(i) f e´ cont´ınua em G;
(ii) f seja Lipschitz.
Enta˜o, o problema de valor inicial possui uma u´nica soluc¸a˜o “x” que existe para
t0 < t < t0 + inf(T, d/M), onde
M = ||f ||sup = sup
G
||f ||
= sup
{||f(x, t, ε)|| : x ∈ D, 0 ≤ t ≤ T, 0 ≤ ε ≤ ε0}.
A demonstrac¸a˜o da proposic¸a˜o 3.17 pode ser encontrada em [35].
3.3 Grau de Brouwer
Teorema 3.18. Sejam X = Y = Rn com n inteiro positivo. Consideremos a tripla
(f,Ω, y0), onde Ω e´ um subconjunto aberto e limitado de X, f : Ω¯→ Y e´ uma aplicac¸a˜o
cont´ınua e y0 ∈ Y tal que y0 /∈ f(∂Ω). Enta˜o, existe uma aplicac¸a˜o “d” denominada
grau que associa a cada tripla (f,Ω, y0) um inteiro d(f,Ω, y0), satisfazendo as seguintes
propriedades:
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(i) Se d(f,Ω, y0) 6= 0, enta˜o, y0 ∈ f(Ω). Se f0 for a aplicac¸a˜o identidade de X em
Y , enta˜o, para cada subconjunto aberto e limitado Ω de X e para cada y0 ∈ Ω,
teremos
d
(
f0
∣∣
Ω¯
,Ω, y0
)
= ±1;
(ii) Sejam Ω um subconjunto aberto e limitado de X e f : Ω¯ → Y uma aplicac¸a˜o
cont´ınua. Se Ω1 e Ω2 forem subconjuntos abertos e disjuntos de Ω tais que
y0 /∈ f(Ω¯− (Ω1 ∪ Ω2)),
enta˜o,
d(f,Ω, y0) = d(f,Ω1, y0) + d(f,Ω2, y0);
(iii) Seja Ω um subconjunto aberto e limitado de X e consideremos uma homotopia
cont´ınua {ft; 0 ≤ t ≤ 1} de aplicac¸o˜es cont´ınuas de Ω¯ em Y . Seja {yt; 0 ≤ t ≤ 1}
uma curva cont´ınua em Y tal que yt /∈ ft(∂Ω), para todo t ∈ [0, 1]. Enta˜o,
d(ft,Ω, yt) e´ constante em t ∈ [0, 1].
Teorema 3.19. A func¸a˜o grau d(f,Ω, y0) e´, unicamente, determinada pelas treˆs condic¸o˜es
do Teorema 3.18.
Os Teoremas 3.18 e 3.19 esta˜o demonstrados em [8].
Lema 3.20. Seja K ⊂ V um compacto e b /∈ f(K) ∪ f(∂V ). Enta˜o, d(f, V, b) =
d(f, V \K, b).
O resultado do Lema 3.20 e´ conhecido como propriedade de Excisa˜o do Grau de
Brouwer, e esta´ enunciado em [32] (ver Teorema 2.2.1, p. 26).
Os pro´ximos resultados desta sec¸a˜o sera˜o utilizados, no Cap´ıtulo 4, para a demons-
trac¸a˜o do Teorema de Averaging.
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Lema 3.21. Consideremos as func¸o˜es cont´ınuas f i : Ω¯ → Rn, para i = 0, 1, · · · , k, e
f, g, r : Ω¯× [−ε0, ε0]→ Rn dadas por
g(·, ε) =
k∑
i=0
εif i(·)
e
f(·, ε) = g(·, ε) + εk+1r(·, ε).
Assumamos que g(z, ε) 6= 0, para todo z ∈ ∂Ω e ε ∈ ([−ε0, ε0] − {0}). Enta˜o, para
|ε| > 0 suficientemente pequeno, dB(g(·, ε),Ω, 0) esta´ bem definido e
dB(f(·, ε),Ω, 0) = dB(g(·, ε),Ω, 0).
Demonstrac¸a˜o. Usaremos o resultado (iii) do Teorema 3.18, conhecido como proprie-
dade de invariaˆncia por homotopia do Grau de Brouwer.
Para cada ε ∈ [−ε0, ε0]\{0} consideremos a seguinte homotopia cont´ınua
Ht(·, ε) = g(·, ε) + t (f(·, ε)− g(·, ε)) , para 0 ≤ t ≤ 1.
Vamos verificar que, para |ε| > 0 suficientemente pequeno, 0 /∈ Ht(∂V, ε) para
0 < t ≤ 1.
Suponhamos, por contradic¸a˜o, que Ht0(x0, ε) = 0, para algum t0 ∈ (0, 1] e para
algum x0 ∈ ∂V . Pela continuidade de r, sabemos que existeM > 0 tal que |r(z, ε)| ≤M
para todo z ∈ V e para todo ε ∈ (0, ε0].
Uma vez que
0 = Ht0(x0, ε)
= g(x0, ε) + t0 (f(x0, ε)− g(x0, ε))
= g(x0, ε) + t0ε
k+1r(x0, ε),
segue que, g(x0, ε) = −t0εk+1r(x0, ε), de onde obtemos a desigualdade
|g(x0, ε)| ≤ |εk+1r(x0, ε)|
≤Mεk+1.
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O que na˜o e´ verdade para ε suficientemente pequeno, ja´ que
|g(x0, ε)| = |f0(x0) + εf1(x0) + ε2f2(x0) + · · ·+ εkfk(x0)| 6= 0.
Chegamos assim em um absurdo e conclu´ımos a demonstrac¸a˜o do lema.
Teorema 3.22 (Teorema da Preparac¸a˜o de Malgrange). Suponhamos que U ⊂ Rn×R
seja um conjunto aberto com (0, 0) ∈ U e f ∈ C∞(U,R) satisfac¸a
f(x, 0) = xkg(x),
para algum inteiro k ≥ 1, onde g e´ suave em uma vizinhanc¸a de x = 0 e g(0) 6= 0.
Enta˜o, existe uma func¸a˜o suave “q” definida em uma vizinhanc¸a V de (0, 0) em Rn×R
e func¸o˜es ai(ε), com i = 0, 1, · · · , k − 1, de classe C∞ em uma vizinhanc¸a da origem
em Rn tais que q(0, 0) 6= 0, ai(0) = 0 para todo i = 0, 1, · · · , k − 1 e para (x, ε) ∈ V
q(x, ε)f(x, ε) = xk +
k−1∑
i=0
ai(ε)x
i.
O Teorema 3.19 esta´ enunciado em [14].
Corola´rio 3.23. Suponhamos que as hipo´teses do Lema 3.21 estejam satisfeitas para
k = 0 e que, ale´m disso, para a ∈ D com f0(a) = 0, exista uma vizinhanc¸a V de a tal
que f0(z) 6= 0 para todo z ∈ (V¯ − {a}) e dB(f0, V, 0) 6= 0. Enta˜o, pelo menos um ramo
de zeros bifurcam de a.
Demonstrac¸a˜o. Como f0(z) 6= 0, para todo z ∈ V \{a}, segue do Lema 3.20 que
dB(f0, V \{a}, 0) = dB(f0, V, 0). Deduzimos, enta˜o, que dB(f0, Vµ, 0) 6= 0 para toda
vizinhanc¸a Vµ ⊂ V de a. Escolhamos Vµ de modo que Vµ → {a}, quando µ→ 0.
Portanto, para ε suficientemente pequeno, a func¸a˜o f(·, ε) possui pelo menos um
zero aε ∈ Vµ, o qual podemos escolher de forma que aµ → a quando ε→ 0.
Se valer a hipo´tese Jf0(a) 6= 0, podemos tambe´m, concluir pelo Teorema da Func¸a˜o
Inversa, que este ramo e´ u´nico.
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CAPI´TULO 4
A Teoria de Averaging
4.1 Nota Histo´rica
O Me´todo de Averaging e´ uma ferramenta cla´ssica, muito u´til no estudo do comporta-
mento de sistemas dinaˆmicos suaves.
O Me´todo de Averaging possui um longa histo´ria, iniciando com os trabalhos cla´ssicos
de Lagrange e Laplace que forneceram justificativas intuitivas do processo que constitui
o me´todo.
A primeira formalizac¸a˜o dos procedimentos constituintes do Me´todo de Averaging
foi dado por Fatou em 1928 [17].
Importantes contribuic¸o˜es, pra´ticas e teo´ricas, para a Teoria de Averaging, foram
feitas em 1930 por Krylov e Bogoliubov em [6] e em 1945 por Bogoliubov em [5].
Os princ´ıpios da Teoria de Averaging tem sido estendidos em diversas direc¸o˜es tanto
para sistemas diferencias de dimensa˜o finita como para sistemas diferenciais de dimensa˜o
infinita.
Para maiores informac¸o˜es sobre a Teoria de Averaging, veja, por exemplo, os livros
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de Sanders e Verhulst [35] e o livro de Verhulst [41].
4.2 O Teorema de Averaging de Primeira Ordem
Teorema 4.1 (Averaging de primeira ordem via Grau de Brouwer). Consideremos o
seguinte sistema diferencial
x˙ = εF1(t, x) + ε
2R(t, x, ε), (4.1)
onde F1 : R×D → Rn, R : R×D×(−εf , εf)→ Rn sa˜o func¸o˜es cont´ınuas, T–perio´dicas
em t e D e´ um subconjunto aberto de Rn. Definamos f1 : D → Rn por
f1(z) =
∫ T
0
F1(z, s)ds. (4.2)
Assumamos que
(i) F1 e R sa˜o localmente Lipschitz com respeito a x;
(ii) para a ∈ D com f1(a) = 0, existe uma vizinhanc¸a V de a tal que f1(a) 6= 0 para
todo z ∈ (V \{a}) e dB(f1, V, 0) 6= 0.
Enta˜o, para |ε| > 0 suficientemente pequeno, existe uma soluc¸a˜o T–perio´dica ϕ(·, ε)
do sistema (4.1) tal que ϕ(0, ε)→ a quando ε→ 0.
Teorema 4.2. A conclusa˜o do Teorema 4.1 ainda e´ va´lida sem assumirmos a condic¸a˜o
(i).
As demonstrac¸o˜es dos Teoremas 4.1 e 4.2 esta˜o feitas em [11]. Aqui demonstraremos,
somente, o Teorema 4.1.
4.2.1 Demonstrac¸a˜o do Teorema 4.1
Antes de demonstrarmos o Teorema 4.1, precisamos estabelecer alguns lemas.
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Lema 4.3. Consideremos o sistema diferencial
x˙(t) = F (t, x, ε), (4.3)
onde F : R × D × (−εf , εf) → Rn e´ uma func¸a˜o cont´ınua, T–perio´dica na primeira
varia´vel e localmente Lipschitz na segunda varia´vel e D e´ um subconjunto aberto de Rn.
Para cada z ∈ D denotamos por x(t, z, ε) a soluc¸a˜o do sistema (4.3) com x(0, z, ε) = z.
Assumamos que, para todo z ∈ D, a soluc¸a˜o x(t, z, ε) esta´ bem definida em 0 ≤ t ≤ T .
Definamos a func¸a˜o f : D × (−εf , εf)→ Rn por
f(z, ε) =
∫ T
0
F
(
t, x(t, z, ε), ε
)
dt. (4.4)
Enta˜o, x(t, zε, ε) e´ soluc¸a˜o T–perio´dica de (4.3) se, e somente se, f(zε, ε) = 0.
Demonstrac¸a˜o. Utilizando o Teorema Fundamental do Ca´lculo, podemos reescrever a
func¸a˜o (4.4) como
f(z, ε) = x(T, z, ε)− x(0, z, ε).
Suponhamos que para zε ∈ D temos que f(zε, ε) = 0. Isso implica que x(T, zε, ε) =
x(0, zε, ε). Estendendo, por periodicidade, a soluc¸a˜o x(t, zε, ε) a todo R, segue que,
x(t, zε, ε) e´ soluc¸a˜o T–perio´dica do sistema (4.3).
Por outro lado, se zε e´ tal que a soluc¸a˜o x(t, zε, ε) e´ T–perio´dica, segue que, x(T, zε, ε) =
x(0, zε, ε), de onde conclu´ımos que f(zε, ε) = 0.
Fica assim demonstrado o Lema 4.3.
Lema 4.4. Para todo z ∈ V , existe ε0 > 0 tal que, para todo ε ∈ [−ε0, ε0], a soluc¸a˜o
x(·, z, ε) do sistema (4.1) esta´ definida em [0, T ].
Demonstrac¸a˜o. Pela Proposic¸a˜o 3.17, do Cap´ıtulo 3, segue que, a soluc¸a˜o x(·, z, ε) esta´
definida para 0 ≤ t ≤ inf(T, d/M(ε)), onde M(ε) ≥ ||εF1(t, x) + ε2R(t, x, ε)||2 para
todo t ∈ [0, T ], para cada x com |x− z| ≤ d e para todo z ∈ V .
Quando |ε| > 0 e´ suficientemente pequeno, d/M(ε) pode ser tomado arbitrariamente
grande, de modo que a soluc¸a˜o esteja definida para 0 ≤ t ≤ T .
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Agora, estamos prontos para demonstrar o Teorema 4.1.
Demonstrac¸a˜o do Teorema 4.1. Observemos inicialmente que o sistema (4.1) satisfaz
todas as hipo´teses do Lema 4.3 e que a func¸a˜o f dada em (4.4) para o sistema (4.1) e´
escrita como
f(z, ε) = ε
∫ T
0
F1
(
s, x(s, z, ε)
)
ds+ ε2
∫ T
0
R
(
s, x(s, z, ε), ε
)
ds. (4.5)
Para todo t ∈ [0, T ], z ∈ V e ε ∈ [−ε0, ε0] temos a seguinte relac¸a˜o
x(t, z, ε) = z + ε
∫ t
0
F1
(
s, x(s, z, ε)
)
ds+ ε2
∫ t
0
R
(
s, x(s, z, ε), ε
)
. (4.6)
Afirmac¸a˜o 4.5. Dado (z, ε) em V × [−ε0, ε0], segue que,
f(z, ε) = εf1(z) + ε
2O(1), (4.7)
com f1 definido em (4.2).
Observe que existe um subconjunto compacto K ⊂ D, tal que x(t, z, ε) ∈ K para
todo t ∈ [0, T ], z ∈ V e ε ∈ [−ε0, ε0]. Enta˜o, pela continuidade de R em [0, T ]×K ×
[−ε0, ε0] existe NK > 0 tal que R
(
t, x(t, z, ε), ε
) ≤ NK . Da´ı, segue que,
∫ T
0
R
(
t, x(t, z, ε), ε
)
ds ≤
∫ T
0
NKds = TNK = O(1).
Por outro lado
ε
∫ T
0
F1
(
s, x(s, z, ε)
)
ds = ε
∫ T
0
F1
(
s, x(s, z, ε)
)− F1(s, z)ds+ ε
∫ T
0
F1(s, z)ds
= ε
∫ T
0
F1
(
s, x(s, z, ε)
)− F1(s, z)ds+ εf1(z).
Substituindo esta u´ltima relac¸a˜o em (4.5), segue que,
f(z, ε)− εf1(z) = ε
∫ T
0
F1
(
s, x(s, z, ε)
)− F1(s, z)ds + ε2O(1).
Usando o fato de F1 ser Lipschitz com respeito a x em [0, T ]×K e a relac¸a˜o obtida
em (4.6), segue que,
||F1
(
s, x(s, z, ε)
)− F1(s, z)||2 ≤ LK ||x(s, z, ε)− z||2 = εO(1).
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Portanto, a igualdade (4.7) e´ satisfeita.
Aplicando o Corola´rio 3.23, temos que a hipo´tese (ii) assegura a existeˆncia de um
ramo de soluc¸a˜o zε da equac¸a˜o f(z, ε) = 0, mais ainda zε → a quando ε→ 0.
Portanto, pelo Lema 4.3, ϕ(·, ε) = x(·, zε, ε) e´ uma soluc¸a˜o perio´dica do sistema
(4.1) tal que ϕ(0, ε)→ a quando ε→ 0.
O Corola´rio, que enunciaremos a seguir, ira´ nos auxiliar na demonstrac¸a˜o do Teo-
rema 1.4.
Tomemos x0 ∈ D. E´ claro que D e´ uma sec¸a˜o do espac¸o R × D. Denotemos por
x(t, x0, ε) a soluc¸a˜o da equac¸a˜o diferencial (4.1), satisfazendo x(0, x0, ε) = z. Dado
U ⊂ D uma vizinhanc¸a de x0, definamos a aplicac¸a˜o Pε : U → D por
Pε(z) = x(T, z, ε).
A aplicac¸a˜o P (z) e´ conhecida por Aplicac¸a˜o de Poincare´ e, para |ε| > 0 suficiente-
mente pequeno, esta´ bem definida, pelo Lema 4.4.
Corola´rio 4.6. A Aplicac¸a˜o de Poincare´ Pε(z), definido acima, para ε suficientemente
pequeno, e´ dado por
Pε(z) = z + εf1(z) +O(ε2).
Demonstrac¸a˜o. Pela demonstrac¸a˜o do Teorema 4.1 sabemos que
x(T, z, ε) = z + f(z, ε),
e que
f(z, ε) = εf1(z) +O(ε2).
O resultado segue imediatamente das duas igualdades acima.
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CAPI´TULO 5
Demonstrac¸a˜o do Teorema de
Averaging para Sistemas
Descont´ınuos
5.1 Lemas Auxiliares
Antes de demonstrarmos o Teorema 1.4, precisamos estabelecer alguns lemas. Assuma-
mos va´lido o conjunto de hipo´teses H.
Lema 5.1. A func¸a˜o φδ e´ globalmente 1/δ–Lipschitz.
Demonstrac¸a˜o. Se u1 ≤ −δ < δ ≤ u2, enta˜o, |φδ(u1) − φδ(u2)| = 2 = (1/δ)2δ ≤
(1/δ)|u1 − u2|.
Se u1, u2 ≤ −δ ou u1, u2 ≥ δ, enta˜o, |φδ(u1)− φδ(u2)| = 0 ≤ (1/δ)|u1 − u2|.
Agora, fixemos u1 ∈ (−δ, δ).
Se |u2| < δ, enta˜o, |φδ(u1)− φδ(u2)| = (1/δ)|u1 − u2|.
Se |u2| ≥ δ, enta˜o, |φδ(u1)− φδ(u2)| ≤ max{|1/δ|, |1/u2|}|u1 − u2| ≤ (1/δ)|u1 − u2|.
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Conclu´ımos, enta˜o, a demonstrac¸a˜o do lema.
E´ utilizado, na hipo´tese H2, o conceito do Grau de Brouwer (ver Cap´ıtulo 3). Mos-
traremos, no pro´ximo lema, que tal conceito esta´ bem definido para a func¸a˜o promediada
f0 definida em (1.2).
Lema 5.2. A func¸a˜o promediada f0 e´ cont´ınua em Σ0.
Demonstrac¸a˜o. Fixemos z0 ∈ Σ0 e S = (R× D)\M, o qual e´ um subconjunto aberto
de R×D.
Por hipo´tese, temos que a aplicac¸a˜o hz0 : t 7→ h(t, z0) e´ de classe C1 e se anula
somente em um subconjunto finito de pontos T = {t1, t2, · · · , tk−1} ⊂ [0, T ].
Tomemos t0 = 0 e tk = T , enta˜o, h(t, z0)h(s, z0) > 0 para t, s ∈ (ti, ti+1) e
i = 0, 1, · · · , k − 1, isto e´, h(t, z0) mantem o sinal constante para t ∈ (ti, ti+1) e
i = 0, 1, · · · , k − 1.
Para z ∈ D em alguma vizinhanc¸a de z0, temos que
||f0(z)− f0(z0)|| ≤
∫ T
0
||F1(t, z0)− F1(t, z)||dt
+
∫ T
0
||sign(h(t, z0))F2(t, z0)− sign(h(t, z))F2(t, z)||dt
≤ TL||z0 − z||+
∫ T
0
F˜ (t, z)dt
≤ TL||z0 − z||+
k−1∑
i=0
∫ ti+1
ti
F˜ (t, z)dt,
onde F˜ (t, z) = ||sign(h(t, z0))F2(t, z0)− sign(h(t, z))F2(t, z)||. Definamos Ii = (ti, ti+1)
e Iγi = [ti + γ, ti+1 − γ] para i = 1, 2, · · · , k − 1. Note que existe γ0 > 0 tal que Iγi ⊂ Ii
para todo 0 < γ ≤ γ0.
O conjunto Iγi × {z0} ⊂ S e´ compacto, enta˜o, existe uma bola B(z0, rγi ) tal que
Iγi × B(z0, rγi ) ⊂ S. Podemos ainda assumir que rγi < γ para i = 1, 2, · · · , k − 1.
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Observe que
F˜ (t, z) ≤ ||sign(h(t, z0))F2(t, z0)||+ ||sign(h(t, z))F2(t, z)||
= ||F2(t, z0)||+ ||F2(t, z)||.
Tomemos, enta˜o, M0 = sup{||F2(t, z0)||+ ||F2(t, z)|| : (t, z) ∈ [0, T ]× B(z0, γ0)}.
Definamos
Kγ =
k−1⋂
i=1
B(z0, r
γ
i ) 6= ∅,
assim, para z ∈ Kγ temos que
∫ t1+i
ti
F˜ (t, z) =
∫
I
γ
i
F˜ (t, z) +
∫ ti+γ
ti
F˜ (t, z) +
∫ ti+1
ti+1−γ
F˜ (t, z)
≤ TL||z0 − z||+ 2γM0.
Uma vez que ||z0 − z|| < rγi < γ, segue que, para 0 < γ ≤ γ0
||f0(z0)− f0(z)|| ≤ (TL(k + 1) + 2kM0)γ = Cγ,
Portanto, dado ǫ > 0, podemos escolher γ = ǫ/C, de modo que, se ||z0 − z|| < γ,
enta˜o, ||f0(z0)− f0(z)|| < ǫ.
Lema 5.3. Sejam z0 ∈ Σ0 e α > 0. Existe uma vizinhanc¸a U de z0 tal que se z ∈ U e
h(α, z0)h(α, z) ≥ 0, enta˜o, para β > α, temos que∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z)dt
∣∣∣∣
∣∣∣∣ ≤ L||z0 − z||+O (||z0 − z||2) .
Demonstrac¸a˜o. Ana´logo ao que foi feito na demonstrac¸a˜o do Lema 5.2, podemos par-
ticionar o intervalo [α, β] em finitos subintervalos com extremos contidos no conjunto
ordenado T = {t0, t1, t2, · · · , tk−1, tk} ⊂ [a, b], onde t0 = α e tk = β. Mais ainda,
h(t, z0)h(s, z0) > 0 para t, s ∈ (ti, ti+1) e i = 0, 1, · · · , k − 1.
Fixado t¯ ∈ [0, T ], denotemos por Mt¯ o subconjunto de M dado por
Mt¯ = {(t¯, z) ∈M : h(t¯, z) = 0}.
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Dado r > 0, definamos tambe´m a func¸a˜o Γ(r) como sendo
inf
i,γ
{
γ : dis ((ti + γ, z0),Mti+γ) > r, dis
(
(ti+1 − γ, z0),Mti+1−γ
)
> r
}
.
O fato da variedadeM ser regular de classe C1, implica que, para r¯ suficientemente
pequeno, a func¸a˜o Γ(r) e´ de classe C1 para r ∈ (0, r¯). Mais ainda,
dΓ
dr
(0) > 0 e lim
r→0
Γ(r) = 0,
sendo assim, pelo Teorema da Func¸a˜o Inversa, a func¸a˜o Γ(r) e´ localmente invers´ıvel.
Note que a diferencial e o limite calculados acima, ao considerarmos r ∈ R, se
tornam derivada e limite lateral.
Expandindo, em Se´rie de Taylor, a func¸a˜o Γ(r), para r ≥ 0 suficientemente pequeno,
temos que
Γ(r) =
dΓ
dr
(0)r +O(r2).
Tomemos r = ||z0 − z|| suficientemente pequeno. Pela demonstrac¸a˜o do Lema 5.2,
segue que, para γ = Γ(r) e´ va´lida a desigualdade∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z)dt
∣∣∣∣
∣∣∣∣ ≤ A||z0 − z|| +Bγ,
com A,B > 0. Pore´m, como
γ = Γ(r)
= Γ(||z0 − z||)
=
dΓ
dr
(0)||z0 − z|| +O
(||z0 − z||2) ,
segue que,∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z)dt
∣∣∣∣
∣∣∣∣ ≤
(
A+B
dΓ
dr
(0)
)
||z0 − z||+O
(||z0 − z||2) .
Lema 5.4. Nas hipo´tese do Lemma 5.3, assumamos que z ∈ K com K ⊂ D uma
vizinha compacta de z0, enta˜o, o resultado do Lema 5.3, ainda e´ va´lido.
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Demonstrac¸a˜o. De fato, podemos cobrir o conjunto K com abertos Uz, para z ∈ K,
onde em cada aberto e´ va´lido o Lema 5.3.
Por compacidade, existem finitos pontos z0, z1, · · · , zm tais que, as suas respectivas
vizinhanc¸as ainda cobrem o conjunto K.
Por serem conjuntos abertos, a unia˜o finita de subconjuntos da cobertura deve
interceptar outro subconjunto da cobertura. Dessa forma, dado z ∈ K, e´ poss´ıvel
encontrar uma colec¸a˜o de pontos {z0, zi1 , · · · , zij , z} conectados por suas respectivas
vizinhanc¸as. Sendo assim,
∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z)dt
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z1) + F (t, z1)∓ · · ·
−F (t, zij ) + F (t, zij)− F (t, z)dt
∣∣∣∣
≤
∣∣∣∣
∣∣∣∣
∫ β
α
F (t, z0)− F (t, z1)dt
∣∣∣∣
∣∣∣∣+ · · ·
+
∣∣∣∣
∣∣∣∣
∫ β
α
F (t, zij)− F (t, z)dt
∣∣∣∣
∣∣∣∣
≤ L1||z0 − z1||+ · · ·+ Lij−1||zij − z1||
+O (||z0 − z1||2)
≤ L||z0 − z||+O
(||z0 − z||2) .
Seja a como na hipo´tese H2, enta˜o, pelo Lema 5.2, f0 e´ cont´ınua em a. Mais
ainda, 0 /∈ f0(∂(V )), logo existe uma vizinhanc¸a V de a tal que f0 e´ cont´ınua. Assim,
pelos Teoremas 3.18 e 3.19 do Cap´ıtulo 3, existe uma u´nica aplicac¸a˜o satisfazendo as
propriedades do Grau de Brouwer para a func¸a˜o f0(z) com z ∈ V . Denotamos esta
aplicac¸a˜o por dB(f0, V, 0).
Lema 5.5. Dado o subconjunto compacto K ⊂ D, existe |ε¯| > 0 tal que, as Soluc¸o˜es de
Filippov do sistema (1.1), passando por pontos em K, sa˜o unicamente definidas para
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todo ε ∈ [−ε¯, ε¯]. Mais ainda, tais soluc¸o˜es esta˜o bem definidas em todo o intervalo
[0, T ]
Demonstrac¸a˜o. O sistema (1.1) pode ser escrito como o Sistema de Filippov Autoˆnomo
em Rn+1
(
τ ′ , x′
)
=


X(τ, x, ε), se h(τ, x) > 0,
0, se h(τ, x) = 0,
Y (τ, x, ε), se h(τ, x) < 0,
(5.1)
onde
X(τ, x, ε) =


1
ε(F1(τ, x) + F2(τ, x)) + ε
2(R1(τ, x, ε) +R2(τ, x, ε))

 ,
Y (τ, x, ε) =


1
ε(F1(τ, x)− F2(τ, x)) + ε2(R1(τ, x, ε)− R2(τ, x, ε))

 .
Observe que
(Xh)(Y h) = 〈∇h,X〉〈∇h, Y 〉
= (∂th)
2 + ∂th (〈∇xh,X〉+ 〈∇xh, Y 〉) + 〈∇xh,X〉〈∇xh, Y 〉
= (∂th)
2 + ε2∂th〈∇xh, F1〉
+ε2
(
2∂th〈∇xh,R1〉+ 〈∇xh, F1〉2 − 〈∇xh, F2〉2
)
+ε32 (〈∇xh, F1〉〈∇xh,R1〉 − 〈∇xh, F2〉〈∇xh,R2〉)
+ε4
(〈∇xh,R1〉2 − 〈∇xh,R2〉2) .
Fixemos agora, o conjunto K = ([0, T ]×D1), com D1 ⊂ D subconjunto compacto.
Observe que K e´ um subconjunto compacto de [0, T ]×D.
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O conjunto obtido da intersec¸a˜o K∩M na˜o e´, necessariamente, conexo, sendo assim,
dado (t, x) ∈ K ∩M, denotemos por K(t,x) a componente conexa de K ∩M contendo
o ponto (t, x).
A variedade M e´ fechada, logo K ∩M e´ um subconjunto compacto de M. Da´ı,
segue que, o conjunto K ∩M possui, somente, uma quantidade finita de componentes
conexas. Sendo assim, podemos escolher um conjunto finito de representantes (tm, xm)
com m = 1, 2, · · · , l, tal que
K ∩M =
l⊔
m=1
Km,
onde Km = K(tm,xm).
Observe que, para m = 1, 2, · · · , l, Km e´ um subconjunto compacto de K ∩M.
Suponhamos que para algum i ∈ {1, 2, · · · , l}, ∂th(t, x) 6= 0 para todo (t, x) ∈ Ki,
enta˜o, pela compacidade do conjunto Ki e pela continuidade da aplicac¸a˜o (t, x) 7→
∂th(t, x), segue que, existe uma constante Ci > 0 tal que (∂th(t, x))
2 > Ci para todo
(t, x) ∈ Ki.
Sendo assim, pela continuidade das aplicac¸o˜es envolvidas na expressa˜o de (Xh)(Y h)
e, novamente, pela compacidade do conjunto Ki, segue que, existe εi > 0, tal que para
todo ε ∈ [−εi, εi], (Xh)(Y h)(t, x) > 0 para todo (t, x) ∈ Ki.
Suponhamos agora que, para j ∈ {1, 2, · · · , l}, ∂th(t, x) = 0 para algum (t, x) ∈ Kj .
Pela hipo´tese H3, segue que, para todo (t, x) ∈ Kj
(
∂th〈∇xh, F1〉+ ε〈∇xh, F1〉
2 − 〈∇xh, F2〉2
2
)
(t, x) ≥ εξj(t, x),
onde ξj = ξ(tj ,xj) : R × D → R e´ uma func¸a˜o cont´ınua e positiva. Sendo assim, existe
uma constante Cj > 0 tal que ξj(t, x) > Cj, para todo (t, x) ∈ Kj .
Por outro lado
(Xh)(Y h) =
(
∂th+ ε
2〈∇xh,R1〉
)2
+ 2ε
(
∂th〈∇xh, F1〉+ ε〈∇xh, F1〉
2 − 〈∇xh, F2〉2
2
)
+ε3O(1) ≥ εξ(t, x) + ε3O(1).
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Sendo assim, pela continuidade das aplicac¸o˜es contidas em O(1), na desigualdade
acima para (Xh)(Y h), e, novamente, pela compacidade do conjunto Kj , segue que,
existe εj > 0, tal que para ε ∈ [−εj , εj]\{0}, (Xh)(Y h)(t, x) > 0 para todo (t, x) ∈ Kj .
Portanto, fixado o compacto K, se escolhermos
εK = min{εi : i = 1, 2, · · · , l},
enta˜o, para ε ∈ [−εK , εK ]\{0}, segue que
(Xh)(Y h)(t, x) > 0,
para todo (t, x) ∈ K ∩ M. Portanto, a variedade de descontinuidade M e´ do tipo
costura na intersec¸a˜o com o compacto K para ε ∈ [−εK , εK]\{0}.
Aplicando a Proposic¸a˜o 3.16, do Cap´ıtulo 3, obtemos que por z ∈ K ∩Σ passa uma
u´nica soluc¸a˜o, para ε ∈ [−εK , εK]. Observe que aqui, estamos fazendo a identificac¸a˜o,
D1 ≡ K ∩ Σ, i.e., z ≡ (0, z). Tais soluc¸o˜es podem, por ventura, colidirem fora do
compacto K.
Denotemos por ϕε(s, t, z) a soluc¸a˜o do sistema (1.1) passando por (t, z) ∈ Σ, ou
seja, ϕε(0, t, z) = (t, z). Pela Proposic¸a˜o 3.15, as soluc¸o˜es esta˜o definidas para todo o
intervalo [0, T ], sendo a demonstrac¸a˜o desse fato ana´loga a demonstrac¸a˜o do Lema 4.4,
no Cap´ıtulo 4.
Uma vez que, para ε = 0, as soluc¸o˜es do sistema (1.1) sa˜o unicamente definidas
para todo o intervalo [0, T ]; e para ε ∈ [−εK , εK ]\{0}, o conjunto K ∩M e´ do tipo
costura, conclu´ımos que, para cada (t, z, ε) ∈ K × [−εK , εK], existe uma vizinhanc¸a
pre´–compacta V (t, z, ε) ⊂ [0, T ]×D×R do conjunto compacto ϕε([0, T ], t, z), tal que,
se (t˜, z˜, ε˜) ∈ K ∩V (t, z, ε), enta˜o, K ∩ϕε˜([0, T ], t˜, z˜) ⊂ V (t, z, ε). Esta u´ltima afirmac¸a˜o
decorre dos resultados de dependeˆncia cont´ınua das soluc¸o˜es sobre as condic¸o˜es iniciais
e sobre os paraˆmetros para sistemas cont´ınuos. Ora, dentro do compacto K, as soluc¸o˜es
sa˜o dadas como composic¸a˜o de soluc¸o˜es de sistemas cont´ınuos, sendo assim, tambe´m
obedecem tais resultados.
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Consideremos, enta˜o, a cobertura
K × [−εK , εK] ⊂
⋃{
V (t, z, ε) : (t, z) ∈ K e ε ∈ [−εK , εK ]
}
.
Pela compacidade do conjunto K × [−εK , εK ], segue que, existem finitos (t1, z1, ε1),
(t2, z2, ε2), · · · , (tl, zl, εl) tais que
K × [−εK , εK] ⊂
l⋃
i=1
V (ti, zi, εi).
Agora, para cada i = 1, 2, · · · , l o conjunto V (ti, zi, εi) e´ um compacto, logo existe
εi > 0 tal que, para todo ε ∈ [−εi, εi], a variedade de descontinuidade M e´ do tipo
costura na intersec¸a˜o com o compacto V (ti, zi, εi).
Portanto, se tomarmos
K+ =
l⋃
i=1
V (ti, zi, εi)
e ε¯ = min{εK , εi : i = 1, 2, · · · , l}, segue que, para todo (t, z) ∈ K e para todo
ε ∈ [−ε¯, ε¯] a o´rbita ϕε([0, T ], t, z) esta´ inteiramente contida emK+ e costura a variedade,
o que, pela Proposic¸a˜o 3.16, nos garante a unicidade das o´rbitas iniciando em K, para
ε ∈ [−ε¯, ε¯].
Procedendo com a φ–regularizac¸a˜o do Sistema de Filippov (1.1) obtemos
x′(t) = εFδ(t, x) + ε
2Rδ(t, x, ε), (5.2)
com
Fδ(t, x) = F1(t, x) + φδ(h(t, x))F2(t, x)
e
Rδ(t, x, ε) = R1(t, x, ε) + φδ(h(t, x))R2(t, x, ε),
onde φδ : R→ R e´ a func¸a˜o de classe C0 definida em (1.2).
Definamos a func¸a˜o promediada do sistema (5.2) por
fδ(z) =
∫ T
0
Fδ(t, z)dt. (5.3)
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Observe que para z ∈ Σ0
lim
δ→0
fδ(z) = f0(z).
Precisamos garantir que a hipo´tese (i) do Teorema 4.1, do Cap´ıtulo 4, e´ va´lida para
as func¸o˜es Fδ e Rδ. Para isso, provamos o seguinte lema.
Lema 5.6. As func¸o˜es Fδ e Rδ sa˜o localmente Lipschitz na segunda varia´vel.
Demonstrac¸a˜o. SejaK ⊂ D um subconjunto compacto. DenotemosM = sup{|F2(t, x)| :
(t, x) ∈ [0, T ] ×K}, o qual esta´ bem definido pela continuidade da aplicac¸a˜o (t, x) 7→
|F2(t, x)| e pela compacidade do conjunto [0, T ]×K.
Para x1 e x2 em K, temos que
||Fδ(t, x1)− Fδ(t, x2)|| = ||F1(t, x1)− F1(t, x2)
+φδ ◦ h(t, x1)F2(t, x1)− φδ ◦ h(t, x2)F2(t, x2)||
≤ ||F1(t, x1)− F1(t, x2)||
+||φδ ◦ h(t, x1)F2(t, x1)− φδ ◦ h(t, x2)F2(t, x2)||
≤ L||x1 − x2||+ ||φδ ◦ h(t, x1)||||F2(t, x1)− F2(t, x2)||
+||F2(t, x2)||||φδ ◦ h(t, x1)− φδ ◦ h(t, x2)||
≤ 2L||x1 − x2||+ M
δ
|h(t, x1)− h(t, x2)|
≤
(
2L+
ML
δ
)
||x1 − x2|| = Lδ||x1 − x2||.
O que conclui a demonstrac¸a˜o para Fδ. A demonstrac¸a˜o para Rδ e´ ana´loga.
Agora, estamos prontos para demonstrar o Teorema 1.4.
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5.2 Demonstrac¸a˜o do Teorema 1.4
Na demonstrac¸a˜o deste teorema, estudaremos as Aplicac¸o˜es de Poincare´ dos sistemas
(1.1) e (5.2). Para definir a Aplicac¸a˜o de Poincare´ do sistema (5.2), vamos reescreveˆ-lo
como o sistema diferencial autoˆnomo em Rn+1
τ ′(t) = 1,
x′(t) = εFδ(τ, x) + ε
2Rδ(τ, x, ε).
(5.4)
Para cada z ∈ D, denotemos por t 7→ (τ(t, z), xδ(t, z, ε)) a soluc¸a˜o do sistema (5.4)
com condic¸o˜es iniciais
τ(0, z) = 0, xδ(0, z, ε) = z.
O campo vetorial correspondente ao sistema (5.4) e´ o mesmo em cada faixa vertical
de comprimento T no espac¸o de dimensa˜o n+ 1 com coordenadas (τ, x). Sendo assim,
pelo ponto de vista geome´trico, e´ conveniente considerarmos o sistema (5.4) definido
em um “cilindro” S1×D obtido identificando-se o conjunto Σ com as retas {(τ, x) : τ =
nT, } para n ∈ Z (veja a Figura 5.1). Para este cilindro, Σ e´ uma sec¸a˜o transversal ao
fluxo do sistema (5.4). Mais ainda, se z ∈ D e´ a coordenada de um ponto em Σ, enta˜o,
a Aplicac¸a˜o de Poincare´ associada a z e´ dada por
P εδ (z) = xδ(T, z, ε).
Observemos que existe ε0 > 0 tal que, para ε ∈ [−ε0, ε0], a soluc¸a˜o
t 7→ (τ(t, z), xδ(t, z, ε))
esta´ unicamente definida no intervalo [0, T ]. De fato, procedendo de forma ana´loga a`
demonstrac¸a˜o do lema 4.4, se (t−z , t
+
z ) e´ o intervalo maximal de definic¸a˜o da soluc¸a˜o pas-
sando por (0, z), enta˜o, pelo Teorema 3.17, do Cap´ıtulo 3, t+z > hz e hz = inf(T, d/m(ε))
ondem(ε) ≥ ||εFδ(t, x)+ε2Rδ(t, x, ε)|| para todo t ∈ [0, T ], para todo x com ||x−z|| ≤ d
e para todo z ∈ D. Quando ε > 0 e´ suficientemente pequeno, d/m(ε) pode ser arbitrari-
amente grande, de modo que hz = T para todo z ∈ D. Sendo assim, para ε ∈ [−ε0, ε0],
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t
Σ
Rn
nT≡0
Figura 5.1: Cilindro Generalizado.
a Aplicac¸a˜o de Poincare´ do sistema (5.4) esta´ bem definida e e´ cont´ınua para todo
z ∈ D.
Portanto, o Corola´rio 4.6, do Cap´ıtulo 4, implica que
P εδ (z) = z + εfδ(z) +O(ε2).
Podemos tambe´m verificar a afirmac¸a˜o acima utilizando os resultados sobre de-
pendeˆncia diferencial das soluc¸o˜es do sistema (5.2) sobre o paraˆmetro ε (veja, por
exemplo, Corola´rio 3 de [36], cap´ıtulo II, sec¸a˜o 3).
Denotemos por P ε(z) a Aplicac¸a˜o de Poincare´ do sistema (1.1). E´ claro que o limite
pontual da Aplicac¸a˜o de Poincare´ do sistema (5.2), quando δ → 0, e´ a Aplicac¸a˜o de
Poincare´ do sistema (1.1) e o limite pontual em Σ0 da func¸a˜o promediada fδ, quando
δ → 0, e´ a func¸a˜o promediada f0.
Por definic¸a˜o, os pontos fixos de P ε e de P εδ correspondem, respectivamente, a`s
o´rbitas perio´dicas dos sistemas (1.1) e (5.2) definidos no cilindro. E´ fa´cil ver que os
pontos fixos de P εδ tambe´m correspondem a`s o´rbitas perio´dicas do sistema original (5.2)
definido em todo R×D (veja, por exemplo, [13]); o mesmo ocorre para P ε.
76
5 Demonstrac¸a˜o do Teorema de Averaging para Sistemas Descont´ınuos
Demonstrac¸a˜o. Dividiremos a demonstrac¸a˜o do teorema em seis afirmac¸o˜es.
Afirmac¸a˜o 5.7. Dado o subconjunto compacto D1 ⊂ D, enta˜o, para ε > 0 suficiente-
mente pequeno, a o´rbita do Sistema de Fillipov (1.1), passando por z ∈ D1, intercepta
a variedade de descontinuidade M em um nu´mero finito de pontos, para 0 ≤ t ≤ T .
Seja x(t, z, ε) a Soluc¸a˜o de Filippov do sistema (1.1) tal que x(0, t, ε) = z ∈ K. A
o´rbita passando por z ∈ D1 no Cilindro Generalizado (Espac¸o de Fase do Sistema de
Filippov (1.1). Veja a Figura 5.1) e´ dada pela curva γε(t) = (t, x(t, z, ε)), a qual, pelo
Lema 5.5, esta´ bem definida para todo t ∈ [0, T ] e intercepta intercepta a variedadeM
somente em pontos de costura, para ε > 0 suficientemente pequeno.
Suponhamos, por absurdo, que a o´rbita γε(t) intercepta a variedade M infinitas
vezes, sendo assim, existe uma sequeˆncia estritamente crescente (ti)i∈N ⊂ [0, T ] tal que
h(ti, x(ti, z, ε)) = 0 para todo i ∈ N. Enta˜o, existe uma subsequencia convergente
(tij )j∈N tal que tij → t¯ ∈ [0, T ].
Pela continuidade da o´rbita, segue que, γε([0, T ]) e´ uma curva compacta, logo se
z¯ = x(t¯, z, ε), enta˜o, (t¯, z¯) ∈ γ([0, T ]).
Pela continuidade da func¸a˜o h, segue que, h(t¯, z¯) = 0, implicando que (t¯, z¯) ∈M.
Como t¯ e´ ponto de acumulac¸a˜o, segue que, dado ǫ > 0, existe j0 > 0, tal que
tij ∈ (t¯− ǫ, t¯+ ǫ), para todo j ≥ j0. Sendo assim, a o´rbita γε(t) intercepta a variedade
M, para t ∈ (t¯− ǫ, t¯ + ǫ), em um nu´mero infinito de pontos.
Obtemos assim, um absurdo. Uma vez que, pelo Lemma 5.5, (t¯, z¯) e´ um ponto
de costura da variedade de descontinuidade M que e´ atingido pela o´rbita γε(t), do
Sistema de Filippov (1.1) e a Proposic¸a˜o 3.16, do Cap´ıtulo 3, nos garante a o´rbita γε(t)
atravessa o ponto (t¯, z¯), ou seja, existe ǫ0 > 0 tal que h(t, x(t, z, ε)) 6= 0 para todo
t ∈ (t¯− ǫ0, t¯+ ǫ0)\{t¯}.
Afirmac¸a˜o 5.8. Dado o subconjunto compacto D1 ⊂ D, enta˜o, para ε > 0, suficiente-
mente pequeno, z ∈ D1 e t¯ ∈ (0, T ], temos que
x(t¯, z, ε) = z + ε
∫ t¯
0
F (t, x(t, z, ε))dt+ ε2
∫ t¯
0
R(t, x(t, z, ε), ε)dt,
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onde F e R sa˜o as func¸o˜es definidas no Teorema 1.4.
Tomemos z ∈ D, pela Definic¸a˜o 3.11 e pela Afirmac¸a˜o 5.7, a o´rbita passando por
z ∈ D1 pode ser decomposta em finitas partes diferencia´veis,
x(t, z, ε) =


x1(t, z, ε), se 0 = t0 ≤ t ≤ t1
x2(t, z, ε), se t1 ≤ t ≤ t2
...
xi(t, z, ε), se ti−1 ≤ t ≤ ti
...
xk(t, z, ε), se tk−1 ≤ t ≤ tk = T,
para as quais e´ valida a seguinte relac¸a˜o de recorreˆncia
x1(0, z, ε) = z e xi+1(ti, z, ε) = xi(ti, z, ε),
para i = 1, 2, · · · , k − 1.
Temos tambe´m que, cada xi(t, z, ε), para i = 1, 2, · · · , k − 1, satisfaz a equac¸a˜o
diferencial (1.1). Sendo assim, para t ∈ (ti, ti+1)
xi+1(t, z, ε) = xi+1(ti, z, ε) + ε
∫ ti+1
ti
F (t, x(t, z, ε))dt+ ε2
∫ ti+1
ti
R(t, x(t, z, ε), ε)dt,
= xi(ti, z, ε) + ε
∫ ti+1
ti
F (t, x(t, z, ε))dt+ ε2
∫ ti+1
ti
R(t, x(t, z, ε), ε)dt.
Em particular, a soluc¸a˜o x(t, z, ε), do sistema (1.1), esta´ definida para 0 ≤ t ≤ T .
Sendo assim, pela unicidade de Soluc¸o˜es de Filippov do sistema (1.1), dada pelo Lema
5.5, segue que,
P ε(z) = x(T, z, ε)
= x1(t1, ·, ε) ◦ x2(t2, ·, ε) ◦ · · · ◦ xk(T, ·, ε)(z).
Portanto, a Aplicac¸a˜o de Poincare´ P ε(z), do sistema (1.1), e´ dada como composic¸a˜o
de aplicac¸o˜es cont´ınuas em z (veja a Figura 5.2), de onde tal continuidade e´ obtida pelos
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t
Σ
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z
P ε(z)
Figura 5.2: Aplicac¸a˜o de Poincare´.
resultados sobre dependeˆncia cont´ınua das soluc¸o˜es de equac¸o˜es diferenciais cont´ınuas
sobre o paraˆmetro ε (veja, por exemplo, Teorema 1 de [36], cap´ıtulo II, sec¸a˜o 2). Logo,
para ε > 0 suficientemente pequeno, P ε(z) tambe´m e´ uma aplicac¸a˜o cont´ınua em z.
Uma vez que, existe k¯ ∈ {1, 2, · · · , k − 1}, de modo que t¯ ∈ (tk¯, tk¯+1), enta˜o,
x(t¯, z, ε) = xk¯(t¯, z, ε)
= xk¯−1(tk¯−1, z, ε) + ε
∫ t¯k
tk¯−1
F (t, x(t, z, ε))dt+ ε2
∫ tk¯
tk¯−1
R(t, x(t, z, ε), ε)dt,
podemos proceder por induc¸a˜o em i e obter a afirmac¸a˜o.
Afirmac¸a˜o 5.9. Dado o subconjunto compacto D1 ⊂ D, se z ∈ D1, enta˜o, a Aplicac¸a˜o
de Poincare´ P ε(z) do Sistema de Filippov (1.1), para ε > 0 suficientemente pequeno, e´
dada por
P ε(z) = z + εf0(z) +O(ε2).
Se denotarmos
f(z, ε) = ε
∫ T
0
F
(
t, x(t, z, ε)
)
dt+ ε2
∫ T
0
R
(
t, x(t, z, ε), ε
)
dt, (5.5)
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enta˜o, pela Afirmac¸a˜o 5.8, segue que,
P ε(z) = x(T, z, ε) = z + f(z, ε).
Observe que existe subconjunto compacto D+ ⊂ D, tal que x(t, z, ε) ∈ D+ para
todo t ∈ [0, T ], z ∈ D1 e ε ∈ [−ε¯ε¯]. Uma vez que, a func¸a˜o R e´ cont´ınua por partes
em [0, T ]×K × [−ε¯ε¯], segue que, existe NK > 0 tal que R
(
t, x(t, z, ε), ε
) ≤ NK . Sendo
assim, ∫ T
0
R
(
t, x(t, z, ε), ε
)
dt ≤
∫ T
0
NKdt = TNK = O(1).
Pelo Teorema Fundamental do Ca´lculo, se t ∈ (ti, ti+1), enta˜o,
F (t, x(t, z, ε)) =
d
dt
∫ t
ti
F (s, x(t, z, ε))ds−
∫ t
ti
(
d
dt
x(t, z, ε)
)
∇xF (s, x(t, z, ε))ds,
=
d
dt
∫ t
ti
F (s, x(t, z, ε))ds+O(ε).
(5.6)
Sendo assim,
f(z, ε) = ε
∫ T
0
F
(
t, x(t, z, ε)
)
dt+O(ε2),
= ε
k−1∑
i=0
∫ ti+1
ti
F
(
t, x(t, z, ε)
)
dt+O(ε2),
= ε
k−1∑
i=0
∫ ti+1
ti
d
dt
(∫ t
ti
F (s, x(t, z, ε))ds
)
dt+O(ε2),
= ε
k−1∑
i=0
∫ ti+1
ti
F (s, x(ti+1, z, ε))ds+O(ε2).
Agora
||f(z, ε)− εf0(z)|| ≤
∣∣∣∣
∣∣∣∣ε
∫ T
0
F
(
t, x(t, z, ε)
)− F (t, z)dt
∣∣∣∣
∣∣∣∣+O(ε2),
≤ ε
k−1∑
i=0
Li||x(ti+1, z, ε)− z||+O(||x(ti+1, z, ε)− z||2) +O(ε2),
≤ O(ε2),
onde a u´ltima desigualdade e´ decorrente da Afirmac¸a˜o 5.8.
80
5 Demonstrac¸a˜o do Teorema de Averaging para Sistemas Descont´ınuos
Portanto, segue a igualdade
f(z, ε) = εf0(z) +O(ε2),
de onde conclu´ımos a afirmac¸a˜o.
Afirmac¸a˜o 5.10. Existe δ0 > 0 de modo que para todo 0 < δ ≤ δ0 existe aδ tal que
fδ(aδ) = 0 e para o qual a hipo´tese H2 e´ va´lida.
Seja a ∈ V dado pela hipo´tese H2. Sabemos que f0(z) 6= 0 para todo z ∈ V \{a}.
Consideremos a homotopia cont´ınua {fδ, 0 ≤ δ ≤ 1}. Suponhamos que exista sequeˆncia
(zi)i∈N em ∂V em [0, 1] tal que f 1
i
(zi) = 0 para todo i ∈ N. Uma vez que, ∂V e´ um
conjunto fechado e a sequeˆncia (zi)i∈N e´ limitada, segue que, existe uma subsequencia
convergente (zij )j∈N, tal que z
ij → z0 ∈ ∂V , quando j → ∞. Sendo assim, f 1
ij
(zij ) →
f0(z0), quando j →∞. De onde, segue que, f0(z0) = 0, contradizendo a hipo´tese H2.
Sendo assim, podemos escolher δ0 > 0 tal que 0 /∈ fδ(∂V ) para 0 ≤ δ ≤ δ0. Enta˜o,
pelo item (iii) do Teorema 3.18 do Cap´ıtulo 3, conclu´ımos que dB(fδ, V, 0) 6= 0 para
0 ≤ δ ≤ δ0. Sendo assim, pelo item (i) do Teorema 3.18 do Cap´ıtulo 3, existe aδ ∈ V
tal que fδ(aδ) = 0 para o qual e´ va´lida a hipo´tese H2.
O Teorema 4.1, do Cap´ıtulo 4, garante a existeˆncia de soluc¸o˜es perio´dicas ϕδ(·, ε) do
sistema regularizado (5.2) para ε > 0 suficientemente pequeno, tal que, ϕδ(0, ε) → aδ,
quando ε→ 0. Definamos z(δ,ε) = ϕδ(0, ε), deste modo
P εδ (z(δ,ε)) = z(δ,ε),
para todo 0 < δ ≤ δ0 e ε > 0 suficientemente pequeno.
Afirmac¸a˜o 5.11. Existe zε tal que P
ε(zε) = zε.
Para ε > 0 suficientemente pequeno, cada z(δ,ε) e´ ponto de alguma o´rbita perio´dica
do sistema (5.4). Logo, a sequeˆncia (ziε)i∈N com z
i
ε = z( 1
i
,ε) e´ limitada. Portanto, existe
uma subsequeˆncia convergente (z
ij
ε ) tal que z
ij
ε → zε, quando j → ∞. Sendo assim,
f 1
ij
(z
ij
ε )→ f0(zε), quando j →∞.
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Afirmamos, enta˜o, que P ε(zε) = zε.
Uma vez que
zε = lim
j→∞
zijε = lim
j→∞
P ε1
ij
(zijε ),
e
P ε(zε) = P
ε
(
lim
j→∞
zijε
)
= lim
j→∞
P ε(zijε ).
e´ suficiente provar que
lim
j→∞
(
P ε(zijε )− P ε1
ij
(zijε )
)
= 0.
Pore´m ∣∣∣∣
∣∣∣∣P ε(zijε )− P ε1
ij
(zijε )
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣εf0(zijε )− εf 1ij (zijε ) +O(ε2)
∣∣∣∣
∣∣∣∣
≤ ε
∣∣∣∣
∣∣∣∣f0(zijε )− f 1ij (zijε )
∣∣∣∣
∣∣∣∣ + ||O(ε2)||
logo, dado ǫ > 0 podemos escolher j ∈ N suficientemente grande e ε > 0 suficientemente
pequeno, de modo que ∣∣∣∣
∣∣∣∣P ε(zijkε )− P ε1
ijk
(z
ijk
ε )
∣∣∣∣
∣∣∣∣ < ǫ.
Observe que tomamos o paraˆmetro ε > 0 suficientemente pequeno afim de controlar
o termo ||O(ε2)||, os demais termos sa˜o controlados por j ∈ N.
Afirmac¸a˜o 5.12. aδ → a quando δ → 0.
Suponhamos que aδ na˜o converge para a e consideremos a sequeˆncia (a
i)i∈N com
ai = a 1
i
para i ∈ N.
A nossa suposic¸a˜o implica que existem ǫ0 > 0 e uma subsequeˆncia (a
ij)j∈N tal que
||aij − a|| > ǫ0. Por outro lado (aij )j∈N ⊂ V e´ uma sequeˆncia limitada, logo existe
uma subsequencia convergente (aijk )k∈N, tal que a
ijk → a¯ ∈ V \{a}, quando k → ∞.
Sendo assim, f 1
ijk
(z
ijk
ε )→ f0(a¯), quando k →∞. Contudo, fδ(aδ) = 0 para 0 < δ ≤ δ,
portanto,
f0(a¯) = lim
k→∞
f 1
ijk
(aijk ) = 0,
contradizendo a hipo´tese H2. Sendo assim, conclu´ımos que aδ → a quando δ → 0.
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Pelas Afirmac¸o˜es 5.7, 5.8, 5.9, 5.10, 5.11 e 5.12, conclu´ımos que para ε > 0 suficien-
temente pequeno, existe zε tal que P
ε(zε) = zε e zε → a, quando ε→ 0. Portanto, para
ε > 0 suficientemente pequeno, existe uma soluc¸a˜o perio´dica ϕ(·, ε) do sistema (1.1) tal
que ϕ(0, ε)→ a quando ε→ 0.
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CAPI´TULO 6
Demonstrac¸o˜es das Aplicac¸o˜es
Para demonstrarmos os Teoremas 2.7 e 2.9, temos que basicamente verificar que o
conjunto de hipo´teses H do Teorema 1.4 e´ satisfeito para os sistemas (2.3) e (2.7).
E´ imediato que a hipo´tese H1*, dos Teoremas 2.7 e 2.9, implica na validade da
hipo´tese H1, do Teorema 1.4, para os sistemas (2.3) e (2.7). Tal fato ficara´ claro nas
demonstrac¸o˜es.
Uma vez que as func¸o˜es F˜ e Fˆ , definidas respectivamente em (2.9) e (2.10), sa˜o,
de fato, modificac¸o˜es, via mudanc¸as de coordenadas, determinadas pelos Teoremas 2.4
e 2.5, da func¸a˜o promediada (1.2) definida no Teorema 1.4, a hipo´tese de existeˆncia
dos zeros simples Ω0 e z0 dos respectivos Teoremas 2.7 e 2.9, implicara´ na validade da
hipo´tese H2, do Teorema 1.4, respectivamente para os sistemas (2.3) e (2.7).
Finalmente, a hipo´tese H2* dos Teoremas 2.7 e 2.9, implicara´ na validade da hipo´tese
da Proposic¸a˜o 1.3, o que por sua vez implicara´ na validade das hipo´teses H3 e H4 do
Teorema 1.4, para os sistemas (2.3) e (2.7).
Antes de prosseguirmos com as demonstrac¸o˜es dos Teoremas 2.7 e 2.9, vamos re-
lembrar a hipo´tese H2* dos Teoremas 2.7 e 2.9.
(H2*) ∂tg(t,x) +∇xg(t,x) · SΛ · x 6= 0 para todo (t,x) ∈Mg.
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6.1 Perturbac¸a˜o Autoˆnoma
Demonstrac¸a˜o do Teorema 2.7. Assumamos que
Γ(t,x) = Γ(x) e Π(t,x, ε) = Π(x, ε).
Sendo assim, pelo Teorema 2.4, o sistema (2.1) e´ reduzido ao sistema (2.3) atrave´s da
mudanc¸a de coordenadas
x1 = r1 cos(λ1θ1), y1 = r1 sin(λ1θ1),
xi = ri cos(λiθ1 + θi), yi = ri sin(λiθ1 + θi).
A saber, para θ = θ1,
Ω′(θ) = εF˜(θ,Ω) + ε2R˜(θ,Ω, ε),
onde
F˜(θ,Ω) = F˜1(θ,Ω) + sign(h˜(θ,Ω))F˜2(θ,Ω)
e
R˜(θ,Ω, ε) = R˜1(θ,Ω, ε) + sign(h˜(θ,Ω))R˜2(θ,Ω, ε),
com, F˜1 F˜2 : R × D˜ → R2n−1, R˜1 R˜2 : R × D˜ × (−ε0, ε0) → R2n−1 e h˜ : R × D˜ → R,
func¸o˜es cont´ınuas e TΛ–perio´dicas na primeira varia´vel.
Ainda pelo Teorema 2.4, sabemos que
F˜(θ,Ω) = F˜1(θ,Ω) + sign(h˜(θ,Ω))F˜2(θ,Ω),
com
F˜j(θ,Ω) =
(
F 1j (θ,Ω), F
2
j (θ,Ω), F¯
2
j (θ,Ω), · · · , F nj (θ,Ω), F¯ nj (θ,Ω)
)
,
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onde, para i = 2, 3, · · · , n e j = 1, 2, temos
F ij (θ,Ω) =
−1
λ1r1ri
[
λiri(G
1
j
(
Ψ(θ,Ω)
)
sin(λ1r1)− G¯1j
(
Ψ(θ,Ω)
)
cos(λ1θ))
+λ1r1(G¯
i
j
(
Ψ(θ,Ω)
)
cos(λiθ + θi)−Gij
(
Ψ(θ,Ω)
)
sin(λ1θ + θi))
]
,
F¯ ij (θ,Ω) = −Gij
(
Ψ(θ,Ω)
)
cos(λiθ + θi)− G¯ij
(
Ψ(θ,Ω)
)
sin(λiθ + θi),
F¯ 1j (θ,Ω) = −G1j
(
Ψ(θ,Ω)
)
cos(λ1θ)− G¯1j
(
Ψ(θ,Ω)
)
sin(λ1θ),
e
h˜(θ,Ω) = g
(
Ψ(θ,Ω)
)
,
com
Ψ(θ,Ω) =
(
r1 cos(λ1θ) , r1 sin(λ1θ) , r2 cos(λ2θ + θn) , r2 sin(λ2θ + θ2) , · · ·
· · · , rn cos(λnθ + θn) , rn sin(λnθ + θn)
)
.
Das expresso˜es acima, conclu´ımos que as func¸o˜es F˜1, F˜2 e h˜ sa˜o TΛ–perio´dicas na
primeira varia´vel e localmente Lipschitz na segunda varia´vel e deduzimos que o mesmo
vale para as func¸o˜es R˜1, R˜2.
Derivando a func¸a˜o h˜ em θ temos
∂h˜
∂θ
(θ,Ω) =
∂
∂θ
(g ◦Ψ)(θ,Ω)
= ∇g (Ψ(θ,Ω)) · ∂Ψ
∂θ
(θ,Ω).
Por sua vez
∂Ψ
∂θ
(θ,Ω) = SΛ ·Ψ(θ,Ω).
Segue, enta˜o, que
∂h˜
∂θ
(θ,Ω) = ∇g (Ψ(θ,Ω)) · SΛ ·Ψ(θ,Ω).
Observe que se (θ,Ω) ∈ M˜, enta˜o, x = Ψ(θ,Ω) ∈ Mg. Como ∂tg(t,x) = 0 segue,
pela hipo´tese H2*, que
∂h˜
∂θ
(θ,Ω) = ∂tg(t,x) +∇xg(x) · SΛ · x 6= 0,
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para todo (θ,Ω) ∈ M˜. Sendo assim, pela Proposic¸a˜o 1.3, as hipo´teses H3 e H4 sa˜o
satisfeitas para o sistema reduzido (2.3).
Aplicando o Teorema 1.4 conclu´ımos que para cada zero simples Ω0 = R0 + Φ0
do sistema (2.9), e para ε > 0 suficientemente pequeno, existe uma soluc¸a˜o perio´dica
Ω(θ, ε) do sistema reduzido (2.3) de modo que Ω(θ, ε)→ Ω0, quando ε→ 0.
Sendo assim, existe uma soluc¸a˜o pero´dica x(t, ε) do sistema (2.1) tal que |x(t, ε)| →
|R0|. De fato,
|R| =
√
r21 + r
2
2 + · · ·+ r2n.
Temos, enta˜o, demonstrado o teorema.
6.2 Perturbac¸a˜o Na˜o Autoˆnoma
Demonstrac¸a˜o do Teorema 2.9. Pelo Teorema 2.5, o sistema (2.1) e´ equivalente ao sis-
tema (2.7) pela mudanc¸a de coordenadas
y(t) = e−tSΛx(t).
A saber
y˙(t) = εFˆ(t,y) + ε2Rˆ(t,y, ε),
onde
Fˆ(t,y) = Fˆ1(t,y) + sign(hˆ(t,y))Fˆ2(t,y)
e
Rˆ(t,y, ε) = Rˆ1(t,y, ε) + sign(hˆ(t,y))Rˆ2(t,y, ε),
com, Fˆ1 Fˆ2 : R×D → R2n, Rˆ1 Rˆ2 : R×D× (−ε0, ε0)→ R2n e hˆ : R×D → R, func¸o˜es
cont´ınuas, TΛ–perio´dicas na primeira varia´vel.
Ainda pelo Teorema 2.4, sabemos que
Fˆ(t,y) = Fˆ1(t,y) + sign(hˆ(t,y))Fˆ2(t,y), onde
Fˆ1 = e
−tSΛΓ1(t, e
tSΛy), Fˆ2 = e
−tSΛΓ2(t, e
tSΛy) e hˆ(t,y) = g(t, etSΛy).
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Das expresso˜es acima, conclu´ımos que as func¸o˜es Fˆ1, Fˆ2 e hˆ sa˜o TΛ–perio´dicas na
primeira varia´vel e Lipschitz na segunda varia´vel e deduzimos que o mesmo vale para
as func¸o˜es Rˆ1, Rˆ2 .
Derivando a func¸a˜o hˆ em t temos
∂thˆ(t,y) = ∂tg(t, e
tSΛy) +∇
x
g(t, etSΛy) · ∂
∂t
(
etSΛy
)
= ∂tg(t, e
tSΛy) +∇
x
g(t, etSΛy) · SΛ · etSΛy
= ∂tg(t,x) +∇xg(t,x) · SΛ · x.
Observe que se (t,y) ∈ Mˆ, enta˜o, (t,x) = (t, etSΛy) ∈ Mg. Logo, pela hipo´tese
H2*, segue que,
∂hˆ
∂t
(t,y) = ∂tg(t,x) +∇xg(t,x) · SΛ · x 6= 0,
para todo (t,y) ∈ Mˆ. Sendo assim, pela Proposic¸a˜o 1.3, as hipo´teses H3 e H4 sa˜o
satisfeitas para o sistema (2.7).
Aplicando o Teorema 1.4 conclu´ımos que para cada zero simples z0 do sistema (2.11),
e para ε > 0 suficientemente pequeno, existe uma soluc¸a˜o perio´dica y(t, ε) do sistema
reduzido (2.3) de modo que y(0, ε)→ z0, quando ε→ 0.
Sendo assim, existe uma soluc¸a˜o perio´dica x(t, ε) do sistema (2.1) tal que x(0, ε)→
z0.
Temos, enta˜o, demonstrado o teorema.
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CAPI´TULO 7
Concluso˜es Finais e Direc¸o˜es
Futuras
Nesta sec¸a˜o, faremos um resumo do projeto que sera´ desenvolvido no programa de
doutorado, o qual e´ uma continuac¸a˜o natural do programa aqui iniciado.
7.1 Introduc¸a˜o
Na presente dissertac¸a˜o, estendemos, para uma classe de Sistemas de Filippov, o resul-
tado da Teoria de Averaging que estuda a existeˆncia e persisteˆncia de soluc¸o˜es perio´dicas
em sistemas de equac¸o˜es diferenciais. Os resultados cla´ssicos, desta teoria, assumiam
que tal sistema fosse no mı´nimo de classe C2 (Veja por exemplo [41] e [35]). Em [11]
Buica e Llibre, utilizando, principalmente, a teoria de grau de Brouwer (veja, por exem-
plo, [8]), provaram o mesmo resultado assumindo somente a hipo´tese de continuidade
do sistema.
O trabalho desenvolvido em [24], por Llibre, Novaes e Teixeira, constante nesta
dissertac¸a˜o, abriu um leque de possibilidades para poss´ıveis extenso˜es e generalizac¸o˜es
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Figura 7.1: Ciclo limite com deslize.
de teoremas similares para classes de Sistemas de Filippov.
No doutorado, seguindo a linha aqui iniciada, temos o intuito de generalizar resul-
tados existentes na Teoria Cla´ssica de Equac¸o˜es Diferenciais.
Nossa principal meta e´ estabelecer condic¸o˜es para a existeˆncia de conjuntos mini-
mais, t´ıpicos da Teoria de Sistemas Dinaˆmicos Na˜o Suaves, tais como, o´rbitas fechadas
e/ou ciclos limites com deslize, ciclos t´ıpicos passando por pontos de tangeˆncias, entre
outros (veja as Figuras 7.1, 7.2 e 7.3).
7.2 Convenc¸o˜es Preliminares
No final do Cap´ıtulo 1, introduzimos a classe C de Sistemas de Filippov Regulares de
maneira na˜o formal. Aqui tentaremos formalizar esse conceito.
7.2.1 Sistemas de Filippov Regulares Perturbados
SejamD um subconjunto aberto de Rn, X, Y : R×D×(−ε0, ε0)→ Rn func¸o˜es cont´ınuas
e h : R×D → R func¸a˜o de classe C1 tendo 0 como valor regular. Como no Cap´ıtulo 1,
denotemos o conjunto h−1(0) por M e o conjunto ({0} ×D)\M por Σ0.
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Figura 7.2: Ciclo limite t´ıpico.
Figura 7.3: O´rbita pseudo–homocl´ınica.
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0 ≡ T
xε xε0
Figura 7.4: Cı´clo limite com deslize no cinlindro.
Definamos assim o Sistema de Filippov Cont´ınuo por Partes
x′(t) = Z(t, x, ε) =


X(t, x, ε), se h(t, x) > 0,
0, se h(t, x) = 0,
Y (t, x, ε), se h(t, x) < 0,
(7.1)
o qual pode ser denotado por Z = (X, Y )h.
Fixados (t, x) ∈ R×D, assumamos que as aplicac¸o˜es
ε→ X(t, x, ε) e ε→ Y (t, x, ε)
sejam duas vezes diferencia´veis em ε = 0. Assumamos tambe´m que as expanso˜es por
Series de Taylor das func¸o˜es X e Y , em ε = 0, sejam dadas por
X(t, x, ε) = εX1(t, x) + ε
2X2(t, x, ε) e Y (t, x, ε) = εY1(t, x) + ε
2X2(t, x, ε)
com X1, Y1 6≡ 0.
A variedade de descontinuidade M na˜o e´, necessariamente, conexa, sendo assim,
dado p ∈M, denotamos por Mp, a componente conexa de M contendo o ponto p.
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7.2.2 Classe C de Sistemas de Filippov Regulares
Consideremos um Sistema de Filippov Regular Perturbado do tipo (7.1). Definamos
F1 =
X1 + Y1
2
e F2 =
X1 − Y1
2
.
Denotemos por C a classe de Sistemas de Filippov Regulares Perturbados, para os
quais, sa˜o va´lidas as seguintes hipo´teses.
(i) X, Y e h sa˜o T–perio´dicas com respeito a t e sa˜o localmente Lipschitz com respeito
a x;
(ii) se ∂th(p) = 0, para algum p ∈ M, enta˜o, existe uma func¸a˜o cont´ınua e positiva
ξp : R×D → R, tal que(
∂th〈∇xh, F1〉+ ε〈∇xh, F1〉
2 − 〈∇xh, F2〉2
2
)
(t, x) ≥ εξp(t, x)
para todo (t, x) ∈Mp;
(iii) dado z ∈ Σ0, os zeros da aplicac¸a˜o hz : t 7→ h(t, z), para para 0 ≤ t ≤ T , sa˜o
isolados.
A classe C de Sistemas de Filippov Regulares Perturbados, e´ em suma, sistemas
para os quais a variedade de descontinuidade, restrita a subconjuntos compactos, e´ do
tipo Costura, para |ε| > 0 suficientemente pequeno.
7.3 Objetivos
O projeto, a ser desenvolvido, se divide em duas partes principais. Na primeira parte,
concentraremos nossa atenc¸a˜o no estudo de Sistemas de Filippov dentro da classe C. Na
segunda parte buscaremos resultados similares para sistemas com caracter´ısticas mais
gerais. Detalharemos, a seguir, o estudo a ser feito em cada uma das partes do projeto.
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7.3.1 Parte 1
A primeira parte do projeto e´ uma continuac¸a˜o natural do estudo que fizemos nesta
dissertac¸a˜o. Abordaremos, em princ´ıpio, dois problemas gerais.
Primeiramente, devemos procurar hipo´teses adicionais dentro da classe C de Siste-
mas de Filippov Regulares que garantam a existeˆncia de o´rbitas homocl´ınicas.
O estudo de o´rbitas homocl´ınicas, em sistemas cont´ınuos, e´ feito utilizando-se o
Me´todo de Melnikov (Veja, por exemplo, [42]). Tal me´todo, quando considerado, so-
mente, problemas planares, e´ equivalente ao Me´todo de Averaging. Sendo assim, inici-
aremos o estudo, deste to´pico, levando em considerac¸a˜o Sistemas de Filippov no plano.
Na Figura 7.3, temos um exemplo t´ıpico de o´rbita (pseudo)homocl´ınica que aparece em
Sistemas de Filippov.
O segundo problema, consiste no estudo da Perturbac¸a˜o de Sistemas Iso´cronos. Em
[10], para o caso cont´ınuo, sa˜o dadas condic¸o˜es sobre o sistema na˜o perturbado e sobre
as perturbac¸o˜es para a persisteˆncia de alguma o´rbita perio´dica.
Considere o problema de perturbac¸a˜o
x˙(t) = F0(t, x) + ε F1(t, x) + ε
2R(t, x, ε). (7.2)
Assumindo que, para ε = 0, o sistema (7.2) possua um conjunto de soluc¸o˜es perio´dicas
de mesmo per´ıodo, queremos encontrar condic¸o˜es sob F0, F1 e R que garantam a
existeˆncia e persisteˆncia de soluc¸o˜es perio´dicas para |ε| 6= 0 suficientemente pequeno.
Mais ainda, na˜o queremos, necessariamente, impor como hipo´tese a continuidade das
func¸o˜es envolvidas, assumiremos hipo´teses que garantam que a variedade de desconti-
nuidade, relacionada ao sistema (7.2) seja do tipo Costura.
7.3.2 Parte 2
Na Parte 1 deste projeto, fixaremos nossa atenc¸a˜o nos Sistemas de Filippov Regulares
para os casos em que a variedade de descontinuidade e´ do tipo Costura. Ja´ na se-
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gunda parte, abordaremos os Sistemas de Fillipov Regulares pore´m com a variedade de
descontinuidade admitindo regio˜es do tipo Deslize e ou Escape (veja a Figura 7.1).
Temos o intuito de obter resultados semelhantes aos obtidos para a classe C de
Sistemas de Filippov Regulares. Uma vez que, quando a variedade de descontinuidade
na˜o e´ restrita apenas a regio˜es do tipo costura, podem aparecer, no sistema perturbado,
o´rbitas perio´dicas com o chamado Fenoˆmeno de Deslize (veja a Figura 7.1).
7.3.3 Casos Na˜o Regulares
Paralelamente, aos problemas abordados nas partes 1 e 2 do projeto, atacaremos alguns
casos, via mudanc¸a de coordenadas, no qual o conjunto de descontinuidade na˜o e´ dado
por uma variedade regular. Tais problemas tem como motivac¸a˜o fenoˆmenos f´ısicos
envolvendo, basicamente, osciladores na˜o lineares (ver [2]) e a Teoria do Controle (Ver
[4]).
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