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Abstract
Carbon greenhouse gas emissions to the atmosphere have grown dramatically over
the last 250 years, with resulting impacts for climate and a large potential to affect
human health (Stott et al., 2004; Robine et al., 2008). Several of these gases have an
atmospheric lifetime from decades to centuries, taking a long time to overcome any
perturbation caused by anthropogenic changes (Watson et al., 1990). Quantitative
understanding of the sources and sinks of greenhouse gases is essential for predicting
greenhouse gas-climate feedback processes, their impacts on climate variability and
change, as well to minimise the negative effects that these changes have from local
to a global scale.
Processes driving carbon greenhouse gas changes in Australia were proven to
have a large impact on the global carbon cycle and our climate, but the budgets of
these gases in Australia and their interannaul variability remain highly uncertain,
hence constraints on these processes are essential for predicting future climate change
scenarios. Investigating and analyzing changes in the amounts of these gases and
their drivers requires measurements and the use of atmospheric chemical transport
models that can focus on global, regional, or local scales. Here, I use a model to
interpret the measurements and processes driving the concentrations of the measured
gases. Based on the differences between the two I identify processes and emissions
that are overestimated, underestimated or missing from the model, to improve the
emissions estimates and inventories for future research.
First I use a combination of surface Fourier Transform Infrared Spectrometer
measurements collected around Australia with a global chemical transport model
(GEOS-Chem) to identify and quantify the sources and sinks of three direct and
indirect carbon greenhouse gases: carbon dioxide (CO2), methane (CH4) and carbon monoxide (CO). I provide an updated distribution of these gases and find that
for all three gases, the east Australian coast is largely influenced by local anthropogenic sources, while the south, west and north coasts are characterised by a mixture of anthropogenic and natural sources. I show that focusing on simultaneous
measurements rather than only one species provides useful additional information
in estimating source profiles and contributions. Based on measured and modelled
co-enhancements I identify missing sources from fossil fuel, biofuel, oil, gas, coal,
livestock, biomass burning and the biosphere in the model, pointing to the need to
further develop and evaluate greenhouse gas emission inventories for the Australian
continent.
As a next step, I analyse the interannual variability of CO2, CH4 and CO column
measurements from the Total Carbon Column Observing Network to identify the
strength and latitudinal dependence of the impact of different El Niño–Southern

iii
Oscillation (ENSO) phases on the carbon cycle. I find that 5-45 % of the CO2 variability, 6-16 % of the CH4 and 1-49 % of the CO variability can be explained by
ENSO and I identify the delayed response of carbon gas emissions to ENSO forcing. I find a significant latitudinal dependence between ENSO and CO anomalies,
suggesting that the impact of ENSO on CO is stronger in the tropics and weakens
as getting away from the equator, while for CO2 and CH4 the ENSO-triggered processes are more influenced by regional characteristics, transport and mixing. I find
that the biosphere, biomass burning and the oceanic flux are the main drivers of the
CO2 IAV. For CO, biomass burning and secondary production contributes the most
to the IAV, while for CH4, wetlands are the dominant ENSO-triggered IAV driver.
Finally, I present a new simulation in GEOS-Chem that couples CO2, CH4 and
CO, with an online calculation of their chemical production for a more accurate simulation of these gases. All three carbon greenhouse gases studied here are chemically
dependent, and the change of one can have a great effect on the other; however, the
chemical productions between these gases were handled offline in the standalone carbon greenhouse gas simulations of the GEOS-Chem model, that poses a limitation
when analysing the changes of these gases. I show that the new simulation provides
better temporal and spatial distribution of the CO and CO2 chemical sources, and
enables a sufficient temporal variability of the chemical production and loss terms to
track the diurnal cycles of these processes. Moreover, it gives us the opportunity to
further investigate the co-variations of CO2, CH4 and CO to better understand their
interaction and for a better examination of the accuracy of emissions estimates.
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Chapter 1
Research Background
1.1

The Atmosphere

The Earth is made up of five major spheres: the hydrosphere, lithosphere, cryosphere,
biosphere and atmosphere. These spheres interact with each other creating a complex Earth System: because of the connection between them, changes in one can
greatly affect the others leading to potentially long-term changes in climate. This
PhD work focuses on the interaction of the atmosphere with the other spheres and
their feedbacks expressed through the impacts of different sources and sinks on atmospheric composition.
The atmosphere is a layer of gaseous material which surrounds the Earth. Based
on the vertical temperature profile it can divided into sublayers: the Troposphere
(≈ 0-12 km), the Stratosphere (≈ 12-50 km), the Mesosphere (≈ 50-80 km), the
Thermosphere (≈ 80-700 km) and Exosphere (≈ 700 - 10000 km). ≈ 90% of the
atmosphere’s mass is below 16 km (Lutgens et al., 1995).
The majority of the dry atmosphere is made up of nitrogen (N2, 78.1%, 780840
ppm), oxygen (O2, 20.9%, 209460 ppm) and argon (Ar, 0.9%, 9340 ppm). The remainder, <1% of the atmosphere, is composed of trace gases. Though the amounts
of trace gases are low relative to other atmospheric constituents, they have the
strongest impact on our climate. These impacts are dominated by the influence of
greenhouse gases (GHGs), including water vapour (H2O, 0.001-5%, 10–50000 ppm),
carbon dioxide (CO2, 0.04%, 400 ppm), methane (CH4, 0.00018%, 1.79 ppm), nitrous oxide (N2O, 0.000032%, 0.32 ppm) (ESRL, 2005c), ozone (O3), chlorofluorocarbons (CFCs) and some indirect greenhouse gases like carbon monoxide (CO) and
hydrogen (H2).
Despite the low abundance of these gases in the atmosphere, they have significant
impacts on Earth’s climate. The perturbation and rising of their concentration has
resulted in increased average surface temperatures (Mora et al., 2013), sea levels
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(Sterner et al., 2014) and ocean acidity (Caldeira and Wickett, 2003), shifting rainfall
patterns (Lee et al., 2018), increased frequency and intensity of severe weather events
including flood, hurricanes, heat waves (Field et al., 2014) and droughts (Ma et al.,
2016). Moreover, the changing climate has a significant impact on human health
(Woodward et al., 2014).

1.1.1

Direct and indirect greenhouse gases

Greenhouse gases affect the climate through Earth’s energy balance by interacting
with outgoing infrared (thermal) radiation. They absorb thermal infrared radiation
emitted by the Earth’s surface, leading to atmospheric warming (Hartmann et al.,
2013).

Figure 1.1: The absorption bands in the Earth’s atmosphere (ESRL,
2005c), https://commons.wikimedia.org/wiki/File:Atmospheric_Tran
smission.png.
The sun emits solar radiation mainly in the form of shortwave visible and ultraviolet (UV) energy (Figure 1.1, top panel). Clouds and the Earth’s surface reflect
some of this incoming solar radiation back out to space (≈ 30%), some (mostly UV)
is absorbed by the atmosphere (≈ 20%, by non-greenhouse gases), and the remaining half is absorbed by Earth’s surface (Solomon et al., 2007). The Earth releases
approximately the same amount of the absorbed energy back to space; however, due
to the temperature difference between Earth and the Sun, the re-emitted energy is
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weaker, in the form of longwave infrared (IR) radiation. Gases that absorb this IR
radiation are known as greenhouse gases. They trap the outgoing radiation and reemit it in all directions, which also includes back towards the Earth’s surface again
(Mitchell, 1989), resulting in a net warming. The middle and lower panel on Figure
1.1 show the total and individual absorption spectra of GHGs.
Greenhouse gases are important in maintaining the radiative balance of the
Earth’s atmosphere. Without these gases, the Earth would be colder than it is
now by about 33 ◦ C, making the average temperature on the planet -18 ◦ C rather
than the current 15 ◦ C (ESRL, 2005c). Changes in the concentration of atmospheric
gases significantly affect Earth’s climate through this process. The equilibrium between the amount of energy absorbed and emitted by Earth is maintained as long
as the amount of GHGs in the atmosphere remains the same. However, as shown in
Table 1.1, since the Industrial Revolution in the period from about 1750, the abundances of GHGs have increased substantially. As a result less longwave radiation is
escaping to space, leading to an increase of temperature in the atmosphere.
Table 1.1: Properties of major atmospheric greenhouse gases.

Chemical

Pre-industrial
concentrations
(1750)

Recent
Northern
Hemisphere
concentrations
(2017)b

Recent
Southern
Hemisphere
concentrations
(2017)c

Lifetimed

CO2
CH4
N2 O
CO

278 ppma
722 ppba
270 ppba
Unknown

408 ppm
1948 ppb
330 ppb
77-153 ppb

402 ppm
1799 ppb
329 ppb
43-66 ppb

5-200 yr
12.4 yr
121 yr
2-3 mos

Global
Warming
Potentiale
20 yr
1
84
264
/

100 yr
1
28
265
1.9-2.4f

(Myhre et al., 2013) b Based on measurements at Barrow (71.32◦ N, 156.61◦ W) (ESRL, 2005a)
Based on measurements at Cape Grim (40.68◦ S, 144.68◦ E) (ESRL, 2005a)
d
e
f
(Houghton et al., 2001)
(Hartmann et al., 2013)
(Berntsen et al., 2005)
a

c

Changes in the amounts of these gases are largely controlled by changes in their
sources and sinks. Before the Industrial Revolution these changes were primarily
controlled by natural processes; however, with industrialization they started to be
influenced by additional anthropogenic processes increasing the complexity of the
GHG-climate feedback and the uncertainties related to these feedbacks and processes. In this work I focus on the changes of two direct carbon greenhouse gases,
CO2 and CH4, and an indirect carbon greenhouse gas CO. CO does not absorb IR
strongly enough to be counted as a direct GHG; however, through reaction with OH
it indirectly affects the atmospheric amounts of CH4 and CO2.
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The Carbon Cycle

The atmosphere exchanges carbon with three main reservoirs: the terrestrial biosphere, oceans, and sediments that have been converted to fossil fuels. The carbon
cycle, as shown in Figure 1.2, describes the transport and the sources and sinks of
carbon through these reservoirs on Earth.
The sources of carbon are components that add carbon to the atmosphere over
a period of time, while sinks remove atmospheric carbon. The sources can be both
natural, added to the atmosphere through natural processes, and anthropogenic as a
result of different human activities. As shown in Figure 1.2 the carbon is exchanged
in both directions between the terrestrial biosphere - atmosphere and ocean - atmosphere, but there is only a one-way movement of carbon from fossil fuels to the atmosphere (ESRL, 2005c). Each year approximately half of this anthropogenic carbon
is removed by the ocean and terrestrial biosphere, where the terrestrial ecosystem
captures on average about a quarter of anthropogenic emissions and helps mitigate
global warming (Le Quéré et al., 2015).

Figure 1.2: Schematic diagram of the cycling of carbon between the
Earth’s reservoirs. The values are averaged globally for the decade 2008–2017
(Le Quéré et al., 2018).
In terms of the carbon cycle, carbon is present in the atmosphere as CO2, CH4,
CO and some minor constituents (e.g., volatile organic compounds, VOCs). CO
and CH4 are less abundant than the primary form of carbon in the atmosphere
- CO2; however, even then their influence on the climate is significant. All three
gases are chemically dependent (e.g., CO2 production from the oxidation of CO and
CH4) and they have common sources and sinks (e.g., biomass burning, OH sink)
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hence the change of one can have a great affect on the others, so it is important to
study them together and further investigate this dependence. The carbon cycle processes and carbon-climate feedbacks are the subject of many studies; however, large
uncertainties still remain regarding the nature and magnitude of those processes.
1.1.1.2

Carbon Dioxide (CO2)

Carbon dioxide is a strong absorber in the infrared, and the most significant GHG
arising from anthropogenic activities. CO2 amounts increased globally by about
100 ppm (36%) from 1750 to 2000 and by 2005 the global mean atmospheric CO2
level had reached 379 ppm (Forster et al., 2007). In 2016 it exceeded 400 ppm
at the Mauna Loa Observatory (http://www.esrl.noaa.gov/gmd/ccgg/trends/)
and Cape Grim ( http://www.csiro.au/en/Research/OandA/Areas/Assessing
-our-climate/Latest-greenhouse-gas-data). The mean CO2 growth rate over
the past decade was estimated to be 2.1 ppm yr−1 (Le Quéré et al., 2015).
CO2 is continuously exchanged and recycled through natural processes. Large
amounts of CO2 are removed from the atmosphere through ocean uptake (Ballantyne
et al., 2012), and photosynthesis during vegetation growth creating its characteristic
seasonal cycle (Ciais et al., 2014). However, oceans can also be a source of CO2 to
the atmosphere, along with land plants, animals, and soils, where CO2 is released
during respiration. In the troposphere CO2 is also produced chemically from the
oxidation of CO, CH4 and non-methane volatile organic compounds (NMVOCs)
(Enting and Mansbridge, 1991).
With the beginning of the industrial revolution the natural balance between the
sources and sinks was disrupted by anthropogenic sources like burning fossil fuels,
deforestation, cement production and other changes in land use and management
such as biomass burning, crop production and conversion of grasslands to croplands
(Denman et al., 2007). This led to an overload of the natural sinks, since the
emissions exceeded the amount that could be taken up or balanced by the sinks,
leading to a scenario where any excess of CO2 that is unable to be accommodated
remains in the atmosphere (Ballantyne et al., 2012). This amounts to about 50%
of the CO2 released from burning fossil fuels, since on average about half of the
anthropogenic CO2 emissions is absorbed by the land and oceans, which leads to
its long and variable atmospheric lifetime. Depending upon the processes included
in lifetime calculations, the lifetime of CO2 is variable and can range from 5 to
over 200 years; however, no single lifetime can be defined because of the different
rates of uptake by different sink processes (Houghton et al., 2001). Relative to
the natural carbon cycle, fossil fuels represent a relatively small part of the carbon
cycle (Figure 1.2) but the perturbations they introduce are significant relative to the
natural variability of CO2 (ESRL, 2005c). Table 1.2 summarizes the contribution of
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different CO2 sources and sinks. The 2008-2017 numbers in the table refer to Figure
1.2 that provides a more detailed breakdown of the individual CO2 source and sink
budgets.
The CO2 seasonal cycle is driven by photosynthesis and respiration. As shown
in Figure 1.3, bottom plot, in a year CO2 has a minimum value during the summer,
due to its uptake through photosynthesis, and maximum during winter due to its
release through respiration. Photosynthesis and respiration are expressed as:
N P P = GP P − (Ra + Rh )

(1.1)

where N P P represents the net primary production, GP P is the gross primary production and respiration is expressed thorough autotrophic (Ra ) and heterotrophic
respiration (Rh ). N P P quantifies the amount of atmospheric carbon that is fixed
by vegetation and it describes the rate at which photosynthesis occurs, and GP P
refers to the total carbon that is taken up by vegetation through photosynthesis.
Table 1.2: Global CO2 budget based on different studies and base years.
All values are in Pg C yr−1 . Uncertainties are ± 1 standard deviation of the
decadal or annual (for 2017 only) estimates.

Base Year
Sources
Fossil fuela
Land use changeb
Net Sinks
Ocean
Terrestrial

1990-1999

Le Quéré
et al.
(2018)
2008-2017

Le Quéré
et al.
(2018)
2017

5.5±0.4
1.4±0.8

6.4±0.5
1.5±0.8

9.4±0.5
1.5±0.7

9.9±0.5
1.4±0.7

2.0±0.7
1.5±1.1

2.2±0.7
2.6±1.2

2.4±0.5
3.2±0.7

2.5±0.5
3.8±0.8

Ciais et al.
(2014)

Ciais et al.
(2014)

1980-1989

a

Total fossil fuel combustion and oxidation from all energy and industrial processes
b
(e.g., coal, gas, oil and gas flaring) and cement production.
Human activities on
land (e.g., deforestation, afforestation)

Because of the larger landmass in the Northern relative to the Southern Hemisphere, the Northern Hemisphere has stronger CO2 seasonal cycles. Seasonal changes
in CO2 are also affected by the seasonal changes in temperature. Near the equator
the seasonal variations in temperature are less pronounced than in higher latitudes
and Malhi et al. (1999) suggest that the variation in day length and temperature
are the predominant constraints that define potential photosynthesis. Currently
the CO2 abundances in the Northern Hemisphere are higher than in the Southern
Hemisphere; however, Keeling and Heimann (1986) found that preindustrial CO2
concentrations in the absence of the anthropogenic sources have been about 1 ppm
lower in the Northern relative to Southern Hemisphere due to biospheric CO2 uptake.
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Figure 1.3: CO2, CH4 and CO seasonal cycles based on measurements from
two Northern Hemispheric sites (Barrow and Mauna Loa) and a site in the
Southern Hemisphere (Cape Grim), between 1995 - 2016 (top plots), and for
one year only, 2016 (bottom plots).
1.1.1.3

Methane (CH4)

Like CO2 the average abundance of the second most important anthropogenic GHG
- methane - has been steadily increasing due to human activity from a preindustrial
mixing ratio near 700 ppb to a present day value of approximately 1800 ppb (150
% of preindustrial) (Etheridge et al., 1998). Remarkably, between 1999 and 2006
a plateau interrupted its continuous increase (Figure 1.3, top plot); however, after
2006 the rise of CH4 re-established (Bousquet et al., 2006). A recent study suggests
that the interrupted continuous increase of CH4 concentration during that period
was a result of lower thermogenic emissions or variations in the hydroxyl driven CH4
sink, and the renewed CH4 rise after 2006 is a result of biogenic emissions, mostly
agricultural (Schaefer et al., 2016).
Based on the global warming potential (GWP), CH4 is more heat-absorptive
(per molecule) than CO2. GWP is defined as the ratio of the time-integrated radiative forcing (RF, units W m−2 ) from the instantaneous release of 1 kg of a trace
compound relative to that of 1 kg of a reference gas, which is CO2. Since the RF
represents the difference between the insolation (sunlight) absorbed by the Earth
and energy radiated back to space, GWP could be described as the relative measure
of how much heat a greenhouse gas traps in the atmosphere (Hartmann et al., 2013).
A larger GWP means that a given gas compared to CO2 warms the Earth more over
that time period, and unlike the RF it takes into account the atmospheric lifetime
of a species. The GWP of some common GHGs, with their lifetimes are listed in
Table 1.1. Since CO2 is the baseline unit to which all other greenhouse gases are
compared its GWP is 1.
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CH4 has a characteristic seasonal variation (Figure 1.3), with a minimum in
late summer, due to its removal by the hydroxyl radical (OH) (Reaction 1.5). The
formation of OH (Reactions 1.2, 1.3 and 1.4) depends on radiation from the Sun so
most CH4 loss occurs during the day, and its seasonal variation can be related to
annual and semiannual variations in ozone and water vapour, as well as to the annual
variation in solar intensity (Canty and Minschwaner, 2002). It also depends on highand low- NOx chemical environments through OH production from tropospheric O3,
since high NOx causes tropospheric O3 production while low-NOx conditions cause
O3 loss.
O3 + hν → O2 + O(1D)

(1.2)

O(1D) + M → O(3P)

(1.3)

O(1D) + H2O → 2 OH

(1.4)

CH4 + OH → CH3 + H2O

(1.5)

CH4 is released when organic matter decomposes in low oxygen environments.
Natural sources of CH4 include wetlands, swamps, lakes, termites, and oceans while
anthropogenic sources include fossil fuel energy production and use, transportation
of natural gas, buried waste in landfills, biomass burning and agricultural processes
(Dalal et al., 2008). There are also sources that can be classified both as natural
and anthropogenic like rice paddies or the digestive processes in ruminant animals
such as cattle. Most CH4 is removed from the troposphere through reaction with
OH (Reaction 1.5). It is also destroyed in the stratosphere by additional reactions
with O(1D) and Cl (Ehhalt et al., 2001). The Cl sink is also present in the marine boundary layer (Allan et al., 2007). There is also a minor atmospheric loss
mechanism due to soil uptake and tropospheric loss mechanism due to stratospheric
transport. Table 1.3 summarizes the contribution of different CH4 source and sink
components.
The resulting lifetime of CH4 is around 8 years (Wuebbles and Hayhoe, 2002)
and the abundance of CH4 in the Northern Hemisphere is about 5% higher than
in the Southern Hemisphere. The average vertical gradient due to mixing in the
troposphere is negligible, but CH4 abundances in the stratosphere in the absence
of vertical mixing decrease rapidly with altitude due to already mentioned chemical
reactions.
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Table 1.3: Global CH4 budgeta based on different studies and base years.
All values are in Tg CH4 yr−1 .

Base Year
Sources
Lakes & rivers
Wetlands
Termites
Ocean
Hydrates
Geological
Wild animals
Wildfires
Permafrost
Energy/Fossil Fuels
Coal mining
Gas, oil, industry
Landfills & waste
Ruminants
Rice agriculture
Biomass burning
Total Source
Sinks
Soils
Tropospheric OH
Stratospheric OH
Cle
Total Sink

Wuebbles
and Hayhoe
(2002)b
-

Ciais et al.
(2014)

Wang et al.
(2004)

Ciais et al.
(2014)

1980-1989

1994

2000-2009

100
20
4
5
14
2
46
60
61
81
60
50
503

8-73
183-266
2-22
2-9
33-75b
15
1-5
0-1
89
50-60
81-90
41-47
31-37d
536-789

176
20
4
77
49
83
57
41
507

8-73
177-284
2-22
2-9
33-75b
15
1-5
0-1
85-105
67-90
87-94
33-40
32-39d
483-738

30
445
40
515

9-47
382-567
16-67
13-37
420-718

34
428
30
492

9-47
454-617
16-84
13-37
592-785

a

Note, not all budget terms were available for each study.
Only the "best guess" estimates are shown, based on a range of values.
c
Includes oceans d Includes biofuels e Neef et al. (2010)
b

1.1.1.4

Carbon Monoxide (CO)

Carbon monoxide does not absorb terrestrial infrared radiation strongly enough to
be counted as a direct greenhouse gas, but its role in determining tropospheric OH
indirectly affects the atmospheric burden of CH4 (Isaksen and Hov, 1987). It is one
of the principal sinks of OH along with CH4 and can lead to the formation of O3
(Shindell et al., 2005) and CO2 (Enting and Mansbridge, 1991).
Aside from anthropogenic sources and away from source regions, the major source
of CO is CH4 and NMVOC oxidation by OH (Reaction 1.5). The CH4 oxidation
process for CO production is a complex scheme involving many steps but it leads
to Reaction 1.6, with similar oxidation pathways for hydrocarbons, resulting in
formation of CO. The oxidation of hydrocarbons, both CH4 and others, contributes
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about 45% to the global CO source (Warneck, 2000). Anthropogenic activities
consisting of deforestation, fossil fuel combustion and biomass burning contribute
about 50% to the total emission of CO, and there is also a small proportion of
CO that is directly emitted from vegetation and oceans. It is estimated that twothirds of the CO comes from anthropogenic activities when including the oxidation
of anthropogenically derived CH4 (Seinfeld and Pandis, 2006). The reaction with
OH radicals (Reaction 1.7) represents its largest sink; however, there are also minor
losses through soil uptake and diffusion into the stratosphere (tropospheric loss
only). Table 1.4 summarizes the contribution of different CO sources and sinks.
CHO + O2 → CO + HO2

(1.6)

CO + OH → CO2 + H

(1.7)

Table 1.4: Global CO budgeta (Tg CO yr−1 ) based on different studies.

Base Year
Sources
Fossil Fuels
Biofuel Burning
Biomass Burning
CH4 oxidation
NMVOC oxidation
Ocean
Total Source
Sinks
OH sink
CO deposition
Total Sink

Holloway
et al.
(2000)
-

Bergamaschi et al.
(2000)
1993-1995

Duncan
et al.
(2007)
1988-1997

Pétron
et al.
(2004)
2000-2001

Arellano
and Hess
(2006)
2000-2001

300c
162c
586c
760
672d
2491

722
830
507
23
2891e

464-487b
189b
451-573b
778-861
354-379d
2236-2489

365
318
408
2741f

501
820
394
2556g

-

2597
294
2891

-

2630
2630

2618
2618

a

Note, not all budget terms were available for each study.
Includes both direct emissions and photochemical oxidation
c
Does not include CO produced from the photochemical oxidation of anthropogenic NMHC
d
e
Biogenic NMVOC oxidation only
A total fossil fuel and biofuel source of 642 Tg yr−1 and
f
anthropogenic NMVOC oxidation of 166 Tg yr−1 is added
A total oxidation source of 1650
g
Tg yr−1 is added
A total fossil fuel and biofuel source of 841 Tg yr−1 is added
b

Because of its relatively short lifetime (30-90 days) and distinct emission patterns, CO has large gradients in the atmosphere. In the high northern latitudes
abundances vary from about 60 ppb during summer to 200 ppb during winter while
at the South Pole it varies between about 30 ppb in summer and 65 ppb in winter.
Measurements indicate that there is twice as much CO in the Northern Hemisphere
as in the Southern Hemisphere, due to human activities (Ehhalt et al., 2001).
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Non-methane volatile organic compounds (NMVOCs)

Non-methane volatile organic compounds are different vapor-phase atmospheric
chemical compounds. Though not the focus of this study, NMVOCs are important when studying the carbon greenhouse gases since the oxidation of biogenic and
anthropogenic NMVOCs represents an important source of CO, which then chemically leads to the production of CO2. The chemistry and interactions between these
gases will be discussed in more detail in the next section.
Biogenic NMVOCs are organic compounds released by vegetation. Secondary
production of CO is mainly driven by the oxidation of biogenic NMVOCs such as
isoprene, monoterpenes, methanol and acetone; however, the oxidation of different NMVOCs emitted by fossil fuel use, industry, biofuels, biomass burning also
contributes to the formation of CO.
Globally about 503 Tg yr−1 of isoprene, 127 Tg yr−1 monoterpenes (Guenther
et al., 1995), 240 Tg yr−1 methanol (Jacob et al., 2005) and 95 Tg yr−1 acetone
(Jacob et al., 2002) is emitted. Duncan et al. (2007) calculated that 354 – 379 Tg
yr−1 CO is produced from biogenic NMVOCs; 170 – 184 Tg yr−1 from isoprene, 68
– 71 Tg yr−1 from monoterpenes, 95 – 103 Tg yr−1 from methanol and 21 Tg yr−1
from acetone; however, Holloway et al. (2000) found a 648 Tg yr−1 contribution from
isporene and 24 Tg yr−1 from monoterpenes.
The oxidation of biogenic NMVOCs is thought to be 71% of the photochemical
source of CO from NMVOCs, with the remainder from anthropogenic NMVOCs
originating from fossil fuels (14%, 72– 76 Tg yr−1 ), biomass burning (9%, 45 – 57
Tg yr−1 ) and biofuel sources (6%, 30 Tg yr−1 ). The secondary CO source from
oxidation of anthropogenic NMVOCs is about 19% of the direct CO fossil fuels and
industry source, 19% from biofuels and 11% of the direct emissions of CO from
biomass burning (Duncan et al., 2007).

1.1.2

CH4-CO-CO2 chemistry

CO2, CH4 and CO are chemically dependent, and a change in one can have a great
effect on the other. In the atmosphere CH4 is removed through reactions with OH
(Reaction 1.5) that can lead to the formation of CO (Reaction 1.6). Early studies
found that the production of CO from CH4 oxidation ranges in yields from 0.70 - 0.95
(Logan et al., 1981; Tie et al., 1992; Manning et al., 1997; Bergamaschi et al., 2000;
Novelli et al., 1999); however, Duncan et al. (2007) showed that this production
is near unity, for both high- and low- NOx chemical environments. The oxidation
of hydrocarbons, both CH4 and NMVOCs (anthropogenic and biogenic), represents
more than half of the total CO source. The yield of CO from biogenic NMVOCs is
assumed to be about 20% for isoprene, 24% for monoterpenes, 100% for methanol
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and 66% for acetone (Duncan et al., 2007).
The role of CO in determining tropospheric OH indirectly affects the atmospheric
burden of CH4 (Isaksen and Hov, 1987). It is one of the principal sinks of OH along
with CH4 and can lead to the formation of O3 (Shindell et al., 2005). Through
reaction with OH, CO can also lead to the formation of CO2 through Reaction 1.7,
hence, in the troposphere CO2 is produced chemically from the connected oxidation
of CO, CH4 and NMVOCs (Enting and Mansbridge, 1991; Suntharalingam et al.,
2005) through reactions 1.5, 1.6 and 1.7. Oxidation of both primary CO, from direct
anthropogenic and biomass burning emissions, and secondary CO, as an intermediate in the oxidation of CH4 and NMVOCs, leads to the formation of CO2 (Folberth
et al., 2005). Folberth et al. (2005) showed that CO oxidation is 94% of the chemical
production of CO2 while Ciais et al. (2008) calculated that this amount is 90%. The
rest of the chemically produced CO2 originates from oxidation of the carboxy-peroxy
radicals (RCO3) and alkenoid ozonolysis (reaction of ethene with ozone; C2H4+O3);
the latter is assumed to be a minor contributor. The total chemical CO2 source
is around 1.1 Pg C yr−1 (Suntharalingam et al., 2005), similar to the contribution
from land use change.
A further description of the CO2-CH4-CO chemistry will be given in chapter 5,
and the individual gases will be discussed in details in chapter 3 and chapter 4, of
this thesis.
1.1.2.1

Hydroxyl radicals (OH)

The hydroxyl radical plays a dominant role in the chemistry of the atmosphere.
Due to high reactivity, reaction with OH is one of the primary removal processes of
greenhouse gases in the troposphere. CH4, CO and NMVOCs all have a common
sink in the atmosphere through reaction with OH, which affects their concentration
and distribution in the atmosphere.
As seen in Reactions 1.2, 1.3 and 1.4 in section 1.1.1.3, the primary source of
OH in the troposphere is photolysis of O3. However, there are also minor sources
thorough reaction of O(1D) with CH4 and N2. Its major sinks in the troposphere
are reaction with CO (≈ 70 %) (Reaction 1.7), CH4 (≈ 30 %) (Reaction 1.5) and
NO2 (Hewitt and Harrison, 1985). Through these main reactions OH is continuously
recycled in the atmosphere, due to feedback loops between the mentioned gases.
Measurements of OH are difficult, due to its short lifetime (< 1s) (Isaksen and
Dalsøren, 2011) and high reactivity, and uncertainties in its budget, spatial and
temporal variability are still present. Due to these uncertainties, OH modelling is
challenging, and it is one of the main uncertainties in modelling gases that have OH
as a primary sink, such as CH4 and CO.
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1.2

Southern Hemisphere and Australian atmospheric composition and processes

In the past, the main focus of studies covering GHG emissions was directed to the
Northern Hemisphere, while the Southern Hemisphere and Australia lacked both
measurements and research. In contrast to the Northern Hemisphere, the low anthropogenic emissions in the Southern Hemisphere offer researchers a unique opportunity to separate and study the natural drivers of GHG emissions from the
anthropogenic ones (Fisher et al., 2015). Recent studies showed that the Southern
Hemisphere and Australia have a large impact on the global carbon cycle interannual variability (Poulter et al., 2014); however, the geographic distribution of carbon
sources and sinks and their year to year variability is still poorly constrained, which
leads to uncertainties in climate predictions. Hence, understanding Earth’s carbon
cycle and the distribution of CO2, CO and CH4 surface fluxes (source/sink strengths)
in this part of the world is crucial.

1.2.1

CO2, CH4 and CO in Australia

Australia plays a significant role in global carbon cycling. In 2011, a remarkable
4.1 Pg yr−1 CO2 residual land sink occurred globally, and as a semi-arid region,
Australia was responsible for more than half of this sink anomaly. Australia was
identified as a dominant driver of interannual variability in the global carbon cycle
(Poulter et al., 2014) due to asymmetry in the interannual distribution of rainfall
and in the response of the ecosystem to rainfall change (Haverd et al., 2017). La
Niña-induced wet periods led to exceptionally large vegetation productivity that
resulted in large carbon sink events (Ma et al., 2016). These events are expected
to be observed again in the future; however, the vulnerability of these episodic land
carbon sinks to drought can lead to a rapid reversal of the CO2 uptake, releasing
the sequestered carbon back to the atmosphere (Ma et al., 2016).
Reducing uncertainties on the processes controlling carbon gas variability and
trends in Australia is therefore pivotal for accurately simulating global greenhouse
gas variability and impacts. There have been several prior attempts to identify
source contributions to Australian greenhouse gas budgets. The terrestrial biosphere
is thought to be the largest driver of both column and surface CO2 variability in Australia, followed by biomass burning (Deutscher et al., 2014; Buchholz et al., 2016).
For CH4, emissions from ruminant animals are a significant Australian source, particularly at clean air sites (Dalal et al., 2008; Fraser et al., 2011). Local emissions from
animals are also present in urban areas, along with coal mining, biomass burning
and wetland emissions. Wetlands are particularly important in the tropics where
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their emissions can dominate (Deutscher et al., 2010). Dalal et al. (2008) found
that one-third of CH4 emissions originate from natural sources while the main anthropogenic sources are from ruminant animals and fossil fuels. For CO, biomass
burning plays an important role as the main driver of the CO seasonal and interannual variability across the Southern Hemisphere (Edwards et al., 2006a,b). Overall,
total CO in Australia is dominated by NMVOC and CH4 oxidation (Té et al., 2016;
Fisher et al., 2017), with negligible influence from anthropogenic emissions (Zeng
et al., 2015), and the impact of biogenic emissions in the Southern Hemisphere is
larger on CO relative to the Northern Hemisphere. Investigating the drivers of CO
vertical structure in the Southern Hemisphere Fisher et al. (2015) showed that the
driving processes are coherent across much of the remote Southern Hemisphere and
have not changed significantly over the past 2 decades.
While prior work has provided some constraints on Australia’s greenhouse gas
sources, both these studies and others have shown lingering differences between
modelled and measured concentrations, implying some sources of greenhouse gases
in Australia remain missing or underestimated (Fraser et al., 2011; Loh et al., 2015).
A further discussion of all the CO2, CH4 and CO sources and sinks, as well related
uncertainties, will be given in chapter 3, chapter 4 and chapter 5.
1.2.1.1

CO2, CH4 and CO Australian budget

Uncertainties in the CO2, CH4 and CO global budgets (section 1.1) are still present.
To constrain the global budget it is crucial to have better regional budget estimates.
Table 1.5 shows the available Australian CO2 and CH4 budget. Due to lack of studies,
most sink components and the CO budget are not shown in the table. Breaking
down the different source and sink contributions still represents a challenge, and we
lack quantification of the contribution of specific processes to the total Australian
greenhouse gas budgets. Moreover, quantifying the sinks and the natural versus
anthropogenic sources poses an additional limitation.
1.2.1.2

Transport and interhemispheric exchange

Long range transport and interhemispheric exchange additionally influence the abundances of CO2, CH4 and CO in Australia and confound measurement interpretation.
The Intertropical Convergence Zone (ITCZ) and chemical equator (Hamilton et al.,
2008) serve as a barrier to mixing between the more polluted Northern Hemisphere
and cleaner Southern Hemisphere air (Stehr et al., 2002). Based on CO2 measurements, Keeling and Heimann (1986) estimated that the time required to mix tropospheric air between the two hemispheres is around 1 yr. During austral summer the
ITCZ stretches across northern Australia (January, Figure 1.4), which chemically
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Table 1.5: Australian CO2 and CH4 budget. All values are in Tg yr−1 .
CO2

Base Year
Anthropogenic Sources
Energy
Coal mining
Gas, oil
Biofuel
Industrial Processes
Agriculture
Rice cultivation
Ruminants
Land-Use Change & Forestry
Biomass burning
Waste
Total Anthropogenic Source
Natural Sources
Wetlands
Termites
Ocean
Hydrates
Total Natural Source
Total Source
Sinks
Soils
Total Sink

NGGI
(2019)a

NGGI
(2019)a

2016

2016

392

1.54

CH4
Fraser
et al.
(2011)
2005-2008

0.74-0.80
0.64-0.75
0.003
19.1
2.66

0.002
2.1
0.003

Wang and
Bentley
(2002)
1997

0.81
0.17b
0.003

0.03
384

0.38
0.31-0.67
0.46
4.48

0.00
2.65-2.86
0.17
0.31
0.62-0.66
4.96-5.74

0.74
?

?
?

?
?
?
?
?
?

0.26-0.61
1.40
1.51
0.00
3.80-4.64
8.76-10.38

0.2
0.7
?
?
?
0.65

?

?
?

?
?

0.94
?

-29.75

3.2

a

National Greenhouse Gas Inventory. A detailed breakdown of the different source sectors can be
found at http://ageis.climatechange.gov.au/. b Gas distribution loss and fuel combustion
c
only.
? represents the missing quantification of different source and sink components. There
are also other source and sink components that are missing quantification and are not shown in
the table.

becomes part of the Northern Hemisphere, and during the austral monsoon season
the chemical equator separates from the ITCZ north of Australia (Hamilton et al.,
2008). South of the South Pacific Convergence Zone (the most important part of
the ITCZ) emissions from biomass burning are readily transported to northern Australia from Indonesia and Southeast Asia (Gregory et al., 1999; Paton-Walsh et al.,
2010; Fraser et al., 2011; Yashiro et al., 2009). Southeast Australia is also affected
by long-range transport of biomass burning emissions, largely from southern Africa
and South America (Jones et al., 2001b; Edwards et al., 2006a; Zeng et al., 2012).
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Figure 1.4: Position of the ITCZ during Austral summer (January) and
winter (July). Figure from https://en.wikipedia.org/wiki/Intertropi
cal_Convergence_Zone#/media/File:ITCZ_january-july.png.

1.2.2

Teleconnections

Sources and sinks of greenhouse gases are the primary drivers of the variability in
their amounts in the atmosphere. To understand the changes in gas abundances, we
therefore need to understand the variability in their sources and sinks, both natural
and anthropogenic. Constraining the natural sources and sinks represents a greater
challenge, since these processes are not only affected by different meteorological
parameters (e.g., temperature, pressure) but also by different climate modes and
anomalies that additionally confound data interpretation.
Teleconnections represent the link between different climate anomalies that have
a significant impact on our climate, both spatially and temporally. Examples
of teleconnections are the Arctic Oscillation (AO), Antarctic Oscillation (AAO)
(also known as the Southern Annular Mode (SAM)), El Niño Southern Oscillation
(ENSO), Indian Ocean Dipole (IOD), North Atlantic Oscillation (NAO), Pacific
Decadal Oscillation (PDO) and Pacific-North American Pattern (PNA). The climate pattern that has the strongest impacts on Australia, and the variability in
the natural sources and sinks of CO2, CH4 and CO in the Australian region and
the Southern Hemisphere, is the El Niño Southern Oscillation. However, the Indian
Ocean Dipole (Ummenhofer et al., 2009) and Southern Annular Mode also impact
Australian climate. Cleverly et al. (2016) showed that the resulting large fluctuations of meteorological parameters in Australia due to these climate patterns are
often a result of the synchronisation of these three climate modes and not triggered
by a single climate mode only.
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1.2.2.1

El Niño Southern Oscillation (ENSO)

The El Niño Southern Oscillation (ENSO) is a natural periodic variability of the
climate system driven by changes in the tropical Pacific Ocean. It has two phases,
the El Niño and La Niña phase.
Under neutral conditions (neither El Niño or La Niña), trade winds blow from
the east to the west, as shown on Figure 1.5, resulting in warmer sea surface temperatures in the western Pacific relative to the central Pacific Ocean. This warm
air on the west side ascends, forming clouds through convection, and descends on
the east creating the Walker circulation (Bjerknes, 1969). The strength of the trade
winds and Walker circulation is a function of the change in the pressure gradient
of the atmosphere over the tropical Pacific. During the La Niña phase (due to a
stronger pressure gradient, with higher pressure on the east side relative to the west)
the trade winds get stronger, confining the warm water in the western tropical Pacific. Stronger winds and warmer water results in greater convection inland over
Australia. During the El Niño phase the pressure difference and winds weaken or
even reverse. As a result, the warm water moves away from the western side of the
Pacific, resulting in a shift of the convection and rainfall towards the central and
eastern tropical Pacific Ocean (BOM, 2012).
1.2.2.2

Impacts

The change between the different phases of ENSO has a large impact on the climate
in Australia. Temperature and rainfall change are the two strongest effects of ENSO
(Power et al., 2006). During neutral ENSO conditions Australia gets average rainfall.
During La Niña, also called the cold phase of ENSO, the amount of rainfall increases
due to stronger convection over northern, eastern and central Australia (Figure 1.5),
while the warm phase of ENSO, El Niño, manifests as hot dry years followed by lots
of fire (Williams and Karoly, 1999), reduced rainfall and severe droughts mainly
over inland eastern Australia.
The impacts of ENSO are evident globally and can vary from region to region.
Both Figure 1.6 and 1.7 show the expected and likely impacts of El Niño and La Niña
on rainfall globally (Ropelewski and Halpert, 1987). However, every La Niña and
El Niño event is unique, and the different patterns they trigger can vary from one
event to another. Moreover, there is an asymmetry in the ENSO-climate response
between El Niño and La Niña, and a climate anomaly of one ENSO extreme is
not opposite to that of the other extreme (Mason and Goddard, 2001). However,
globally over land, during La Niña, above-normal precipitation is expected during
June-August and December-February. During El Niño, below-normal precipitation
is expected year-round, and it is usually followed by drier than average conditions in
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Figure 1.5: Different modes of the El Niño Southern Oscillation
(Neutral (top), La Niña (middle) and El Niño (bottom)).
Figures
from http://www.bom.gov.au/climate/enso/history/ln-2010-12/thre
e-phases-of-ENSO.shtml.
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northeastern South America, South Africa, Australia, and the Pacific Basin (Figure
1.6) (Mason and Goddard, 2001; Bastos et al., 2013).

Figure 1.6: Expected regional rainfall impacts of El Niño. Figure from ht
tp://iridl.ldeo.columbia.edu/maproom/IFRC/FIC/elninorain.html.

Figure 1.7: Expected regional rainfall impacts of La Niña. Figure from ht
tp://iridl.ldeo.columbia.edu/maproom/IFRC/FIC/laninarain.html.
Although the complex nature of ENSO is still not well understood, La Niña and
El Niño events can be tracked and predicted. The most common way to identify
the different phases of ENSO is with the Southern Oscillation Index (SOI), which is
the surface air pressure difference between Tahiti and Darwin (Power and Kociuba,
2011). However, there are also other ENSO indices as the Oceanic Nino Index (ONI),
Japanese Meteorological Agency Index (JMA), Multivariate Index (MEI), Niño 3.4
Index, The Coupled Index (CEI), Proxy-based Index or the Trans-Niño Index (TNI)
depending on the choice of parameters to characterize ENSO. A detailed discussion
of the SOI index can be found in section 4.2.1.2.
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1.2.2.3

Implications for CO2, CH4 and CO

The rainfall and temperature changes and anomalies due to different ENSO phases
have a large impact on the processes that drive CO2, CH4 and CO. Even though
it is a tropical climate mode, ENSO can affect interannual variability worldwide
(McPhaden et al., 2006).
There are known impacts of the different ENSO phases on the variability in the
carbon greenhouse gases. In section 1.2.1 I mentioned the remarkable 4.1 Pg yr−1
CO2 residual land sink that occurred in 2011 (Poulter et al., 2014; Bastos et al.,
2013). The anomalous carbon uptake was attributed to vegetation growth and
photosynthetic productivity in Southern Hemispheric semi-arid regions, as a result
of the strongest La Niña since the 1970s, which caused up to six consecutive seasons
of increased precipitation. A 20% increase of the global terrestrial carbon sink was
recorded in 2011 and it was the highest land sink value since 1959 (Le Quéré et al.,
2012). In addition the increased net primary productivity (NPP) during this event
and reduced fire-induced carbon emissions due to wetter conditions also contributed
to the large carbon sink.
During the 1997 to 1998 El Niño (Curtis et al., 2001), drought conditions in
Southeast Asia, Central and South America and boreal regions of Eurasia and North
America triggered widespread increases in fire activity, releasing CH4, CO2 and CO
to the atmosphere (Van Der Werf et al., 2004). Moreover, increased drought and
vegetation die-off is followed by large reductions of carbon sinks due to a reduction
of photosynthetic uptake in forests, grasslands and savannas (Cleverly et al., 2016;
Reichstein et al., 2013). Significant quantities of GHGs were also emitted during
the 2015 - 2016 El Niño event, the largest seen since 1997-1998. Extreme fires were
recorded in Indonesia in this period and an increased amount of smouldering combustion due to the burning of large amounts of organic soil (peat) (Parker et al.,
2016). During the 1997-1998 El Niño 0.81-2.57 Gt carbon was emitted from Indonesia only, an amount equivalent to between 13-40% of that year’s annual global carbon
emissions from fossil fuels (Page et al., 2002). Relative to the 2.1 ppm yr−1 mean
CO2 growth rate over the past decade, a 2.9 ppm yr−1 growth rate was recorded that
year, while the highest ever recorded growth rate of 3 ppm yr−1 was estimated during 2015-2016 (https://www.esrl.noaa.gov/gmd/ccgg/trends/gr.html). Overall, larger CO2 growth rates are expected during El Niño years relative to La Niña
years (Betts et al., 2016).
For CH4, a 12 ppb yr−1 growth rate was found during the 1997-1998 El Niño
(Rowlinson et al., 2019). Although global CH4 concentrations, similarly to CO2 and
CO, have been observed to increase during El Niño events, for CH4 the opposite
behaviour would be expected. The main CH4 processes triggered by ENSO through
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temperature and rainfall anomalies are wetland emissions (Hodson et al., 2011) and
biomass burning (van der Werf et al., 2006); however, the strength of the atmospheric
CH4 sink through reaction with OH is also dependent on ENSO (Rowlinson et al.,
2019). Drier and hotter El Niño events lead to less wetland CH4 production and
more biomass burning, while wetter and cooler La Niña events result in more wetland
driven CH4 production and less biomass burning. Based on these two source types
an overall lower CH4 emission is expected during El Niño events and higher during
La Niña, since CH4 emissions from wetlands are stronger than the biomass burning
produced CH4 (Dlugokencky et al., 2011). However, the overall response of these two
source types is challenging to predict, since during the 1997-1998 El Niño wetlands
remained stable which led to an overall increase in atmospheric CH4 (Bousquet
et al., 2006). Moreover, Schaefer et al. (2018) found that a sizeable effect of ENSO
on biomass burning, suggesting that it is wetland CH4 production that responds less
to ENSO than previously suggested. In addition to these two sources, ENSO also
triggers the CH4 sink through OH and CO. Large CO emissions during enhanced
El Niño fire events suppress the availability of OH, which is the main CH4 sink
component, increasing the atmospheric CH4 (Rowlinson et al., 2019).
The 2015 El Niño year was scientifically very important. It helped elucidate the
nature and dynamics of ENSO (Santoso et al., 2017), and how tropical land carbon
fluxes respond to the warm and dry climate characteristics during El Niño years (Liu
et al., 2017; Chatterjee et al., 2017). It was shown that the pantropical biosphere
released 2.5 ± 0.3 Gt more carbon into the atmosphere than the strong La Niña
year in 2011. This accounts for 83.3% of the global total of 3.0 Gt of carbon net
biosphere flux differences between 2015 and 2011, and 92.6% of the atmospheric CO2
growth-rate differences between the strong 2015 El Niño and 2011 La Niña years
(Liu et al., 2017). Moreover, the tropical Pacific Ocean represents a source of CO2
to the atmosphere. Chatterjee et al. (2017) showed that during El Niño years, this
CO2 equatorial upwelling is suppressed in the eastern and the central Pacific Ocean,
reducing the supply of CO2 to the surface. This reduction in ocean-to-atmosphere
CO2 fluxes contributes to a slowdown in the growth of atmospheric CO2.
Although known impacts of the different ENSO phases on the variability in CO2,
CH4 and CO exist, there are still remaining unknowns. The different El Niño and
La Niña-induced changes can vary from one event to another, and each event is
unique in terms of altered patterns and strength, confounding the interpretation
of the ENSO-carbon cycle response. Moreover, the response of the carbon sources
and sinks is still poorly constrained in time (Murphy et al., 2006; Wooster et al.,
2012; Qian et al., 2008) and space (Kumar and Hoerling, 2003), and decoupling the
different processes still represents a challenge (Chatterjee et al., 2017). A detailed
description of these uncertainties and the effects of ENSO on carbon emissions is
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given in chapter 4.

1.3
1.3.1

Measurements and Modelling
Measurements

The fundamental step to understanding different phenomena and processes in the
complex Earth-atmosphere system is to sample and measure parameters that are
relevant for the studied processes. Measurements represent the foundation and the
key when trying to answer and solve different scientific questions and problems.
In atmospheric sciences different measurement methods are used to understand
and constrain the current state of the atmosphere. Depending on the scientific question we select and combine different measurement techniques. When measuring the
amounts of different gases in the atmosphere their concentration can be sampled in
situ or remotely. With in situ measurements the portion of the atmosphere that
is located at the instrument is sampled (Brasseur et al., 1999). These measurements are mostly surface measurements; however, in situ instruments can also be
placed on moving platforms (e.g., ships, trains, planes) or high towers. Examples
of direct in situ instruments are the Fourier Transform Infrared trace gas analysers (FTIR) (Griffith et al., 2012b) or Cavity Ring-Down Spectrometers (CRDS)
(e.g., Picarro, https://www.picarro.com/company/technology/crds). However,
the atmosphere can also be sampled indirectly, trapping the sample (e.g., flask measurements, AirCore) (Karion et al., 2010; Tans et al., 2010) and analysing it later
with a direct measurement method. With remote sensing measurements we sample
the atmosphere located at a distance from the instrument. While in situ measurements can sample only one location in the atmosphere at a time, remote sensing
measurements sample throughout the atmosphere and they provide atmospheric column measurements of different gases. Examples of remote sensing instruments and
methods are the ground-based solar FTIR (Wunch et al., 2011) and satellite measurements (Kuze et al., 2009; Yokota et al., 2009) that provide column averaged,
total or partial column measurements, or the Open Path FTIR (Griffith et al.,
1991) instrument that samples the average amount of gases across a specified path,
in contrast to point measurements. Combining these measurement methods provides useful additional information about the studied gases. In situ measurements
are affected by different local sources while remote sensing measurements are more
sensitive to regional processes, and using these measurements together can give us
additional constraints on different processes, and an opportunity to improve the
analysis of both greenhouse gases and the carbon cycle.
Other than measuring the amount of different gases in the atmosphere we can
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also perform measurements of the processes that drive the variability in the amounts
of these gases, such as sampling their fluxes to and from the atmosphere. Measurements of different proxies and tracers (e.g., isotopic measurements) are also a great
addition and technique when there is a lack of direct measurements of the studied
gases. Complementing all of these measurement methods with measurements of
other parameters that affect their changes, such as meteorological fields (e.g., wind
speed and direction, temperature, pressure) or other parameters relevant to specific
processes (e.g., fire count) is useful when trying to constrain specific processes.
However, even with the variety of current measurement techniques, limitations
still exist. The different datasets used to study atmospheric composition are often
affected by spatial or temporal resolution, since there are still gaps in data sets that
can lead to uncertainties and poorly or incorrectly understood processes and predictions. To minimize these uncertainties it is important to choose the most appropriate
measurement technique relative to the scientific question we are trying to answer, or
combine different techniques. Ground-based measurements are representative when
studying the temporal variation of different gases; however, these measurements are
often sampled at a fixed location, with a limited spatial coverage, hence they lack
spatial resolution. Satellite measurements can give us great spatial coverage, but
they often lack temporal resolution. To improve our understanding of the atmospheric system, integration of different measurement techniques is advantageous.
Moreover, complementing these measurement methods with modelling techniques
represents the next step to get the maximum information when trying to constraint
different processes. A detailed description of all the measurement methods relevant
for this work and their specifications is given in section 2.1.

1.3.2

Modelling

Atmospheric measurements provide us temporal and spatial information about the
abundances of different greenhouse gases, driven by different processes. Models
can predict the same based on the information we provide about the physical and
chemical characteristics of these processes; hence combining measurements with
modelling is an effective way to interpret the Earth system.
Measurements and models depend on one another; we use the information from
the measurements to parametrise different processes in the model, and we use the
modelled results to interpret the measurements. Based on the mismatch between
the two, we investigate and improve our understanding of different processes and
try to improve their representation in the models so that they reflect the real measured quantities. With accurate simulations we aid the scientific interpretation of
processes in time periods and areas where we lack measurements, such as remote

Measurements and Modelling

24

and inaccessible areas, and we use the modelled data to fill the observational gaps.
To simulate processes affecting the abundances of different trace gases in the
atmosphere we use Chemical Transport Models (CTMs). These models are based
on a large number of equations describing complex chemical and physical processes
that control the distributions of different gases. We computationally and numerically
simulate these processes to understand, evaluate and validate the sources, sinks,
transport and chemical reactivity of these gases, and predict their future change.
CTMs can be classified based on different criteria. There are Eulerian or Lagrangian models, depending on whether the CTM in question focuses on the distribution of chemical species in fixed spatial grid boxes (Eulerian "boxes") or advected
air parcels (Lagrangian "puff models") (Jacob, 1999). Models also differ with respect
to the number of dimensions they simulate. In Zero-dimensional models (0-D, box
models), the atmospheric domain is represented by only one box, and the concentrations are functions of time only. In 1-D models (column models) the concentrations
are functions of height and time. In 2-D models the species concentrations are uniform along one dimension (e.g., longitude) and depend on the other two (e.g., height
or latitude) and time, while in 3-D models they are a function of all three dimensions
and time (often referred to as 4-D models) (Seinfeld and Pandis, 2006).
CTMs can be also "online" or "offline" depending on if the chemical and physical
(e.g., meteorology) processes are coupled or not. With "offline" coupling, output
from one model is passed to another model while with "online" coupling, there is a
feedback between the meteorological and chemical model (Zhang, 2008). CTMs can
also be classified as forward ("prognostic") or inverse ("diagnostic") models. With
forward modelling the model projects past, present and future conditions while with
inverse modelling we get information about the sources and sinks from measurements of concentrations (Enting, 2002). Depending on the horizontal domain there
are global CTMs, covering the entire Earth, and regional models, simulating only
parts of the Earth. Regional models use finer grid spacing and can resolve smallerscale meteorological phenomena in contrast to global models, where these processes
cannot be represented due to a coarser resolution.
Model complexity, accuracy and computational time depend on the selection of
the different criteria described above. Similar to measurements, we use the type
of model, or a combination of models, that fits the purpose of our study the best.
The specifications of model used in this work, the GEOS-Chem, is described in
section 2.2.
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Thesis outline and aims

This PhD work focuses on the variability of atmospheric constituents, and their
drivers (sources and sinks) in Australia and the globe on multiple scales (global,
regional, local), using a combination of measurements and modelling. The focus is
on the two direct greenhouse gases, CO2 and CH4, along with the indirect greenhouse
gas CO.
Uncertainties in GHG sources and sinks still represent a limitation in predicting
future climate change scenarios. There is a gap in our current understanding of
sources and sinks in Australia, the impact of different climate modes (e.g., ENSO)
on these processes, both globally and regionally, as well the co-dependency of CH4CO-CO2, all of which needs to be investigated to reduce the existing uncertainties.
Furthermore, improving our knowledge about sources and sinks is essential to reduce
the uncertainties in emission estimates. Chemical transport models that are used to
understand what drives the variability in measured quantities rely on emission inventories and the existing uncertainties in emissions estimates can lead to unreliable
predictions and findings, hence their improvement is crucial.
Here, I use a combination of different measurement methods and a CTM to
provide better understanding of the processes, sources/sinks and concentrations of
greenhouse gases, which is necessary for more accurate climate predictions and the
continuous improvement of both measurement methods and models. I additionally
explore the impact of a specific climate pattern, the El Niño Southern Oscillation
on CO2, CH4 and CO variability. The improvement of chemical transport modelling
is crucial in order to explain and understand better different phenomena related
to atmospheric chemistry and to reduce the level of source/sink uncertainties for
different GHGs, which is especially pronounced in the Southern Hemisphere and
Australia. Furthermore, many regions with a key role in the global annual budgets
of CO2 and CH4 like South America (Amazon), Africa, Russia (Siberia), the central
region of Australia, or tropics in general are not adequately covered by the surface
measurement network, so reliable models are essential. To aid this, I have updated
the current simulations of CO2, CH4 and CO in the GEOS-Chem model for a better
simulation of the processes that drive the changes of these gases.
The research that has been conducted can be divided into three parts:
1 Interpreting in situ FTIR CO2, CH4 and CO measurements using a global
CTM (GEOS-Chem v11), to determine the distributions of the carbon greenhouse gases around Australia, identify the sources and sinks that drive their
variability and exploit their co-variations to constrain relevant processes in the
model.
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2 Investigating the imprint of El Niño Southern Oscillation on total column
greenhouse gas measurements to identify the spatial and temporal variability
of processes (sources and sinks) triggered by the two ENSO phases (El Niño
and La Niña), and their impact on the column abundances of CO2, CH4 and
CO.
3 Creating a new carbon greenhouse gas simulation in GEOS-Chem v12 for a
more accurate representation of CO2, CH4 and CO in the model to further
investigate their co-variations and variability.
The overall outcomes and scientific contribution of each part of this research proposal
are:
• Better understanding of the sources/sinks, transport and concentrations of
greenhouse gases in Australia (chapter 3).
• Identification of the impact and correlation of the ENSO atmospheric phenomena with CO2, CH4 and CO sources and sinks, and its interaction with
the environment (chapter 4).
• Improvement and development of the GEOS-Chem CTM for the better prediction of atmospheric composition (chapter 5).

Chapter 2
Methods
2.1

Measurements

In this work I use a combination of surface (in situ) and column (remote sensing)
measurements, from fixed locations, a moving platform (ship) and satellites. The
two main types of instruments used to sample the atmospheric composition are an
in situ FTIR (Griffith et al., 2012b) and ground-based solar FTIRs, as part of the
Total Carbon Column Observing Network (TCCON) (Wunch et al., 2011). I also
complement these measurements with flask measurements from surface sites and
satellite products. Figure 2.1 and Table 2.1 provide information about the locations
of the measurement sites.

Figure 2.1: Locations of the in situ surface sites (blue) along with sites that
measure column-averaged dry air mole fractions as part of TCCON (red).
Selected sites used in this study that are both part of TCCON and provide in
situ surface measurements are marked as black. The yellow track represent
the measurement track from the ship.
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Table 2.1: Stations used for the GEOS-Chem simulation validation and
comparisona .
Station

Latitude
(◦ )

Longitude
(◦ )

Altitude
(m)

Measurement start date
Surfaceb

Surface sites
Barrow
Trinidad Head
Mauna Loa
American Samoa
Cape Grim
South Pole
TCCON sites
Burgos
Izana
Saga
Pasadena/Caltech
Edwards
Tsukuba
Lamont
Rikubetsu
Park Falls
Garmisch
Karlsruhe
Bremen
Bialystok
Ascension Island
Reunion Island
Lauderd
Both surface and
Darwin
Wollongong

71.32 N
41.05 N
19.53 N
14.24 S
40.68 S
90.0 S

156.61 W
124.15 W
155.57 W
170.56 W
144.68 E
59 E

11
107
3397
42
94
2810

18.52 N
28.3 N
33.24 N
34.14 N
34.96 N
36.05 N
36.60 N
43.46 N
45.94 N
47.48 N
49.10 N
53.10 N
53.23 N
7.91 S
20.90 S
45.04 S
TCCON
12.42 S
34.40 S

120.65 E
16.5 W
130.29 E
118.13 W
117.88 W
140.12 E
97.49 W
143.77 E
90.27 W
11.06 E
8.43 E
8.85 E
23.02 E
14.33 W
55.48 E
169.68 E
sites
130.89 E
150.88 E

35
2370
7
230
699
30
320
361
440
740
116
27
180
10
87
370
30
30

TCCON

24/07/1988
19/04/2002c
07/07/1989
22/09/1988
12/11/1986
15/12/1989
03/03/2017
18/05/2007
28/07/2011
20/09/2012
20/07/2013
04/08/2011
06/07/2008
16/11/2013
02/06/2004
16/07/2007
19/04/2010
15/01/2007
01/03/2009
22/05/2012
16/09/2011
02/02/2010
28/02/2007
20/07/2009

28/08/2005
26/06/2008

a

Measurements at all sites except Trinidad Head are ongoing.
Start dates for the Surface only sites depend on the measured species. The table specifies
the date when all three studied gases (CO2, CH4, CO) were measured.
c
Measurements terminated 01/06/2017.
d
Lauder has measurements since 2004. In 2010 there was an instrument change at the site,
hence for consistency only the measurements since 2010 are used.
b

2.1.1

Spectroscopic measurement methods

Spectroscopic methods for measuring different gases in the atmosphere rely on the
fact that different chemical compounds, due to their molecule’s properties, absorb
electromagnetic radiation differently at specific wavelengths. Molecules, including
greenhouse gases, absorb IR radiation due to rotational-vibration transitions. Based
on the magnitude of this absorption we can identify the exact chemical compounds
and their amounts in the atmosphere, due to their unique IR spectral signature.
Both in situ and remote sensing instruments use spectroscopic methods to mea-
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sure the amounts of different gases in the atmosphere, sampling at different wavelengths, from ultraviolet to radio waves, and can vary from narrow-band high resolution spectrometers to broad-band radiometers (Brasseur et al., 1999).
The spectroscopic instruments used in this work use a Michelson interferometer
to recombine source radiation at different frequencies, producing an interferogram,
which is converted into a spectrum of intensity versus frequency. Briefly, the emitted
source radiation (e.g., IR beam, Figure 2.2) in the instrument is split into two by a
beamsplitter, with about half of the beam being reflected towards a fixed mirror and
the other half following the original path towards a moving mirror. Both beams are
reflected from the mirrors back towards the beamsplitter, recombining at different
frequencies, and passed to a detector, producing an interferogram. Finally, a Fourier
transform method is required to turn the raw data (interferogram) into the actual
spectrum (Forman, 1966). Using a moving mirror in this method is important
in order to introduce an optical path difference (OPD) in the distance the beams
travel. When both mirrors are at the same distance from the beamsplitter the OPD
is 0 and a zero path difference (ZPD) condition arises. The moving mirror allows
constructive (e.g., OPD = 0, the beam is recombined in phase) and destructive (e.g.,
OPD > 0, the beam is phase shifted) interference depending on OPD relative to the
wavelength of radiation.

Figure 2.2: A schematic diagram of the Michelson interferometer (https:
//en.wikipedia.org/wiki/File:FTIR_Interferometer.png).
This method is applied to a variety of instruments including the Fourier trans-

Measurements

30

form infrared spectrometer (FTIR). With an in situ FTIR the source radiation is
modulated before being passed through the sample, while with a solar FTIR it is
modulated after being passed through the sample. Figure 2.3 shows the characteristic GHG absorption bands in a spectrum obtained by a solar FTIR.

Figure 2.3: Example spectra from a solar ground-based FTIR. The two
colors represent the spectra collected with different detectors in the NIR
region. Blue is the spectrum measured using an Indium Gallium Arsenide
(InGaAs) detector and gray refers to a silicon diode (Si) detector.

2.1.2

In situ FTIR measurements

The in situ FTIR measurements used in this work are of simultaneous surface trace
gas mole fractions of CO2, CH4 and CO, measured on-board of a ship that circumnavigated Australia in 2012 and 2013, as well as continuous measurements at
two sites in Australia (Wollongong, Darwin) (Figure 2.1). The instrument can also
sample N2O and δ 13 C, but these are not analysed here.
The in situ FTIR is a high precision and low spectral resolution (1 cm−1 ) trace
gas analyser. The instrument has an internal heated Globar infrared source and it
is coupled to a multipass White cell (White, 1942) typically of a 20, 22, 24 or 26m
pathlength and a thermoelectrically cooled Mercury Cadmium Telluride (MCT)
detector. The IR beam is modulated by passing through a CaF2 beamsplitter in a
Michelson interferometer, reflected through an atmospheric sample within the White
cell, and returned to the detector (Griffith et al., 2012a).
Finally, the spectrometer produces/records the interferogram and performs Fourier
transformation to obtain the infrared spectrum of sampled air. The resulting spectra
are analysed using a program described in section 2.1.2.3 to determine atmospheric
gas concentrations. These then undergo a calibration and correction process before
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getting the final measurement values. The instrument is typically calibrated once
daily against standard World Meteorological Organization (WMO) scales.
2.1.2.1

In situ FTIR from moving platforms

The FTIR trace gas analyser used on-board the ship is same as described by Griffith
et al. (2012a) (see also Esler et al. (2000)), but modified for mobile measurements.
The analyser is based around a Bruker IRcube FTIR spectrometer coupled to
a 22m multipass White cell containing the sampled air. Trace gas amounts are retrieved from the collected spectra by least squares fitting of calculated spectra to
the measured spectra in four spectral regions between 2000 and 3800 cm−1 (Griffith,
1996; Griffith et al., 2012a). Sampled air from the foremast of the ship flowed at 1 L
min−1 through the measurement cell. Single 1 s spectra were measured continuously
and averaged over 5 min for the 2012 and 3 min for the 2013 voyage. The analyser
was calibrated before and after the voyages against a suite of standard reference gases
provided by CSIRO with assigned mole fractions on the relevant World Meteorological Organization - Global Atmosphere Watch (WMO-GAW) scales - WMO X2007
scale for CO2 (https://www.esrl.noaa.gov/gmd/ccl/co2_scale.html), X2004A
for CH4 (https://www.esrl.noaa.gov/gmd/ccl/ch4_scale.html) and X2014 for
CO (https://www.esrl.noaa.gov/gmd/ccl/co_scale.html). During the voyages
the calibration was checked against a single calibrated target tank and adjusted as
required.
Precision and accuracy were determined from 5 min Allan Variance and 1 sigma
reproducibility of the target tank measurements respectively in the laboratory before the voyages, and from the variability of target tank measurements during the
voyages. Table 2.2 summarises the 5 min repeatability and accuracy for each species.
Table 2.2: FTIR analyser 5 min repeatability and accuracy for CO2, CH4
and CO.
Species
CO2 (ppm)
CH4 (ppb)
CO (ppb)

Repeatability
0.06
0.6
0.7

Accuracy
0.15
0.7
0.7

The main role of the ship-borne measurements in this work is to quantify the
sources/sinks and distribution of CO2, CH4 and CO in Australia (chapter 3); however
they will also be used as part of the validation process of a new simulation in the
GEOS-Chem model (chapter 5). A detailed description of the data sampled on the
ship can be found in a forthcoming ESSD paper by Kubistin et al., and additional
information (e.g., measurement location and time) about these measurements is
given in section 3.2.1.
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Fixed-location in situ FTIR

Similar instruments and setup are operating continuously at Wollongong (April 2011
- present) and Darwin (February 2007 - present) (Figure 2.1). All available measurements from both sites are currently being calibrated and corrected by the candidate.
Part of the Wollongong data calibration is described in Buchholz et al. (2016). I
plan to use these measurements in future as an additional validation of the new
simulation in the GEOS-Chem model (chapter 5).
2.1.2.3

Calibration process

To analyze and compare in situ FTIR measurements, several steps are required to
correct the retrieved mole fractions of the trace gases in question. The 3 main calibration procedures include conversion to dry air mole fraction, correction to standard
conditions (cross-sensitivity) and calibration to the reference scale (Griffith, 2016).
There are also 2 prior major steps to get the final calibrated dry air mole fractions
that are essential during the measurement retrieval and processing: spectrum fitting
and calculation of mole fraction. Some of these steps are sometimes automated and
they do not require additional user input. Both measurements of the calibration reference gases and sample data need to undergo the same calibration and correction
process.
1 Spectrum fitting
To determine the amount of trace gases, the collected spectra are first analysed
using the Multiple Atmospheric Layer Transmission (MALT) non-linear leastsquares (NLLS) fitting software (Griffith et al., 2012a). This step is usually
automated after spectrum collection. Each measured spectrum is fitted to
provide the raw species concentrations, and typically, three spectral windows
are fitted (2300 cm−1 for CO, 3000 cm−1 for CH4, 3600 cm−1 for CO2). During
the fitting MALT produces a modelled spectrum based on initial estimates of
trace gas amounts, Instrument Line Shape (ILS), measured parameters such
as temperature, pressure and pathlength, combined with reference lines from
the HITRAN (Highresolution Transmission) database (Rothman et al., 2009).
The simulated spectrum is iteratively compared with the measured one using
the Levenberg–Marquardt algorithm (Press et al., 1992) until the root mean
square (RMS) residuals reach a minimum.
2 Mole fraction calculation
Based on the above analysis the total amount of absorber (concentration x
pathlength) of the target trace gas is determined. The concentration is then
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determined from the amount of absorber divided by the pathlength, and the
raw mole fraction (Xraw ) is calculated based on equation:
Xraw =

Cx
Cair

(2.1)

where Cx represents the total concentration of the species and Cair is the total
concentration of air in the cell and can be calculated from the Pressure (P )
and Temperature (T ) measured in the sample cell:
Cair =

n
P
=
V
RT

(2.2)

where R represents the universal gas constant.
3 Conversion to dry air mole fraction (DMF)
The raw retrieved wet mole fractions (Xraw ) of the trace gas in question in
then converted to dry air mole fractions (Xdry ). This step is required because
the amount of water vapour in air is highly variable and it dilutes other trace
gas species in the sample. Equation 2.3 is used for this conversion where XH2O
represents the water vapour amount that is retrieved directly from the FTIR
spectrum:
Xraw
Xdry =
(2.3)
1 − XH2O
4 Correction to standard conditions (cross-sensitivity)
After converting the trace gas to dry mole fraction (Xdry ), the next step is to
correct it to standard conditions Xcorr based on equation 2.4:
Xcorr = Xdry −
−
−
−
−

dX
(XH2O − XH2O0 )
dH2O
dX
(P − P0 )
dP
dX
(T − T0 )
dT
dX
(F − F0 )
dF
dX
(XCO2dry − XCO20 )
dCO2

(2.4)

Measured mole fractions have small spectroscopic cross-sensitivities to cell
pressure (P ), cell temperature (T ), sample flow rate (F ), water vapour (H2O)
and carbon dioxide (CO2) amounts. For each cross-sensitivity, linear correcdX dX dX dX dX
tion factors are determined (
,
) during instrument
,
,
,
dH2O dP dT dF dCO2
testing and provided with the analyser. P , T , F , XH2O and XCO2dry are the
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retrieved pressure, temperature, flow rate, water vapour amount and dry carbon dioxide mole fraction while P0 , T0 , F0 , XH2O0 and XCO20 represent the
standard measurement conditions. Table 2.3 shows the typical values of different cross-sensitivity coefficients.
Table 2.3: Typical values used during correction to standard conditions
(Cross-sensitivity) (Griffith et al., 2012a).
Variables
Units
CO2
CH4
CO
Standard
values
Units

dX
dP
mol · mol−1
·mb−1
0.0085
0.031
0.006

dX
dT
mol · mol−1
·◦ C −1
<0.8
<1.6
<1

dX
dF
mol · mol−1
·L−1 · min
0.15
<4
<2

P0

T0

mb
1000

◦C
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dX
dH2O

dX
dCO2

µmol · mol−1

µmol · mol−1

0.04
<0.2
<0.2

0.0
0.02
0.006

F0

XH2O0

XCO20

L−1 · min
1

µmol · mol−1
0.0

µmol · mol−1
400

5 Calibration to reference scale
The accuracy of the HITRAN line parameters, MALT model and FTIR instrument response can affect the retrieved raw FTIR mole fractions, hence
they must be calibrated against reference mole fractions. During the measurements the operator performs a routine maintenance where known reference
values (Xref ) from two, or preferably more, standards are sampled during the
maintenance period (Xmain ). In order to calibrate the measurements Xcorr to
reference scale, the mole fraction of the reference gas sampled during maintenance (Xmain ) first needs to be corrected to dry air mole fraction and standard
conditions. If there is more than one reference gas, calibration coefficients a
and b are generated with a linear regression method of measured mole fractions sampled during the routine maintenance period (Xmain ) against reference
values (Xref ) based on equation 2.5:
Xmain = aXref + b

(2.5)

With the calibration coefficients the calibrated mole fractions Xcal can be
calculated from the corrected measurements Xcorr based on equation 2.6:
Xcal =

(Xcorr − b)
a

(2.6)

However, if only one reference gas is available, the ratio a of the measured
mole fractions sampled during the routine maintenance period (Xmain ) and
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reference value (Xref ) is calculated with the assumption that b = 0:
a=

Xmain
Xref

(2.7)

The calibration coefficient a obtained this way from equation 2.7 needs to be
interpolated from maintenance to the retrieved measurement times and with
the interpolated values the calibrated mole fractions Xcal can be calculated
from the corrected measurements Xcorr based on equation 2.8:
Xcal =

Xcorr
a

(2.8)

6 Data filtering
Some measurements may be additionally discarded based on the measurement
collection or specific campaign criteria. Additional filtering is usually based on
the water vapour mixing ratio, pressure, temperature, flow rate, RMS residual
and shift from the spectral fit and on the rate of change of the water vapour
concentration, pressure and temperature. This is applicable for both the maintenance and sample data. Typical filtering limits used for the filtering of the
Wollongong and Darwin in situ FTIR measurements are shown in Table 2.4.
Table 2.4: Typical filtering limits.
Parameter
H2O
P
T
F
∆H2O
∆P
∆T
∆t
RMS1
RMS2
RMS3
Shift1
Shift2
Shift3

Unit & Specification
µmol · mol−1
mb
◦C
L−1 · min
(µmol · mol−1 /measurement
mb/measurement
◦ C/measurement
minutes/measurements
2300
3000
3600
2300
3000
3600

Maintenance
Sample
0 < H2O < 100 0 < H2O < 50
850 < P
800 < P
20.5 < T < 35.5
20 < T < 40
0.4 < F < 0.75 0.4 < F < 0.75
∆H2O < 2
∆P < 3
∆T < 0.23
∆t < 35
RMS1<0.57
RMS1<0.17
RMS2<0.51
RMS2<0.05
RMS3<1.5
RMS3<1.1
|Shift|±0.1

|Shift|±0.008

All variables used for the calibration process discussed in this section and their
description is summarized in Table 2.5.
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Table 2.5: Variables used during the calibration.

Variable

Description

Unit

X
Xraw
Xdry
Xcorr
dX
dH2O
dX
dF

mole fraction of the specific trace gas
wet mole fraction
dry air mole fraction
dry air mole fraction corrected to standard conditions

mol · mol−1
mol · mol−1
mol · mol−1
mol · mol−1

cross-sensitivity of measured X to water

mol · mol−1

cross-sensitivity of measured X to pressure

mol · mol−1
·mb−1

dX
dT

cross-sensitivity of measured X to temperature

mol · mol−1
·◦ C −1

dX
dF

cross-sensitivity of measured X to flow rate

mol · mol−1
·L−1 · min

dX
dCO2
P
T
F
XH2O
XCO2dry
P0
T0
F0
XH2O0
XCO20
Xmain
Xref
a&b
Xcal

cross-sensitivity of measured X to carbon dioxide

mol · mol−1

pressure
temperature
flow rate
mole fraction of water vapour
dry air mole fraction of carbon dioxide
standard pressure
standard temperature
standard flow rate
standard mole fraction of water vapour
standard dry air mole fraction of carbon dioxide
dry air mole fraction of reference gas during maintenance
known mole fraction of the reference gas
calibration coefficients
calibrate dry air mole fractions

mb
◦
C
−1
L · min
mol · mol−1
mol · mol−1
mb
◦
C
−1
L · min
mol · mol−1
mol · mol−1
mol · mol−1
mol · mol−1
/
−1
mol · mol
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2.1.3

Remote sensing

2.1.3.1

Ground-based Solar FTIR
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In addition to surface measurements, long-term time series of column-averaged CO2,
CH4, N2O, CO, HF and H2O exist at different sites around the globe (Figure 2.1).
These measurements are sampled with ground-based solar FTIRs that are part of
a global network, the Total Carbon Column Observing Network (TCCON) (Wunch
et al., 2011), that record spectra of the sun in the near-infrared.
Ground-based solar FTIRs are designed to retrieve column-averaged dry-air mole
fractions (DMFs; denoted XG for gas G) of different gases, here processed by the
GGG2014 version retrieval software (Wunch et al., 2015). The column averaged
measurements are an important addition to the surface measurements because, in
contrast to the surface measurements they can help to separate the effects of atmospheric mixing from surface exchange. Since the column vertically integrates
the concentration of different species above the surface, it is much less affected by
vertical transport than surface in situ measurements (Wunch et al., 2011), and can
reduce errors that are introduced by the exchange of carbon between the surface and
atmosphere (Yang et al., 2007). However, in contrast to surface measurements, since
they use the sun as an IR source, measurements are possible only during cloud-free
daytime, which limits the analysis of the diel variability of the measured gases, and
they are less precise and more difficult to calibrate.
Since TCCON observations rely on spectroscopic parameters they are affected
by systematic biases. In order to use TCCON data in combination with in situ
measurements and for carbon cycle science, they must be calibrated to WMO in
situ trace gas measurement scales. A typical method for this calibration is based on
in situ instrumentation flown on aircraft over TCCON sites (Wunch et al., 2010).
TCCON data are used to validate measurements made by spectrometers mounted
on orbiting satellites such as OCO-2 (Orbiting Carbon Observatory 2, CO2 measurements) (Crisp et al., 2004) and GOSAT (Greenhouse gases Observing Satellite, CO2
and CH4 measurements) (Kuze et al., 2016), providing the crucial calibration link
between remote sensing and in situ measurements, to validate output from models
of global atmospheric trace gases and the carbon cycle (Wunch et al., 2011), and
also to better understand the carbon cycle (Wunch et al., 2013; Deutscher et al.,
2014; Yang et al., 2007) and carbon fluxes (Keppel-Aleks et al., 2012; Messerschmidt
et al., 2012; Chevallier et al., 2011).
In this work, the TCCON data are used as part of the validation process for
the new joint CO2-CH4-CO simulation in the GEOS-Chem (chapter 5), as well for
the identification of the link between total column measurements and the different
phases of ENSO (chapter 4).
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Satellites

Satellite measurements of greenhouse gases use spectrometers to obtain total column
concentration of different gases. These measurements have the advantage of providing global spatial coverage; however, as for TCCON it is hard to achieve any altitude
selectivity (Holloway and Wayne, 2010). With satellite measurements we can obtain
measurements in difficult, inaccessible and remote areas, hence they can help fill in
the gaps in the ground-based observation networks. However, the spatial coverage
of these measurements is not uniform, and the spatial resolution is sometimes too
coarse to investigate localised changes and determine diurnal cycles. Nonetheless,
they are an important source of information when studying the global distribution
of different GHGs and the change of their sources and sinks with season, year, and
location.
Monitoring of the indirect GHGs (CO) is performed on satellites like MOPITT (Measurements of Pollution in the Troposphere), AIRS (Atmospheric infrared
sounder) and TES (Tropospheric Emissions Spectrometer) (Kopacz et al., 2010). In
this work, CO measurements from MOPITT are used to determine the CO interannual variability, and compared with ground based remote sensing measurements
(chapter 4). This instrument will be discussed in more detail in section 4.3.4. Other
well known instruments for direct GHG monitoring are the Japanese TANSO-FTS
(Thermal and Near Infrared Sensor for Carbon Observation Fourier-Transform Spectrometer) on GOSAT (Greenhouse gases Observing Satellite, also known as Ibuki)
and OCO-2 (Orbiting Carbon Observatory 2). GOSAT observes infrared light reflected and emitted from the Earth’s surface and the atmosphere (Kuze et al., 2009),
and column abundances of CO2 and CH4 are calculated from the observational
data. The column abundance of a gas species is expressed as the number of the gas
molecules in a column above a unit surface area (molecules · cm−2 ) (Hamazaki et al.,
2005; Yokota et al., 2009). NASA’s OCO-2 carries a single instrument that incorporates three bore-sighted high-resolution grated spectrometers designed to measure
sunlight reflected off the Earth’s surface and it retrieves the column-averaged CO2
dry air mole fraction (XCO2 ) (Crisp et al., 2004). In this work, GOSAT and OCO-2
XCO2 measurements are compared to modelled data for a new TCCON site in the
Philippines (Appendix B).
Other than measuring the abundances of different gases in the atmosphere, satellites are also used to measure additional parameters and products, both directly and
based on different proxies, that are useful to interpret specific processes, such as the
MODIS (Moderate Resolution Imaging Spectroradiometer) instrument that measures the photosynthetic activity of plants based on fluorescence measurements and
detects fires (https://modis.gsfc.nasa.gov/). In this work fire count data from

Chemical Transport Modelling

39

the MODIS satellite is used to identify fire activity when analysing transported CO,
CO2 and CH4 amounts from biomass burning (section 3.3.1).

2.2

Chemical Transport Modelling

Chemical transport models are built on coupled differential equations that describe
processes that affect the change of different chemical species in the atmosphere both
in time and space. In this PhD work a global 3-D CTM, the GEOS-Chem model
is used. 3-D CTMs are made of grid boxes that are coupled together. In each grid
box the abundance of an atmospheric species is calculated based on chemical loss
and production, emission, deposition, and fluxes in and out of the box as shown
in Figure 2.4. Some of these processes are set at the start of the simulation in the
form of emission and meteorological fields, while others are solved numerically and
parametrised at each model time step. In order to solve differential equations, global
CTMs require initial conditions that are specified at the beginning of the simulation
that describe the initial state of the gases in the atmosphere.

Figure 2.4: One-box model for an atmospheric species X. Figure reproduced from Jacob (1999).

2.2.1

GEOS-Chem

GEOS-Chem is a 3-D global Eulerian CTM developed at Harvard University, USA
(Bey et al., 2001), (https://doi.org/10.5281/zenodo.1343547). It is an offline
model and uses different meteorological fields as inputs. The simulations are typically performed on horizontal grid sizes of 2◦ latitude x 2.5◦ longitude (≈ 200 x
250km) or 4◦ x 5◦ (≈ 400 x 500km), over 72 or 47 vertical atmospheric levels from
the surface up to 0.01 hPa.
In this work the v11 (chapter 3 and chapter 4) and v12 (chapter 5) of the GEOSChem model is used. The difference between the two versions of the models is mainly
the different emission inventories and fields that were added or updated in v12 of
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the model. All the simulations were ran at 2◦ x2.5◦ horizontal resolution with 47
vertical levels. 47 levels are used instead of 72 to save computational resources;
however, the reduced vertical layers are lumped together starting at 70 hPa, in the
stratosphere, which has little impact on the studied carbon greenhouse gases. The
meteorological inputs are from the Modern-Era Retrospective analysis for Research
and Applications, Version 2 (MERRA2) reanalysis developed by the NASA Global
Modelling and Assimilation Office (GMAO).

2.2.2

Speciality and full chemistry simulation

All three studied gases, as part of the standard GEOS-Chem code, have their own
speciality simulation. These simulations are decoupled from other gases, hence the
chemical production of different species (e.g., CO2 production from the oxidation
of CO, CH4 and NMVOCs) is simulated offline and all oxidant fields (e.g., OH) are
used as archived fields. The standalone CO2 simulation is based on Nassar et al.
(2010) and Nassar et al. (2013), the CH4 simulation is based on Wecht et al. (2014),
and the CO simulation is described by Fisher et al. (2017).
Other than the standalone speciality simulations, GEOS-Chem can also perform a full chemistry simulation, the Ox-NOx-hydrocarbon chemistry simulation,
with more sophisticated chemistry mechanisms and chemical solvers relative to the
standalone simulations. The full chemistry simulation is required for the functionality of some of the speciality simulations, since it provides different input emission
fields (e.g., CO2 production from the oxidation of CO, CH4 and NMVOCs) for the
speciality simulations.
The advantage of the standalone carbon simulations relative to the full chemistry is that (1) they are computationally highly efficient and (2) for all three gases
they additionally simulate different tracers that represent the processes driving the
changes of each gas which is beneficial for studies focusing on source apportionment.
The different tracers will de discussed in section 2.2.2.4.
2.2.2.1

CH4-only simulation

The standalone CH4 simulation in the troposphere is based on equation:
d[CH4]
=ECH4 − SCH4 − kCH4,OH [OH][CH4] − kCH4,Cl [Cl][CH4]
dt

(2.9)

where ECH4 represents the different surface emissions (gas, oil, coal, livestock, landfills, biofuel, rice cultivation, biomass burning, wetlands, termites and other combined anthropogenic emissions (e.g., energy manufacturing transformation, non-road
transportation, road transportation, industrial process and product use and fossil
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fuel fires)), SCH4 is the sink field from soil absorption, [OH] is the tropospheric sink
component, computed using a 3-D archive of monthly average OH concentrations
from a GEOS-Chem simulation of tropospheric chemistry (Park et al., 2004) and
kCH4,OH and kCH4,Cl are the the pressure- and temperature-dependent rate constants
for oxidation of CH4. In v12 of the GEOS-Chem model there is an additional chlorine atmospheric sink component ([Cl]) applied to CH4 and additional sources from
wastewater, seeps and lakes. In the stratosphere, Equation 2.9 becomes:
d[CH4]
=ECH4 − CH4loss
dt

(2.10)

where CH4loss represents the stratospheric CH4 sink component based on stratospheric CH4 loss frequencies archived from the NASA Global Modeling Initiative
model (Considine et al., 2008; Allen et al., 2010) as described by Murray et al.
(2012).
2.2.2.2

CO-only simulation

The CO simulation in the troposphere is based on equation:
d[CO]
= ECO + P (CO) − kCO [OH][CO]
dt

(2.11)

where ECO represents the different surface emissions (fossil fuel, biofuel and biomass
burning), P (CO) accounts for the chemical production of CO from CH4 and NMVOC
oxidation (combined biomass burning, anthropogenic and biogenic), [OH] represents
the OH concentrations, and kCO is the pressure- and temperature-dependent rate
constant for oxidation of CO by OH from the Jet Propulsion Laboratory (JPL) data
evaluation (Fisher et al., 2017). In the stratosphere Equation 2.11 becomes:
d[CO]
= ECO + COprod − COloss
dt

(2.12)

where COprod represents the stratospheric production of CO from CH4, while COloss
is the stratospheric CO sink due to chemical reaction with OH. Both quantities are
from the NASA Global Modeling Initiative model. The chemical production of CO
(P (CO)) can be further expanded as:
P (CO) = P (CO)CH4 + P (CO)NMVOC

(2.13)

The P (CO)CH4 and P (CO)NMVOC terms are obtained with the GEOS-Chem full
chemistry simulation from the simulated monthly CO chemical production rates
(P (CO)). The P (CO) is then split offline to the P (CO)CH4 and P (CO)NMVOC terms
based on the CH4 loss rates (L(CH4)) that are also simulated and saved from a
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full chemistry simulation. For the simulation a 100% CO yield from CH4 is assumed, hence the production of CO from CH4 is equal to the CH4 loss (P (CO)CH4
= L(CH4)). The remaining P (CO)NMVOC contribution is then calculated as the
difference between the total CO production and the production of CO from CH4:
P (CO)NMVOC = P (CO) − P (CO)CH4

(2.14)

Since the 100% yield may overestimate the production of CO from the oxidation of
CH4, the simulation caps the P (CO)CH4 to the total P (CO) where it is greater than
P (CO).
2.2.2.3

CO2-only simulation

The standalone CO2 simulation is based on equation:
d[CO2]
= ECO2 + P (CO2) + DCO2
dt

(2.15)

where ECO2 represent the surface emissions (fossil fuel, biomass burning, biofuel,
shipping) and 3-D emissions (aviation), P (CO2) accounts for the 3-D chemical production from oxidation of CO, and DCO2 represents the net source from ocean exchange, balanced and net annual terrestrial exchange. Note that DCO2 can be positive or negative because these processes have negative values in regions where they
act as a sink and positive values where they act as a source. The chemical source,
as for the other emissions, is a prescribed field that is handled offline and read in at
the start of the simulation. This chemical source is based on the monthly CO loss
rates (L(CO)) from the GEOS-Chem 4◦ x5◦ Ox-NOx-hydrocarbon (full chemistry)
simulation. It is assumed that L(CO) is equal to the CO2 production rates (P (CO2)
= L(CO)).
Some of the emission inventories used in the CO2 simulation already include
CO2 that is chemically formed, but these amounts are only in the form of surface
emissions, rather than distributed throughout the atmosphere, leading to a bias
in the model (Suntharalingam et al., 2005). With the inclusion of a 3D chemical
source in the CO2 simulation this bias needs to be corrected, and the CO2 chemical
production emitted at the surface needs to be subtracted from the total CO2. Nassar et al. (2010) quantified a 0.825 Pg C yr−1 global annual value for the surface
correction based on emissions of all reactants that undergo oxidation to CO2 and
are included in emission inventories. This includes emissions from fossil fuel, biospheric CH4 (wetlands, ruminants, rice, termites, landfill) and biospheric NMVOC
emissions (isoprene and monoterpens), while biofuel and biomass burning explicitly
accounted for CO2, CO, CH4 and NMVOC emissions using emission factors, hence
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no surface correction was applied. This correction term will be discussed in more
details in section 5.2.1.6.
2.2.2.4

CH4, CO and CO2 tracers

All three carbon greenhouse gas simulations are linear and each includes a suite of
tracers tagged by source type (and, for CO, region). The linearity of the simulations
allows for the separate simulation of the different tracers that represent the driving
processes of each gas, since the sum of the tracers represent the total amount of
each gas. The different tracers are valuable for source and sink attribution, and
the regionally tagged tracers carry additional information about the transported
amounts of different gases driven by different sources.
The v11 GEOS-Chem CH4 tagged simulation includes 11 tracers for different
source types: gas and oil, coal, livestock, waste, biofuel, rice cultivation, biomass
burning, wetlands, termites, soil absorption and other combined anthropogenic emissions (e.g., energy manufacturing transformation, non-road transportation, road
transportation, industrial process and product use, and fossil fuel fires). The soil
absorption represents a sink of CH4 while all other tracers are sources. For CH4,
an OH and Cl (v12 only) sink is applied to all of the tracers; however, in contrast
to the soil absorption sink there are no separate tracers for these loss mechanisms.
The sink components are proportionally applied to all the tracers. In v12 there are
additional tracers for wastewater, seeps and lakes.
The CO tagged simulation (both v11 and v12) includes 4 source types: anthropogenic, biomass burning, and separate CH4 oxidation and NMVOC oxidation.
The anthropogenic tracer includes both fossil fuel and biofuel since these sources are
combined in some of the emission inventories. Stratospheric and tropospheric OH
sinks are applied to all of the CO tracers. The anthropogenic and biomass burning
tracers are further distinguished by region to aid in interpretation of transported
influences. For the purpose of this work the original CO simulation was modified
by changing the tagged regions to focus on regions that are more compatible with
the research scope as shown in Figure 2.5.
The tagged CO2 simulation (both v11 and v12) includes 9 tracers to distinguish
between source types: fossil fuel, ocean exchange, biomass burning, biofuel, balanced
biosphere, net annual terrestrial exchange, shipping, aviation, and the collective CO2
production from the oxidation of CO, CH4 and NMVOCs. The ocean exchange,
balanced biosphere, and net annual terrestrial exchange act both as sink and source,
while the other tracers represent only sources of CO2. Both the balanced biosphere
and net annual terrestrial exchange refer to the terrestrial biospheric exchange of
carbon (Nassar et al., 2010; Messerschmidt et al., 2012). This exchange process
is presented through two different components in the simulation to separate the
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Figure 2.5: GEOS-Chem tagged regions used for anthropogenic and
biomass burning sources in the CO simulation. South America (112◦ W 33◦ W, 56◦ S - 24◦ N), Africa (17◦ W - 70 ◦ E, 48◦ S - 36◦ N), East Asia (8◦ N 45◦ N, 70◦ E - 153◦ E), Indonesia (10◦ S - 6◦ N, 95◦ E - 165◦ E), Australia (44◦ S
- 10◦ S, 112.5◦ E - 157.7◦ E). The East Asia and Indonesia regions were used
for the biomass burning source only. Regions not shown on the map are Anthropogenic Other and Biomass Burning Other, these are regional tags that
cover the reminder of the globe outside the source specific tagged regions.
influence of the anthropogenic interference. The balanced biosphere has no net
annual uptake/release of CO2 (e.g., net global contribution of 0 Pg C yr−1 ) and
it is the driver of the natural seasonal CO2 cycle, while the net annual terrestrial
exchange represents the residual annual terrestrial exchange of CO2 (≈ -5.29 yr−1 ).
2.2.2.5

Emissions, deposition and chemistry

The main mechanism driving the changes of CO2, CH4 and CO in the model are
the different emission, deposition, chemical production and loss fields. The main
processes (sources and sinks) that affect the abundances of different greenhouse
gases were presented in section 1.1. Models are continuously updated to reflect
these processes in order to accurately reproduce the concentration of different gases
in the atmosphere. Study of contributions and budgets of different sources and sinks
is still an active research field and not all processes are accounted for in different
models. There are still uncertainties involved in different emission inventories, hence
evaluating models with measurements is crucial to constrain these processes.
The different inventories and chemical fields used for the three v11 carbon gas
simulations are shown in Table 2.6. Years represent periods when time-specific
inventories were available during the simulation time period (2005-2016). Where
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possible, common emission inventories were used for all three simulations. For simulations that were outside of the specified inventory time range, the model re-used
the data from the closest year. Results in chapter 3 and chapter 4 are based on the
emission inventories shown in Table 2.6, while for chapter 5 I used updated versions
of some emission inventories, discussed in section 5.2.1 and section 5.2.1.2.
The WetCHARTs v1.0 wetland emissions were not part of the public v11 CH4
simulation, hence I added these emissions manually to use the most recent and
time specific wetland inventory. Moreover, QFED biomass burning emissions were
only implemented into the CO simulation, hence these emissions were also added
additionally to the CO2 and CH4 simulations to remain consistency between the
different source types. However, the implementation of the same inventory type for
common processes was not available for all source and sink fields. Note, the CH4
and CO simulations use different OH fields, and the CO2 simulation uses a separate
anthropogenic emission inventory from CH4 and CO.
2.2.2.6

CO2, CH4 and CO budgets in GEOS-Chem

The CO2 (section 1.1.1.2), CH4 (section 1.1.1.3) and CO (section 1.1.1.4) global
budgets were discussed before in section 1.1 and it was shown that the Australian
budgets of these gases are highly uncertain (section 1.2.1.1). Here, I quantify both
the global and Australian budgets of all three gases based on the v11 GEOS-Chem
simulations. The differences between these budgets and the v12 budgets will be
discussed in chapter 5. The Australian budget was calculated based on the region
shown on Figure 2.6.
The global chemical source budget for CO2 is around 1.1 Pg C yr−1 (Suntharalingam et al., 2005). However, these model results (Table 2.7) gave significantly
lower values. This difference was due to a "bug" in the v11 CO2 code, as a result of
incorrect unit conversions and misslabelling of the CO2 chemical source unit. A detailed discussion about this "bug" can be found in section A.3. The unit conversion
and input files are now fixed in the v12 simulation. A detailed discussion of this
source is provided in chapter 5. The incorrect chemical source was used in chapter 3
and chapter 4 but would not have a large effect on the results in chapter 3, since
this is a 3D chemical source, and it is more pronounced in the column relative to
the surface which is the focus of this analysis. In the future I plan to re-run the
CO2 simulation for chapter 4 to examine the influence of this additional source on
CO2 IAV; however, due to time limitations the influence of this source in the current
results is excluded.

CO2
ODIACb
QFEDv2i
Yevich and Loganj
Takahashi et al.k
SIB3l
TransComm
ICOADSn
AEICo
Archived fieldsu
-

Years
2005-2014
2005-2016
2000-2013
2005-2010
2005
2005-2009
-

CH4
EDGARv4.2c
QFEDv2i
Fung et al.p
WetCHARTs v1.0q
EDGARv4.3.2c
Archived fieldsv

Years
2005-2008
2005-2016
2005-2015
2009
-

CO
EDGARv4.2c
EMEPd
BRAVOe
CACf
NEIg
MIX v1.1h
QFEDv2i
Yevich and Loganj
ICOADSn
AEICo
Archived fieldss
Archived fieldss
Archived fieldss

Years
2005-2008
2005-2012
2005-2008
2006-2013
2008-2010
2005-2016
2005
2009-2011
2009-2011
2005-2011

b

The anthropogenic emissions in the CO simulation had regional overwrites for the countries specified in the table.
c
Open-source Data Inventory of Anthropogenic CO2 (Oda and Maksyutov, 2011)
European Commission. Emission Database for Global
d
Atmospheric Research (http://edgar.jrc.ec.europa.eu/)
European Monitoring and Evaluation Programme (Vestreng et al., 2007)
e
f
The Big Bend Regional Aerosol and Visibility Observational Study (Kuhns et al., 2005)
Criteria Air Contaminants Van Donkelaar et al.
g
h
(2012)
National Emissions Inventory (http://www.epa.gov/ttnchie1/net/2005inventory.html)
Li et al. (2017)
i
j
k
The Quick Fire Emissions Dataset (Darmenov and da Silva, 2015)
Yevich and Logan (2003)
Takahashi et al. (2009)
l
m
n
The Simple Biosphere (Messerschmidt et al., 2012)
Baker et al. (2006)
International Comprehensive Ocean–Atmosphere Data Set
o
p
(Lee et al., 2011)
Aviation Emissions Inventory Code (Stettler et al., 2011)
Fung et al. (1991)
q
r
Bloom et al. (2017)
The production of CO from NMVOCs and CH4 is calculated with the GEOS-Chem full chemistry simulation from
simulated monthly CO chemical production rates using biogenic NMVOC emissions from the Model of Emissions of Gases and Aerosols from
Nature (MEGAN) (Guenther et al., 2012), anthropogenic NMVOC emissions from the Reanalysis of the Troposhperic chemical composition
(RETRO) inventory (Bolshcer et al., 2007) and biomass burning NMVOC emissions from GFEDv3 (Fisher et al., 2017).
s
t
Fisher et al. (2017)
The chemical production of CO2 is calculated based on monthly CO loss rates from the GEOS-Chem full chemistry
u
v
simulation
Nassar et al. (2010)
Park et al. (2004)

a

Source and sink fields
Anthropogenica
Europe
Mexico
Canada
USA
Asia
Biomass Burning
Biofuel Burning
Ocean Exchange
Balanced Biosphere
Net Terrestrial Exchange
Shipping
Aviation
Soil and Termites
Wetland
Rice
P(CO)CH4 r
P(CO)NMVOC r
P(CO2)t
OH sink

Table 2.6: GEOS-Chem emission inventories and chemical fields.
Chemical Transport Modelling
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Chemical Transport Modelling

Figure 2.6: Purple shaded area represents the grid-boxes from the modelled
output used for the calculation of the CO2, CH4 and CO Australian budget.

Table 2.7: Global and Australian CO2 budget from GEOS-Chem v11 (20052016). All values are in Pg C yr−1 .
Source and sink fields
Sources
Fossil Fuel
Biofuel Burning
Biomass Burning
Shipping
Aviation
P(CO2)a
Chemical correctionb
Total Sources
Sinks
Ocean Exchange
Net Terrestrial Exchange
Balanced Biosphere
Total Sinks
a

Global

Australia

7.83-9.66
0.82
1.32-2.25
0.27-0.29
0.20-0.21
3.6e−5
1.14-0.87
11.29-12.72

0.09-0.10
0.0003
0.07-0.42
0.003
0.004
6.7e−7
0.06
0.17-0.53

1.81-2.63
5.29
0.05-0.08
7.14-7.93

0.005-0.008
0.23
0.006-0.005
0.24

The model results (Table 2.7) gave significantly lower values relative to the 1.1 Pg C yr−1 global CO2 chemical source
budget quantified by Suntharalingam et al. (2005). This difference was due to a "bug" in the v11 CO2 code that is discussed in section A.3. b The chemical correction field is negative and it is the chemical production emitted at the surface, included in other emission inventories. This needs to be
corrected and subtracted when using the 3D chemical CO2
production, to remove the double-counting of the chemical
source. More details in section 2.2.2.3.
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Table 2.8: Global and Australian CH4 budget from GEOS-Chem v11 (20052016). All values are in Tg CH4 yr−1 .
Source and sink fields
Sources
Oil & Gas
Coal mining
Biofuel Burning
Livestock
Waste
Other Anthropogenic
Biomass Burning
Rice
Wetland
Termites
Total Sources
Sinks
Soil absorption
Tropospheric OH
Total Sinksa

Global

Australia

63-68
39-46
11-12
108-111
58-60
6-7
9-16
37
168-188
12
531-560

0.25-0.27
1.45-1.55
0.02-0.03
3.10-3.23
0.57-0.61
0.02-0.03
0.38-2.27
0.05
1.44-2.00
0.83
8.48-10.45

18
473-489
491-507

0.59
7.59-7.81
8.17-8.39

a

Stratospheric OH sink is not included because it
is not provided as a model output diagnostic; however, it is applied to CH4 in the simulation.

Table 2.9: Global and Australian CO budget from GEOS-Chem v11 (20052016). All values are in Tg CO yr−1 .
Source and sink fields
Sources
Anthropogenica
Biomass Burning
P(CO)CH4
P(CO)NMVOC
Total Sources
Sinks
OH loss
Total Sinks
a

Fossil fuel & biofuel

Global

Australia

599-619
232-405
1083-1096
502-504
2420-2612

2.18-2.38
11.05-66.06
19.39-20.23
28.33-28.49
61.25-116.01

2776-3014
2776-3014

44.42-52.91
44.42-52.91
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Table 2.10: CO anthropogenic and biomass burning budgets tagged by
regions from GEOS-Chem v11 (2005-2016). The different regions are shown
on Figure 2.5. All values are in Tg CO yr−1 .
Source and sink fields
Sources
Anthropogenic Totala
South America
Africa
Australia
Other
Biomass Burning Total
South America
Africa
East Asia
Indonesia
Australia
Other
a

2.3

Region
599-619
71 - 73
100 - 106
2-2
423 - 441
232-405
36 - 100
130 - 192
8 - 31
3 - 13
11 - 66
22 - 67

Fossil fuel & biofuel

Measurement - Model comparison and Methods

To compare different types of measurements (e.g., surface, column) and from different platforms (e.g., fixed location, ship) with the modelled results, the model
outputs had to be converted to match them with the specifications of the measurements. Here, I describe the different methods that were applied to the measured and
modelled data to retain consistency between the two and remove potential impacts
of assumptions in the modelled values.

2.3.1

Model initial conditions and bias correction

The model initial conditions and the imbalance between the modelled sources and
sinks relative to their true values created a bias in the model, which led to a difference
between the modelled and measured growth rates. To correct this a linear bias
correction method was applied to CO2 and CH4 in chapter 3, while CO was not
affected by this bias due to its shorter lifetime and lack of long term trend. This bias
correction was adequate for the analysis of these modelled results and its comparison
with the measurements since the focus of this research is mainly on the short term
variability of the carbon greenhouse gases and not their trends.
To compare surface CO2 and CH4 measurements with the model, the modelled
growth rates were corrected by first assessing offsets between the modelled and

Measurement - Model comparison and Methods

50

measured monthly mean surface values at background stations (Barrow, Trinidad,
Mauna Loa, American Samoa, Cape Grim and South Pole) (Dlugokencky et al.,
2018b,a) as shown in Figure 2.7. The modelled offset was then corrected with
a globally-averaged 13-point running mean of the difference between the monthly
modelled and measured data at the background sites.

Figure 2.7: The model - measurement offset used for the bias correction
method for CO2 and CH4. This offset was calculated by a globally averaged
13 point running mean on the difference between the modelled and measured
monthly mean data at the specified background sites. Solid lines represent
background sites in the Northern Hemisphere while the dashed lines represent the offsets for the Southern Hemisphere background stations.

2.3.2

CO2 initial condition offset

The GEOS-Chem CO2 simulation (section 2.2.2.3) uses emission fields that can
be both positive or negative, because certain CO2 processes have negative values
in regions where they act as a sink and positive values where they act as a source.
These emission fields refer to the balanced biosphere, net terrestrial exchange, ocean
exchange and chemical surface correction.
All of these fields are also available as tracers in the CO2 simulation discussed in
section 2.2.2.4. The GEOS-chem tracers represent the concentration contribution
of processes that describe the sources and sinks of each gas. Since they represent
the atmospheric amounts of different processes they can only have positive values
in the model. Due to this the tracers from emission fields with both positive and
negative values will be set to 0 in regions where they act as a sink, leading to a loss
of information when analyzing the distribution and strength of the tracers.
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To overcome this limitation a 365 ppm offset was added to the initial concentration fields of the balanced biosphere, net terrestrial exchange, ocean exchange
and chemical surface correction tracer at the beginning of the simulation. With a
positive offset the negative concentrations were now subtracted from the 365 offset,
and they never reached below 0 values, hence the model could not set them to 0.
After the simulation, when extracting the model output the same value was subtracted from the four tracers allowing them to become negative. Figure 2.8 shows
the difference of the four CO2 tracers with and without the inclusion of the 365 ppm
offset.

Figure 2.8: Surface level concentrations with (top) and without (bottom)
applying an offset to the initial fields of the balanced biosphere, net terrestrial
exchange, ocean exchange and chemical surface correction CO2 tracers.
The 365 ppm value was arbitrary; however, this value was chosen in order to en-
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sure that the used offset is higher than the resulting tracer concentrations. This offset
was applied to the CO2 simulations for all model results in this work. The offset was
added under the CO2 specialty simulation menu in the species_database_mod.F90
code under the Headers directory in the public GEOS-Chem code (both v11 and
v12). The code was modified from:
CASE(0 CO20 )
BackgroundV V = 3.55e − 04_f p
CASEDEF AU LT

(2.16)

BackgroundV V = M ISSIN G_V V
to:
CASE(0 CO20 )
BackgroundV V = 3.55e − 04_f p
CASE(0 CO2OC 0 )
BackgroundV V = 3.65e − 04_f p
CASE(0 CO2N T E 0 )
BackgroundV V = 3.65e − 04_f p
CASE(0 CO2BAL0 )

(2.17)

BackgroundV V = 3.65e − 04_f p
CASE(0 CO2CORR0 )
BackgroundV V = 3.65e − 04_f p
CASEDEF AU LT
BackgroundV V = M ISSIN G_V V
where 0 CO2OC 0 refers to the ocean exchange tracer, 0 CO2N T E 0 to the net terrestrial exchange, 0 CO2BAL0 to the balanced biosphere and 0 CO2CORR0 to the
surface correction tracer. The BackgroundV V represents the background initial
concentration field for each tracer, 3.65e-04_fp represents the 365 ppm offset while
M ISSIN G_V V is the default initial field of a value close to 0 that was prescribed
to each tracer if no other initial field was provided.

2.3.3

Unit conversion

2.3.3.1

Total column and column averaged dry-air mole fraction

To compare the model output with column averaged measurements in chapter 4
and chapter 5, the modelled mixing ratios were converted to column averaged dry-
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air mole fractions (xm ) by dividing the vertical column of the gas (XG ) of interest
with the total dry air column (O2), based on the method described by Wunch et al.
(2010):
columnG
xm = 0.2095
(2.18)
columnO2
and smoothed according to equation 2.19 (Rodgers and Connor, 2003):
xs = xa + A(xm − xa )

(2.19)

where A is the FTIR averaging kernel, xa and xm are the TCCON a priori and
modelled column dry-air mole fractions, respectively, and xs represents the smoothed
model values. Equation 2.19 can also be expressed through the vertical column of
the gas (V CG ) (Wunch et al., 2010),(https://tccon-wiki.caltech.edu/Network
_Policy/Data_Use_Policy/Auxiliary_Data):
xs = xa + (

apriori
model
V CG,ak
− V CG,ak
)
V Cair

(2.20)

model
where V CG,ak
represents the modelled averaging kernel-weighted vertical column
apriori
represents the averaging kernel-weighted vertical column
of thet gas (XG ), V CG,ak
of the a priori, and V Cair is the vertical column of dry air in molecules · cm−2 .
apriori
model
and V CG,ak
are calculated from:
V CG,ak

V CG =

Z Ps
0

fG (p)
dp
g(z(p), φ) · m

(2.21)

where fG = fGdry · (1 − fH2O ) is the true mole fraction profile of gas XG (fGdry is
the dry mole fraction and fH2O is the H2O profile), Ps is the surface pressure and
g is the gravitational acceleration as a function of altitude (z) and latitude (φ).
Equation 2.21 can be further expanded through the mean molecular weight of the
air m = mH2O · fH2O + mdry
air · (1 − fH2O ):
V CG =

Z Ps
0

fGdry (p)
dry
dry dp
g(z(p), φ) · mdry
air · [1 + fH2O (p) · (mH2O /mair )]

(2.22)

fH2O
, mH2O =18.02 · 10−3 /NA kg molecule−1 , mdry
air =28.964 ·
1 − fH2O
10−3 /NA kg molecule−1 , and NA represents Avogadro’s constant. After applying
the column averaging kernel (A(p)), the previous equation becomes:
where fHdry
=
2O

V CG,ak =

Z Ps
0

fGdry (p) · A(p)
dry
dry dp
g(z(p), φ) · mdry
·
[1
+
f
(p)
·
(m
/m
H
O
air
air )]
H 2O
2

(2.23)
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V Cair is calculated by setting the numerator in Equation 2.23 to 1:
V Cair =

Z Ps
0

g(z(p), φ) ·

mdry
air

dp
· [1 + fHdry
(p) · (mH2O /mdry
air )]
2O

(2.24)

The modelled vertical profiles used in this research were saved at a 1h temporal
resolution and extracted for the closest grid box to each TCCON station.
2.3.3.2

Total column and column averaged dry-air mole fraction for
modelled tracers

To compare the modelled tracers with column averaged measurements in chapter 4
and chapter 5, the modelled mixing ratios were converted to column averaged dry-air
mole fractions and smoothed according to equation:
xs = A · xm

(2.25)

where A is the FTIR averaging kernel and xm is the modelled column dry-air mole
fraction. Since the a priori (xa ) represents the profile of the total amount of each
gas and has no information about the individual source contributions to xa , equation 2.19 was only applied to the total amounts of the modelled gases, while the
smoothing based on the a priori profiles was excluded for the tracers. This was done
because (1) the tracers with low mixing ratios became negative, with the inclusion
of the a priori (2) the variability of the tracers with low values diminished and it was
mainly driven by the changes of the a priori profile. The smoothing of the modelled
tracers based on Equation 2.25 is valid since the analyses focus on the relative effects
of the different tracers, and not the absolute values of the column averaged tracers.
2.3.3.3

A priori and averaging kernels

The a priori profiles and averaging kernels (A) are publicly available in the site specific TCCON files (https://tccondata.org/). Each TCCON site has a specific a
priori profile per day, as a function of latitude. The CH4 and CO a priori profiles
are generated from MkIV FTIR baloon profiles (Toon, 1991) while the CO2 a priori
profiles are derived from GLOBALVIEW-CO2 (Cooperative Atmospheric Data Integration Project - Carbon Dioxide) (Wunch et al., 2011). Example a priori profiles
for CO2, CH4 and CO are shown in Figure 2.9.
The averaging kernels describe the altitude-dependent sensitivity of the retrieved
total column of each gas to errors in the assumed vertical profile shape (Wunch et al.,
2011). For a perfect column measurement, A would be 1.0 at all altitudes. The averaging kernels vary smoothly with pressure and solar zenith angle, but they do
not differ significantly between sites or at different times of year (https://tcco
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n-wiki.caltech.edu/Network_Policy/Data_Use_Policy/Auxiliary_Data). Example column averaging kernels for CO2, CH4 and CO are shown in Figure 2.10.

Figure 2.9: Examples of CO2, CH4 and CO a priori mixing ratio profiles for
the Wollongong TCCON site as a function of pressure. The colours represent
the time of year.

Figure 2.10: Examples of CO2, CH4 and CO column averaging kernels for
the Wollongong TCCON site as a function of pressure (date 31/12/20151/1/2016). The colours represent the solar zenith angle (SZA).
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Other methods

In addition to the described measurement and modelling techniques, throughout
this work I will also present additional measurement products (e.g., SOI, MOPITT,
MODIS data) that were used to perform different analysis to constrain specific
processes. I will also discuss additional comparison and calculation methods that
were applied to extract specific information from the data (such as calculating the
interannual variability of different gases or separating the data into backgrounds
and enhancements) where relevant in the thesis.

Chapter 3
Simultaneous shipborne
measurements of CO2, CH4 and
CO and their application to
improving greenhouse gas flux
estimates in Australia
3.1

Introduction and Motivation

The work and results presented in this part of the Thesis are based on a publication
by Bukosa, B., Deutscher, N. M., Fisher, J. A., Kubistin, D., Paton-Walsh, C.
and Griffith, D. W. T, Simultaneous shipborne measurements of CO2, CH4 and
CO and their application to improving greenhouse gas flux estimates in Australia,
Atmospheric Chemistry and Physics (ACP), 2019 (Bukosa et al. (2019)).
Carbon greenhouse gas emissions to the atmosphere have grown dramatically
over the last 250 years, with resulting impacts for climate. Before the industrial
revolution, these gases were primarily controlled by natural processes, but since industrialization anthropogenic processes have played an increasingly important role
in determining greenhouse gas budgets. This change has increased the complexity
of the greenhouse gas-climate feedback and the uncertainties related to these feedbacks and processes. As discussed in chapter 1 carbon dioxide (CO2) and methane
(CH4) are the most significant greenhouse gases arising from anthropogenic activities. Carbon monoxide (CO) is an indirect greenhouse gas that, through its reaction
with the hydroxyl radical (OH), affects the atmospheric burdens of the greenhouse
gases CH4 and tropospheric ozone. The Australian continent has been shown to
critically influence the interannual variability of carbon cycling on a global scale
57
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(Poulter et al., 2014), as discussed in section 1.2.1, yet the budgets of these gases
in Australia remain poorly constrained. Here, shipborne observations of CO2, CH4,
and CO are used to provide an updated estimate of their spatial distribution, sources
and sinks, with a focus on common processes and sources that lead to co-variation
between species.
While most prior work on greenhouse gas source attribution in Australia has
focused on a single species, measurements of co-variation between species can provide
useful constraints on controlling processes (Andreae and Merlet, 2001; Popa et al.,
2014). CO2, CH4 and CO are chemically dependent, with several common sources
and sinks, and changes in any one of these species can have a significant impact
on the others. Both CO and CH4 are removed through reaction with OH, the
main tropospheric oxidant, leading to production of CO2 (McConnell et al., 1971;
Hewitt and Harrison, 1985; Enting and Mansbridge, 1991; Duncan et al., 2007). CH4
oxidation leads to a near unity production of CO (Duncan et al., 2007), and CO
oxidation is responsible for about 90% of the chemical production of CO2 (Ciais et al.,
2008; Folberth et al., 2005). All three gases are emitted during fossil fuel and biomass
combustion. Because of these co-emissions that lead to coincident enhancements,
ratios between the different gases can be used to identify the signature of sources
including coal mining (Buchholz et al., 2016), household combustions (Zhang et al.,
2000), traffic (Ammoura et al., 2014) and biomass burning (Nara et al., 2011; Parker
et al., 2016; Lawson et al., 2015; Guérette et al., 2018). Nonetheless, few studies
have exploited the benefits of multi-species analysis to explore co-variations and
constrain relevant source and sink processes of CO2, CH4 and CO in Australia.
Here, I use 6 months of observations from 2012-2013 collected onboard a ship
that circumnavigated Australia (section 3.2.1), combined with a chemical transport
model (GEOS-Chem, section 3.2.2), to quantify the distributions of CO2, CH4 and
CO around Australia (section 3.3.1). I investigate the role of different sources and
sinks in driving the variability of these gases (section 3.3.2) by identifying a series
of events when simultaneous enhancements are observed in at least two of the three
gases. Finally, I use these enhancements and their co-variations to identify the dominant processes driving carbon gas variability in Australia and to identify the sources
that remain missing or underestimated in the GEOS-Chem model (section 3.3.3).

3.2
3.2.1

Methods
Measurements

CO2, CH4 and CO were measured aboard the Australian research vessel Southern
Surveyor operated by CSIRO/MNF (Commonwealth Scientific and Industrial Re-

59

Methods

search Organisation/Marine National Facility) during seven voyages in austral autumn, winter and spring 2012 and 2013 (Table 3.1) with an in situ FTIR (discussed
in section 2.1.2).
Figure 3.1 shows the locations of the ship measurements. In 2012 the voyage
started in Hobart (April), after which the ship went northeast to Brisbane (Trip
1, May) then turned towards Fiji (Trip 2, May) and returned to Hobart (Trip 3,
June). The 2013 trip also started from Hobart (June), after which the ship turned
west towards Perth (Trip 4, June) and proceeded clockwise to Broome (Trip 5, July)
and along northern Australia (August) then south to Brisbane (Trip 6, September)
and back to Hobart (Trip 7, October). For the analysis the data was separated into
Northbound (NB) and Southbound (SB) sections for both years (Figure 3.1).
A detailed discussion about these measurements will be available in a forthcoming ESSD paper by Kubistin et al.
Table 3.1: Shipborne measurement time periods.
Trip
1
2
3
4
5
6
7

Measurement collection date
11 - 28 April 2012
2 - 10 May 2012
7 - 18 June 2012
17 - 29 June 2013
4 - 26 July 2013
27 July - 10 August 2013
27 September - 3 October 2013

Figure 3.1: Locations of the shipborne measurements (purple/grey) and
other sites relevant for the data interpretation (red). The ship track is separated into Northbound (NB - purple, 147.5-176.6◦ E in 2012 and 146.1130.9◦ E in 2013) and Southbound (SB - grey, 176.6-146.1◦ E in 2012 and
130.9-147.5◦ E in 2013) sections to ease the interpretation of the data.

3.2.2

Model

To investigate the sources and sinks driving the measured carbon greenhouse gases,
I used the offline CO2, CH4 and CO simulations from GEOS-Chem v11-01. The
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simulation setup is discussed in section 2.2 and the emission inventories and chemical
fields used by each simulation are shown in Table 2.6. The model was ran from
January 2005 through December 2014. The simulations were initialized with a 10year spinup for CO2 and CH4 using 2005 as a base spinup year and a 6-month
spinup for CO using 2005. I have found these spinup periods to be sufficient to
establish consistent spatial gradients in the atmosphere of all the tracers and the
total amount of each gas. A linear correction method was applied to the CO2 and
CH4 modelled data (discussed in section 2.3.1) to assess the offset between the
modelled and measured values due to the initial conditions.

Figure 3.2: Integrated column values (top plots) and surface concentrations
(bottom plots) of CO2 from fossil fuel, biofuel emissions and chemical source
production. Although on a yearly basis the global CO2 chemical source
budget is generally higher relative to the biofuel emissions, due to the 3D
nature of this source its impact at the surface is low.
Note, due to a late discovery of a bug in v11 of the GEOS-Chem CO2 simulation (section 2.2.2.6 and section A.3) the impacts of the CO2 chemical source are
excluded in the analysis. However, since the analysis focuses on surface measurements and enhancements, the influence of this source type relative to other CO2
sources is negligible. The chemical CO2 source is a 3D source, and its impact is
more pronounced in column measurements. Moreover, since it is well mixed in the
atmosphere its impact on CO2 enhancements would be small. Figure 3.2 shows
the comparison of this source (corrected) with biofuel and fossil fuel emissions. Top
plots show the integrated column values and bottom plots show the resulting surface
concentrations. The figure highlights that even though biofuel has a lower yearly
budget (0.8 Pg C yr−1 ) than the CO2 chemical source (1.1 Pg C yr−1 ), its impact on
surface concentrations is significantly larger. A detailed discussion about the impact
of the CO2 chemical source both in Australia and globally will be given in chapter 5.
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Model uncertainties

In general, emission inventories used by chemical transport models come with a level
of uncertainty due to different factors that impact their quality, such as the temporal
and spatial availability of the data used to develop the inventory or incomplete
knowledge about the different sources and sink (EPA, 1996). Moreover, assumptions
in the different simulations or lack of time specific emission inventories can introduce
additional uncertainties in the results.
For the emission inventories used in this study, the errors due to the year to
year variability of the different source and sink fields are expected to be low in the
simulations. It was shown that the CO interannual variability is mostly driven by
meteorology and primary sources. I used time specific emission inventories for the
most variable CO sources (e.g., biomass burning), while the main sources outside the
simulation time range are shown to have small interannual variability (e.g., P(CO))
(Fisher et al., 2017). Anthropogenic CO2 emissions outside the time range (ships,
aviation, biofuel), are shown to have small contribution relative to the other sources,
and the error they introduce is assumed to have a small impact. The terrestrial
biospheric fluxes are based on climatological data, these fluxes have a larger effect
in the Northern Hemisphere due to the greater landmass, and for periods with El
Niño and La Niña events (Heimann and Reichstein, 2008). All of the measurements
(Apr-June 2012, June-Oct 2013) were collected during weak El Niño and La Niña
periods. A detailed discussion of the CO2 simulation assumptions and emission
specific uncertainties can be found in Nassar et al. (2010). For CH4 wetlands and
biomass burning were identified as the main driver of its interannual variability, and
time specific emissions were used for both source type (Bousquet et al., 2006).

3.2.3

File preparation for simulation of moving platform
measurements

To simulate CO2, CH4 and CO on the exact measurement path of the FTIR measurements taken on the ship, model outputs were saved for grid boxes corresponding
to the measured time, latitude and longitude along the track of the moving platform
at the model surface level. Hence, the model output was saved out along the entire
measurement ship track for every model timestep. This included preparing specific
input files for GEOS-Chem based on the locations and time of the measurements.
3.2.3.1

Model - measurement moving platform averaging

Both the measurements and modelled output were averaged to the model temporal
(20 min) and spatial (2◦ x2.5◦ ) resolution to calculate one average value for each
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unique grid box-timestep combination. This was done by creating different groups
of data points for each time, latitude, longitude and level (for the data used here,
surface only) combination. After determining the different groups, all latitude, longitude, level, time and CO2, CH4, CO concentration values that were part of the
same group were averaged. Hereinafter I will refer to this averaging method as the
measurement-model averaging.

3.3
3.3.1

Results and Discussion
Observed and modelled CO2, CH4 and CO distribution around Australia

Figure 3.3 shows the measured and modelled CO2, CH4 and CO, and the difference
between measurements and model, in 2012 and 2013. In both years, the three gases
show similar spatial distributions, indicating their likely co-emission.
In 2012 high concentrations are observed with repeated co-enhancements of all
three gases detected along the east coast (NB part) at 27◦ , 28◦ , 32◦ , and 35◦ - 38◦ S,
and co-enhancements of only CO2 and CO at 38◦ S. These are all near urban and
industrial areas, indicating the anthropogenic influence at these hotspots. Most
of Australia’s population is concentrated around coastal regions, with the highest
population along the east coast (ABS, 2018). Moreover, most of the industry, coal
production and exports is located along the east coast with a large number of oil,
gas and coal basins in eastern Australia (https://d28rz98at9flks.cloudfront
.net/74097/74097.pdf). For both years, the most enhancements were observed
along the east coast. Relative to the 2012 measurements, the 2013 enhancements
were dominated by co-enhancements of only two gases, CH4 and CO, and with more
pronounced individual enhancements. In 2012, enhancements of all three gases are
also observed away from the coast on the SB part near Fiji (21◦ S) and around 38◦ S,
153◦ E on the way from Fiji to Hobart. Co-enhancements of only CH4 and CO are
observed on the same measurement path around 41◦ S, 150◦ E off the north-east coast
of Tasmania. No significant enhancements were observed along the south and west
coasts (2013 NB, 45◦ S to 25◦ S); however, there is a gradual increase of all three
gases towards the tropics. In the northern tropical region enhancements and a rise
of all three gases is observed between 12◦ and 20◦ S (2013 NB). This is likely to arise
from biomass burning that occurs during the late dry season (August-September),
which is characterised by frequent wildfires (Edwards et al., 2006a).
The ship track was the same along the east coast in both years; however, most
of the enhancements observed in that region differed. These results suggest that
the different time period of the measurement collection (April/May 2012 compared

Figure 3.3: Measured and modelled CO2 (a) CH4 (b) and CO (c) concentrations from the ship cruises in 2012 (left) and 2013 (right). The modelmeasurement difference is also shown for each gas and ship cruise. NB and
SB on the top left panels for both years represent the Northbound and Southbound sections introduced in Figure 3.1.
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to September 2013) and transport patterns could have affected the difference in the
spatial distribution of these gases. Reanalysis data from GEOS-Chem MERRA2
meteorology show weak easterly winds along the east coast (30 - 34◦ S) during the
2012 cruise compared to stronger westerly winds during the 2013 cruise (Figure
3.4). The stronger 2013 winds may explain the more well-mixed nature of the
enhancements relative to the more distinct enhancements observed in 2012. The
accuracy of MERRA2 surface wind fields, used in this study, represents a clear
improvement over its predecessor MERRA when compared with wind observations.
In terms of the representation of global near-surface wind fields it is in line with other
contemporary reanalysis products (i.e., NCEP-CFSR, ERA-Interim, and JRA-55)
(Carvalho, 2019).

Figure 3.4: Wind speed and directions along the measurement tracks in
2012 (a) and 2013 (b) from MERRA2 meteorology. Plots c) and d) are
zoomed in versions of the winds along the east coast for both years.
To understand the drivers of the observed enhancements and the difference between the modelled and measured enhancements, I use modelled tracers from the
GEOS-Chem model (section 2.2.2.4). Figure 3.5 shows the latitudinal enhancement
of the measured (black) and modelled (red) concentrations, with different modelled
tracers (stacked bars) that represent sources and sinks averaged for every 2◦ latitude after the measurement-model averaging. The latitudinal enhancements were
calculated based on the difference between the individual 2◦ latitudinal values and
the minimum 2◦ latitudinal value of each gas during the section in question (e.g.,
2012 NB). With this calculation the contribution of each gas and tracer are treated
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independently between sections since the change of the gases are calculated relative
to the section in question only. If not stated otherwise, the enhancements discussed
in chapter 3 refer to these latitudinal enhancements that include both the broad
scale change of each gas with latitude and the enhancements due to different local
or regional sources.
3.3.1.1

Anthropogenic sources

As shown in Figure 3.5, the model primarily attributes the 2012 east coast enhancements (25 - 44◦ S) to anthropogenic sources, including fossil fuel for CO2, coal, livestock, oil, gas and waste for CH4, and fossil and biofuel for CO. A previous study by
Buchholz et al. (2016) also showed that anthropogenic sources have a strong impact
on measurements collected on the east coast.
The wind patterns and the modelled sources show that the high concentrations
observed at 38◦ S, 153◦ E, downwind from the southeast Australian coast, are transported anthropogenic sources for all three gases. The model tracers show the same
source influences in this downwind region as those observed nearer to the east coast;
however, the model underestimates the strength of the transported enhancements
due to either underestimated emissions or the influence of numerical diffusion on
transport. The SB voyage occurred several weeks after the NB voyage up the east
coast, so enhancements with similar source profiles do not necessarily indicate the
same enhancement events. For CH4, the transported amounts observed in the downwind region were higher than those observed along the coast during the NB leg
(Figure 3.3), indicating that even if these enhancements derive from the same urban
source, the source was stronger during the later (SB) trip than during the earlier
(NB) trip. The high measured concentrations near Fiji arise from a combination
of transported biomass burning and anthropogenic sources, while the enhancements
at 41◦ S, 150◦ E are due to transport from the northeast coast of Tasmania. The
main source driving the observed CH4 enhancement along the Tasmanian coast is
emission from livestock, in contrast to the strong coal burning emissions observed
along the southeast mainland coast.
The measurements along the northwest and northern coasts were taken in July/
August (NB 2013), when the ITCZ is situated to the north of Australia (Figure 3.6),
and Australia is chemically isolated from the northern hemisphere (Hamilton et al.,
2008). For long-lived gases like CO2 and CH4, we expect interhemispheric transport
to induce a latitudinal gradient throughout the year; however, the impact of this
transport is expected to be small during austral winter when these measurements
were taken. During this period a minimum in CO2 and CH4 is observed in the
Northern Hemisphere due to (boreal) photosynthetic uptake and OH loss, in contrast
to corresponding maxima in the Southern Hemisphere. The modelled tracers did

Figure 3.5: Measured (black) and modelled (red) CO2, CH4 and CO latitudinal enhancements (lines) and modelled source contributions (stacked
bars) in 2012 (left) and 2013 (right) for the Northbound (NB) and Southbound (SB) sections of the ship cruises. All the data were averaged in 2◦
latitude bands after the measurement-model averaging. The enhancements
were calculated based on the difference between the individual 2◦ latitudinal
values and the minimum value during each section. Note for CO, tagged
regions shown on Figure 2.5 that are not directly shown here are added to
the Anthropogenic Other and Biomass Burning Other tracers.
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show contribution from sources transported from the Northern Hemisphere and a
significant part of the CO2 fossil fuel and anthropogenic CH4 sources in the northern
parts of Australia is attributed to transport from the Northern Hemisphere due to
this gradual increase and the diffuse enhancements. Based on the regionally tagged
CO tracers the largest contribution to the anthropogenic sources in the northern
parts is attributed to transport from Asia, Indonesia and elsewhere in the Northern
Hemisphere (Figure 3.5, NB section, 2013, Anthropogenic Other tracer).

Figure 3.6: Position of the ITCZ and SPCZ during July and August 2013
based on total convective precipitation at the ground from MERRA2 meteorology processed with the GEOS-Chem model.

3.3.1.2

Natural sources

Southern Hemisphere biomass burning is more pronounced in September (2013 SB)
than April/May (2012 NB) and the model does show a larger influence from biomass
burning from Australia and transported from other regions (Africa, South America)
for all three gases along the east coast in 2013. Figure 3.7 shows the fire counts
from the MODIS satellite instrument in May, June and September in 2012 and
2013. The figure shows that tropical biomass burning is generally more pronounced
in September, especially in South America.
The model indicates that for CO2 the increase along the south and west coasts is
driven by fossil fuel emissions, biomass burning, changes in the biosphere and also a
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Figure 3.7: Total active burning fire detection with the MODIS instrument
during May, June and September in 2012 (top) and 2013 (bottom). The
active burning fires are represented with the count of the number of fires
observed within a 1,000 km2 area.
decrease of the ocean sink, which together result in higher CO2 in the northern parts
of Australia. For CO, the latitudinal increase is mainly due to increased biomass
burning and NMVOC oxidation, while for CH4, both anthropogenic and natural
sources showed a gradual increase with latitude.
The model captured the rise of all three gases in the tropical regions, but did not
fully reproduce the strength of the enhancements. For all three gases it underestimated the source from biomass burning, except for an overestimated CO enhancement around 12◦ S. Based on the modelled CO tracers (Figure 3.5), the biomass
burning enhancements along the north coast (NB, SB 2013; 10 - 25◦ S) mainly originated from Australia. Transported biomass burning from Africa was present along
the the west coast (NB 2013; 25 - 35◦ S), while the east coast (SB 2013; 25 - 45◦ S)
was affected by biomass burning from both Africa and South America.
To examine the transport from fires I used data from the MODIS (Moderate Resolution Imaging Spectroradiometer) instrument and global winds from the MERRA2
reanalysis. Figure 3.8 shows the total fire pixels from MODIS detected between three
weeks and one week prior to each of the seven ship cruises segments in 2012 and
2013, along with monthly mean wind fields. The figure suggests that South American fires prior to the 2013 SB transit along the east coast (September 2013) were
stronger than before the 2013 NB transit along the west coast (July 2013). This
explains the greater South American biomass burning influence along the east coast
relative to the west coast. Strong fires were also observed in Africa prior to both
the NB and SB transits in 2013. However, the fires before the SB transit were more
spread out along the east and south areas of Africa, and more coincident with the

Results and Discussion

69

westerly winds, relative to the fires observed during the NB transit. This resulted
in more biomass burning emissions transport to the Australian east coast during
September and less to the west coast in July.

Figure 3.8: Total active burning fire detection with the MODIS instrument during the seven ship cruises in 2012 and 2013 (a) globally and (b) for
Australia with the measurement tracks (red line) during the specific trips.
Plots under a) show the total active fires 3 to 1 week prior to the trips, and
monthly wind fields from the GEOS-Chem model to identify biomass burning emissions from other regions and their transport. Plots under b) show
the total active fires during the duration of the specific trips. The active
burning fires are represented with the count of the number of fires observed
within a 1,000 km2 area.
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Figure 3.8: Continued.
3.3.1.3

Latitudinal gradients and background regions

Based on the measurements along the southwest, west and northwest coasts, a background latitudinal gradient is observed with a standard error of 0.019±0.003 ppm
deg−1 for CO2, 0.34±0.02 ppb deg−1 for CH4 and 0.82±0.05 ppb deg−1 for CO.
The model showed a stronger latitudinal gradient of 0.098±0.005 ppm deg−1 for
CO2, 0.61±0.02 ppb deg−1 for CH4 and 1.09±0.07 ppb deg−1 for CO. The difference between the measured and modelled latitudinal gradients was due to either
the imbalance of the different sources and sinks used in the model relative to the
real world (e.g., weaker southern hemisphere sources in the model) or inaccurate
transport (e.g., weaker latitudinal transport).
For both years, I identified sections where no enhancements were observed and
used these to quantify background amounts for the gases. During 2012, all three
gases were the least variable during the NB section from Brisbane to Fiji in the Coral
Sea and on the SB section between 155◦ and 173◦ E in the Tasman Sea. During 2013
no enhancements were observed sailing west in the NB section over the Indian Ocean.
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The locations of these regions are shown in Figure 3.9 (top panel). The background
section mean mole fractions of the gases, both measured and modelled, are shown
in Table 3.2 and Figure 3.9.

Figure 3.9: Measured and modelled CO2, CH4 and CO concentrations from
the ship cruises in different background regions with one standard deviation.
The location of the sections where background values were observed are
shown on the map. The measurements in the Coral Sea (gray) were collected
during May 2012, in the Tasman Sea (dark blue) during June 2012 and in
the Indian Ocean (light blue) during July 2013.
The measurements in the three background regions are consistent with the expected temporal and latitudinal variations of these gases. The amounts of all three
gases were higher in the Indian Ocean than in the two other regions, due to the
interannual and seasonal variability between the periods when the measurements
were collected (July 2013 compared to May-June 2012). CH4 and CO were higher
in the Tasman Sea (June 2012) relative to the Coral Sea (May 2012), presumably
due to the one-month difference in the measurement timing, but also due to the loss
of these gases through OH. Figure 3.10 shows the difference in the OH fields used
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Figure 3.10: Surface OH field difference between June and May for CH4
and CO, globally (top plots) and zoomed in for the Australian region (bottom
plot) with the 2012 ship track.
in the CH4 and CO simulations between June and May at surface level. Based on
the difference the cumulative effect of the OH seasonality (e.g., lower values during
austral winter), and its spatial distribution (e.g., higher values towards the tropics) led to higher concentration of CH4 and CO in the Tasman Sea. CO2 showed
minimal difference between the Tasman Sea and Coral Sea background regions, but
with lower values in the Tasman Sea (however within the uncertainties). The model
overestimated the background values for CO2 and CO and underestimated the background CH4 in all three regions. The better performance of the model in the Indian
Ocean relative to the other regions could be explored further in a future study to
gain insight about the measurement-model biases. The model-measurement residuals were consistent for each gas in all three background regions showing that the
sources or sinks acting on a broader scale need further constraints.

3.3.2

Source variability with respect to scale

To assess how much each source and sink contribution varied at short (local) versus
long (regional) scales along the four measurement sections (NB and SB, 2012 and
2013), I separated the total amount (Figure 3.12a) of each gas into background
values (Figure 3.12b) and enhancements (Figure 3.12c). The separation process is
described below with a statistical comparison of the measured and modelled total,
background and enhancement values in Table 3.4.
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Table 3.2: The mean measured and modelled mole fractions of the gases
for different background regions with one standard deviation.
Coral Sea (2012)
CO2 (ppm)
CH4 (ppb)
CO (ppb)
Tasman Sea (2012)
CO2 (ppm)
CH4 (ppb)
CO (ppb)
Indian Ocean (2013)
CO2 (ppm)
CH4 (ppb)
CO (ppb)

3.3.2.1

Measurements

Model

389.3±0.3
1761±3
50±1

390.4±0.6
1753±2
54.4±0.7

389.2±0.2
1766±2
50±1

390.4±0.2
1763±2
56.9±0.7

393.2±0.3
1783±1
60±3

393.7±0.4
1777±2
62±3

Background vs. enhancement separation

Figure 3.11 illustrates the process of separating the measured data into background
values and enhancements. The figure shows the concentration change of CO with
latitude for a measurement section (2013 NB). I first averaged the data into 0.1◦ latitudinal values (after the measurement-model averaging), and calculated the change
of all three gases from one latitude bin to another:
δCO = COi+1 − COi

(3.1)

Based on these changes (e.g., δCO, Figure 3.11) I examined different values to choose
a value that most clearly separates the background regions from the enhancements
for each section separately, defined as the threshold value. For changes below the
threshold value, the measured and modelled points were classified as background
regions. Otherwise, they were classified as enhancements (i.e., the change between
the points was above the threshold value). The threshold values for each section
can be found in Table 3.3. The background values were additionally filtered to only
include data within one standard deviation of the mean across the measurement
section. Due to the influence of the latitudinal gradient on the background values,
I used a moving mean and standard deviation. Finally, I calculated the relative
values of the enhancements based on the difference between the amount of gas at
each individual 0.1◦ latitudinal value and the minimum value during the specific
measurement section:
COrelative = COi − min(CO)
(3.2)
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Table 3.3: Threshold values that most clearly separate the background
regions from the enhancements.
Section
CO2 (ppm)
CH4 (ppb)
CO (ppb)

3.3.2.2

NB 2012
0.2
1
1

SB 2012
0.15
1
0.8

NB 2013
0.2
1
1

SB 2013
0.2
0.8
1

Results

The top plots in Figures 3.12a, 3.12b and 3.12c represent the absolute change in a
given tracer relative to the first measurement section (2012 NB) while the bottom
plots represent the percentage contribution of each model tracer to he total during
a given measurement section.
The source and sink contributions to the background (Figure 3.12b) values
showed the same behaviour as the source and sink contributions to the total amounts
(Figure 3.12a, Table 3.5), but with less variability. Only the CO local sources (Australian anthropogenic and biomass burning emissions) and African biomass burning
showed any difference between background and total amounts. As a result, only the
background values are discussed here, but the same analysis also applies to the total
amount of each gas.
Our model results suggest that fossil fuels followed by biomass burning contribute
the most to background and total CO2 (Figure 3.12b). Both the biosphere and the
ocean were net sinks during all four measurement sections, with a net contribution
(-64.0±0.1%, averaged along the four sections with one standard deviation) about
6% less than the amount of CO2 emitted from fossil fuels alone (69.9±0.2%).
For CH4, wetlands were identified as the biggest background source followed by
emissions from livestock, oil, gas and waste. Emissions from coal mining and rice
were smaller, but still important. The remaining sources contributed less than 3%
each. The CH4 soil absorption tracer represents a sink that is similar in magnitude
to the CH4 source from biomass burning. Relative to the quantification of the
contribution of different anthropogenic sources for Australia seen in Dalal et al.
(2008), that were derived from the 2005 National Greenhouse Gas Inventory (NGGI)
(NGGI, 2019), the results here show similar relative contributions; however, rice
cultivation points to higher contribution. Based on available literature it is not
clear if the NGGI data relies on some of the inventories used in this study or vice
versa.
For CO, chemical production from CH4 and NMVOCs were the biggest contributors to the background and total amounts (70±2%). This shows that the CO
burden in Australia and the Southern Hemisphere is largely controlled by secondary
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Figure 3.11: The separation process of the measured and modelled data
into background values and enhancements. CO from the 2013 NB section
is used as an example. The threshold values for each gas used during the
separation can be found in Table 3.3.
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-

0.94±0.46
-0.12±8.15
7.8±3.66

-

-

0.35±0.57
-5.99±2.78
1.31±2.47

1.09±0.38
-2.76±1.98
6.95±1.1

0.39±1.62
-0.27±10.8
3.3±11.3

SB

NB
MB±σ
0.98±0.78 0.68±0.75
-3.43±9.62 -6.18±3.25
6.2±2.92
-2.18±17.6

NB

SB

-

1.18±0.78
-4.72±4.49
2.8±5.44

0.81±1.87
-8.53±13.8
-0.75±10.1

2013

0.58(0.29)
0.76(0.98)
0.66(0.24)

-

0.64(0.34)
0.74(0.93)
0.62(0.25)

NB

SB

0.49(0.23)
0.67(0.27)
0.67(0.3)

-

0.72(0.87)
0.76(0.64)
0.58(0.48)

-

NB
r(slope)
0.51(0.3)
0.65(1.0)
0.65(0.36) 0.82(0.87)
0.7(0.43) 0.66(0.55)

2012

SB

0.014(0.011)
0.29(0.1)
0.46(0.2)

-

0.11(0.08)
0.36(0.17)
0.51(0.27)

2013

a

All values are based on the 0.1◦ latitude averaged data from the ship cruises. In order to quantify the model-measurement agreement of both the variability and total amount of each gas the total amount of each gas was separated out into background values and
enhancements as described in Figure 3.11. Units for the MB and SD are ppm for CO2 and ppb for CH4 and CO.

Total
CO2
CH4
CO
Background
CO2
CH4
CO
Enhancements
CO2
CH4
CO

2012

Table 3.4: Model and measurements statistics (mean bias (MB), standard
deviation (σ), correlation coefficient (r) and the slope of the regression line)1 .
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Figure 3.12: CO2, CH4 and CO tracer contribution across the 4 measurement section in 2012 and 2013 (2012 NB, 2012 2B, 2013 NB, 2013 SB, from
left to right) for the (a) total (b) background and (c) enhancements. The
total amount of each gas was separated into background values and enhancements to examine the impact of different temporal and spatial scales on the
change of the sources. The bottom plots show the contribution of each tracer
during a specific trip while the top plots show the change of each tracer across
the four sections relative to the first section (2012 NB). The contributions
are calculated based on the median for each section and the uncertainties
represent the 25th (lower error bar) and 75th (upper error bar) percentile.
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Table 3.5: Contribution of different tracers to the total amount of each
gas based on the simulated values from the GEOS-Chem model for the ship
measurements during the 4 measurement sections in 2012 and 2013, and
their average across the 4 sections.
Contribution (%)
Tracers

2012

69.8±0.4
18.9±0.1
7.13±0.04
2.45±0.01
1.77±0.01
-1.1±0.7
-46.2±0.1
-17.7±0.2

2013
SB
NB
SB
Median±(75th-25th)
69.8±0.2
70.0±0.8
70.1±0.4
18.83±0.03
18.6±0.2
18.6±0.2
7.16±0.01
7.12±0.07
7.11±0.02
2.45±0.01
2.44±0.02
2.44±0.01
1.77±0.01
1.77±0.02
1.76±0.01
-0.6±0.5
-0.2±0.4
0.07±1.14
-46.4±0.1
-46.1±0.5
-46.0±0.3
-17.82±0.04
-18.0±0.3
-17.8±0.2

Average
Mean±1σ
69.9±0.2
18.7±0.1
7.13±0.02
2.44±0.01
1.78±0.01
-0.4±0.4
-46.2±0.1
-17.8±0.1

33.2±0.1
20.5±0.3
11.98±0.05
10.89±0.06
7.8±0.2
6.81±0.03
2.99±0.01
2.26±0.01
2.17±0.01
1.30±0.01
-3.29±0.01

33.20±0.06
20.6±0.2
11.97±0.03
10.89±0.04
7.82±0.05
6.80±0.01
2.98±0.01
2.27±0.01
2.17±0.01
1.31±0.01
-3.29±0.01

33.1±0.2
20.6±0.1
12.0±0.1
10.91±0.08
7.88±0.08
6.79±0.05
2.94±0.04
2.27±0.07
2.18±0.02
1.31±0.01
-3.29±0.06

32.93±0.06
20.7±0.1
12.04±0.05
10.91±0.05
7.9±0.2
6.78±0.01
2.92±0.03
2.27±0.01
2.18±0.01
1.31±0.01
-3.31±0.02

33.1±0.1
20.59±0.05
12.01±0.03
10.90±0.01
7.88±0.06
6.81±0.01
2.96±0.03
2.27±0.01
2.17±0.01
1.31±0.01
-3.29±0.01

51±1
23±4
3.9±0.3
3.5±0.2
6±4
4±1
2.4±0.3
3±8
1.7±0.3
1.4±0.9
0.07±0.01
0.07±0.02

46.7±0.4
23.6±0.6
6.7±0.5
4.6±0.5
6±11
4.9±0.4
3.4±0.5
0.7±2.9
2.01±0.07
1.6±0.2
0.079±0.006
0.076±0.005

46±2
24±7
7±1
7±3
3±13
5±1
4.3±0.8
0.6±0.4
2.1±0.3
0.69±0.09
0.4±0.1
0.1±0.3

42±2
25±4
6.6±0.6
8±5
3±6
5±1
3.9±0.2
2±2
4±3
0.58±0.05
0.3±0.1
0.27±0.07

46±3
24.1±0.6
6±1
6±2
4±2
4.7±0.6
3.5±0.7
1.4±0.8
2.4±0.9
1.1±0.5
0.2±0.1
0.13±0.08

NB
CO2
Fossil Fuel
BB∗
Biofuel
Ship
Aviation
Biosphere∗
NTE∗
Ocean
CH4
Wetland
Livestock
Oil & Gas
Waste
Coal mining
Rice
BB
Termites
Biofuel
Other AN∗
Soil Absorption
CO
CH4 oxidation
NMVOC
AN S America
BB Africa
BB Australia
AN Other
AN Africa
AN Australia
BB S America
BB Other
BB E Asia
BB Indonesia
∗

BB - Biomass Burning, AN - Anthropogenic, NTE - Net Terrestrial Exchange, Biosphere Balanced Biopshere. The contribution for the 4 measurements sections (e.g., NB) represent the
median of the modelled data for the specific trips with the interquartile range (difference between
the 75th and 25th percentile). The average column represents the mean contribution across the
4 sections with one standard deviation (σ). The order of the tracers is from largest to the smallest contribution. Positive tracers represent sources while negative contributions represent sinks.
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CO production, consistent with findings from Zeng et al. (2015) that biogenic emissions provide the largest CO background contribution. The results from Zeng et al.
(2015) were based on 4 different global models, using the same biogenic emission
inventory as used here (MEGAN). Biomass burning, both transported and from
Australia, is responsible for 14±1% of the total simulated CO, from which 68±12%
is attributed to transported biomass burning, with the highest amounts originating
from Africa, followed by South America, as seen previously by Gloudemans et al.
(2006) and Ridder et al. (2012). Anthropogenic processes contribute 16±2% to the
total CO, 90±6% of which is transported (mainly from South America).
In the model, the CO2 and CH4 enhancements (Figure 3.12c) were generally
driven by similar sources to the background amounts (Figure 3.12b). For CO2,
the biospheric influence is more pronounced in the enhancements than in the background. For CH4, anthropogenic sources (especially coal mining) contribute more to
the enhancements than to the background, while wetlands (the biggest contribution
to the CH4 background) contribute considerably less to the enhancements. Fraser
et al. (2011) showed that at a single site on the east coast (Wollongong), coal mining
was the largest source of CH4 enhancements above background (60%). The results
suggest that coal mining (21%) and emissions from livestock (28%) are the largest
contributors to the enhancements along the east coast in 2012 (leftmost gray bar in
Figure 3.12c).
The CO enhancements were less affected by the tracers that contributed the
most to the background, since these tend to be spatially uniform sources. While
total and background CO amounts were dominated by secondary sources (CH4 and
NMVOC oxidation), the enhancements were largely driven by primary CO emissions
from biomass burning and anthropogenic sources, with stronger influence from Australian sources than from long-range transport. The CO enhancements also showed
significant regional variability.
For all three gases, the enhancements above the background were dominated by
temporally and spatially variable sources and sinks, displaying significant variability both within each section and between the four sections. In contrast, the CO2
and CH4 sources and sinks contributing to the background showed minimal variability between the four measurement sections. The CO background sources varied
somewhat between the four sections (Figure 3.12b), due to the shorter CO lifetime,
but this background variability was still less than the variability seen in the CO
enhancements (Figure 3.12c).
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Species correlations and co-enhancements

The spatial distributions of the three carbon gases (Figure 3.3) showed similar enhancement patterns, suggesting that the gases were co-emitted. The same data are
also presented in Figure 3.13 as a function of latitude across the 4 different sections (NB and SB, see Section 2), averaged into 0.1◦ latitudinal bands after the
measurement-model averaging. Figure 3.13 highlights 17 events when coincident
enhancements of CO2, CH4 and CO are detected. The locations of these events
are shown in Figure 3.14. From these coincident and co-located enhancements, I
estimated enhancement ratios (ERs) from both the measured and modelled values.

Figure 3.13: Measured (top) and modelled (bottom) CO2, CH4 and CO
concentration as a function of latitude. The red shaded regions represent
events when coincident enhancements are observed in all three species, purple
refers to CO2 and CO enhancements, yellow highlights the CH4 and CO
enhancements, while the grey areas indicate coincident enhancements from
CO2 and CH4 only. Unfilled areas show events when the model failed to
reproduce the measured enhancement. The green shaded areas highlight
times when the 2012 and 2013 cruises covered the same location.
We defined the ER between two species as the slope between the enhancements
of the two species calculated using a linear regression (Turnbull et al., 2011). For
the purposes of calculating the ER, the enhancement was defined as the difference between the maximum and minimum value of each gas during the specific
co-enhancement event. This definition removes the potential impact introduced by
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Figure 3.14: Location of the 17 events during which co-enhancements of
CO2, CH4 and CO are observed. The coloured numbers represent events
with coincident enhancements as described in Figure 3.13. The black line
represents the measurement track during 2012 and 2013.
the changing background concentrations between the three gases. Unlike the enhancements discussed earlier, the enhancements used to define the enhancement
ratios are not affected by latitudinal gradients, and they are not influenced by the
changes due to latitudinal or other broad-scale changes.
We use this information to evaluate mismatches between the model and the
observations and specifically to determine whether (1) the modelled source profile
is correct (i.e., same ERs as in the observations) but with the wrong magnitude for
the source or (2) the model has a missing or incorrect source (different ERs).
Figure 3.15 show species-species linear regressions for events when coincident enhancements are observed in at least two gases. The ERs and correlation coefficients
are also summarized in Table 3.6. All events except event 3, 4, 12 and 17 showed
correlations of r > 0.80 between the species during the coincident enhancements.
The 2012 measurements generally showed co-enhancements of all three gases while
the 2013 data generally showed individual enhancement or enhancements of only
two species. Of the 17 events identified in the measurements, the model reproduced
co-enhancements for 14 (all except 2, 14, and the CH4 enhancement in 10) but
underestimated the magnitude of most enhancements.
3.3.3.1

Co-enhancement source contribution determination

To determine the sources that contributed to the different enhancements observed
along the Australian coast during the 17 co-enhancement events, I used the modelled
tracers from GEOS-Chem.
For each gas and event the primary sources driving the enhancements were determined based on (1) the contribution of the modelled sources to the enhancements,
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Figure 3.15: Correlations between observed (black) and modelled (red)
∆CO2, ∆CH4 and ∆CO with a linear regression fit for events when all
three gases (top 10 rows) and only two gases (bottom 4 rows) showed coenhancements. The yellow dashed line represents the median measured enhancement ratio (slope) of all the events during the specific combination of
the gases (∆CH4:∆CO = 1.2 ppb·ppb−1 ; ∆CH4:∆CO2 = 4.7 ppb·ppm−1 ;
∆CO:∆CO2 = 3.3 ppb·ppm−1 ) and it is added as a reference line for the
individual ERs.
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Figure 3.15: Continued.
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Figure 3.15: Continued.

Event
1
3
4
5
6
7
9
10
12
17
8
11
13
14
15
16
2

∆CH4:∆CO (ppb·ppb−1 )
Ratio
r
Meas/Mod
Meas/Mod
1.7±0.3/1.83±0.02
0.93/1.00
0.8±0.3/3.93±0.06
0.66/1.00
1.6±0.3/2.42±0.09
0.95/1.00
1.4±0.3/5.0±0.7
0.89/0.95
1.2±0.4/1.4±0.2
0.83/0.93
3.5±0.6/1.9±0.6
0.90/0.77
4.2±0.6/3.6±0.1
0.89/1.00
1.0±0.1/-0.3±0.1
0.93/-0.61
0.8±0.3/1.7±0.6
0.72/0.74
0.16±0.05/0.15±0.05
0.76/0.72
1.0±0.1/2.5±0.3
0.95/0.95
1.0±0.1/1.6±0.5
0.87/0.64
0.27±0.06/0.069±0.003 0.80/0.99
2.2±0.5/2.4±0.7
0.82/0.74
1.24±0.07/1.86±0.08
1.00/1.00
1.9±0.3/10.1±0.3

0.94/1.00

∆CH4:∆CO2 (ppb·ppm−1 )
Ratio
r
Meas/Mod
Meas/Mod
15±3/9.1±0.5
0.94/0.99
6±1/10.3±0.2
0.82/1.00
8±2/12±7
0.86/0.66
3.5±0.3/9±3
0.98/0.81
2.7±0.9/9±5
0.80/0.68
3.8±0.4/12±2
0.96/0.92
15±3/14.1±0.3
0.83/1.00
4.7±0.6/-6±4
0.91/-0.37
2.0±0.6/4.0±0.9
0.78/0.86
6.0±2/5±2
0.79/0.65

2.3±0.4/0.21±0.08

0.87/0.64

∆CO:∆CO2 (ppb·ppm−1 )
Ratio
r
Meas/Mod
Meas/Mod
8±1/5.0±0.3
0.94/0.99
4.6±0.8/2.62±0.05 0.83/1.00
4±2/5±3
0.74/0.62
2.2±0.4/1.5±0.7
0.93/0.70
2.1±0.5/5±3
0.88/0.61
0.9±0.2/4±1
0.84/0.83
3.3±0.6/3.88±0.09 0.84/1.00
4.4±0.4/24±5
0.95/0.76
1.4±0.6/1.2±0.6
0.63/0.58
20±10/24±8
0.55/0.73

Table 3.6: Measured (Meas) and modelled (Mod) enhancement ratios with
the standard error, and the correlation coefficient (r) of the species during
specific coincident enhancement events.
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(2) the correlation (r value) between the enhancement of the specific source during the event and the total modelled enhancement, and (3) the significance of this
correlation (p value), all plotted on a modified Taylor diagram to ease the data interpretation. Figure 3.16 shows an example for all three gases during event 6, while
the plots for all other events are shown in section C.1. The total modelled enhancement is used as a reference (circle), the x and y axis represent the concentration
contribution of each source to the enhancement, and the correlation is shown on
the angular coordinate. For significant correlations (p<0.05) the tracer numbers are
coloured to black, and magenta for p>0.5.
Continuing with the example for event 6 for CO2 biomass burning and fossil
fuel are identified as the dominant sources driving the enhancement, with higher
contribution from biomass burning. For CH4 emissions from livestock, wetlands and
biomass burning contributed the most to the enhancement. The CO enhancement
was primary driven by CH4 oxidation, NMVOC oxidation and anthropogenic emissions from South America; however, there is also contribution from biomass burning,
but with low significance (p>0.5).
3.3.3.2

Enhancement ratios and source signatures

Figure 3.17 (top panel) shows the modelled sources that contributed to co-enhancement
events from which I derived enhancement ratios. The contribution of different modelled sources were determined based on the method described in the previous section. The measured ERs (bottom panels) are shown as circles, with triangles for
the corresponding modelled ERs (only for events when the model simulated similar
co-enhancements). The difference between the measured and modelled CO2, CH4
and CO enhancements and ERs during each event is shown in Figure 3.18. The
events have been ordered to group similar ER profiles.
The modelled tracers suggest there is a relationship between the ∆CH4:∆CO
ERs and the sources driving the enhancements. Both the measurements and model
showed low ERs for events caused by natural processes (mostly biomass burning,
orange), higher ERs for events with mixed natural and anthropogenic signatures,
and the highest ERs for events dominated by anthropogenic sources (blue/grey).
The balance of sources varies regionally, so the lowest ERs were observed in the
tropics due to the impact of stronger natural emissions. Higher ERs were seen along
the south and west coasts due to both natural and anthropogenic sources, and the
highest ERs along the east coast due to the impact of industrial areas.
The patterns are similar for ∆CH4:∆CO2 ERs, with higher ERs from anthropogenic processes. For ∆CO:∆CO2 the highest ER was found for event 17, which
is driven by biomass burning, suggesting that biomass burning is the process that
produces the most CO relative to CO2 and CH4. The lowest measured ∆CO:∆CO2
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Figure 3.16: Identification of the modelled CO2, CH4 and CO tracers contributing to the enhancements during event 6 when co-entrancements between all three gases are observed. The x and y axis represent the concentration contribution of each source to the enhancement, and the correlation
is shown on the angular coordinate. For significant correlations (p<0.05) the
tracer numbers are coloured to black, and magenta for p>0.5.
ERs were identified for events 12 and 7, which derived from anthropogenic sources
for both gases combined with additional biomass burning and VOC oxidation for
CO and biosphere influence for CO2.
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The co-enhancements and events detected along the east coast highlight the
anthropogenic influence in this part of Australia. 10 events (events 1, 2, 3, 4, 5, 6,
7, 14, 15, 16) were identified along the east coast, all with dominant anthropogenic
signature, and one event (event 9) was detected 400 km off the east coast. The
measured and modelled ERs seen during event 9 showed similar values, with the
modelled tracers suggesting that this enhancement has an anthropogenic origin,
and originates from the east coast due to the similar source composition. The ERs
along the east coast were mainly overestimated by the model.
One event (event 8) was observed off the northeast coast of Tasmania. Despite being located in the vicinity of the events observed along the east coast, the
∆CH4:∆CO ER for event 8 is lower than most of the enhancements observed along
the east coast. In contrast to the CH4 source contribution along the east coast,
the main CH4 sources for event 8 are wetlands and livestock, while most of the
events along the east coast had coal mining as a dominant source, pointing to a
weaker anthropogenic influence from the northeast coast of Tasmania relative to the
Australian east coast.
The biggest difference between the measured and modelled ERs when CH4 was
co-emitted was during events 3, 4, 5, 7 and 16 (all located along the east coast).
The model overestimated the ERs for events 3, 4, 5 and 16 for both ∆CH4:∆CO
and ∆CH4:∆CO2, while for event 7 it overestimated the ∆CH4:∆CO2 and underestimated the ∆CH4:∆CO ER. All the events with the highest modelled ERs (when
CH4 is emitted) have coal mining as the dominant source, which suggests that this
source was overestimated in the model for events 3, 4, 5, 7 and 16. The fact that the
∆CH4:∆CO ER during event 7 was underestimated shows that the biomass burning
source of CO was too high relative to CH4 and CO2, since the ∆CO:∆CO2 ER was
also overestimated by the model.
Prior work on CH4 showed that globally in EDGARv4.2 anthropogenic emissions
from livestock, landfills and other minor sources are underestimated while oil, gas
and coal emissions are overestimated, but with underestimates in North America,
Wecht et al., 2014; Turner et al., 2015b, and overestimates in China (Bergamaschi
et al., 2013). However, no similar analysis was done for Australia, hence the sign
and the magnitude of this bias in the Australian region is unknown. Based on covariations between CO2, CH4 and CO along the east coast I show that the the source
from coal mining is also overestimated in Australia. The only event when coal mining
was a dominant source and the model showed similar ER as the measurements was
during event 9.
Along the south and west coasts, the sources reflect a mixture of anthropogenic
and natural emissions. Relative to the east coast, the ERs were lower for these
events (events 11 and 12). The source signatures were similar to some events ob-
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Figure 3.17: The top plot shows the contribution of different tracers
(stacked bars) to the modelled enhancements of CH4 (first bar), CO (second bar) and CO2 (third bar) for the 17 events when co-enhancements of
the measured gases were observed, ordered based on both the source type
and region where it occurred. The bottom plots show the measured (circle)
and modelled (triangle) ERs for ∆CH4:∆CO, ∆CH4:∆CO2 and ∆CO:∆CO2,
the error bars represent the standard error. The size of the markers represents the correlation coefficient between the species during the coincident
enhancements. ERs and tracer contributions from the model are only shown
for events when the model also saw evidence of co-enhancement.
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served along the east coast with mixed biomass burning and anthropogenic sources,
like events 6 and 15. During event 12 the model showed similar ER to the measurements for ∆CO:∆CO2 and overestimated the ∆CH4:∆CO2 ER. The ∆CH4:∆CO
ERs were overestimated for both events 11 and 12. This overestimation and the
greater difference between the measured and modelled CO enhancements relative
to the CO2 and CH4 enhancements (Figure 3.18) suggest that the source from CO2
and CH4 biomass burning was underestimated in the model for both events, since
biomass burning was the dominant CO source.
The north coast and tropics were mostly influenced by biomass burning (events
10, 13, 17). The model reproduced the ∆CH4:∆CO ER during event 13 (the CO2
enhancement did not show a strong correlation with CO and CH4, Figure 3.13),
while for event 17 it reproduced the ∆CH4:∆CO ER, slightly underestimated the
∆CH4:∆CO2 ER, and overestimated the ∆CO:∆CO2 ER. These differences were
potentially caused by the coarse 2◦ x2.5◦ resolution of the GEOS-Chem model. With
such coarse resolution, the strength of local sources is diffused. The resolution likely
affected event 17, when the observed enhancements were weaker and less distinct
than those observed during other events. The impact of the model resolution and
numerical diffusion is also evident during event 9. Though the model showed similar
ERs during this event, the individual modelled enhancements were more spread out
and less distinct relative to the measured ones (Figure 3.13).
The model overestimated the ∆CO:∆CO2 ER during event 10. Based on the
measured-modelled enhancement difference (Figure 3.18), the CO enhancement was
overestimated by the model and the CO2 enhancement underestimated. The difference in the modelled ER is hence likely due to the overestimated strength of the
biomass burning source in CO and its underestimation in CO2, since it was shown
as a dominant source. Overall, I found that biomass burning was underestimated
for all three gases, although with CO it was overestimated during events 10 and 13.
The model did not reproduce the CH4 enhancement at all for event 10, pointing to
a missing source in the model. In the next section I identify the missing sources
during enhancements events that were not captured by the model.
3.3.3.3

Implications for missing sources

Based on the derived ERs I identified missing sources in the model during events 2, 14
and 10. Events 2 and 14 correspond to a similar region, but with one year difference.
Both events were observed along the east coast, where the most anthropogenic coenhancement events were found. Event 2 was observed in 2012, and its measured
ER was similar to the ER corresponding to event 5. This suggests that this missing
source is a combination of anthropogenic (fossil and biofuel) emissions, with an
additional natural biosphere source for CO2. The ER for event 14 in 2013 shows a
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Figure 3.18: Difference between modelled and measuremed enhancement
ratio (ER, black dots) and enhancement (coloured markers) for the species
that showed coincident enhancements. Positive values indicate model overestimates and the negative values represent model underestimates. The white
markers represent enhancements and ERs where the model failed to capture
the measured values. Units for the ERs are same as in Table 3.6.
value closest to the modelled ER during event 4, which was observed in the same
region in 2012. The modelled sources point mainly to an anthropogenic signature
of the missing source for both CH4 (oil, gas, coal mining, livestock) and CO (fossil
and biofuel) during this event. The measurements showed enhancements for all
three gases during event 10, but the model failed to capture the CH4 enhancement.
The sources of CO2 and CO suggest that the missing CH4 source is a combination
of biomass burning and anthropogenic sources, with biomass burning being the
dominant source, while the similarity between the measured ERs during events 10,
6 and 11 suggest there is also a significant livestock contribution.
3.3.3.4

Summary of co-enhancements

Using the derived ERs more broadly and linking them to a specific source signature
is challenging due to the mixture of sources during the co-enhancement events.
From the 17 events, only one (event 13) showed contribution from only one source
(biomass burning) while all the other co-enhancements were due to a mixture of
sources. However, as shown above these ERs were found to be representative in
identifying the prevailing processes driving the sources (natural, anthropogenic or
mixed), determining sources that are underestimated/overestimated in the model
and in identifying the source signatures not captured by the model.
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Our biomass burning ER agrees well with known enhancement ratios. The event
13 ER showed a value of 0.27 ppb·ppb−1 for ∆CH4:∆CO, similar to the reference
enhancement ratios in Table 3.7. This value is higher than the previously measured
emission ratios; however, that is due to the faster photochemical destruction of CO
by OH relative to CH4. The influence of chemical loss leads to lower CO values in
the tropics, which result in higher ∆CH4:∆CO enhancement ratios in comparison
to emission ratios. When measuring enhancement ratios, the impact of chemistry
during the transport from local sources to the measurement location can affect the
ratios. This is not the case for emission ratios, when the enhancements are sampled
directly at the source location. The magnitude of the difference between the two will
depend on the time period that the gas spent in the atmosphere after being emitted,
as well the region where the enhancement is measured and the regional variability
of the chemical loss or production (e.g., stronger OH sink in the tropics). In addition the different meteorological impacts and patterns can influence the observed
enhancements and their signal. However, separating this impact still represents a
large challenge.
Events when the model showed similar ERs to the measured ones (event 1,
4, 9) with a strong anthropogenic signature showed a range of ratios of 1.6-4.2
ppb·ppb−1 for ∆CH4:∆CO, 8-15 ppb·ppm−1 for ∆CH4:∆CO2 and 3.3-8 ppb·ppm−1
for ∆CO:∆CO2. These values agree with previously measured ERs from urban and
industrial emissions. The highest measured anthropogenic ratio when CH4 was coemitted was during event 9 (4 ppb·ppb−1 , 15 ppb·ppm−1 ). Relative to the ERs
reported by Buchholz et al. (2016), these values are lower; however, it was noted
that their values were higher relative to known ERs due to the close proximity of
the measurement site to coal seams and related mining. Additionally, event 9 was
observed 400km off the coast, by which time the OH sink would have reduced the
CH4 values. Events with a mixture of natural and anthropogenic sources (events
11, 12, 17), with values close to the modelled ERs, showed a range of ratios of 0.2-1
ppb·ppb−1 for ∆CH4:∆CO, 2-6 ppb·ppm−1 for ∆CH4:∆CO2 and 1.4-20 ppb·ppm−1
for ∆CO:∆CO2, similar to the values shown in Table 3.7.
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Table 3.7: Enhancement ratios (bold) and emission ratios (italics) based
on this work and previous studiesa .
Source type
Natural
This work
Prior studies
Biomass Burningb
Biomass Burningc
Biomass Burningd
Biomass Burninge
Biomass Burningf
Biogenic CH4h
Escarpment,foresti
Anthropogenic
This work
Prior studies
Coali
Local urban, industryi
Urban, industry j
Oil, natural gask
Combustion sourcesl
Gasolinem
Dieselm
Mixed anthropogenicn
Mixed
This work
Prior studies
Ocean, urban, escarpmentd
Biomass, industryo
Biomass, biofuel, livestockp
Biomass, biofuel burning, fossil fuelp

∆CH4:∆CO
ppb·ppb−1
0.27
0.04-2.52
0.159-0.227
0.16-0.44
0.049
0.039-0.062

∆CH4:∆CO2
ppb·ppm−1

∆CO:∆CO2
ppb·ppm−1

2.8-13.6

6.49-94

4.6-9

16.1-47.4

2.8
6.18–13.6

94

0.57-2.52
6.49-15.6
1.6-4.2
0.3-13
13
0.3-1.6
1.20-1.69

8-15
9.8-61
61
9.8

3.3-8
1.32-37.44
6.15-25.9
29
10-15
13.52-37.44
1.32-1.41

25.8-49.5
0.2-1
0.3-2.2
2.2

2-6
19
19

1.4-20
0.013-29.3
0.013-1.017

0.64-0.69
0.3-0.8

15.6-29.3

a

Note, some studies did not specify precisely whether the species ratio is an enhancement or
emission ratio. The unknown type of ratios and the range of ratios that are a mixture of enb
hancement and emission ratios are shown in normal font.
(Mühle et al., 2002)
c
d
e
(Mauzerall et al., 1998)
(Lawson et al., 2015)
(Guérette et al., 2018; Paton-Walsh
et al., 2014; Smith et al., 2014) f (Parker et al., 2016) h (Baker et al., 2012), Units in g·g−1
i
(Buchholz et al., 2016) j (Harriss et al., 1994; Bakwin et al., 1995; Sawa et al., 2004; Harris
et al., 2000; Lai et al., 2010; Xiao et al., 2004; Wada et al., 2011; Chi et al., 2013; Niwa et al.,
k
l
2014)
(Harris et al., 2000; Chi et al., 2013)
(Wada et al., 2011; Takegawa et al., 2004)
m
n
o
p
(Ammoura et al., 2014)
(Lin et al., 2015)
(Russo et al., 2003)
(Lai et al., 2010)

3.4

Summary and conclusion

Here in situ FTIR measurements collected in two consecutive years from a ship
that circumnavigated Australia are used to construct near-surface atmospheric CO2,
CH4 and CO distributions around Australia. Using tagged simulations from the
GEOS-Chem model, I estimated the contribution of different sources to the total
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and background amounts of each gas and identified the drivers of their short-term
enhancements. Co-variations between the different measured and modelled gases
were used to identify common sources of all three carbon greenhouse gases and to
understand the origin of the differences between measured and modelled quantities.
Significant regional variability was found in the dominant source contributions
along the Australian coast. The Australian east coast was dominated by anthropogenic sources, the south and west coasts showed a mixture of anthropogenic
sources and biomass burning, and the north coast was influenced primarily by natural sources (biomass burning) for CO, anthropogenic (fossil fuel) for CO2 and a
a mixture of anthropogenic and natural sources for CH4. Relative to the east and
north coasts of Australia, measurements along the south and west coasts showed the
least variability. These regions were used to quantify latitudinal gradients for CO2,
CH4 and CO. Based on the measurements in the Coral and Tasman Seas in 2012
and the Indian Ocean in 2013 where the air was relatively clean and unaffected by
anthropogenic sources transported from the coast, background levels were estimated
of all three gases. Background concentrations were lowest in the Coral and Tasman
Seas, consistent with expected growth in carbon gases from 2012 to 2013.
Our model results suggest that fossil fuels (69.9±0.2%) followed by biomass
burning (18.7±0.1%) contributed the most to total CO2 and its background values.
For CH4, wetlands (33.1±0.1%) were identified as the largest background source,
followed by emissions from livestock (20.59±0.05%), oil and gas (12.01±0.03%)
and waste (10.90±0.01%). For CO, secondary chemical production from CH4 and
NMVOCs was the biggest contributor to the background (70±2%). Episodic enhancements in CO2 and CH4 were largely driven by similar sources to the background
amounts, although for CH4, the anthropogenic sources more strongly influenced the
enhancements than the background. The CO enhancements were driven by primary CO emissions from biomass burning and anthropogenic sources, with stronger
influence from Australian sources than from transported sources.
While the short-term enhancements were driven by local sources, overall I found
that sources transported from other regions greatly affect the total amounts of these
gases in Australia. For CO, 68±12% of the total biomass burning contribution is
attributed to transported amounts, mainly from Africa and South America, and
90±6% of the total anthropogenic contribution is from transported amounts, with
the greatest contribution from South America. Transport from the Northern Hemisphere was observed closer to the tropics from regions including Asia, Indonesia and
elsewhere in the Northern Hemisphere.
Similar enhancement patterns were observed for CO2, CH4, and CO along the
measurement path, pointing to coincident enhancements of these gases. Based on
these coincident enhancements, enhancement ratios (ERs) were derived for 17 events.
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The most events were found along the east coast, followed by the tropical north
coast. The ∆CH4:∆CO2 ERs showed a dependence on both source type and region. Low ERs were found for events caused by natural processes, such as biomass
burning (tropics and northern Australia), higher ERs for events with mixed natural
and anthropogenic sources (south and west coasts) and the highest ERs for events
dominated by anthropogenic sources (east coast). The ∆CH4:∆CO ERs also showed
higher values for the enhancements that mainly originated from anthropogenic processes. For ∆CO:∆CO2 the highest ERs was found for events driven by biomass
burning and the lowest ERs for events that derived from a combination of anthropogenic sources for both gases along with biomass burning and VOC oxidation for
CO and biosphere influence for CO2. For events when the model showed similar
ERs to the measurements, the ratios agreed well with known ERs.
Assumptions in the simulations, lack of time specific emissions and the influence
of numerical diffusion on the transport can all introduce uncertainties in the modelled results. The model results captured the distribution of the measured amounts
and the main sources driving the changes of all three gases, but some discrepancies
remain. Based on the measured and modelled ERs, I identified the source signature of the events that were not reproduced by the model. The missing sources
during events that were not reproduced by the model were attributed to mainly
anthropogenic sources for CO and CO2 and oil, gas, coal and livestock for CH4.
The exception is along the tropical north coast, where biomass burning is the main
underestimated source for all three gases. I found coal burning to be overestimated
for CH4 and biomass burning generally underestimated for all three gases, although
with CO overestimates during some events. Overestimates in coal emissions were
also found globally and in China (Bergamaschi et al., 2013) with underestimates in
other regions (North America (Wecht et al., 2014) and the contiguous United States
(Turner et al., 2015b)) using the EDGARv4.2 inventory. The coal inventory used
by the simulation is time-specific for 2005-2008 but does not take into account a
potential decrease of this source after 2008. Moreover, it was shown that the CH4
emission rates in EDGARv4.2 increased faster than in observations (Bergamaschi
et al., 2013) due to the use of averaged emission factors. In the new EDGARv4.3.2
inventory, the emission factors for coal mining are updated and classified based on
additional parameters (e.g., average depths of coal production) (Janssens-Maenhout
et al., 2017). The validity of these updates for the Australian region could be tested
using the measurements and methods presented here.
Processes driving carbon greenhouse gas changes in Australia have a large impact
on the global carbon cycle and our climate (Poulter et al., 2014; Ma et al., 2016;
Haverd et al., 2017), hence constraints on these processes are essential for predicting
future climate change scenarios. The results here show that focusing on simultaneous
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measurements rather than individual species provides useful additional information
in estimating source profiles and contributions. I have shown that the co-variation
of CO2, CH4 and CO can be used to constrain the sources of individual gases, as
well identify the drivers of the enhancements that are not reproduced by models,
guiding future model development.

Chapter 4
The imprint of ENSO on total
column greenhouse gas
measurements
4.1

Introduction and Motivation

In the previous chapters I highlighted the impacts of different sources and sinks on
the changes of the amounts of CO2, CH4 and CO in the atmosphere. It was shown
that the atmospheric changes of these gases and the carbon cycle are additionally
affected by climate modes and anomalies, such as the El Niño-Southern Oscillation
(ENSO), due to the impact of different climate patterns on the changes of their
sources and sinks. Studies focusing on the interaction between the carbon cycle
versus El Niño and La Niña, the two phases of ENSO, have shown that the different
phases have a large impact on the interannual variability of the carbon greenhouse
gases (Bacastow et al., 1980; Nevison et al., 2008; Jiang et al., 2010; Gurney et al.,
2008; Jones et al., 2001a; Rayner et al., 1999); however, the temporal and spatial
variability and magnitude of these interactions are still uncertain. It is important to
understand these interactions for better predictability of carbon-climate feedbacks,
since extreme ENSO events are expected to become more frequent under most future
emission scenarios (Cai et al., 2014; Fasullo et al., 2018). Here, the mark made by
ENSO variability on total column GHG measurements is explored by identifying
the correlation between ENSO phases and the interannual variability (IAV) of CO2,
CH4 and CO.
As discussed in section 1.2.2.2 and section 1.2.2.3, the different phases of ENSO
have large impacts on the natural fluxes of carbon to and from the atmosphere,
triggered by rainfall and temperature anomalies. El Niño events are generally characterised as dry and warm periods, with drought conditions, increased vegetation
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die-off and increased fire activity. These events lead to reduced terrestrial carbon
uptake and increased emissions of carbon through biomass burning (Cleverly et al.,
2016; Reichstein et al., 2013; Williams and Karoly, 1999). La Niña events are usually colder, wet periods followed by above-normal precipitation, increasing the land
carbon sink due to vegetation growth and photosynthetic productivity and reducing carbon emissions due to reduced biomass burning (Mason and Goddard, 2001;
Poulter et al., 2014). CH4 loss via reaction with the OH sink may also exhibit some
dependence on ENSO due to ENSO-driven CO variability affecting OH availability.
Generally La Niña events lead to higher CH4 emissions from wetlands, while lower
CH4 release is expected during El Niño events (Rowlinson et al., 2019).
However, these general patterns only represent the expected theoretical impacts
of the ENSO phases. The different El Niño and La Niña-induced changes can vary
from one event to another, and each event is unique in terms of altered patterns
and strength (http://www.bom.gov.au/climate/enso/about-el-nino-la-nina.
shtml). Schwalm et al. (2011) showed that although a significant correlation between CO2 and ENSO exists there is no consistent response of terrestrial carbon
cycling to El Niño events. The magnitude of the correlation between the carbon
cycle and ENSO and the response of the carbon sources and sinks are still poorly
constrained in time (Murphy et al., 2006; Wooster et al., 2012; Qian et al., 2008)
and space (Chatterjee et al., 2017; Kumar and Hoerling, 2003). Moreover, decoupling the different processes that drive the changes of the carbon greenhouse gases
still represents a challenge (Chatterjee et al., 2017). Here, the GEOS-Chem model
is used to identify the processes driving the CO2, CH4 and CO changes and their
correlation with different phases of ENSO. ENSO is a tropical to subtropical phenomena, hence the change of this correlation with latitude and the time lag between
the El Niño and La Niña events and carbon gas variability are also explored.
Total column measurements of CO2, CH4 and CO from the TCCON (section 2.1.3.1)
are used, combined with simulations of each gas from GEOS-Chem (section 4.2), to
identify the correlation between different phases of ENSO and the IAV of these gases
(section 4.2.4). I identify the spatial and temporal variability of this correlation and
apply a time lag to identify the response time of different sources and sinks to different ENSO phases (section 4.3.2). I investigate the role of different sources and
sinks that drive the variability of these gases (section 4.3.3), and the sensitivity of
these processes, using the modelled tracers. Finally, I explore the representativeness
of CO2, CH4 and CO measurements with respect to measurement gaps and time
periods chosen to analyse the ENSO-carbon cycle feedback, as well their sensitivity
to the choice of the ENSO index (section 4.3.4 and section 4.3.5).
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Measurements

A number of previous studies used in situ surface measurements to identify the
response of the carbon cycle to ENSO (e.g., Keeling et al. (1995); Manning et al.
(2003)). However, using surface measurements to analyse the impact of ENSO is
subject to uncertainties related to vertical transport and mixing. An example of
this is the influence of the "rectifier-effect" (Figure 4.1) that can additionally confound data interpretation when studying the link between ENSO and atmospheric
greenhouse gas changes.

Figure 4.1: Seasonal rectifier forcing produced by covariance between atmospheric transport and surface CO2 exchange. Generally, based on mixing
effects summer conditions are representative of El Niño events, while autumn conditions are representative of La Niña; however, the flux effects
might be reversed due to stronger photosynthesis during La Niña http:
//biocycle.atmos.colostate.edu/research/themes/atmosphere-2/.
The "rectifier effect" arises because surface measurements are seasonally (and
diurnally) correlated with vertical transport. Denning et al. (1995, 1999) found that
the covariance between terrestrial photosynthesis, planetary boundary layer structure, and cumulus convection produces a "rectifier effect", which results in a vertical
gradient of several parts per million (ppm) in the annual mean CO2 concentration
over land. Higher concentrations and fluxes are present in autumn, due to both
lower carbon uptake and reduced convective mixing as a result of cooler temperatures, while during summer the photosynthetic signal is diluted by rapid transport
away from the surface. As an overall result higher surface concentrations are apparent during autumn due to the CO2 build up. However, in contrast to surface
measurements, vertical column measurements are relatively insensitive to this effect
of vertical transport. In terms of ENSO, based on the meteorology effect El Niño
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events generally lead to higher temperatures that correspond to the summer conditions on Figure 4.1, while the colder weather during La Niña is representative of
the autumn conditions. However, based on the flux effect the stronger photosynthesis during La Niña would point to summer conditions, hence the opposite behavior
would be expected relative to the transport effect. Due to this, the "rectifier effect" can also play a role when analyzing the impacts of ENSO through temperature
change, vertical mixing and photosynthesis, and this impact would be more pronounced in the surface relative to column measurements. However, to the best of
my knowledge, the ENSO-"rectifier effect" has never been studied.
Lately, the number of studies using satellite measurements to identify the ENSOcarbon cycle response has grown (e.g., Chatterjee et al. (2017); Liu et al. (2017)).
Here, column averaged dry-air mole fractions are used to identify the interaction
between ENSO and CO2, CH4 and CO. In addition to being less prone to biases due
to vertical mixing, since ground-based remote sensing measurements are vertically
integrated measurements they are more sensitive to regional scale processes than
surface measurements, which are mainly affected by local sources and sinks. The
column measurements are more representative since ENSO is a regional to global
scale phenomenon. Moreover, TCCON has stations in many parts of the globe,
facilitating a consistent analysis of the correlation change with latitude. To identify the link between the changes of these gases and the different ENSO phases,
the correlation between the interannual variability of these gases and the Southern
Oscillation Index (SOI) is analysed.
4.2.1.1

Ground-based Solar FTIR

The CO2, CH4 and CO measurements used in this study are ground-based solar
FTIR measurements from TCCON. The solar FTIR instrument is described in section 2.1.3.1 and Table 4.1 summarizes the different TCCON sites used in this section.
The locations of these sites are also shown on Figure 2.1 and 4.2. For this study,
only TCCON sites with measurement records longer than 4 years are selected.
The current analysis focuses on the correlation between the SOI and IAV for
the Southern Hemisphere only because ENSO is a tropical to subtropical phenomena; however, there are no tropical TCCON sites in the Northern Hemisphere with
time records longer than 4 years (e.g., Burgos in the Philippines, 18.52◦ N, 120.65◦ E,
03/03/2017 - present). Also, through rainfall and temperature changes ENSO primarily affects the natural sources and sinks of the carbon greenhouse gases and due
to the stronger influence of anthropogenic sources in the Northern Hemisphere, it
is more challenging to decouple the natural versus anthropogenic influence on the
changes of these gases. However, I plan to extend this study in the future with the
analysis of the measurements from the Northern Hemispheric sites, and explore the
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Table 4.1: Latitude, longitude and measurement dates (https://tccond
ata.org/) for the measurement sites used from the TCCON network.
Site
Ascension
Darwin
Reunion
Izana
Saga
Pasadena/Caltech
Wollongong
Edwards
Tsukuba
Lamont
Rikubetsu
Laudera
Park Falls
Karlsruhe
Garmisch
Bialystok
Bremen

Lat
Lon
Measurement date (start - end)
◦
Tropical 0-23.5 latitude
7.91 S
14.33 W
22/05/2012 - present
12.42 S 130.89 E
28/08/2005 - present
20.90 S
55.48 E
16/09/2011 - present
◦
Subtropical 23.5-35 latitude
28.3 N
16.5 W
18/05/2007 - present
33.24 N 130.29 E
28/07/2011 - present
34.14 N 118.13 W
20/09/2012 - present
34.40 S 150.88 E
26/06/2008 - present
34.96 N 117.88 W
20/07/2013 - present
Temperate 35–66.5◦ latitude
36.05 N 140.12 E
04/08/2011 - present
36.60 N 97.49 W
06/07/2008 - present
43.46 N 143.77 E
16/11/2013 - present
45.04 S 169.68 E
02/02/2010 - present
45.94 N 90.27 W
02/06/2004 - present
49.10 N
8.43 E
19/04/2010 - present
47.48 N
11.06 E
16/07/2007 - present
53.23 N
23.02 E
01/03/2009 - present
53.10 N
8.85 E
15/01/2007 - present

a

TCCON measurements at Lauder started in 2004; however, in 2009 there was an
instrument change, hence only use the measurements collected after 2009 are used.

Figure 4.2: TCCON sites used to examine the correlation between CO2,
CH4, CO and the different phases of ENSO (La Niña and El Niño). The middle dashed line represents the Equator while the other dashed lines separate
the three main climate zones (Tropical - black, Subtropical - red, Temperate
- orange).
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broader range of the latitudinal change of the ENSO-IAV correlation. The IAV of all
three gases based on measurements and modelled results from Northern Hemisphere
TCCON sites can be found in section C.3 (Appendix).
4.2.1.2

Southern Oscillation Index - SOI

The most common index for tracking and predicting the phase and the magnitude
of the phase of ENSO is the Southern Oscillation Index (SOI). SOI has been used
in a number of studies to identify the relationship between greenhouse gases and
ENSO (Rayner et al., 1999; Thompson et al., 1986; Elliott et al., 1991; Bacastow,
1976).
SOI is calculated based on the air pressure difference across the Pacific Ocean,
between Tahiti in the southeast and Darwin in the west (Power and Kociuba, 2011).
Figure 4.3 shows the measured SOI between 1959 and 2018 with corresponding La
Niña (blue) and El Niño (red) events. Shaded areas represent the strongest La Niña
and El Niño events. La Niña events are identified as positive values of SOI that are
greater than +7, and El Niño events correspond to negative values of SOI that are
lower than -7 (http://www.bom.gov.au/climate/current/soi2.shtml).

Figure 4.3: Southern Oscillation Index (SOI) and La Niña (blue) and El
Niño (red) events, based on data from http://www.bom.gov.au/climate
/current/soi2.shtml. Blue shaded areas represent the strongest La Niña
events (1973-1974, 1975-1976, 1988-1989, 2010-2011) ever recorded and red
shaded areas correspond to the strongest El Niño events (1982-1983, 19971998, 2015-2016).

4.2.2

Model

To understand the sources driving the IAV of CO2, CH4 and CO I performed model
simulations with the GEOS-Chem model. The same simulation setup was used as
in chapter 3 and the simulation was extended until January 2017. The description
of the individual simulations can be found in section 2.2.2.3 (CO2), section 2.2.2.1
(CH4), section 2.2.2.2 (CO) and section 2.2.2.4.
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The different emission inventories used in each simulation are specified in Table
2.6. Where possible I included year-specific emissions for all three gases, especially
for the processes that were proven to be dominant IAV drivers (e.g., biomass burning,
wetlands, transport). However, updating other emission inventories in GEOS-Chem
posed a limitation since not all inventories are inherently compatible with GEOSChem, and it is non-trivial to modify the model to use new emission inventories that
have not already been tested in the model. Year-specific biomass burning emissions
were used throughout the whole simulation time period (Table 2.6, section 2.2.2.5).
Wetlands were year-specific up to the end of 2015, while all other emission inventories
were based on pre-2014 estimates. The meteorological input was also time-specific
for the whole simulation period, representative enough for potential ENSO-transport
feedback and the impact of transport on the IAV of the studied gases (e.g., ITCZ
position).
To compare the model output with the column averaged measurements, I extracted the modelled results for grid-boxes that included the measurement sites and
converted the modelled mole fractions to column averaged dry-air mole fractions
using the method described in section 2.3.3.1.
Due to a late discovery of a bug in v11 of the GEOS-Chem CO2 simulation
(section 2.2.2.6 and section A.3 (Appendix)), as in chapter 3 the impacts of the CO2
chemical source in the analysis were excluded. Here, column measurements are used
to analyse the drivers of the IAV of different gases. Since the CO2 chemical source
is 3D, it is expected to see an impact of this source type in column measurements;
however, due to the offline handling of the CO2 chemical field in the current CO2
simulation its impact on the IAV would not be representative since the input CO2
chemical fields are only year-specific up to 2009, and a large number of TCCON
measurements started after 2009. Therefore the bug and subsequent exclusion of
the CO2 chemical source from the analysis is not expected to affect the conclusions.
With the coupled CH4-CO-CO2 simulation described in chapter 5 this limitation is
removed, and I plan to use this joint simulation to examine the impact of this source
type on the CO2 IAV as a case study in future work (section 6.1.6).

4.2.3

Interannual variability (IAV)

To identify the year-to-year changes in the three carbon greenhouse gases, I calculated their interannual variability (IAV). To demonstrate the process of the calculation, the TCCON CO2 and CH4 measurements from Wollongong will be used as an
example. The same method was applied for all stations, on both the measured and
modelled data.
To calculate the IAV the data were first detrended, removing the long-term trend
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due to the build up in the amount of these gases in the atmosphere. It is essential to
remove the long-term trend in long-lived gases, otherwise the IAV will be additionally
affected by the long-term increase of each gas in contrast to the isolated year-to-year
variability which is the focus of this study. The long-term trend of each gas was
calculated based on the monthly averaged values with a least squares polynomial fit
using linear regression for CO2 and quadratic for CH4 due to a non-linear trend in
the modelled values (Figure 4.4).
The non-linear trend in the CH4 modelled data relative to the linear trend in
the measurements is due to the imbalance between the modelled sources and sinks
relative to their true values; however, these results should not be affected by this
difference since the analysis focuses on the variability of the carbon greenhouse
gases and not their trends. Although for CO there is no long-term trend, the same
method was applied as for CO2 for consistency. The same month of the first and
last measurement year was used as the starting and ending point when determining
the trend in order to remove the potential influence from the seasonality of each gas
in the trend calculation. For CO2 the trend line calculation is based on equation:
y = ax + b

(4.1)

y = ax2 + bx + c

(4.2)

and for CH4:
where a represents the slope of the trend line, b is the intercept (equation 4.1), while
c represents an additional numerical coefficient for the quadratic formula (equation
4.2). Using CO2 as an example, x represents the CO2 monthly averaged measurement dates, while y is the monthly averaged CO2. After determining a and b the
original (non-averaged) measurement dates were used to determine the CO2 trend
line (T ). Finally, the trend line was subtracted from the original (non-averaged)
measurements to detrend the data:
CO2,detrended = CO2 − T

(4.3)

Due to this subtraction the detrended values are all around 0 (Figure 4.4, middle
plot), hence I added the averaged value of each gas based on all available measurements for the specific site to the detrended values. Adding the average value is
essential in order to calculate the ratio between the gases, which I plan to do in the
future. Figure 4.4 shows the detrending process for CO2 and CH4.

Methods

Figure 4.4: Detrended column averaged measured (orange) and modelled
(green) CO2 (left) and CH4 (right) data from Wollongong. Black line represents the measured and modelled trends.

Figure 4.5: Measured CO2 mean and year-specific seasonal cycle, and their
difference (defined as the IAV), based on data from Wollongong. Shaded
areas represent one standard deviation of the mean.
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After detrending the data the mean seasonal cycle was calculated based on the
monthly averaged measurements, averaging the data for each set of months in all the
available years. Subtracting the mean seasonal cycle from the year-specific seasonal
cycle for each year yields the interannual variability of each gas. Figure 4.5 shows
the mean and the year-specific seasonal cycle for CO2 for each year with available
measurements, as well its IAV (difference). Figure 4.6 also shows the measured
(orange) IAV, together with the modelled (green) IAV for CO2 plotted for the whole
time period.

Figure 4.6: The interannual variability (IAV) of measured (orange) and
modelled (green) CO2 based on data from Wollongong. Blue and red dots
refer to La Niña and El Niño events and will be discussed in the next section.

4.2.4

Correlation between SOI and IAV

To analyse the correlation between SOI and the variability of CO2, CH4 and CO, I
first calculated the IAV of each gas as described in the previous section. Due to gaps
in the measurement timeseries, it was expected that the IAV might be affected by
the calculation of the monthly means for stations with few measurements in certain
time periods. To lower the uncertainties introduced by the gaps in the data, the
calculation of the mean seasonal cycle was weighted by the standard error of each
monthly mean (ratio of the standard deviation and the square root of the sample
size). Significant data gap periods (more than 15 continuous days of missing data)
at each Southern Hemispheric TCCON site are highlighted in Table 4.2. The Table
also provides information about the percentage of data completeness, calculated from
daily averaged measurements during different measurement time periods based on
equation:
(d1 − d2 )
x=
· 100%
(4.4)
d1
where x represents the percentage of data completeness, d1 is the number of days
during the measurement period while d2 represents the days with missing measurements.
Figure 4.7 shows the difference between the unweighted and weighted IAV calculation for measurements from Darwin. The results for the other Southern Hemi-
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Table 4.2: Total percentage of data completeness (x), percentage of data
completeness for each full year and months with significant data gaps for the
Southern Hemispheric measurement sites used from the TCCON network.
Site
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)
x (%)

Total
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016

Data gaps

Ascension
45

35
62
72
27
08-12/2012
01-03/2013
07-08/2013
03/2014
05-06/2014
01-07/2016

Darwin
68
81
84
45
62
18
38
82
88
88
78
85
06/2007
07-12/2008
01-08/2010
11/2010
17-08/2011
12/2011
10/2016

Reunion
57

39
56
53
74
67
01/2012
06-08/2012
11-12/2012
01-02/2013
03-04/2014
06/2014
10/2014
01-02/2015
06/2016

Wollongong
57

31
49
50
55
71
72
70
67
03-07/2009
05-06/2010
06/2016

Lauder
59

63
58
52
62
64
65
03/2010
12/2013
11/2015
01/2016

spheric TCCON sites can be found in section C.2 (Appendix). Based on the results
described later in section 4.3.4.1 I have found that the impact of the unweighted
and weighted IAV calculation on the overall SOI-IAV correlation is minimal. For
consistency, hereinafter if not stated otherwise only the weighted calculation of the
IAV will be used. After determining the IAV of each gas I determined the correlation between SOI and IAV. Figure 4.8 shows the SOI and IAV comparison for all
three gases, based on data from Darwin. Blue dots refer to La Niña events and the
red dots show the El Niño events based on the SOI values. As an example, this
comparison suggests an anti-correlation between the CO IAV and the SOI.
Based on the SOI and IAV relationship I calculated the correlation between the
two. Figure 4.9 shows the correlation for each gas. However, as for the IAV, the
calculation of the correlation was additionally weighted based on the standard error
of the IAV (Figure 4.9). Both the standard deviation and standard error of the
IAV were determined by the standard deviation and error of the mean seasonal
cycle and the individual monthly means, combined using the root sum of squares
method. Weighting the correlation improved the r values, and the differences for
the other stations will be discuss in the next sections. As already mentioned, the
magnitude of the correlation between the carbon cycle and ENSO and the response
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Figure 4.7: Difference between the unweighted and weighted calculation of
the IAV for all three gases, based on measurements from Darwin.

Figure 4.8: IAV comparison with El Niño and La Niña events, based on
measurements from Darwin.
of the carbon sources and sinks are still poorly constrained in time (Murphy et al.,
2006; Wooster et al., 2012; Qian et al., 2008) and space (Chatterjee et al., 2017;
Kumar and Hoerling, 2003). It is not expected to see an instantaneous response in
atmospheric CO2, CH4 and CO triggered by ENSO, therefore I examine the time
lag between SOI and the measurements. To examine the timing of the response
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of these gases to ENSO a time lag described in the next sections was introduced
that offsets the measurements by 0-12 months, and the SOI-IAV correlation was recalculated to identify the optimal time lag, when the highest correlation is observed
(section 4.3.2). A detailed discussion of the measured and modelled results based
on the unweighted, weighted and lagged calculations will be presented in section 4.3
for all stations and all three gases.

Figure 4.9: IAV correlation with El Niño and La Niña events through the
SOI, based on measurements from Darwin.

Figure 4.10: Same as 4.9 but for weighted IAV-SOI correlation calculation.
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Results and Discussion
Measured and modelled IAV

Here, the anomalies observed in the measurements and the modelled data are discussed for the Southern Hemispheric TCCON sites, from the closest (Ascension
Island) to the furthest (Lauder) site from the equator. The ENSO-IAV correlations
and the processes driving the IAV of each gas will be discussed later in section 4.3.3.
4.3.1.1

Ascension Island

Figure 4.11 shows the measured (orange) and modelled (green) IAV for CO2, CH4
and CO at Ascension Island, calculated based on methods described in section 4.2.

Figure 4.11: Measured and modelled total CO2, CH4 and CO IAV comparison with El Niño and La Niña events at Ascension Island.
Both CO2 and CO showed higher values during 2015/16, a time period when one
of strongest El Niño events was observed, while CH4 did not show much variability
during this time period. Of all the Southern Hemispheric TCCON sites, Ascension
Island was the one with the shortest measurement record, with significant gaps in
the data, especially during the 2015/16 El Niño event. The short record poses
a limitation when analyzing the impact of ENSO on CO2, CH4 and CO changes.
The model did not reproduce the CO2 and CO rise during 2015/16. Of the three
gases, the modelled CO2 IAV showed the strongest correlation with measurements
(r=0.58), CO showed a weaker correlation (r=0.27), while the CH4 measurementmodel correlation was the weakest (r=0.17).
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Darwin

Relative to Ascension Island, Darwin (the TCCON station second closest to the
equator) had a longer and more continuous measurement record (Figure 4.12).

Figure 4.12: Measured and modelled total CO2, CH4 and CO IAV comparison with El Niño and La Niña events at Darwin.
All three gases showed an increase in 2015/16, in late 2006 and in early 2008.
The 2015/16 period corresponds to a strong El Niño period; however, the 2006 and
2008 peaks do not match a significant ENSO phase, although a weak La Niña phase
was present during 2008. The model reproduced the 2008 IAV for all three gases,
and the 2006 IAV for CO and CH4; however, it did not reproduce the 2015/16 peak
for any of the gases, pointing to underestimated sources in the model. Anomalies
present in the individual gases are also observed such as the CO2 rise in 2014 and
lower CO2 values in 2012. In contrast to Ascension Island, the modelled CO2 IAV
at Darwin did not show a correlation with the measurements (r=0.01). CH4 showed
a correlation of 0.34, while the CO modelled IAV showed the strongest correlation
with the observations (r=0.40).
4.3.1.3

Reunion Island

The third tropical TCCON site and the furthest one from the equator, Reunion
Island, showed the least variability relative to the previously discussed sites.
CO2 and CO showed an increase during the 2015/16 El Niño (Figure 4.13); however, with significantly weaker IAV relative to Ascension Island and Darwin. As
for the other sites, the model did not reproduce this increase. CO also showed an
increase in late 2014 and CO2 and CH4 in early 2015 that corresponds to the start
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of the of 2015/16 El Niño event. The CO modelled IAV showed the strongest correlation with the observations (r=0.57), CH4 showed a weaker correlation (r=0.41),
while CO2 showed the weakest (r=0.32).

Figure 4.13: Measured and modelled total CO2, CH4 and CO IAV comparison with El Niño and La Niña events at Reunion Island.
4.3.1.4

Wollongong

Figure 4.14: Measured and modelled total CO2, CH4 and CO IAV comparison with El Niño and La Niña events at Wollongong.
Wollongong is the only subtropical Southern Hemispheric TCCON site. Similar
to the previous sites, all three gases showed an increase in the IAV during the 2015/16
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El Niño event. However, other than one additional peak observed in mid-2015, there
are no significant co-incident enhancements between the three carbon greenhouse
gases. For CO2 a significant and sharp decrease is present in 2011, during one of the
strongest La Niña periods. This decrease is also present in CH4, although weaker.
The 2011 strong sink will be discussed in more detail in section 4.3.3.1. As for the
previous sites, the model did not reproduce the large increase in any of the three
gases during 2015/16, nor the strong CO2 sink in 2011. However, it did reproduce the
peak observed in mid 2015. Relative to the previous stations, Wollongong showed
the strongest measurement-model CH4 IAV correlation (r=0.82), CO showed a 0.56
correlation, while the weakest correlation was observed for CO2 (r=0.33).
4.3.1.5

Lauder

Lauder is a temperate Southern Hemisphere TCCON site, and it is the furthest site
from the equator.

Figure 4.15: Measured and modelled total CO2, CH4 and CO IAV comparison with El Niño and La Niña events at Lauder.
The IAV at Lauder also showed an increase during the 2015/16 El Niño event;
however, the CO increase was weaker relative to the other sites. An increase in all
three gases was also observed in late 2010, during a La Niña period. The model
did not reproduce the 2015/16 increase for Lauder either; however, it did show
an increase for all three gases during the 2010 peak. Similar to Wollongong, the
strongest measurement-model IAV correlation was observed for CH4 (r=0.87), CO
showed a weaker but still strong correlation (r=0.67), while the modelled CO2 IAV
showed anti-correlation with the measurements (r=-0.18).
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4.3.2

Lagged SOI-IAV correlation

After determining the IAV for each gas and station, the next step is to calculate the
correlation between the IAV and SOI, as described in section 4.2.4 to identify the
impact of ENSO on the variability of these gases. As mentioned before a potential
delayed response is expected of different gases to ENSO triggered processes, hence
I introduce a 0-12 month time lag between SOI and the IAV and calculate the
optimal lag, defined as being when the strongest SOI-IAV correlation is observed.
The optimal lag depends on (1) the position of the station (both latitudinal and
longitudinal) and (2) the species, through the differences in the sources and sinks
that are triggered by ENSO. Overall, the optimal lag highlights the time offset
between ENSO, the processes it triggers, and the time for the CO2, CH4 and CO to
be transported.
Figure 4.16 shows the measured (left) and modelled (right) SOI-IAV correlation
change for each gas, based on different time offsets, highlighting the optimal time lag
(filled circles). The shaded areas represent the standard deviation of the correlation
coefficient calculated based on (Bowley, 1928):
1 − r2
σr = √
n

(4.5)

where r represents the correlation coefficient and n is the sample size. Based on
results from the measurements shown on Figure 4.16 the optimal lags for each species
are summarized in Table 4.3. Note, the optimal lags for certain stations differ
between Figure 4.16 and Table 4.3 due to additional criteria that will be described
here. The square markers on Figure 4.16 highlight the final optimal lags. The
optimal lags from Table 4.3 will be used to further analyse the latitudinal change of
the SOI-IAV correlation (section 4.3.3.4).
Based on the current understanding of CO2, CH4, CO and their atmospheric
processes and lifetimes, the longest response time is expected for CO2, mainly due
to the biospheric response. ENSO has an influence on net primary production (NPP)
(Bastos et al., 2013), and El Niño events are associated with low global NPP and
higher CO2 accumulation in the atmosphere (anticorrelation between ENSO and
NPP). Bastos et al. (2013) showed that the global NPP variability is mainly driven
by the response of Southern Hemisphere ecosystems, particularly in tropical and
subtropical regions. They identified water availability, controlled by temperature
and precipitation anomalies, as the main factor governing the regional response of
NPP to ENSO variability. Qian et al. (2008) found that in the tropics, anomalous
precipitation lags ENSO by 1 month, temperature by 5-6 months, soil moisture
by 5 months, and the CO2 land-atmosphere exchange by 6 months (through the
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Figure 4.16: CO2, CH4 and CO SOI-IAV correlation based on time lag
between 0-12 months. The circles highlight the month when the strongest
correlation between SOI-IAV is calculated (optimal lag). Squares highlight
the final optimal lags based on additional criteria.
suppression of NPP and enhancements of heterotrophic respiration). An additional
time offset on top of these processes is also expected due to CO2 transport.
Relative to CO2, a shorter time lag is expected for CO, representative of mainly
biomass burning, the strongest IAV driver, as well transport. In terms of secondary

Results and Discussion

116

CO production, the time lag would depend on the CH4 and NMVOC response
time to ENSO. Murphy et al. (2006) found a three month lag between SOI and
fire activity during the 1996-2001 period, based on equatorial fires. Wooster et al.
(2012) identified lags between three and fourth months; however, their lags varied
between 0 and 9 months when calculated for specific El Niño events.
For CH4, the individual processes triggered by ENSO are still highly uncertain,
hence it is challenging to generalize the response time. The main CH4 IAV drivers
are wetlands, biomass burning and the OH availability via CO, hence some of these
processes would also depend on the time lag of the ENSO-CO IAV feedback. However, Schaefer et al. (2018) showed that it is difficult to determine lags for CH4 due
to a variety of factors that may lead to lags of unknown length, some of which may
be cumulative, e.g., hydrology, plant growth and decay, microbial response, and
seasonal triggers for methanogenesis or burning, as well as atmospheric chemistry,
mixing, and transport between source regions and sampling site. Zhu et al. (2017);
Zhang et al. (2018) and Chamberlain et al. (2016) found time lags for CH4 ranging
from days to 8 months.
Of the three gases, I have found CO2 takes the longest to respond to ENSOtriggered changes (5-9 months). CO showed a shorter response time (2-5 months).
For CH4, I did not identify a lag for the two tropical sites (Ascension Island and
Darwin); while the other sites showed a lag around 8 months. While for some
stations a "clear cut" optimal lag was found (e.g., Ascension Island CO2 and CO),
others showed negligible differences in correlation for different lag periods (e.g.,
Wollongong CO2 and CO). This was potentially caused by variable transport times
from source regions, or by the mixture of processes contributing to the anomalies,
all of which have different lags.
CO2 showed a range of 5-9 months lag, and overall all stations showed a trend
towards improved SOI-IAV correlation with the lag. Based on Figure 4.16, only
Ascension Island showed a clear 8-month optimal lag. Darwin shows a 12 month
lag; however, since the difference in the correlation between an 8 and 12 month
lag is minimal I identify 8 months as the optimal lag. Reunion Island shows the
strongest correlation for the 0 lag scenario; however, this is a positive correlation, but
a negative correlation is expected between CO2 IAV and ENSO. I therefore choose
as optimal the first strongest negative correlation observed, after a 6 month lag. For
Wollongong I have identified a 5-month lag; however, the correlations did not show
much change between different time lags. Lauder showed a maximum optimal lag
after 9 months; however, the correlation did not change much after 6 months.
CO showed a range of 2-5 month lags, with the shortest lag at tropical sites.
Based on Figure 4.16, the three tropical sites showed a clear optimal lag: 2 months
for Darwin and 4 months for the African TCCON sites (Ascension and Reunion
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Island). Wollongong shows an 8-month lag; however, the difference in the correlation
between a 5 and 8 month lag is minimal, hence I use 5 months as the optimal lag.
Lauder showed the strongest negative correlation, after 12 months; however, I will
use the first strong negative correlation observed after 5 months, since with an
average CO lifetime on the order of 3 months, a 12-month lag is not expected.
Moreover, between 5 and 7 months the correlation drops to 0, and so I use the first
signal (e.g., 5 months) as the optimal lag.
Table 4.3: Optimal lag values in months for CO2, CO and CH4.
Station
Ascension Island
Darwin
Reunion Island
Wollongong
Lauder

CO2
8
8
6
5
9

CO
4
2
4
5
5

CH4
0
0
8
7
8

For CH4 I did not find a time lag between ENSO and the response of different
CH4 sources and sinks at two tropical sites, Ascension Island and Darwin. Reunion
Island and Lauder showed an 8-month lag, while Wollongong showed a 7-month lag.
These differences will be discussed in more details in section 4.3.3.2.
4.3.2.1

Lagged correlation of the modelled processes

Based on Figure 4.16, for each gas the modelled optimal lags showed a significant
difference from the measurement-derived ones. The CH4 modelled optimal lags were
the closest to the observations: Lauder showed the same optimal lag while Darwin
and Wollongong showed similar values. For CO2, the model only showed a similar
optimal lag for Ascension Island, while for CO the Reunion Island modelled optimal
lag was similar to the measured. All other stations showed a significant difference
between the optimal lags.
The differences in the optimal lags are caused by the difference in the measured
and modelled IAVs, suggesting that the different processes that drive the changes
of these gases are not represented adequately in the model. Figure 4.17 shows the
optimal lags for different modelled tracers. The IAV and SOI-IAV correlation calculation for the modelled tracers is the same as for the measured and total modelled
values described in section 4.2.
Since the modelled optimal lags showed significant differences from the measured,
the tracer optimal lags cannot be used directly to identify the exact response time
of different processes triggered by ENSO. Although the overall optimal lags for
each species are generally impacted by a combination of lag periods from different
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Figure 4.17: CO2, CH4 and CO SOI-IAV correlation for the modelled tracers based on time lag between 0-12 months. The circles highlight the month
when the strongest correlation between SOI-IAV is calculated (optimal lag).
Squares highlight the final optimal lags based on additional criteria.
driving processes, a few of the modelled processes showed the same optimal lag as
the observations, suggesting their likely and dominant impact on the measured IAV.
For CO2 the balanced biosphere at Ascension Island showed a similar optimal
lag (1 month difference) as the observations and at Lauder biomass burning showed
the same optimal lag. For CH4 similar optimal lags were found between tracers that
poses a limitation in identifying the main processes triggered by ENSO; however, at
Wollongong where the modelled optimal lag was similar to the observations, wet-
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lands and biomass burning showed close optimal lags to the measurements. For CO
Indonesian biomass burning showed the same optimal lag at Darwin as the observations and at Reunion Island the same was true for transported South American
biomass burning. All of these modelled tracers are consistent with the main processes that are expected to be triggered by ENSO. In future work (section 6.1.6), I
plan to explore potential methods to use the modelled-measured optimal lag differences to additionally constrain the modelled processes.

4.3.3

Determining the processes driving the IAV and correlation

The next sections focus on the analysis of the drivers of the measured and modelled
IAV, separately for each gas, at the Southern Hemispheric TCCON sites. To gain
information about the processes triggered by ENSO I use the modelled tracers from
the GEOS-Chem simulations, and apply the same IAV and IAV-SOI calculation as
for the measured and total modelled data.
4.3.3.1

CO2

Figure 4.18 shows the measured and modelled CO2 IAV (top plots), and the modelled tracer (bottom plots) comparison with El Niño and La Niña events for Southern Hemispheric TCCON sites. Note, only the modelled tracers for processes that
contributed the most to the modelled IAV are shown (balanced biosphere, ocean,
biomass burning and fossil fuels). The top plots with the measured and total modelled IAV are the same as the ones shown in section 4.3.1 for each station (e.g.,
Figure 4.11) but for CO2 only, combined to better show common time periods with
CO2 anomalies.
Based on the measured CO2 IAV, discussed for each station separately in the
previous sections, the most significant CO2 anomaly was observed in 2016 when
all Southern Hemispheric TCCON sites showed a large increase of CO2. One of
the strongest El Niño events on record was that in 2015/16, which led to increased
carbon emissions into the atmosphere and higher atmospheric CO2 amounts. The
tropical biosphere released 2.5 ± 0.3 Gt more carbon into the atmosphere than in
the strong La Niña year in 2011 (Liu et al., 2017), and the highest ever recorded
growth rate of 3 ppm yr−1 was estimated during that period (https://www.esrl.n
oaa.gov/gmd/ccgg/trends/gr.html). Based on the results the CO2 IAV was the
strongest at Darwin, with an increase of about 2 ppm relative to climatological CO2
monthly averages. Ascension Island and Darwin are the closest TCCON sites to
the tropics, hence it would be expected to see the strongest influence of ENSO at
these stations. Moreover, since ENSO is a tropical Pacific Ocean phenomenon, its
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Figure 4.18: Measured and modelled CO2 IAV, and the modelled tracer
comparison with El Niño and La Niña events for Southern Hemispheric TCCON sites. Note, the plots with the measurements and total modelled values
are the same as the ones shown in section 4.3.1 for each station (e.g., Figure
4.11) but for CO2 only.
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influence should be stronger for sites closer to the Pacific Ocean, such as Darwin,
relative to Ascension Island in the Atlantic Ocean.
One of the strongest La Niña events was observed in 2011 leading to a stronger
than normal carbon sink that reduced CO2 amounts in the atmosphere. As mentioned in section 4.3.1.4 the results showed a strong and sharp sink based on the
measurements collected at Wollongong, during 1 month only, with a similar but
higher magnitude (2.5 ppm) than the strong positive anomaly in 2016. Other sites
that had available measurements during that time period did not show a significant
change. Lauder showed lower CO2 values; however, not as low as at Wollongong.
Moreover, at Lauder the CO2 decrease was delayed by a few months, potentially due
to transport. Darwin showed lower CO2 values in late 2011 and the start of 2012, potentially again due to a delayed response to the strong La Niña event. This delayed
response is also indicated by the longer CO2 optimal lag (section 4.3.2) at Darwin
relative to Wollongong (+3 months). However, Darwin is missing measurements in
late 2010, which might have influenced these results.
Based on the model results, the model missed the strong CO2 increase in 2015/16
for all stations. This difference was potentially due to the non year-specific balanced
biosphere emission inventory during this time period. The strong CO2 sink observed
at Wollongong in 2011 was also not captured. The model did capture some of the
CO2 IAV; however, it mainly underestimated the strength of the change relative to
the measurements. While the measurements showed an overall range of anomalies
within ± 3 ppm, the model range was ± 1.5 ppm.
Although the model did not entirely reproduce the measured IAV, the modelled
tracers still provide useful information about the processes that drive the changes of
these gases and are useful in determining overestimated, underestimated or missing
processes in the model. From the anomalies discussed in section 4.3.1, based on
the modelled tracers at Ascension Island, the biospheric response did show higher
values during the 2015/16 El Niño event, and at Reunion Island the increase in late
2014 was also driven by the biosphere. The 2008 peak observed at Darwin shows
a mixture of biospheric and anthropogenic processes. At Wollongong the model
reproduced the peak observed in mid 2015 suggesting that this peak was driven by
anthropogenic sources while at Lauder the observed 2010 peak was a combination
of anthropogenic, biomass burning and biospheric processes.
To identify the processes that contributed the most to measured IAV, I calculated the correlation between (1) the measured and modelled IAV (to determine the
representativeness of the modelled values, Figure 4.19, top plot, triangle size), and
(2) the total modelled IAV and the individual tracers (to identify the main drivers
of the modelled IAV, Figure 4.19, bottom plot, circle size). Finally, as for the
measurements, I calculated the correlation of the modelled data and tracers with
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SOI. Figure 4.19 shows the summary of the correlation coefficients, based on the
weighted SOI-IAV correlation calculation, for the measurements (orange square),
model (green triangle) and all the modelled tracers (coloured circles).

Figure 4.19: CO2 measurement (orange square, top plot), model (green
triangle, top plot) and modelled tracer (coloured circles, bottom plot) IAV
correlation with SOI. The size of the symbol for the modelled data represents
the correlation between the modelled and measured IAV, and the size of the
symbol for the different tracers represent the correlation between the total
modelled IAV and the IAV of the individual tracers (scale below the plot).
The left plots show the correlations without a lag, while the results on the
right are based on the lagged correlation calculation.
The plots on the left on Figure 4.19 refer to the weighted SOI-IAV correlation
calculation without a lag while the results on the right are based on the weighted
and lagged calculations, using the lag values summarized in Table 4.3. As already
discussed, based on the correlation between the measured and modelled IAV the
strongest correlation was for Ascension Island while the modelled data at Darwin
showed the least correlation (Figure 4.19, green triangle size, Table 4.4). However,
due to the lack of variability at some sites, and scattered behaviour at others, the
information in the measured-modelled correlation is limited.
Overall the modelled IAV was primarily driven by changes in the biosphere
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response, especially for stations closer to the tropics, followed by biomass burning
and changes in the oceanic fluxes. Relative to the three tropical sites where the
biosphere was the main driver of the modelled IAV, for Wollongong the biosphere
did not show a significantly stronger contribution relative to other tracers (Figure
4.19). The biospheric influence on the IAV was as strong as the anthropogenic. This
indicates that the influence of the biosphere reduces further away from the tropics,
but also that the anthropogenic influence in this region is stronger relative to the
other sites. This strong anthropogenic influence agrees well with previous findings in
chapter 3, where it was shown that in Australia, the east coast (where Wollongong
is located) showed the strongest anthropogenic signature (also shown by Buchholz
et al. (2016)). The influence of the ocean on the IAV was the most pronounced for
Lauder, where it contributes more than other tracers.
Table 4.4: Correlation coefficients (r) between the measured and modelled
CO2 IAV, total modelled and CO2 specific tracer IAV, measurement IAV
and SOI, total modelled IAV and SOI, and individual tracer IAV and SOI.
For the SOI-IAV results I used the weighted and lagged IAV and correlation
calculation.
Sites
Ascension Darwin Reunion
Measured and modelled IAV correlation
Measurement-Model
0.58
0.06
0.32
Model-Tracers
Fossil Fuel
0.40
0.23
0.05
Biofuel Burning
0.02
0.39
0.08
Biomass Burning
-0.45
0.27
0.29
Shipping
0.22
0.38
0.01
Aviation
0.32
0.38
0.01
-0.24
0.04
0.01
Ocean Exchange
NTEa
0.03
-0.29
-0.03
Balanced Biosphere
0.96
0.79
0.62
Measured and modelled IAV correlation with SOI
Measurement
-0.62
-0.27
-0.23
Model
-0.65
0.10
0.16
Fossil Fuel
-0.36
-0.43
0.29
Biofuel Burning
-0.16
0.08
0.32
Biomass Burning
0.28
0.46
0.15
Shipping
-0.18
0.05
0.30
Aviation
-0.27
0.04
0.27
Ocean Exchange
0.37
0.49
-0.31
NTE
0.15
-0.03
-0.26
Balanced Biosphere
-0.62
0.12
0.21
a

Wollongong

Lauder

0.33

-0.18

0.35
0.23
0.16
0.23
0.32
0.12
-0.13
0.36

-0.33
-0.22
0.46
-0.22
-0.21
0.58
0.24
0.13

-0.51
-0.13
-0.25
0.15
0.28
0.19
0.10
0.27
-0.18
-0.24

-0.67
0.09
-0.11
0.0
0.46
0.06
0.07
0.18
-0.05
-0.12

Net Terrestrial Exchange

Based on the measurement SOI-IAV correlation without a lag, I found a positive
correlation for the three stations closest to the tropics and an anti-correlation for
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Wollongong, while the CO2 IAV at Lauder did not show a significant correlation
with SOI (Figure 4.19, left plot). Generally, for CO2 an anti-correlation is expected
for most stations, due to a stronger carbon sink and uptake during La Niña events
as a result of vegetation growth and induced photosynthetic activity, and stronger
carbon sources during El Niño events as a results of vegetation death, induced fire
activity and respiration (section 1.2.2.3).
Figure 4.19 (right plot) shows the SOI-IAV correlation after applying the optimal
time lags (Table 4.3). Adding the time lag to the measurements, all stations showed
a negative correlation as expected. Moreover, the SOI-IAV correlations of different
tracers changed with and without the lag. The model only showed a similar SOIIAV correlation to the measurements at Ascension Island. There, the modelled
tracers indicate that the biosphere contributed most to both the modelled IAV and
the similar SOI-IAV correlation to the measurements, indicating the CO2 variability
was primarily driven by changes in the biosphere.
4.3.3.2

CH4

Previous studies focusing on the response of greenhouse gases to ENSO have mainly
focused on CO2 and CO. The response of the CH4 sources and sinks to ENSO remains
uncertain. ENSO forces opposite emission changes between wetlands (decreased CH4
expected, due to less precipitation, resulting in smaller wetland area and therefore
less CH4 wetland flux, Hodson et al. (2011)) and biomass burning (an expected
increase due to increased fires resulting from drier conditions, van der Werf et al.
(2006); Schaefer et al. (2016)), hence it is more challenging to generalize the overall
response of the processes that drive the changes. Moreover, its reaction with OH
(Rowlinson et al., 2019; Butler et al., 2005) additionally confounds the ENSO-CH4
IAV response. Overall, drier and hotter El Niño events lead to less wetland CH4
production and more biomass burning, while wetter and cooler La Niña events result
in more wetland CH4 production and less biomass burning. Based on these two
sources only, lower CH4 emissions are expected during El Niño events and higher
emissions during La Niña, since CH4 emissions from wetlands are typically stronger
than from biomass burning and wetlands are a dominant contributor to the CH4 IAV
(Hodson et al., 2011). El Niño also reduces the CH4 sink with OH via CO emissions
and chemistry. During El Niño periods more CO is emitted into the atmosphere due
to enhanced biomass burning events. OH is the main CO sink, hence during these
events OH availability is reduced through reaction with CO, reducing the strength
of the CH4 sink via OH. Rowlinson et al. (2019) showed that the suppression of OH
concentrations due to higher CO emissions during El Niño events leads to significant
CH4 increase. However, the CO-OH-CH4 feedback is not accounted for in the model
results due to the offline handling and missing feedback between these gases in the
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stand-alone GEOS-Chem simulations.
Since every ENSO event is unique, the overall CH4 response is complex. Although
lower CH4 emission is expected during El Niño events, a 12 ppb yr−1 CH4 growth rate
was found during the 1997-1998 El Niño and it was suggested that this increase was
primarily caused by abnormally large peat fires in Indonesia emitting huge amounts
of CH4 (Van Der Werf et al., 2004) while wetland emissions remained stable (Butler
et al., 2005; Bousquet et al., 2006). Bousquet et al. (2006) quantified an anomalous
fire source of 8±2 Tg CH4 in the tropics and 2±1 Tg CH4 in northern regions
during the 1997-1998 El Niño, and an additional 26 Tg of CH4 due to decreased OH
availability triggered by CO. On average, wetlands remained stable due to a 9±5
Tg decrease in 1997 and 10±5 Tg CH4 increase in 1998.
Based on the measured CH4 IAV for all sites (Figure 4.20), the CH4 increase
in 2016 was not as strong to the CO2 anomaly. Moreover, relative to prior years
the 2016 did not show a significant positive CH4 anomaly. The CH4 change was
only observed in measurements from sites in Australia and New Zealand. The sites
in Africa did not show a CH4 increase, although there is a lack of measurements
during that time period, especially for Ascension Island. Overall, the IAV based on
data from Ascension Island and Reunion Island showed the least variability based
on available measurements, about ± 5-10 ppb. Wollongong and Darwin showed a
± 20 ppb range, and a ± 15 ppb CH4 change was observed at Lauder. While for
CO2 the strength of the modelled IAV was underestimated, for CH4 the modelled
IAV showed a similar range as that measured. Relative to CO2, the CH4 IAV
was also characterized by more short-term changes and noisier behaviour, which
potentially shows that either some of the processes triggered by ENSO are more
sensitive, variable and faster to respond to ENSO, or the larger number of processes
contributing to CH4 relative to CO2 and CO confound the interpretation of the IAV.
Lower CH4 values are also observed at the end of 2016 at all sites except Darwin.
Based on the modelled tracers, wetlands show a decrease during this time period
at Lauder and Wollongong. The lower wetland emissions would be expected after
the strong El Niño event in 2015/16 as a result of variations in temperature, water
table depth, and precipitation. Bloom et al. (2010) showed that variations in precipitation explain more of the tropical CH4 variability than temperature, whereas
temperature variations are a better indicator of CH4 variability at higher latitudes.
Through increased CO fire emissions during this period, co-incident CH4 emissions
from biomass burning and a weaker CH4 sink due to OH availability are also expected. However, the biomass burning tracer did not show much contribution during
this period, pointing to underestimated CH4 emissions from biomass burning and
wetlands. The results in chapter 3 also showed underestimated biomass burning
emission for CH4. Moreover, since the CH4 and CO GEOS-Chem simulations are
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Figure 4.20: Measured and modelled CH4 IAV, and the modelled tracer
comparison with El Niño and La Niña events for Southern Hemispheric TCCON sites. Note, the plots with the measurements and total modelled values
are the same as the ones shown in section 4.3.1 for each station (e.g., Figure
4.11) but for CH4 only.
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decoupled (i.e., no feedback), the impact of the CO-OH feedback on the CH4 IAV
cannot be quantified.
From the other anomalies discussed in section 4.3.1, the model reproduced the
2008 IAV at Darwin and based on the modelled tracers, there is significant anthropogenic influence during this peak, indicating that this may not be an ENSO driven
change. This peak was observed in early 2008 when Darwin is chemically part of the
Northern Hemisphere due to the position of the ITCZ (Hamilton et al., 2008), pointing to a potential interhemispheric transport of this anthropogenic source. However,
the La Niña phase during this period could have additionally influenced this interhemispheric transport but to the best of my knowledge, the impact of ENSO on
the ITCZ has not been studied before and remains unknown. The CH4 increase
at Reunion Island in early 2015 points to wetlands emissions, while at Lauder the
wetland and biomass burning tracers showed higher contributions during the 2010
peak.
Figure 4.21 shows the non-lagged and lagged SOI-IAV correlation for the measured and modelled values, as well the correlation between the measured and modelled values, and total modelled values with the individual tracers. Based on the
correlation between the measured and modelled IAV the strongest correlation was
observed for Lauder and Wollongong while all the other stations showed lower correlation (Figure 4.21, green triangle size, Table 4.5). All modelled tracers showed a
similar contribution to the total IAV (Figure 4.21, bottom plot, circle size) and generally, only biomass burning showed a lower correlation. This creates a limitation
in identifying the processes that drive the CH4 IAV. The similarities between the
contributions of the modelled tracers to the IAV might also suggest that transport
and mixing have a significant influence on the processes driving CH4 variability.
Based on the lagged measurement SOI-IAV correlation, all sites showed positive
individual correlation. An overall positive correlation is expected in the tropics due
to lower CH4 emissions, mostly driven by reduced wetland emissions during El Niño
periods, while an opposite scenario is expected during La Niña. However, due to
significant differences in optimal lag times between sites (0 lag for Ascension Island
and Darwin, 7-8 lag for Reunion Island, Wollongong and Lauder), uncertainties
remain in the delayed response of CH4 processes to ENSO. Moreover, the lagged
results did not show a latitudinal dependence. However, Hodson et al. (2011) showed
that wetland IAV decreases with distance from the equator and that during El Niño
the tropics experience lower wetland emissions while temperate regions show higher
emissions. This behaviour is present in the non-lagged SOI-IAV correlations, where
positive SOI-IAV correlation was found for the three stations closest to the tropics,
anti-correlation for Wollongong, while Lauder did not show a correlation (Figure
4.21). The negative correlation at Wollongong is potentially due to increased fire
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Figure 4.21: CH4 measurement (orange square, top plot), model (green
triangle, top plot) and modelled tracer (coloured circles, bottom plot) IAV
correlation with SOI. The size of the symbol for the modelled data represents
the correlation between the modelled and measured IAV, and the size of the
symbol for the different tracers represent the correlation between the total
modelled IAV and the IAV of the individual tracers (scale below the plot).
The left plots show the correlations without a lag, while the results on the
right are based on the lagged correlation calculation.
emissions and lower OH availability. The strongest correlation was observed for the
station closest to the equator, Ascension Island, decreasing with distance from the
equator in the tropics, while the station furthest from the tropics, Lauder, showed
the weakest correlation.
4.3.3.3

CO

The measured CO IAV (Figure 4.22) shows a significant increase of CO in 2016 for
all stations. Relative to CO2, this anomalous CO rise was observed earlier and lasted
for a shorter period. The CO2 rise started 1-3 months (Sept - Dec 2015) after the
CO rise, depending on the station, and for some stations was still present in Nov Dec 2016. Meanwhile, the CO rise started around Aug - Oct 2015 and lasted until
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Table 4.5: Correlation coefficients (r) between the measured and modelled
CH4 IAV, total modelled and CH4 specific tracer IAV, measurement IAV
and SOI, total modelled IAV and SOI, and individual tracer IAV and SOI.
For the SOI-IAV results I used the weighted and lagged IAV and correlation
calculation.
Sites
Ascension Darwin Reunion
Measured and modelled IAV correlation
Measurement vs Model
0.17
0.34
0.41
Model vs Tracers
Oil & Gas
0.60
0.85
0.85
0.15
0.91
0.82
Coal mining
Livestock
0.50
0.74
0.88
Waste
0.43
0.75
0.87
Biofuel
0.72
0.87
0.87
Rice
0.36
0.60
0.58
Other Anthropogenic
0.76
0.82
0.89
Biomass Burning
0.26
0.38
0.37
Wetland
0.84
0.82
0.82
Soil Absorption
0.31
0.62
0.90
Termites
0.65
0.36
0.86
Measured and modelled IAV correlation with SOI
Measurement
0.38
0.27
0.40
Model
0.23
0.26
0.12
Oil & Gas
-0.16
0.37
0.15
Coal mining
-0.13
0.37
0.16
Livestock
0.01
0.17
0.07
Waste
-0.06
0.40
0.15
0.09
0.40
0.14
Biofuel
Rice
0.28
0.35
0.14
Other Anthropogenic
0.22
0.23
0.06
Biomass Burning
0.27
-0.03
-0.49
Wetland
0.19
0.28
-0.06
Soil Absorption
-0.11
0.29
0.10
Termites
0.19
-0.06
-0.01

Wollongong

Lauder

0.81

0.87

0.88
0.81
0.84
0.89
0.88
0.85
0.85
0.29
0.92
0.88
0.81

0.87
0.89
0.83
0.87
0.87
0.87
0.84
0.49
0.84
0.88
0.83

0.25
0.21
-0.03
0.09
0.01
-0.01
0.02
0.03
0.01
-0.08
0.26
0.03
0.05

0.36
0.29
0.44
0.41
0.47
0.44
0.45
0.46
-0.26
0.50
0.43
0.47
0.04

the beginning of 2016. This highlights the difference in the sources that drive the
changes of these gases and their response to ENSO.
For CO, an anti-correlation is expected between the different phases of ENSO
and its IAV. The main CO process impacted by ENSO is fire emissions, which are
enhanced during El Niño events (Van Der Werf et al., 2004; Parker et al., 2016) and
reduced during La Niña. Moreover, the chemical production of CO could also be
impacted by ENSO, through increased CH4 or NMVOC emissions during El Niño
events. However, the analysis of this impact is limited due to the offline handling of
the chemical CO production in the GEOS-Chem CO-only simulation.
The strongest CO rise during the 2016 El Niño was observed at Darwin with
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Figure 4.22: Measured and modelled CO IAV, and the modelled tracer
comparison with El Niño and La Niña events for Southern Hemispheric TCCON sites. Note, the plots with the measurements and total modelled values
are the same as the ones shown in section 4.3.1 but for CO only.
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a 40 ppb anomaly, and overall the tropical stations (Ascension Island and Darwin)
showed the largest CO IAV range. Other than the 2016 peak, increased CO was also
observed at the end of 2012 for Darwin, Wollongong and Lauder, while Ascension
Island and Reunion Island lacked measurements during this period. Darwin also
showed a strong CO anomaly in late 2006 (Paton-Walsh et al., 2010), as did Wollongong and Lauder in late 2010. As mentioned before all three gases also showed
an increase at Darwin in 2008. The model did not reproduce the high CO peak in
2016 and generally underestimated the strength of the measured IAV. All the other
peaks were present in the modelled data; however, generally with lower magnitude.

Figure 4.23: CO measurement (orange square, top plot), model (green
triangle, top plot) and modelled tracer (coloured circles, bottom plot) IAV
correlation with SOI. The size of the symbol for the modelled data represents
the correlation between the modelled and measured IAV, and the size of the
symbol for the different tracers represent the correlation between the total
modelled IAV and the IAV of the individual tracers (scale below the plot).
The left plots show the correlations without a lag, while the results on the
right are based on the lagged correlation calculation.
The strongest correlation between the measured and modelled IAV was found
for Lauder and the weakest correlation for Ascension Island (Figure 4.23, green
triangle size, Table 4.6). Of the three gases studied here, the model reproduced
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Table 4.6: Correlation coefficients (r) between the measured and modelled
CO IAV, total modelled and CO specific tracer IAV, measurement IAV and
SOI, total modelled IAV and SOI, and individual tracer IAV and SOI. For
the SOI-IAV results I used the weighted and lagged IAV and correlation
calculation.
Sites
Ascension Darwin Reunion
Measured and modelled IAV correlation
Measurement-Model
0.27
0.40
0.57
Model-Tracers
AN∗ Australia
0.06
0.08
-0.15
0.54
0.19
0.41
AN Africa
AN S America
0.38
0.18
0.40
AN Other
0.24
0.11
-0.28
BB∗ S America
0.41
0.22
0.66
BB Africa
0.89
0.43
0.69
BB E Asia
0.10
-0.10
-0.04
BB Australia
0.40
0.90
0.48
BB Indonesia
-0.41
0.14
0.11
BB Other
0.33
0.07
0.22
CH4 oxidation
0.42
0.04
-0.01
NMVOC oxidation
0.64
0.30
0.63
Measured and modelled IAV correlation with SOI
Measurement
-0.70
-0.58
-0.51
Model
-0.19
-0.06
-0.26
AN∗ Australia
-0.21
-0.29
0.18
AN Africa
0.16
-0.03
-0.20
AN S America
-0.07
-0.14
-0.06
-0.28
0.40
0.32
AN Other
∗
BB S America
-0.41
0.04
-0.46
BB Africa
-0.39
0.12
-0.18
BB E Asia
-0.31
0.26
-0.11
BB Australia
-0.35
-0.20
-0.12
BB Indonesia
-0.52
-0.63
-0.20
BB Other
-0.29
0.38
-0.09
CH4 oxidation
0.22
0.34
0.07
NMVOC oxidation
0.27
-0.17
-0.17
∗

Wollongong

Lauder

0.56

0.67

0.42
0.16
-0.06
0.24
0.61
0.69
-0.21
0.60
0.02
0.38
0.45
0.50

-0.14
0.19
0.14
0.30
0.65
0.72
-0.24
0.57
0.17
0.40
0.40
0.47

-0.26
0.01
0.01
-0.03
-0.05
0.26
0.05
-0.01
-0.09
-0.11
-0.29
0.24
0.28
0.17

-0.11
0.00
0.18
-0.06
0.11
-0.05
0.02
0.12
-0.20
0.01
-0.09
-0.01
-0.12
-0.04

BB - Biomass Burning, AN - Anthropogenic

the CO IAV in the measurements the best. Based on the modelled tracers (Figure
4.23), the modelled IAV was primarily driven by biomass burning, both local and
transported, and secondary CO production from NMVOC and CH4. The two sites
in Africa (Ascension and Reunion Island) were primarily driven by African biomass
burning while the third tropical TCCON site, Darwin, was mostly influenced by
Australian biomass burning. However, due to the differences in the measured and
modelled IAV, the correlation of this tracer with SOI was weaker relative to the
measurements, indicating that either this source was underestimated in the model,
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or there were additional processes that contributed to the measured IAV. The results
in chapter 3 point to underestimation of the biomass burning source being the likely
cause of this difference.
The atmospheric CO IAV measured at all three tropical stations was also influenced by additional transported biomass burning. The subtropical and temperate
TCCON sites, Wollongong and Lauder, both showed a similar biomass burning influence between Australian, African and South American biomass burning, with
the strongest contribution from Africa. The 2012 peak at Darwin, Wollongong
and Lauder and the late 2006 peak at Darwin were driven by mainly local (Australian and Indonesian) biomass burning, while the CO increase at Wollongong and
Lauder in late 2010 was mostly influenced by transported biomass burning from
South America. Similar to CO2 and CH4 the 2008 peak at Darwin was influenced
by anthropogenic processes, and based on the tagged regions these are transported
amounts from the Northern Hemisphere. Secondary CO production from NMVOC
and CH4 also contributed to the IAV; however, since these fields were only time
specific from 2009-2011, their IAV was likely driven by IAV in the meteorology.
Based on the non lagged measurement SOI-IAV correlation, I found a negative
correlation for all stations except Lauder, with the strongest correlation observed
at Darwin. However, after applying a time lag all stations showed a negative correlation, with stronger individual SOI-IAV correlations. The SOI-IAV correlations of
the different tracers also changed after applying a time lag. The biomass burning
tracers for tropical sites showed stronger correlation with ENSO and values closer
to the measured SOI-IAV correlation, indicating the biomass burning is the main
ENSO triggered process.
4.3.3.4

Site and latitudinal dependence of the correlation

Figures 4.24, 4.25 and 4.26 show the latitudinal change of the SOI-IAV correlation for
CO2, CH4 and CO measurements (top, orange) and model results (bottom, green),
as well as the dependence and correlation between the latitude of the measurement
sites and the SOI-IAV correlation coefficients (red box). The first column is based on
the weighted IAV and unweighted correlation coefficient (r) calculation, the second
column is based on the weighted IAV and weighted r calculation, and the third is the
same as the second but with the time lags determined in section 4.3.2.1 (Table 4.3).
The values from the figures are also summarized in Table 4.7. The error bars on the
figures represent the standard deviation of the correlation coefficient introduced in
section 4.3.2.
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Table 4.7: Weighted and lagged measurement SOI-IAV correlation coefficients for CO2, CO and CH4 and the overall latitude versus SOI-IAV correlation. Note, the lagged correlations are also weighted.
CO2
Station
Weighted Lagged
SOI-IAV correlation
Ascension Island
0.30
-0.62
Darwin
0.07
-0.27
Reunion Island
0.40
-0.23
Wollongong
-0.26
-0.51
Lauder
0.01
-0.67
Latitude versus SOI-IAV correlation
-0.61
-0.42

CH4
Weighted Lagged

CO
Weighted Lagged

0.38
0.27
0.08
-0.05
-0.02

0.38
0.27
0.40
0.25
0.36

-0.22
-0.41
-0.12
-0.10
0.16

-0.70
-0.58
-0.51
-0.26
-0.11

-0.88

-0.10

0.87

0.99

Since ENSO is a tropical to subtropical phenomenon it would be expected to see
the strongest signal, expressed by the strength of the correlation, for sites closest
to the equator, and a decrease of the SOI-IAV correlation towards the temperate
regions. Moreover, a negative correlation is expected for CO2 and CO, while the
CH4 ENSO feedback is hard to generalize, as discussed in previous sections.

Figure 4.24: Latitudinal dependence of the CO2 measured (top, orange)
and modelled (bottom, green) IAV-SOI correlation, based on unweighted,
weighted and lagged calculations.
While weighting the IAV and correlation coefficient calculation mainly improved
the SOI-IAV correlation for individual sites, for CO2 and CH4 it did not improve
or greatly change the overall latitude versus SOI-IAV correlation. However, for
CO it improved the overall latitude versus SOI-IAV correlation from 0.69 to 0.87.
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Adding the time lag to the weighted results influenced the latitude versus SOI-IAV
correlation for all three gases. For CO2 and CO all individual positive SOI-IAV
correlation coefficients became negative after the time lag, and the negative ones
became stronger. The time lag improved the latitudinal dependence of the CO
SOI-IAV correlation (no lag r=0.87, lag r=0.99); however, for CO2 this dependence
became weaker after the time lag (no lag r=-0.61, lag r=-0.42). For CH4 all individual correlations became positive with the time lag; however, the latitudinal
dependence diminished after adding the time lag.
Based on the general ENSO-CO2 feedback, as discussed in section 4.3.3.1 an
anti-correlation is expected, since the positive SOI values that characterize La Niña
events lead to larger carbon sinks and a reduction of atmospheric CO2, while the
El Niño events with negative SOI values trigger processes that lead to an increase
of CO2 emissions. However, the latitudinal change of the lagged individual IAVSOI correlations differs from what would be expected, since I mainly found lower
SOI-IAV correlations for tropical sites and the highest correlation for Lauder, the
station furthest from the tropics. Moreover, the two tropical sites (Ascension Island and Darwin) showed significantly different SOI-IAV correlations. Ascension
Island showed a stronger correlation, similar to the one observed at Lauder where
the oceanic flux was the main IAV driver. Relative to Darwin, Ascension Island
is more isolated from surrounding land areas but the tracers highlighted the biosphere as the main IAV driver. Hence, the CO2-ENSO feedback is either strongly
influenced by the regional characteristics of the CO2 IAV sources (biospheric and
oceanic flux, section 4.3.3.1), or it is potentially impacted by the influence of transport and mixing, since CO2 is a long lived gas and the CO2 individual SOI-IAV
correlation values were more equal between sites after the time lag. Moreover, the
impact of transported anthropogenic sources from the Northern Hemisphere could
additionally impact the CO2 IAV and the latitudinal change of its correlation with
SOI.
In contrast to CO2, CO (Figure 4.25) showed a linear decrease (r=0.99) of the
individual SOI-IAV correlation from the tropics towards the pole, as expected, after
applying a lag. The stronger latitudinal dependence of the CO SOI-IAV correlation
relative to CO2 highlights the impact of the lifetime of each gas on this correlation.
As for CO2, the inclusion of a time lag leads to negative SOI-IAV correlations for
all Southern Hemispheric TCCON sites. In section 4.3.3.3, based on the modelled
tracers, the results suggested that the main process driving the CO IAV is biomass
burning. From the latitudinal change of the SOI-IAV correlation it can be concluded
that the impact of the biomass burning source on CO is the strongest in the tropics
and decreases towards temperate regions.
For CH4, the individual SOI-IAV correlations did not show a dependence with
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Figure 4.25: Latitudinal dependence of the CO measured (top, orange)
and modelled (bottom, green) IAV-SOI correlation, based on unweighted,
weighted and lagged calculations.

Figure 4.26: Latitudinal dependence of the CH4 measured (top, orange)
and modelled (bottom, green) IAV-SOI correlation, based on unweighted,
weighted and lagged calculations.
latitude after adding the time lag. The IAV for all sites showed a similar positive
correlation with ENSO, suggesting that mixing and transport might have influenced
this signal. However, without a lag I found a positive SOI-IAV correlation for the
three tropical sites and a negative correlation close to 0 for the subtropical and
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temperate sites. Similarly, Hodson et al. (2011) showed that during El Niño events,
the tropics experience lower wetland emissions while temperate regions show higher
emissions, and the wetland IAV decreases with distance from the equator. This
result suggests that wetlands are the main process driving the CH4 IAV during
ENSO. However, due to the similar correlation of most modelled CH4 tracers with
the total modelled IAV, the role of the wetlands relative to other sources cannot be
confirmed. At the tropical sites, the correlation decreased with distance from the
equator, pointing to a potential decrease of the influence of ENSO towards the poles
for sites that showed positive correlation.
The model did not reproduce either the individual SOI-IAV correlations or the
latitudinal change of these correlations. For CO, the overall lagged modelled latitudinal change of the SOI-IAV correlation had the same sign as the measured one,
but the correlation was significantly weaker. For CO2, the lagged modelled latitudinal dependence showed a positive correlation (r=0.45), in contrast to the negative
correlation seen in the measurements (r=-0.42), and the same applies for CH4. This
shows that the lack of time-varying emission inventories in the model can lead to
significant differences relative to observations, and highlights the importance of including a more accurate temporal (and spatial) distribution of carbon gas emissions.
Using optimized inversion fluxes could be a potential method to re-calculate and
re-analyse the modelled SOI-IAV correlation to improve agreement with the measurements. However, while optimized fluxes would improve the measured-modelled
IAV agreement, they would not directly improve the understanding of the processes
triggered by ENSO or the ability to predict their impacts via modelling. The results
presented here in fact highlight the need for better representation of the specific
processes triggered by ENSO.

4.3.4

MOPITT CO data

I used total column CO measurements from MOPITT to examine the representativeness of the CO IAV based on measurements from TCCON. MOPITT has a longer
and spatially broader CO measurement record relative to TCCON, and it provides
measurements during time periods when TCCON had gaps in the measurements.
The MOPITT CO data is compared to the previously derived IAV for all Southern
Hemispheric TCCON sites.
MOPITT is an instrument for tropospheric CO measurements, carried on NASA’s
Earth Observing System Terra satellite (https://www2.acom.ucar.edu/mopitt).
The CO data is extracted from V7J (joint TIR/NIR) level 2 files for Southern
Hemisphere TCCON sites. The data is separated into land-only surfaces (land pixels) and ocean-only surfaces (water pixels). The data was processed by Dr. Rebecca
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Buchholz as follows:
1. Daily averaged within one degree radius of the TCCON station lat/lon coordinates.
2. Day-time only averages and no night time retrievals (SZA <80).
3. Strict quality control filtering: RetrievalAnomalyDiagnostics = False for all 5
flags (https://www2.acom.ucar.edu/sites/default/files/mopitt/v7_us
ers_guide_201707.pdf).
4. Averages weighted by the MOPITT retrieval uncertainty/error for total column values.
All subsequent analysis was carried out by the author.

Figure 4.27: CO measurements (left) and IAV (right) comparison between
column averaged measurements from TCCON and total column measurements from MOPITT, for the Southern Hemisphere TCCON sites.
Figure 4.27 shows the comparison of the MOPITT land (grey) and ocean-only
(black) total column measurements (left) and their IAV (right) with the TCCON
(orange) column averaged dry air mole fractions. Overall a good agreement was
found between the two datasets. Figure 4.28 compares both the MOPITT (left)
and TCCON (right) IAV with SOI. Note that not all stations had both land and
water pixels: Ascension Island had only water pixel retrievals, while Lauder had few
water pixel retrievals. The IAV was only calculated for measurements that satisfied

139

Results and Discussion

Figure 4.28: CO IAV comparison with SOI, for total column measurements from MOPITT (left) and column averaged measurements from TCCON (right).
the time resolution criteria to have more than one retrieval per month. Due to
lack of measurements, Lauder has no IAV calculation based on water pixels, and
Ascension and Reunion Island have no IAV based on land pixels.
Table 4.8: Correlation coefficient (r) values between the CO IAV based on
MOPITT water pixels only versus TCCON column averaged measurements,
and MOPITT land pixels only versus TCCON column averaged measurements.

Site
Ascension
Darwin
Reunion
Wollongong
Lauder
a

r
MOPITT water vs. TCCON
UWa Wb IAV W IAV and r
0.81
0.80
0.91
0.91
0.90
0.92
0.78
0.80
0.83
0.72
0.72
0.79
-

UW=Unweighted

b

MOPITT land vs. TCCON
UW W IAV W IAV and r
0.84
0.83
0.87
0.68
0.68
0.74
0.74
0.72
0.78

W=Weighted

Both Figure 4.27 and 4.28 results are based on the unweighted IAV and correlation calculation. However, I also calculated the weighted IAV and correlation based
on the standard error of the TCCON measurements (section 4.2.4) to examine the
representativeness of the TCCON dataset with and without the inclusion of additional statistical methods. Table 4.8 and 4.9 provide the comparison between the
IAV calculated from MOPITT versus TCCON data. The difference between the
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results in Table 4.8 and 4.9 is that Table 4.8 shows the results based on all available
measurements from both MOPITT and TCCON, while Table 4.9 is based on the
data for time periods when both MOPITT and TCCON data were available.
Table 4.9: Same as Table 4.8 but the MOPITT IAV was calculated based
on the time period with TCCON measurements only.

Site
Ascension
Darwin
Reunion
Wollongong
Lauder
a

r
MOPITT water vs. TCCON
UWa Wb IAV W IAV and r
0.82
0.82
0.91
0.90
0.89
0.92
0.88
0.86
0.90
0.75
0.75
0.81
-

UW=unweighted

b

MOPITT land vs. TCCON
UW W IAV W IAV and r
0.84
0.82
0.86
0.71
0.70
0.76
0.76
0.75
0.79

W=Weighted

I find a strong correlation between the MOPITT and TCCON derived IAV (Table
4.8), showing that although TCCON lacks measurements for different time periods,
the calculated IAV is strongly correlated with the calculation of the IAV based on a
longer and continuous dataset. The correlation between the MOPITT and TCCON
IAV remained similar with and without the inclusion of the weighted IAV calculation; however, weighting the calculation of the correlation coefficient improved the
correlation for all the TCCON sites in the Southern Hemisphere. The strong correlation between the MOPITT and TCCON CO data suggests that the CO2 and CH4
TCCON measurements are likely also representative of the long-term IAV at these
sites.
4.3.4.1

Dataset sensitivity

Table 4.10 shows the SOI-IAV correlation based on measurements from MOPITT
and TCCON. The non-lagged SOI correlation with the MOPITT versus TCCON derived IAV showed significant differences for some sites (Table 4.10). The unweighted
and weighted TCCON IAV correlation calculation with SOI did not show much difference; however, additionally weighting the correlation calculation improved the
results. The correlations between TCCON and SOI versus MOPITT and SOI (only
for time periods with TCCON measurements) were mainly closer when both the IAV
and correlation calculation was weighted between TCCON and SOI. This applies
for all the sites except Lauder and Wollongong.
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Table 4.10: Correlation coefficient (r) values between SOI and the CO
IAV based on TCCON column averaged measurements and MOPITT water
pixels only and land pixels only total column measurements.
r
Site
Ascension
Darwin
Reunion
Wollongong
Lauder

UWa
-0.12
-0.37
-0.09
-0.11
0.02

TCCON
Wb IAV W
-0.13
-0.35
-0.09
-0.11
0.02

IAV and r
-0.22
-0.41
-0.12
-0.11
0.16

MOPITT water
Allc Selectedd
0.03
-0.22
-0.41
-0.41
-0.11
-0.27
-0.12
-0.01
-

MOPITT land
All Selected
-0.33
-0.33
-0.19
-0.13
-0.02
0.03

a

b
UW=Unweighted
W=Weighted
Correlation based on the MOPITT measurements for the whole time period with available
measurements. d Correlation based on the TCCON measurement time period with available
MOPITT measurements.
c

The MOPITT data showed different correlation when compared with SOI between the whole measurement time period and for measurement dates with available
TCCON data only. This shows that the choice of the measurement time period when
analyzing ENSO versus atmospheric CO anomalies plays an important role. Moreover, this highlights the importance of additionally separating the measurements
into different segments based on time periods driven by El Niño versus La Niña
events, since an overall SOI-IAV correlation is not enough for understanding the
ENSO triggered processes that impact the changes of these gases. It was shown
before that every El Niño and La Niña event is unique, hence their influence on
the changes of different gases will differ from one event to another. Due to this,
it is challenging to extract the correlation between the different phases of ENSO
and the atmospheric changes of greenhouse gases, and it is important to explore the
correlation based on separated events and time periods.
4.3.4.2

The lag

Figure 4.29 shows the SOI-IAV correlation for CO based on a 0-12 month time
lag. The optimal lag was calculated based on the MOPITT measurements for the
whole time period with MOPITT data (left) and for the time periods that also have
TCCON measurements (right). The figure shows the results calculated based on
both land (grey) and ocean (black) pixels, as well as the previously discussed results
from TCCON measurements (orange).
For the TCCON time period only, the optimal lag based on MOPITT measurements showed similar values to the TCCON derived optimal lags. Moreover, the
change of the correlation with different time lags showed the same behaviour based
on the two datasets. In section 4.3.2.1 I discussed that although Lauder showed the
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Figure 4.29: CO SOI-IAV correlation based on time lag between 0-12
months for measurements from MOPITT and TCCON. The circles highlight the month when the strongest correlation between SOI-IAV is observed
(optimal lag).
highest correlation after a 12-month lag, I used the 5-month lag as the optimal lag.
The MOPITT data confirms that the 5-month lag was a more reasonable choice.
The optimal lag values based on TCCON and MOPITT data (whole time period
only) are also shown in Table 4.11; however, as in section 4.3.2.1 the optimal lags
differ between the table and figure for stations where a minimal difference was
found between the correlations for different months. Relative to TCCON, MOPITT
showed a longer time lag for Ascension Island (by 3 months). For all the other
stations the final MOPITT optimal lag was ± 1 month relative to the TCCONderived lag.
Buchholz et al. (2018) also explored the lagged correlation between ENSO and
CO derived from MOPITT measurements. They found a 3-month lag for the North
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Table 4.11: Optimal lag values in months for CO based on measurements
from TCCON and MOPITT (this work) and MOPITT by Buchholz et al.
(2018).

Station
Ascension Island
Darwin
Reunion Island
Wollongong
Lauder

This work
TCCON MOPITT
4
7
2
1
4
4
5
4
5
4

CO
Buchholz et al. (2018)a
MOPITT
7
3
8
7
7

a

Results based on large regional averages, and not at specific measurement
sites. Months and time period used are September to December between
2001-2016.

Australasia region, a region that includes Darwin, a 7-month lag for the South
Australasia region, a region that includes Wollongong and Lauder, an 8-month lag
for the South Southern Africa region, a region that includes Reunion Island and a
7-month lag for the Central Southern Africa region, a region that does not directly
include Ascension Island but is the closest region to this site.
Generally, both the TCCON and MOPITT derived CO optimal lags are 2-3
months shorter than the ones found by Buchholz et al. (2018). There are two key
differences between their analysis and ours. The first is that they used the Niño
3.4 index as the measure of the different phases of ENSO, in contrast to SOI. The
second is that their IAV calculation is based on a broader region in contrast to the
site specific IAVs derived in this study. The latter should only have a minor impact,
since column measurements (e.g., TCCON) are regionally representative. However,
these differences additionally highlight the sensitivity of the results on the choice of
different parameters and calculation methods. These impacts are explored below.

4.3.5

Niño 3.4

To assess the impact of the regionally averaged measurements and the choice of the
ENSO index on the ENSO-IAV correlation, I have also compared the CO measurements from both MOPITT and TCCON with the Niño 3.4 index.
The Niño 3.4 index represents the sea surface temperature (SST) anomalies in
the region bounded by 5◦ N-5◦ S, 170◦ W-120◦ W (Bamston et al., 1997). Generally,
the anomalies are computed relative to a base period of 30 years. ENSO events are
defined when the 5-month running-average of this index exceeds +0.4◦ C for El Niño
or -0.4◦ C for La Niña for a period of six consecutive months or more. This results
in opposite Niño 3.4 sign to SOI (Figure 4.30). The Niño 3.4 data was downloaded
from https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/Nino34/.
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Figure 4.30: Niño 3.4 and the Southern Oscillation Index for time periods
with available MOPITT measurements with La Niña (blue) and El Niño
(red) events determined based on SOI values.
If SOI and Niño 3.4 indices were consistent, the same correlations with CO2, CH4
and CO IAV would be expected but with the opposite sign. Hence, negative SOIIAV correlations would become positive Niño 3.4-IAV correlations. This is because
SOI represents the pressure difference, which is positive during La Niña events and
negative during El Niño events, while Niño 3.4 represents the temperature anomaly,
which is positive during El Niño events and negative during La Niña.

Figure 4.31: SOI and Niño 3.4 correlation based on time lag between
-12 and 12 months. The circle highlights the month when the strongest
correlation between SOI-Niño 3.4 is calculated (optimal lag).
Figure 4.31 shows the lagged correlation between SOI and Niño 3.4. Although
both indices are used to measure and monitor ENSO they do not correlate perfectly
and the correlation between the two without applying a time lag (i.e., 0-month
lag) is -0.68. A stronger correlation between the two is observed by applying a 1
month lag on the Niño 3.4 index (r=-0.71); however, this lag is the order of the
time resolution of the indices, hence we believe there is no significant time difference
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between the temperature (i.e., Niño 3.4) and pressure (i.e., SOI) response to ENSO.
The impact and differences between the two indices on the CO2, CH4 and CO IAV
will be discussed in the next sections.
4.3.5.1

Niño 3.4 and the CO IAV

Table 4.12 summarizes the Niño 3.4-IAV and SOI-IAV correlations based on MOPITT and TCCON CO measurements. Relative to the SOI-IAV correlations, the
Niño 3.4-IAV MOPITT results for the whole measurement time period showed similar values. Both the MOPITT CO data during the TCCON measurement time
period only and the TCCON-derived CO-Niño 3.4 and CO-SOI correlations showed
significant differences for some sites. For all sites, the Niño 3.4-IAV correlation was
significantly stronger than the correlations calculated based on the SOI, and this
difference was most pronounced for the tropical sites. Only the Lauder weighted
IAV and the correlation coefficient calculation showed lower values.
Table 4.12: Correlation coefficient (r) values between Niño 3.4 and the
CO IAV based on MOPITT and TCCON measurements. The corresponding
correlation coefficients with SOI are shown in brackets (based on Table 4.10).

Site
Ascension
Darwin
Reunion
Wollongong
Lauder

TCCON
a
W IAV and r
0.69(-0.22)
0.59(-0.41)
0.57(-0.12)
0.28(-0.11)
-0.02(0.16)

r
MOPITT water
Allb
Selectedc
-0.03(0.03) 0.56(-0.22)
0.47(-0.41) 0.49(-0.41)
0.14(-0.11) 0.66(-0.27)
0.10(-0.12) 0.10(-0.01)
-

MOPITT land
All
Selected
0.44(-0.33) 0.43(-0.33)
0.20(-0.19) 0.26(-0.13)
-0.01(-0.02) 0.08(0.03)

a

W=Weighted b Correlation based on the MOPITT measurements for the whole time pec
riod with available measurements.
Correlation based on the TCCON measurement time
period with available MOPITT measurements.

Figure 4.32 shows the Niño 3.4-IAV correlation for CO based on a 0-12 month
time lag. Relative to the optimal lags based on SOI, summarized in Table 4.13, when
using Niño 3.4 to identify the ENSO-IAV time offsets I have mainly found shorter
time lags for tropical sites and longer for subtropical and temperate sites based
on TCCON measurements. With the MOPITT data all sites except the two sites
in Australia showed a longer time offset. Interestingly Darwin showed a 0 month
optimal lag based on both TCCON and MOPTT measurements, which potentially
indicates that the ENSO triggered processes observed at this site respond the fastest
and are triggered without a time offset. The Niño 3.4-IAV correlation relative to
the SOI will be further explored in the next sections.
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Figure 4.32: Niño 3.4-CO IAV correlation based on time lag between 0-12
months for measurements from MOPITT and TCCON. The circles highlight the month when the strongest correlation between Niño 3.4-CO IAV is
observed (optimal lag).
Table 4.13: Optimal lag values in months for CO based on measurements
from TCCON and MOPITT and the SOI and Niño 3.4 indexes (this work),
and from MOPITT and the Niño 3.4 index by Buchholz et al. (2018).
This work
Station
Ascension Island
Darwin
Reunion Island
Wollongong
Lauder
a

SOI
TCCON MOPITT
4
7
2
1
4
4
5
4
5
4

Niño 3.4
TCCON MOPITT
4
8
0
0
2
8
6
2
7
7

Buchholz et al. (2018)
Niño 3.4
MOPITTa
7
3
8
7
7

Results based on large regional averages, and not at specific measurement sites. Months and time
period used are September to December between 2001-2016.
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CO2, CH4 and CO Niño 3.4 optimal lag

Figure 4.33: CO2, CH4 and CO SOI (left) and Niño 3.4 (right) correlation
with IAV based on time lag between 0-12 months. The circles highlight
the month when the strongest correlation between SOI-IAV is calculated
(optimal lag). Squares highlight the final optimal lags based on additional
criteria.
To investigate the sensitivity of the results presented in this study to the choice
of the ENSO indices I additionally calculated the optimal lag for CO2 and CH4
based on the Niño 3.4 index. In addition to the SOI-Niño 3.4 differences discussed
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in section 4.3.5 because SOI represents the pressure difference between Tahiti and
Darwin, the atmospheric pressure in Darwin can be affected by the state of the Indian Ocean Dipole, another climate mode, creating a mixed signal (Cleverly et al.,
2016). This indicates that although both indices represent ENSO, there are geophysical differences between the two, which can impact the analysis. Figure 4.33 shows
the optimal lags based on the SOI-IAV correlation (left), discussed in section 4.3.2,
and on the Niño 3.4-IAV correlation (right). The final optimal lags based on both
indices are summarized in Table 4.14.
CO2 showed longer time lags for all tropical stations when calculating the ENSOIAV correlation based on Niño 3.4. Wollongong shows the same time lag, and Lauder
shows a shorter lag. For Darwin, the ENSO-IAV correlation shows the same 12month lag with both SOI and Niño 3.4; however, as described in section 4.3.2, with
SOI the final selected optimal lag was 8 months, since the correlation change was
minimal between 8 and 12 months. The Niño 3.4 results indicate that the 12 month
lag may be more representative. CO, as already discussed, showed shorter time lags
for all tropical sites except Ascension Island, which showed the same optimal lag,
and longer time offsets for subtropical and temperate regions.
Based on the CH4 SOI-IAV a positive correlation was found for all sites. With
Niño 3.4 an opposite behaviour is expected, and all stations showed a negative Niño
3.4-IAV correlation. Only Darwin showed the same optimal time lag relative to
SOI. All the other stations showed longer time lags with Niño 3.4. The difference
was about 3 months for all stations except Ascension Island, which showed a 12month lag difference. This is a large difference relative to the SOI-IAV correlation.
Moreover, the second tropical site, Darwin, showed 0-month lag with both SOI and
Niño 3.4 suggesting that the 12 month lag at Ascension Island might be statistical
noise, hence significant uncertainties remain about the representativeness of this
signal.
Table 4.14: Optimal lag values in months for CO2, CO and CH4 based on
SOI and the Niño 3.4 index.
Station
Ascension Island
Darwin
Reunion Island
Wollongong
Lauder

SOI
8
8
6
5
9

CO2
Niño 3.4
10
12
7
5
7

SOI
4
2
4
5
5

CO
Niño 3.4
4
0
2
6
7

SOI
0
0
8
7
8

CH4
Niño 3.4
12
0
11
10
12
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Site and latitudinal dependence based on Niño 3.4

Consistent with the differences in optimal lags and IAV correlations with ENSO
indices, the latitudinal dependence of these correlations also differed substantially
when using SOI versus Niño 3.4. The inverse SOI-IAV versus Niño 3.4-IAV relationship is present in the CO and the non-lagged CH4 results, but with differences at
certain sites. The CO2 results showed a significant difference when using SOI versus
Niño 3.4, since with Niño 3.4 the individual sites did not show a dependence with
latitude.
Overall, the majority of the individual site ENSO-IAV correlations were stronger
when using Niño 3.4, especially for CO and CO2; however, the latitudinal dependence
for each gas except the lagged CH4 was weaker (Table 4.15).
Table 4.15: Weighted and lagged, IAV correlations for CO2, CO and CH4
with SOI and the Niño 3.4 indexa .
SOI
Station
Weighted Lagged
CO2
ENSO-IAV correlation
Ascension Island
0.30
-0.62
Darwin
0.07
-0.27
Reunion Island
0.40
-0.23
Wollongong
-0.26
-0.51
Lauder
0.01
-0.67
Latitude versus SOI-IAV correlation
-0.61
-0.42
CO
ENSO-IAV correlation
Ascension Island
-0.22
-0.70
Darwin
-0.41
-0.58
Reunion Island
-0.12
-0.51
Wollongong
-0.10
-0.26
Lauder
0.16
-0.11
Latitude versus SOI-IAV correlation
0.87
0.99
CH4
ENSO-IAV correlation
Ascension Island
0.38
0.38
Darwin
0.27
0.27
Reunion Island
0.08
0.40
Wollongong
-0.05
0.25
Lauder
-0.02
0.36
Latitude versus SOI-IAV correlation
-0.88
-0.10
a

Niño 3.4
Weighted Lagged

-0.27
-0.03
-0.27
0.32
0.17

0.75
0.31
0.36
0.63
0.85

-0.00

-0.10

0.69
0.59
0.57
0.28
-0.02

0.74
0.59
0.61
0.35
0.25

-0.40

-0.37

0.04
-0.32
0.14
0.01
0.10

-0.24
-0.32
-0.44
-0.20
-0.35

0.63

-0.71

Blue colors indicate Niño 3.4-IAV correlations weaker than the SOIIAV correlation, and red numbers indicate stronger Niño 3.4-IAV correlations.

Results and Discussion

150

Figure 4.34: Latitudinal dependence of the measured ENSO-CO2 IAV
based on correlation with the SOI (top) and Niño 3.4 (bottom), based on
unweighted, weighted and lagged calculations.
Figure 4.34 shows the ENSO-CO2 IAV relationship based on correlation with
SOI (top) and Niño 3.4 (bottom) for each Southern Hemispheric TCCON site. All
Niño 3.4 lagged results showed stronger correlation relative to the SOI-IAV correlations, with positive correlations as expected. However, the non-lagged results were
mainly weaker, and Lauder showed positive correlation instead of an expected anticorrelation. The main difference between the SOI-IAV and Niño 3.4-IAV correlations
for CO2 was the latitudinal dependence, where the latter did not show any correlation with latitude. As already discussed, the influence of ENSO on CO2 may not be
latitude dependent due to the weak SOI-IAV and latitude correlation. Instead the
CO2-ENSO feedback is strongly influenced by either the regional characteristics of
the CO2 IAV driving processes (e.g., biosphere and ocean, section 4.3.3.4), which do
not depend on the proximity of the sites to the equator, or by the impact of transport and mixing. The lack of CO2 Niño 3.4-IAV correlation with latitude further
supports these hypotheses.
For CO (Figure 4.35), all stations showed stronger correlation with Niño 3.4,
except the non-lagged Lauder results. The stronger correlations for all sites might
indicate that the main CO process triggered by ENSO, biomass burning, is directly
affected by temperature changes, since Niño 3.4 represents the temperature anomalies in contrast to SOI, which represents pressure anomalies. Similar to CO2, the
latitudinal dependence for CO was weaker. This difference might suggest that the
processes contributing to the ENSO-triggered CO IAV, which are more linked to
pressure anomalies than to temperature changes, have a more pronounced latitudi-
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Figure 4.35: Latitudinal dependence of the measured ENSO-CO IAV based
on correlation with the SOI (top) and Niño 3.4 (bottom), based on unweighted, weighted and lagged calculations.
nal dependence.

Figure 4.36: Latitudinal dependence of the measured ENSO-CH4 IAV
based on correlation with the SOI (top) and Niño 3.4 (bottom), based on
unweighted, weighted and lagged calculations.
With Niño 3.4, the lagged CH4 ENSO-IAV correlation showed a stronger latitudinal dependence (r=0.71), while as discussed before with SOI I did not find a
correlation between the two. However, with latitude a positive Niño 3.4-IAV correlation is expected, since the SOI-IAV correlation although weak showed a negative
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correlation. As mentioned before, significant uncertainties remain about the representativeness of the CH4 optimal lags, due to the large differences between tropical
(0-month lag) and non-tropical sites (7-12-month lag).
Based on these results I conclude that using only one index is not sufficiently
representative when analysing the impact of ENSO on greenhouse gas variability,
and neither the SOI or Niño 3.4 lead to better overall results. Instead, a combination
of different indices should be used when analysing the overall impact of ENSO, and
individual indices should be used for constraining specific processes that are better
linked to the physical properties of the ENSO indices.

4.4

Summary and conclusion

CO2, CH4 and CO column measurements from the TCCON network were used to
identify the link between the temporal and spatial variability of these gases and the
phases of ENSO (El Niño and La Niña). Their atmospheric change was calculated
based on their interanual variability and their correlation was examined with El
Niño and La Niña events expressed through SOI. I used the modelled tracers from
GEOS-Chem to identify the processes that drive their IAV and the sensitivity of the
different sources and sinks to ENSO triggered changes.
The results suggest that 5-45% of the CO2 variability, 6-16% of the CH4 and
1-49% of the CO variability can be explained by ENSO; however, only after a time
lag was applied to the response of all three gases. Although a correlation was found
between ENSO and the changes of the three carbon greenhouse gases, ENSO does
not explain the entire variability of CO2, CH4 and CO, since it is not the only
process impacting the changes of these gases. To fully understand the drivers of the
variability of these gases, additional climate modes, as well anthropogenic factors
need to be taken into account.
ENSO affects the natural processes that drive carbon gas variability; however,
for certain time periods I also identified non-ENSO anthropogenic-driven IAV of
these gases (e.g., 2008 all three gases, 2015 for CO2). This directly influences the
overall ENSO-IAV correlation. To eliminate this impact I plan in future to filter out
the changes driven by anthropogenic processes for all three gases and re-calculate
the correlations. Since ENSO only impacts the natural processes of CO2, CH4 and
CO, these results should be more representative, and using natural IAV only would
eliminate the uncertainties introduced by the mixed signal of the anthropogenic and
natural processes. However, it is important to note that the impact of ENSO on
the position of the ITCZ and other transport patterns that can potentially impact
the atmospheric abundances of the gases is still uncertain, hence although ENSO
does not have a direct impact on anthropogenic processes, it might indirectly trigger
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their transport and spatial distribution.
From the observations optimal time lags were determined for the ENSO-IAV
correlation. The results indicate that CO2 takes the longest to respond to ENSOtriggered changes (5-9 months), followed by CO (2-5 months). For CH4 at the two
tropical sites closest to the equator no lag was found between its IAV and ENSO,
indicating that the CH4 drivers triggered by ENSO in tropical regions respond faster
than the CO2 and CO drivers. However, sites further away from the equator showed
significant optimal lags (7-8 months).
After applying a time lag to all Southern Hemispheric TCCON sites, the SOICO2 IAV showed a negative correlation at all sites. The correlation was lowest at
tropical sites and highest at Lauder (the station furthest from the tropics), opposite
to what was expected. However, the latitudinal correlation was relatively weak
(r=-0.42), indicating that the ENSO-driven CO2 changes do not depend on the
latitudinal location of measurement sites, but either they are more affected by the
regional characteristics of the CO2 fluxes (biosphere, ocean), or the longer time lag
and mixing influenced the ENSO signal in the atmospheric amounts of this gas. For
CO, the results suggest a linear decrease of the individual site SOI-IAV correlations
from the tropics towards the pole, as expected. Including a time lag led to negative
SOI-IAV correlations at all sites and resulted in a strong latitudinal dependence
with a correlation of 0.99. The individual CH4-ENSO correlations were positive for
all sites, but without a latitudinal dependence. However, without a lag I found a
positive SOI-IAV correlation for the three tropical sites and a negative correlation
for subtropical and temperate sites, with a latitudinal correlation of -0.88. For the
tropical sites, the correlation decreased with distance from the equator, pointing to
a decrease of the influence of ENSO towards the poles. A potential next step in
the lag analysis is to also account for a seasonal effect of the ENSO signal. The lag
time periods can be impacted differently during different seasons, hence I plan to
separate the dataset based on seasons and repeat the analysis.
The modelled tracers suggest that the modelled CO2 IAV was mainly driven
by the biosphere response, especially for stations closer to the tropics, followed by
biomass burning and changes in the oceanic fluxes. The biospheric response is expected since during El Niño years, large amounts of carbon are released into the
atmosphere, mainly through vegetation die off due to drier and hotter conditions.
Meanwhile during colder and wetter La Niña years, above average amounts of carbon are absorbed, mainly through vegetation growth. Moreover, carbon emission
are reduced by weaker fire activity during La Niña. This also impacts the CO variability since the results suggest biomass burning, both local and transported as the
primary driver of the CO IAV. Secondary CO production from NMVOC and CH4
also contributed to the IAV; however, since these fields were only time specific from
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2009-2011, their IAV was potentially driven by the IAV in the meteorology. For
CH4, all modelled tracers showed a similar contribution to the total IAV; however,
for a few stations wetlands were identified as the main ENSO-driven process. Different ENSO triggered CH4 processes lead to opposite changes in this gas. During
El Niño events, wetland emissions are reduced, while biomass burning emissions are
enhanced. The availability of OH via CO also impacts the CH4 IAV; however, the
decoupled CH4 and CO simulations used here pose a limitation when investigating the CO-OH-CH4 feedback. These processes can potentially compensate for one
another, leading to an overall mixed signal that is difficult to interpret.
A potential next step in identifying the response of the CH4 processes triggered
by ENSO could be the inclusion of CH4 isotopes (δ 13CH4) in the analysis. δ 13CH4
represents the 13C/12C ratio in atmospheric CH4 and it is controlled by the relative
contributions from source types with distinctive isotope signatures such as biogenic
≈-60‰ (wetlands, agriculture, and waste), thermogenic ≈-37‰ (fossil fuels) and
pyrogenic ≈-22‰ (biomass burning) (Schaefer et al., 2016; Dlugokencky et al., 2011;
Bréas et al., 2001). Based on the CH4 isotopes lower total CH4 emissions with higher
δ 13CH4 are expected during El Niño events due to more pyrogenic (biomass burning)
emissions, and higher total CH4 emissions with lower δ 13CH4 during La Niña events
due to biogenic (wetland) emissions (Schaefer et al., 2018).
The results show significant differences between the measured and modelled IAV,
optimal lags, and latitudinal change of the SOI-IAV correlation, suggesting that the
balance of the different source and sink fields in the model, as well their spatial and
temporal distributions, need further constraint. The model-measurement difference
was especially pronounced during the 2015/16 El Niño event, when the model failed
to reproduce the measured changes for all three gases and all stations. Previous
studies showed that the biosphere was the main driver of the CO2 anomaly during
this time period (Liu et al., 2017; Bastos et al., 2018), and biomass burning emissions,
although significantly weaker relative to the 1997 El Niño (Yin et al., 2016), also
contributed to the anomaly (Parker et al., 2016); highlighting the need to further
develop and constrain the models and processes used to create these inventories.
Total column CO measurements were used from the MOPITT satellite instrument to examine the sensitivity and representativeness of the TCCON measurements. Based on the MOPITT versus TCCON CO IAV comparison, I found that
the TCCON measurements are representative when analysing the IAV; however,
the choice of the measurement time period can significantly influence the overall
SOI-IAV correlation. An additional ENSO index, Niño 3.4, was also used to explore
the impact of the choice of the ENSO index on the results. Based on the Niño 3.4
index, relative to the SOI, stronger individual site correlations were mainly found
between ENSO and the IAV of each gas; however, the latitudinal dependence was
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significantly weaker.
These results highlight some of the future directions of this study. First I plan
to examine the SOI-IAV correlation based on individual El Niño and La Niña event
time periods, as well as El Niño versus La Niña-driven periods only, in order to
better decouple the different processes that drive the changes of CO2, CH4 and
CO. This is an important task due to the unique behaviour of each La Niña and
El Niño event. Secondly, I plan to examine the ENSO-IAV correlation based on a
larger number of ENSO indices to additionally constrain the uncertainties related
to ENSO-greenhouse gas feedbacks.
In the next part of this thesis (chapter 4) I introduce a new simulation in GEOSChem, coupling the currently independent CO2, CH4 and CO simulations. This new
simulation will be used in future to examine the influence of chemical dependencies
between gases, as well as their links to ENSO. A detailed description of additional
future plans of this study can be found in section 6.1.6.

Chapter 5
Towards an improved carbon
greenhouse gas simulation in
GEOS-Chem v12
5.1

Introduction and Motivation

Accurate simulations of greenhouse gases are vital for climate predictions. Carbon
dioxide (CO2) and methane (CH4) are the two main anthropogenic greenhouse gases,
with significant impact on our climate. Due to human activities the atmospheric
amounts of CO2 and CH4 have increased globally by 40% and 150%, respectively,
since the Industrial Revolution (Stocker, 2014). Carbon monoxide (CO) is less
abundant than CO2 and CH4; however, through its indirect effect on CH4, O3 and
CO2, its influence on the climate can also be significant. Changes in the atmospheric
amounts of these gases, driven by changes of their sources and sinks, largely control
our future climate, but uncertainties about these process and their budgets still
remain (Bousquet et al., 2006; Duncan et al., 2007; Liu et al., 2017).
All three carbon greenhouse gases are chemically dependent, and the change of
one can have a great effect on the other. Previous studies emphasized the importance of including 3D chemical production of CO2 from CO, CH4 and non-methane
volatile organic compounds (NMVOCs) (Enting and Mansbridge, 1991; Suntharalingam et al., 2005). These chemical production terms are currently included as
3D fields in the standalone carbon greenhouse gas simulations of the GEOS-Chem
model; however, they are handled offline (Nassar et al., 2010; Fisher et al., 2017).
Here I present a new simulation in GEOS-Chem that couples CO2, CH4 and CO,
with an online calculation of their chemical production for a more accurate simulation of these gases.
A detailed description of the chemistry between CO2, CH4 and CO can be found
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in section 1.1.2. Briefly, CH4 is removed from the stratosphere and troposphere
through reaction with OH leading to the formation of CO through Reactions 1.5
and 1.6. CO is also one of the principal sinks of OH, forming CO2 through Reaction
1.7. Previous studies found different yields for these chemical production terms
(Folberth et al., 2005; Ciais et al., 2008; Duncan et al., 2007; Logan et al., 1981; Tie
et al., 1992; Manning et al., 1997; Bergamaschi et al., 2000; Novelli et al., 1999) so
the handling of these terms in chemical transport models can introduce additional
uncertainties.
Here, I introduce a new CH4-CO-CO2 simulation in the GEOS-Chem model. The
simulations of these gases were stand-alone in the previous version of the model, decoupled from one another and from other gases, with the only possibility to run
them separately. With the new joint simulation the updates eliminate the previous
offline handling of the chemical production between these gases (Nassar et al., 2010;
Fisher et al., 2017). Moreover, the coupled simulation removes the need to run the
individual simulations separately if interested in all three gases and it requires less
computational resources. I first describe the method for the online calculation of the
chemical production terms and the difference between the uncoupled and coupled
versions of these simulations (section 5.2). I then compare the standalone simulations of all three gases with the coupled version (section 5.3.2), and analyse their
spatial and temporal variability. The coupled simulation will be fully incorporated
in the forthcoming versions of the model, and will be available in the public version
of the GEOS-Chem source code.

5.2
5.2.1

Methods
GEOS-Chem simulation setup

The implementation of the CO2, CH4 and CO simulation coupling is based on the
12.1.1 version of the GEOS-Chem 3D global chemical transport model (https:
//doi.org/10.5281/zenodo.2249246). To evaluate the coupled simulation against
the uncoupled versions the model was run for the full calendar year of 2005. Both the
uncoupled and coupled simulations were initialized with the default initial fields for
the total amounts of each gas provided in GEOS-Chem to retain consistency between
the coupled and uncoupled results. All the modelled tracers were initialized with
a spatially uniform field, to exclude potential impacts of their initial distribution
on the results. The online calculation of the chemistry between these gases and
the simulation of a larger number of tracers limited the simulation time period to
one year due to the increased computational and storage requirements. However, in
future I plan to extend these simulations up to 2018, and use similar spinup time
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periods as in chapter 3. The emission inventories used by each v12 simulation in
both the uncoupled and coupled versions of the simulations are discussed below.
5.2.1.1

CH4-CO-CO2 run directory

In addition to the code modifications described in the subsequent sections, to implement the coupled simulation in GEOS-Chem I have also created a new CH4-CO-CO2
run directory. Each GEOS-Chem run directory is customized for (1) a unique combination of simulation type (e.g., CO2, CO, full-chemistry), (2) horizontal resolution
(e.g., 2◦ x 2.5◦ , 4◦ x 5◦ ), and (3) meteorological field type (e.g., MERRA-2, GEOSFP), and contains various input files used to select options for the GEOS-Chem
simulations. The new run directory was based on the individual CH4, CO and CO2
run directories in the 12.1.0 version of the Unit Tester (UT, http://wiki.seas.
harvard.edu/geos-chem/index.php/Unit_Tester_for_GEOS-Chem_12), the part
of GEOS-Chem that creates the run directories. Files that were modified for the
coupled simulation run directory are:
• input.geos - a file that combines all the input options in the simulation (e.g.,
simulation time period, number of tracers to simulate, specific output diagnostics, http://wiki.seas.harvard.edu/geos-chem/index.php/GEOS-Che
m_Input_Files#The_input.geos_file). I have modified this file by merging the CH4, CO and CO2 input.geos files and adding additional tracers and
input options that were only available in certain stand-alone simulations, such
as the CO2, CO and ND65 (chemical production and loss) simulation menus.
• HEMCO_Config.rc - a file that specifies all the emission fields used by the
individual simulations (http://wiki.seas.harvard.edu/geos-chem/index.
php/GEOS-Chem_Input_Files#The_HEMCO_Config.rc_file). I have merged
the individual HEMCO_Config.rc files and modified emission entries that
had the same name (e.g., QFED modified to QFED_CO2, QFED_CH4 and
QFED_CO) and updated the indices for scale factors with overlapping indices
to match them with the correct emission field.
• HEMCO_Diagn.rc - a file that specifies all emission types that will be archived
after the simulations (http://wiki.seas.harvard.edu/geos-chem/index.
php/GEOS-Chem_Input_Files#The_HEMCO_Diagn.rc_file). I have modified
this file by merging the individual HEMCO_Diagn.rc files.
• HISTORY.rc - a file that specifies the diagnostic quantities that will be archived
to netCDF diagnostics (http://wiki.seas.harvard.edu/geos-chem/inde
x.php/GEOS-Chem_Input_Files#The_HISTORY.rc_file). I have modified this
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file by adding the option to output the specific diagnostics for all three species:
(1) CH4 loss by OH and Cl (2) CO production from CH4 and NMVOC, and
loss by OH and (3) CO2 production by CO.
In addition I have also created a new restart file merging the default restart files
of CH4, CO and CO2 that included the initial fields for the total amount of each gas.
Note that, for a more accurate simulation of these gases it is recommended to spinup
these fields for about 10 years for long lived gases (CH4 and CO2) and 6 months for
CO as discussed in chapter 3. Here, I retain the original fields (no spinup) as the
focus is on differences between the coupled and default uncoupled simulations.
5.2.1.2

Uncoupled and coupled simulations

The main updates focus on coupling CO2, CH4 and CO based on the chemical loss
and production between these species. The simulation progresses from an offline to
an online calculation of the different chemical sources for a more accurate representation and simulation of the three carbon greenhouse gases in GEOS-Chem. The
emission inventories used by both the uncoupled and coupled simulations are shown
in Table 5.1. The main differences between the uncoupled and coupled simulations
are discussed in the next section.
5.2.1.3

Online chemical loss and production calculation

Table 5.2 highlights the main differences between the coupled and uncoupled simulations. As already discussed in section 2.2, in the uncoupled version of the simulations all chemical fields were read in as monthly mean archived fields based on
production and loss terms from the full chemistry simulation. A detailed description of the uncoupled simulations can be found in section 2.2.2.1, section 2.2.2.2 and
section 2.2.2.3.
In the coupled version of the simulations the CH4 loss rates are simulated and
calculated from the oxidation of tropospheric CH4 with OH at every time step. As
before a 100% yield of CO from CH4 oxidation is assumed (Duncan et al., 2007) and
the CH4 loss is passed to the CO part of the simulation as the chemical production
of CO from CH4 (P(CO)CH4 ). The calculation of the CO production from NMVOCs
still uses the same archived P(CO)NMVOC field in the coupled simulation as in the
uncoupled CO-only simulation. The total chemical production of CO (P(CO)) is
equal to the sum of the archived P(CO)NMVOC field and the now online calculated
P(CO)CH4 . The chemical production of CO2 (P(CO2)) is then calculated from the
simulated CO loss rates from the oxidation of CO with OH. As in the uncoupled
version, a 100% yield of CO2 from CO is assumed (Nassar et al., 2010).
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Table 5.1: GEOS-Chem emission inventories used for both the uncoupled
and coupled carbon gas speciality simulations.
Emission
Anthropogenica
Europe
Mexico
Canada
USA
Asia
Other anthropogenicl
Biomass Burning
Biofuel Burning
Ocean exchange
Balanced Biosphere
Net Terrestrial Exchange
Shipping
Europe
Aviation
Soil and Termites
Wetland
Seeps
Rice
OH sink
Cl sink
Stratospheric CH4 loss
P(CO)NMVOC

CO2
ODIACb
QFEDv2m
Yevich and Logann
Takahashi et al.o
SIB3p
TransComq
ICOADSr
AEICs
-

CH4
EDGARv4.3.2c
Sheng et al.f
Sheng et al.
EPAi
QFEDv2
Fung et al.t
WetCHARTs v1.0u
Maasakkers et al.v
EDGARv4.3.2
Archived fieldsw
Maasakkers et al.v
Murray et al.
-

CO
CEDSd
EMEPe
BRAVOg
APEIh
NEIj
MIX v1.1k
DICEl
QFEDv2
Yevich and Logan
CEDS
EMEP
AEIC
Archived fieldsx
Archived fieldsx,y

a

The anthropogenic emissions in the CO and CH4 simulation had regional overwrites for the countries specified in the table
b
Open-source Data Inventory of Anthropogenic CO2 (Oda and Maksyutov, 2011) c European Commission. Emission Database for Global Atmospheric Research (http://edgar.jrc.ec.europa.eu/)
d
A Community Emissions Data System for Historical Emissions (Hoesly et al., 2018)
e
European Monitoring and Evaluation Programme (Vestreng et al., 2007)
f
Sheng et al. (2017) g The Big Bend Regional Aerosol and Visibility Observational Study (Kuhns
h
et al., 2005)
The Air Pollutant Emission Inventory (http://wiki.seas.harvard.edu/geos-c
hem/index.php/CAC_anthropogenic_emissions)
i
US Environmental Protection Agency Inventory (Maasakkers et al., 2016)
j
National Emissions Inventory (http://www.epa.gov/ttnchie1/net/2005inventory.html)
k
l
Li et al. (2017)
Other anthropogenic regional (Africa) emissions of biofuel and diffuse anthropogenic emissions from cars and motorcycles, biofuels, charcoal making and use, backup generators,
agricultural waste burning for cooking, gas flares, and ad-hoc/informal oil refining. Diffuse and Inefficient Combustion Emissions in Africa (Marais and Wiedinmyer, 2016) m The Quick Fire Emissions
n
o
Dataset (Darmenov and da Silva, 2015)
Yevich and Logan (2003)
Takahashi et al. (2009)
p
q
The Simple Biosphere (Messerschmidt et al., 2012)
Baker et al. (2006)
r
International Comprehensive Ocean–Atmosphere Data Set (Lee et al., 2011) s Aviation Emissions
Inventory Code (Stettler et al., 2011) t Fung et al. (1991) u Bloom et al. (2017) v Maasakkers
et al., in prep (http://wiki.seas.harvard.edu/geos-chem/index.php/CH4_simulation)
w
Park et al. (2004) x Fisher et al. (2017) y Calculated offline from the full chemistry simulation
based on P(CO)NMVOC = P(CO) - P(CO)CH4

The new coupling now allows time-specific changes and tracking of the chemical production terms. This is an improvement to the uncoupled simulations where
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the prescribed fields were based on simulations of specific prior years, and therefore
could not capture the year-specific variations and dependencies between these gases.
In the uncoupled version of the CO2, CH4 and CO simulations, all the prescribed
chemical production and loss fields were monthly mean values, while with the coupled simulation these fields are now calculated online at every timestep (e.g., 20
min), allowing us to track the day-to-day and diurnal variability of the chemical
production of these gases. However, for OH the same archived monthly mean fields
are retained as in the decoupled simulations, so the loss calculations do not feedback
to OH and this aspect remains uncoupled.
Table 5.2: GEOS-Chem chemical production terms used for the uncoupled
and coupled carbon gas speciality simulations.
Emission
CO2
Uncoupled only
P(CO)CH4
Time a
P(CO2)
offline, P(CO2) = L(CO)
Time
Monthly mean, 2004-2009
Coupled only
P(CO)CH4
Time
P(CO2)
online, P(CO2) = L(CO)
Time
Every model timestep, 20 min
a

CH4

CO

-

offline, P(CO)CH4 = L(CH4)
Monthly mean, 2009-2011 average
-

-

online, P(CO)CH4 = L(CH4)
Every model timestep, 20 min
-

Time resolution

5.2.1.4

CH4 chemical loss and OH diurnal cycle

The role of CH4 in the coupled CH4-CO2-CO simulation is to obtain the CH4 loss
with OH and use it as the CO chemical production from CH4 oxidation. Hence,
only the CO and CO2 simulation results will differ relative to the uncoupled version
of the simulations while the CH4 simulation will remain unchanged. However, the
uncoupled CH4 simulation was missing an important part that would impact the
overall loss of CH4 by OH in the atmosphere.
The OH fields used by both the CH4 and CO simulations are based on monthly
averaged values, which do not take into account the diurnal cycle of OH. In the
uncoupled CO simulation, an additional function was included to correct this; however, this was missing from the CH4 simulation. Hence, I updated the CH4 loss
mechanism of the code to also apply the OH diurnal cycle routine on the OH field
used for the CH4 oxidation. The OH diurnal cycle was calculated with a scale factor
based on the cosine of the solar zenith angle during daytime, while during night the
scale factor was set to 0. This is the method used in other offline GEOS-Chem simulations, including CO. However, further improvement could be made by including
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solar flux/radiation in the OH variability calculations.
The figures below show the difference between tropospheric CH4 loss by OH with
and without the inclusion of the OH diurnal cycle, on a monthly (Figure 5.1), daily
(Figure 5.2) and hourly time scale (Figure 5.3).

Figure 5.1: Monthly tropospheric CH4 loss by OH without (left) and with
(right) the inclusion of the OH diurnal cycle, and their difference (no diurnal
- diurnal). Top plots refer to the surface while the bottom plot is based on
the model level closest to 5 km. The modelled values are based on January
2005.

Figure 5.2: Same as Figure 5.1 but on a daily timescale. The modelled
values are based on 1st of January 2005.
Based on the differences the spatial distribution of the CH4 loss on a daily
and monthly scales does not differ significantly (≈0.02% relative change), and they
showed lower values in the surface layer without the inclusion of the diurnal cycle,
since the OH fields were weaker during day time without the scaling. However, the
spatial distribution is significantly different on an hourly timescale, since without the
inclusion of the OH diurnal cycle, the CH4 loss was overestimated in regions during
the night, and underestimated during the day to up to 100% in some regions.
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Figure 5.3: Same as Figure 5.1 but on an hourly timescale. The modelled
values are based on 00:00 UTC on the 1st of January 2005. Note the color
scale is different from Figure 5.1 and 5.2.
5.2.1.5

CO-CO2-only coupling option

The new coupled simulation also includes the option to only couple CO-CO2 and
exclude the online calculation of the CO production from CH4. This was added for
two reasons: (1) to reduce computational resources and (2) to exclude potential CH4
simulation biases on the CO chemical production (thereby retaining consistency for
CO with the full chemistry simulation as in Fisher et al. (2017)).
Figure 5.4 shows the difference between the CO2 chemical source based on the
CO-CO2-only and CH4-CO-CO2 simulations for January, May and September, 2005.
The CO2 chemical source showed the same spatial distribution for both the CO-CO2only and CH4-CO-CO2 simulation for all months; however, the magnitude of the CO2
chemical source based on the CO-CO2-only simulation was generally higher than
from the CH4-CO-CO2 in regions with strong chemical production. This difference
was due to the lower secondary production of CO from CH4 in the CH4-CO-CO2
simulation that led to less CO loss with OH relative to the archived CO loss rates
from the full chemistry GEOS-Chem simulation. These differences will be discussed
in more detail in the next sections.
5.2.1.6

CO2 chemical surface correction

The importance of including a CO2 chemical surface correction in the CO2 simulation
was discussed in section 2.2.2.3. Briefly, this correction is important because the
chemically produced CO2 is additionally included in other emission inventories as a
surface flux and if not subtracted from the total CO2, the chemical source will be
double counted.
The chemical surface correction depends on the non-CO2 chemical emission fields
used by the CO2 simulation; however, it is independent of the CO2 chemical production calculation. In the uncoupled CO2 simulation the subtracted correction
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Figure 5.4: CO2 chemical source based on the CO-CO2-only (left), CH4CO-CO2 (middle) simulation and their difference (right, CO-CO2 - CH4-COCO2) at surface level and model level closest to 5 km altitude, for January
(top), May (middle) and September (bottom) 2005.
field is based on: (1) ODIAC (Open-Source Data Inventory of Anthropogenic CO2
Emission) fossil fuel CO2 emission fields scaled down to correct for CO and CH4
fossil fuel emissions; (2) biospheric CH4 fields (wetlands, ruminants, rice, termites,
landfill) based on monthly-averaged CH4 source distributions from a GEOS-Chem
CH4 simulation for each source type; and (3) biospheric NMVOC fields (isoprene
and monoterpenes) based on a GEOS-Chem simulation that was run using emission
factors from the MEGAN inventory (Guenther et al., 2012). Both the biospheric
CH4 and NMVOC fields were converted to CO2 based on conversion and scaling factors described in Nassar et al. (2010) to correct the CO2 chemical source included
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in CO2 biospheric inventories.
All emission inventories in the coupled CO2 simulation, except for biomass burning, are the same as the fields used in the public version of the uncoupled simulation.
In this work, both the coupled and uncoupled CO2 simulation use QFED2 biomass
burning emissions instead of the default GFED or FINN fields to retain consistency
between emission fields used by all three carbon greenhouse gas simulations, since
both the CH4 and CO simulations use the QFED2 inventory. As shown in Nassar
et al. (2010), biomass burning (and biofuel) emissions explicitly account for CO2,
CO, CH4 and NMVOC emissions using emission factors and no surface correction
is needed. Thus the change of the biomass burning emission field in this simulation would impact neither the CO2 chemical source nor surface correction fields.
Hence, in both the uncoupled and coupled simulations the same correction fields
are retained as in the public uncoupled CO2 simulation. However, in the future
an additional online calculation of the surface correction from the biospheric CH4
sources can be enabled, since all of these processes are available as tracers in the
CH4 part of the coupled simulation.

5.3

Results and Discussion

5.3.1

CO2, CH4 and CO budgets

Here, the difference between the CO2, CH4 and CO budgets from the coupled and
uncoupled versions of the v12 GEOS-Chem simulation is examined. The difference between the budgets is due to the different handling of the chemical fields, as
the primary emission fields of each gas remain unchanged by these updates (Table
5.1). Note, the budgets of certain primary emissions will be different from the ones
discussed in chapter 2 when GEOS-Chem v11 was used, due to updated emission
inventories. The global and Australian budgets, for both coupled and uncoupled
versions of the models, are shown in Tables 5.3, 5.4 and 5.5. The Australian budget
was calculated based on the same region as in section 2.2.2.6.
The source and sink terms and budgets impacted by the coupling of CH4, CO
and CO2 are the (1) tropospheric CH4 loss by OH due to the inclusion of a diurnal
OH cycle (Table 5.3), (2) production of CO from CH4 (Table 5.4) and (3) CO2
chemical production from CO (Table 5.5). The changes of these terms also impact
the change of the total source budgets for all three gases and sink terms for CH4
and CO.
For CH4 the inclusion of the OH diurnal cycle showed a negligible impact on the
global annual budget, and as discussed in section 5.2.1.4 this modification mainly
impacts the diurnal cycle of CH4 loss. The online calculation of CO production from
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CH4 globally showed a 22 Tg CO yr−1 (2.5%) difference between the coupled (880 Tg
CO yr−1 ) and uncoupled (902 Tg CO yr−1 ) versions of the models. Relative to the
total CO this difference represents 0.9% of the total CO source. The archived CO
production files from CH4 in the uncoupled simulation were based on later simulation
years (2009-2011) relative to the coupled version (2005) leading to this difference
due to the interannual variability of CH4. The results in the new coupled simulation
are lower; however, Duncan et al. (2007) found that this production ranged from
778 to 861 Tg CO yr−1 from 1988 to 1997. The CO2 chemical source also showed
lower values in the coupled (1.04 Pg C yr−1 ) version of the simulation relative to
the uncoupled (1.11 Pg C yr−1 ), a 6.5% difference. Relative to the total CO2 this
difference represents 0.5% of the total CO2 source. The lower budget of this term in
the coupled simulation was potentially due to the lower atmospheric amounts and
loss of CO that led to less CO2 production in the atmosphere. In the uncoupled
simulation the CO2 chemical production was based on 2004-2010 monthly archived
CO loss rates from the full chemistry simulation.
Table 5.3: Global and Australian CH4 budget from the uncoupled and
coupled GEOS-Chem v12 simulations based on values from 2005. All values
are in Tg CH4 yr−1 .
Source and sink fields
GEOS-Chem version
Sources
Gas
Oil
Coal mining
Livestock
Landfill
Waste
Other Anthropogenic
Biomass Burning
Rice
Wetland
Termites
Seeps
Total Sources
Sinks
Soil absorptiona
Tropospheric OH
Tropospheric Cl
Stratospheric loss
Total Sinks
a

Global
Uncoupled Coupled

Australia
Uncoupled Coupled

8.78
70.96
29.07
109.99
28.98
33.20
21.99
13.73
34.82
175.14
12.03
4.76
543.46

0
0.69
0.87
3.09
0.47
0.10
0.10
0.91
0.04
1.52
0.84
0.16
8.79

18
472.57

0.59
472.64

9.36
32.89
532.83
532.91

15.56

15.56
0.26
1.16

17.56

17.56

The soil absorption term was also applied as a sink field, but the diagnostic
output for this tracer did not produce any output; however, an additional 18 Tg
CH4 yr−1 sink is assumed on a global scale and 0.59 Tg CH4 yr−1 for Australia
based on the v11 of the simulation described in chapter 2.
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Table 5.4: Global and Australian CO budget from the uncoupled and coupled GEOS-Chem v12 simulations based on values from 2005. All values are
in Tg CO yr−1 .
Source and sink fields
GEOS-Chem version
Sources
Anthropogenica
Biomass Burning
P(CO)CH4
P(CO)NMVOC
Total Sources
Sinks
OH loss
Total Sinks
a

Global
Uncoupled Coupled

Australia
Uncoupled Coupled

583
422

4
19

902

880

34

480

29
34

2388

2366

92

87

2442
2442

2421
2421

79
79

79
79

Fossil fuel & biofuel

Table 5.5: Global and Australian CO2 budget from the uncoupled and
coupled GEOS-Chem v12 simulations based on values from 2005. All values
are in Pg C yr−1 .
Source and sink fields
GEOS-Chem version
Sources
Fossil Fuel
Biofuel Burning
Biomass Burning
Shipping
Aviation
P(CO2)
Chemical correctiona
Total Sources
Sinks
Ocean Exchange
Net Terrestrial Exchange
Balanced Biosphere
Total Sinks

Global
Uncoupled Coupled

Australia
Uncoupled Coupled

7.83
0.82
2.19
0.28
0.20

0.12
0.0007
0.12
0.008
0.005

1.11

1.04

0.04

1.15
11.29

11.23
1.81
5.29
0.08
7.03

0.03
0.06

0.22

0.21
0.07
0.23
0.005
0.30

a

The chemical correction field is negative and it is the chemical production applied
at the surface, included in other emission inventories, as described in the text.

5.3.2

Uncoupled and coupled simulation comparison

In contrast to the primary sources of CO and CO2 that are mainly emitted at the
surface, secondary production occurs throughout the atmosphere, hence to highlight
the main differences between the coupled and uncoupled version of the simulations,
the total column values of these source types are compared on different time scales
(yearly, monthly, daily and hourly).
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Yearly timescale

Figure 5.5 shows the total column CO chemical production from CH4 (top) and CO2
chemical production from CO (bottom) based on the uncoupled (left) and coupled
CH4-CO-CO2 (middle) simulations and their difference (right) averaged for 2005.
Both chemical sources show similar spatial distribution between the coupled and
uncoupled simulations; however, some differences remain.
As shown in the previous section, the global annual budget for the CO production from CH4 in the coupled simulation was lower than the uncoupled simulation
by 2.5%. This difference is also highlighted in Figure 5.5 where the uncoupled simulation showed higher values over land from this production term. Generally, both
simulations showed similar spatial patterns; however, the enhancements observed
over land in the uncoupled simulation were less pronounced in the results from the
coupled simulation. Moreover, the coupled simulation showed higher values over
the ocean. Potentially, this difference was impacted by the methods used to calculate the CH4 loss rate in the coupled simulation and the uncoupled one, since the
P(CO)CH4 fields for the uncoupled simulation were obtained from the full chemistry
simulation.

Figure 5.5: 2005 total column CO chemical production from CH4 (top)
and CO2 chemical source (bottom) based on the uncoupled (left), coupled
CH4-CO-CO2 (middle) simulation and their difference (right, uncoupled coupled).
Although the CO2 chemical source annual budget was lower in the coupled simulation by 0.07 Pg C yr−1 , the results show a larger contribution from this source type
in some regions. South America, Central Africa and parts of East Asia show higher
CO2 chemical production relative to the uncoupled simulation. However, in regions
such as Europe, parts of Australia and over the ocean the coupled simulation showed
lower CO2 chemical production. The P(CO2) term used in the uncoupled simulation
was year-specific for the simulation year used to compare the two simulations (2005),
indicating that the interannual variability of this source type is accounted for in the
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results, hence this difference was not driven by potential differences introduced by
the simulation time. Similar to the P(CO)CH4 term, the P(CO2) fields for the uncoupled simulation were also obtained from the GEOS-Chem full chemistry simulation,
based on the CO loss rates. However, a different version of the GEOS-Chem model
was used to obtain these fields, hence these differences are potentially impacted by
different emission inventories and chemistry that were used in the prior versions of
the model. These differences will be discussed in more detail in the next section.
Figure 5.6 shows the total column CO (top) and CO2 (bottom) based on the
uncoupled (left) and coupled CH4-CO-CO2 (middle) simulations and their difference
(right) averaged for 2005, while Figure 5.7 highlights the relative change between the
uncoupled and coupled simulation for the chemical sources (left) and their impact
on the CO and CO2 total column values (right). Note, Figure 5.7 highlights the
change in the total flux terms and not the concentrations of CO, CO2 and their
chemical productions.

Figure 5.6: 2005 total column CO (top) and CO2 (bottom) based on the
uncoupled (left), coupled CH4-CO-CO2 (middle) simulation and their difference (right, uncoupled - coupled).
Overall, as discussed above, there are significant differences between the CO and
CO2 chemical terms based on results from the uncoupled and coupled simulation.
However, relative to the total amounts of these gases, the differences in the chemical
productions are less significant in some of the regions that showed large chemical
production differences due to strong emissions from other sources that contribute
more to the total amounts of these gases. The impact of the chemical production differences between the simulations on the total amounts of CO and CO2 are
more pronounced in regions that lack strong primary emissions, hence the chemical
productions contribute significantly to the total amounts.
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Figure 5.7: 2005 total column CO and CO2 chemical production (left) and
CO and CO2 (right) relative change ((uncoupled - coupled)/coupled · 100).
5.3.2.2

Monthly timescale

Figures 5.8 and 5.9 show the 2005 monthly total column CO chemical production
from CH4 (Figure 5.8) and CO2 production from CO (Figure 5.9) based on the
uncoupled (left), and coupled CH4-CO-CO2 (middle) simulations and their difference
(right).
The monthly differences of the CO chemical production from CH4 between the
two simulations generally follow the same pattern as the difference observed on
a yearly basis. Over land the P(CO)CH4 in the uncoupled simulation is higher
relative to the coupled one, while over the ocean it is lower. Significant hotspots are
observed in the uncoupled simulation (e.g., North America - July, China -June) that
are not seen in the coupled simulation. However, the coupled simulation does show
significant enhancements in other regions and time periods similar to the uncoupled
simulation (e.g., India - June and July).
Overall the results from the coupled simulation show a more diffuse spatial pattern relative to the uncoupled one. The biggest difference between the simulations
was observed during the Northern Hemisphere summer (e.g., May - August), mainly
due to significant enhancements observed in regions like North America and Asia.
Potentially this difference is due to both stronger CH4 emissions and loss via OH
during this time periods, since different simulation time periods were used to calculate the P(CO)CH4 fields, and the CO production from CH4 in the uncoupled
simulation is based on later years.
The monthly differences of the CO2 chemical production from CO between the
uncoupled and coupled simulation generally follow the same pattern as the difference
observed on a yearly basis. The chemical production is generally higher above
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Figure 5.8: 2005 monthly total column CO chemical production from CH4
based on the uncoupled (left), coupled CH4-CO-CO2 (middle) simulation
and their difference (right, uncoupled - coupled).
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Figure 5.8: Continued.
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Figure 5.9: 2005 monthly total column CO2 chemical source based on
the uncoupled (left), coupled CH4-CO-CO2 (middle) simulation and their
difference (right, uncoupled - coupled).
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Figure 5.9: Continued.
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the ocean in the uncoupled simulation; however, above land the differences vary
depending on the region. Generally, the uncoupled simulation shows higher CO2
production for regions including Europe, non-central Africa, Indonesia, Central and
West Australia, North Asia and North America. Depending on the season, some of
these regions also show lower CO2 chemical production in the uncoupled simulation,
like North America between June and August.
The more significant difference between the two simulations are the four regions
that showed higher P(CO2) in the coupled simulation for each month. These regions
include South America, Central African, East Asia and the east coast of Australia,
suggesting that CO emissions in these regions are stronger, leading also to higher
CO2 production through CO reaction with OH. South America, Central Africa and
North Australia are characterized by strong biomass burning, especially during the
Southern Hemisphere dry season when frequent fires are observed (September November), emitting large amounts of CO into the atmosphere. The large difference between the two simulations in these regions suggests that the CO2 chemical
production from CO during this period might be higher than previously thought.
The stronger P(CO2) from the coupled simulation in other regions such as East
Asia and North America points to enhanced anthropogenic CO emissions that led
to stronger chemical production of CO2. In chapter 3 I found that the east Australian coast is characterized by a strong anthropogenic signature, which is also
higlighted by the consistently higher P(CO2) in this part of Australia.
However, in addition to the primary CO emissions, the secondary production
of CO from NMVOC could also have a significant impact on the P(CO2) in these
regions. As discussed in the previous section different emission inventories and
chemistry were used in the full chemistry simulation to obtain the P(CO2) term that
is used by the uncoupled CO2 simulation. The different chemistry would additionally
impact the P(CO2) through the CO production from NMVOC in regions where we
expect a significant contribution from this production term (e.g., the Amazon).
5.3.2.3

Seasonal variation of the chemical sources

In chapter 1 I discussed all three carbon greenhouse gases and their change throughout the year. CO2 has a minimum value during summer due to its uptake through
photosynthesis, and maximum during winter due to its release through respiration.
CH4 and CO have a similar characteristic seasonal variation also with a minimum
in late summer, due to their removal by the hydroxyl radical (OH, Figure 1.3).
Figures 5.10 and 5.11 show the 2005 total column CO production from CH4,
and CO2 chemical production based on the uncoupled (blue) and coupled (orange)
simulations for the globe, Northern Hemisphere and Southern Hemisphere. Relative
to the seasonal cycle of CO, the CO chemical production from CH4 shows an opposite
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behaviour, with a maximum in summer and minimum in winter. This is expected
since P(CO)CH4 depends on the CH4 loss by OH that is the strongest during summer,
hence the production of CO from CH4 will be the highest during the same period.
The seasonal cycle of the CO2 chemical production shows the same pattern, due to
the stronger CO loss that leads to CO2 production in summer.
Both simulations showed similar seasonal cycles for the chemical production
terms; however, generally the coupled simulation shows lower values for the total
column values due to the lower annual budgets of these terms in the new simulation.

Figure 5.10: 2005 mean total column CO production from CH4 based on
the uncoupled (blue) and coupled (orange) simulation for the globe, Northern
Hemisphere and Southern Hemisphere.

Figure 5.11: 2005 mean total column CO2 chemical production based on
the uncoupled (blue) and coupled (orange) simulation for the globe, Northern
Hemisphere and Southern Hemisphere.
Figures 5.12 and 5.13 show the seasonal cycle of the 2005 mean total CO concentration (Figure 5.12), and total CO2 (Figure 5.13) concentration at 5 km based
on the uncoupled (blue) and coupled (orange) simulations for the globe, Northern
Hemisphere and Southern Hemisphere.
Both gases show the expected seasonal cycle from both simulations. The total
CO seasonal cycle shows a difference between the uncoupled and coupled simulations

Results and Discussion

177

due to the updated method for the simulation of the P(CO)CH4 between simulations.
The total CO2 seasonal cycle did not show much difference between the simulations.
This is due to the lesser impact of chemical production at specific levels in the
atmosphere relative to the total column, and the lower contribution of this source
relative to other CO2 sources and sinks.

Figure 5.12: 2005 mean total CO concentration at 5 km based on the
uncoupled (blue) and coupled (orange) simulation for the globe, Northern
Hemisphere and Southern Hemisphere.

Figure 5.13: 2005 mean total CO2 concentration at 5 km based on the
uncoupled (blue) and coupled (orange) simulation for the globe, Northern
Hemisphere and Southern Hemisphere.

5.3.2.4

Daily and hourly timescale

The differences between the coupled and uncoupled simulation are the most pronounced in the spatial distribution of these gases on a daily or hourly timescale.
Figure 5.14 shows the daily total column CO chemical production from CH4 (top)
and CO2 chemical production from CO (bottom) from the uncoupled (left) and coupled CH4-CO-CO2 (middle) simulations and their difference (right) on 1st of January
2005. Figures 5.15 and 5.16 show the same on an hourly basis at 12 am (top) and
12pm (bottom) UTC.
As mentioned before, in the uncoupled simulation the archived P(CO)CH4 and
P(CO2) fields obtained from the full chemistry simulation are monthly averaged
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Figure 5.14: 2005/01/01 daily mean total column CO chemical production
from CH4 (top) and CO2 chemical source (bottom) based on the uncoupled
(left), coupled CH4-CO-CO2 (middle) simulation and their difference (right,
uncoupled - coupled).
fields. Due to this, the day-to-day and hourly changes of these production terms
will mainly be driven by transport and meteorology, while the chemical production
itself will remain unchanged throughout the month. This difference is pronounced
in the P(CO2) results, where both the daily (Figure 5.14, bottom left) and hourly
(Figure 5.16, top left and bottom left plot) spatial distributions of this production
term are the same. Although the chemical production of CO from CH4 is also based
on monthly fields, the spatial distribution between the daily and hourly results are
different due to the inclusion of an additional OH diurnal cycle in the simulation,
based on the method mentioned in section 5.2.1.4.

Figure 5.15: 2005/01/01 hourly mean total column CO chemical production from CH4 based on the uncoupled (left), coupled CH4-CO-CO2 (middle)
simulation and their difference (right) at 12 am (top) and 12 pm (bottom)
UTC.
Including an OH diurnal cycle in the simulation is also important for the CO2
chemical production since this term is highly dependent on OH availability. As
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Figure 5.16: 2005/01/01 hourly mean total column CO2 chemical source
based on the uncoupled (left), coupled CH4-CO-CO2 (middle) simulation
and their difference (right) at 12 am (top) and 12 pm (bottom) UTC.
discussed in chapter 1, OH is only available during daytime, hence CO oxidation
and the production of CO2 only occurs during the day. This was not included in
the uncoupled simulation, and P(CO2) was produced at every simulation time step
globally everywhere (Figure 5.16, top left and bottom left plot). However, this
limitation is now resolved in the coupled simulation (Figure 5.16, middle left and
bottom middle plot), and the P(CO2) term is simulated at every simulation time
step with respect to the CO loss rates that include a diurnal cycle through reaction
with OH. Moreover, this update now enables the simulation of the diurnal cycle of
the CO2 chemical source, described in the next section.
5.3.2.5

Diurnal cycle of the chemical sources

Figures 5.17 and 5.18 show the diurnal cycle of the total column CO and CO2
chemical production based on the uncoupled (blue) and coupled (orange) simulations
at one site in the Northern Hemisphere (Mauna Loa, 19.53◦ N, 155.57◦ W) and one
in the Southern Hemisphere (Cape Grim, 40.68◦ S, 144.68◦ E).
The P(CO)CH4 diurnal cycle (Figure 5.17) was also simulated in the uncoupled
version of the CO simulation due to the inclusion of the OH diurnal cycle. Both
simulations showed a similar P(CO)CH4 diurnal cycle with a maximum during local
daytime, due to stronger oxidation by OH and minimum during nighttime. Relative
to the P(CO)CH4 term from the uncoupled simulation the coupled simulation showed
higher P(CO)CH4 at the Northern Hemisphere site (i.e., Mauna Loa), and lower
values at the Southern Hemisphere one (i.e., Cape Grim). The CO2 chemical source
in the coupled simulation shows the same diurnal cycle as the P(CO)CH4 , highlighting
the impact of the OH diurnal cycle on this production term, while in the uncoupled
CO2 simulation the diurnal cycle of this source type was not simulated due to the
limitations described above (Figure 5.18, blue line). This highlights the importance
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and need for simulation updates that are now included in the new coupled simulation,
for a more accurate representation of these gases in the GEOS-Chem model.

Figure 5.17: 2005/01/01 total column CO production from CH4 based
on the uncoupled (blue) and coupled (orange) simulation for a Northern
Hemispheric (Mauna Loa) and Southern Hemispheric (Cape Grim) site.

Figure 5.18: 2005/01/01 total column CO2 chemical production based
on the uncoupled (blue) and coupled (orange) simulation for a Northern
Hemispheric (Mauna Loa) and Southern Hemispheric (Cape Grim) site.
Figures 5.19 and 5.20 show the corresponding surface and 5 km altitude concentration change of the total CO (Figure 5.19), and total CO2 (Figure 5.20). Overall,
the surface total CO diurnal cycle shows a small but noticeable difference at the
surface between the uncoupled and coupled simulations; however, it does not show
a difference at higher altitudes. As discussed before these differences are only driven
by the updated method for the simulation of the P(CO)CH4 between simulations.
The total CO2 diurnal cycle did not show much difference between the simulations
for the two sites. As already discussed, this is due to the lesser impact of chemical
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Figure 5.19: 2005/01/01 mean CO production from CH4 (top) and total
CO (bottom) concentration at the surface and 5 km based on the uncoupled
(blue) and coupled (orange) simulation for a Northern Hemispheric (Mauna
Loa) and Southern Hemispheric (Cape Grim) site.

Figure 5.20: 2005/01/01 mean CO2 production from CO (top) and total
CO2 (bottom) concentration at the surface and 5 km based on the uncoupled
(blue) and coupled (orange) simulation for a Northern Hemispheric (Mauna
Loa) and Southern Hemispheric (Cape Grim) site.
production at specific levels in the atmosphere relative to the total column, and the
lower contribution of this source relative to other CO2 sources and sinks. However,
these differences could be higher in places with high CO and CH4 concentrations.

5.4

Summary and conclusion

I developed a joint carbon simulation in GEOS-Chem that combines the carbon
gases CO2, CH4 and CO since all three gases are chemically dependent. This new
simulation includes the chemistry between these species, and the chemical production terms (e.g., CO2 production from the oxidation of CO) are calculated online
instead of using archived monthly mean fields that were previously used as an input
during the simulations. Moreover, I updated the the CH4 mechanism within the
simulation to include a diurnal OH cycle when calculating the CH4 loss, which was
missing from the uncoupled version of the simulation.
I compared the two simulations and found lower global annual budgets for both
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the CO production from CH4 (22 Tg CO yr−1 lower, 2.5% difference) and the CO2
production from CO (0.07 Pg C yr−1 lower, 6.5% difference) in the coupled simulation for 2005. P(CO)CH4 in the coupled simulation generally showed lower total
column values over land relative to the uncoupled equivalent, while the P(CO2)
showed different behaviour depending on the region.
The largest difference between the two simulations is the higher P(CO2) in the
coupled simulation in regions including South America, Central African, East Asia
and the east coast of Australia, suggesting that the primary CO emission from
biomass burning and anthropogenic sources, and NMVOC production from biogenics
in these regions are stronger, leading to higher CO2 production through CO loss.
Although the uncoupled simulation accounts for the interannual variability of this
source type, P(CO2) in these regions was lower than the coupled simulation.
I found that both the P(CO)CH4 and P(CO2) seasonal cycles show the opposite
behaviour from the seasonal cycle of the total amounts of these gases, as expected,
with a maximum in summer and minimum in winter, due to stronger CH4 and CO
loss by OH during summer. I also showed that with the coupled simulation we
can now simulate the diurnal cycle of P(CO2), in contrast to the uncoupled CO2
simulation that did not include a diurnal cycle for this production term.
In future work, I plan to compare the new coupled simulation against global surface in situ measurements, column measurements and surface measurements from a
ship that circumnavigated Australia (Figure 3.1). Long-term time series of in situ
surface mole fractions exist at sites across the globe as part of different measuring
networks, and long-term time series of column averaged dry air mole fraction measurements of CO2, CH4 and CO are made by the Total Carbon Column Observing
Network (TCCON) (Wunch et al., 2011) (Table 2.1). I plan to complement the
surface measurements with column measurements, since column measurements are
more representative when analysing the impact of 3D sources, such as the chemical
production of CO and CO2. I will use these measurements to gain additional information about the variability of the chemically produced sources in regions that are
under the influence of different source types such as anthropogenic sources, natural
sources, or a mixture of the two. Moreover, the new coupled simulation is of particular importance for inverse modelling of CO2, CH4 and CO (Wang et al., 2009),
especially of future satellite observations that will measure all three carbon greenhouse gases (e.g., GeoCARB https://www.nasa.gov/feature/jpl/geocarb-a-n
ew-view-of-carbon-over-the-americas). Hence, the next step is to implement
the CH4-CO-CO2 coupled simulation into the GEOS-Chem Adjoint that focuses on
inverse modelling, to further constrain carbon fluxes and reduce their uncertainties.

Chapter 6
Summary
6.1

Outcomes and future directions

In this PhD work I used a combination of surface and column Fourier Transform Infrared Spectrometer measurements with a global chemical transport model (GEOSChem) to constrain processes that drive the variability in CO2, CH4 and CO. A
detailed description of the studied gases and methods used in this study is given in
chapter 1 and chapter 2.
I first focused on the Australian region and the variability of these gases at the
surface level (chapter 3), and used co-enhancements between the three gases to constrain relevant processes in the model. Next, I expanded the study by focusing on the
broader Southern Hemisphere using column measurements and linking the changes
in the processes driving these gases to the two phases of the El Niño–Southern
Oscillation (El Niño and La Niña) (chapter 4). Finally, I presented a new simulation in the GEOS-Chem model, coupling CH4-CO-CO2 through their chemistry, for
a more accurate simulation to further explore the co-variations between the three
gases (chapter 5). Below I present the outcomes for each research part.

6.1.1

Outcomes of Chapter 3

Quantitative understanding of the sources and sinks of greenhouse gases is essential
for predicting greenhouse gas-climate feedback processes and their impacts on climate variability and change. Australia plays a significant role in driving variability
in global carbon cycling, but the budgets of carbon gases in Australia remain highly
uncertain.
Here, shipborne Fourier Transform Infrared Spectrometer measurements collected around Australia were used together with a global chemical transport model
(GEOS-Chem) to identify and quantify the sources of three direct and indirect carbon greenhouse gases: CO2, CH4 and CO. Using these measurements, I provided an
183
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updated distribution of these gases. From the model I quantified their sources and
sinks and exploited the benefits of multi-species analysis to explore co-variations to
constrain relevant processes.
I found that for all three gases, the east Australian coast is largely influenced by
local anthropogenic sources, which can be transported as far as 400km off the coast.
The south and west coasts are characterised by a mixture of anthropogenic sources
and biomass burning. Tropical northern regions are dominated by biomass burning
emissions, with significant contribution from fossil fuel for CO2 and wetlands for CH4.
Averaged across Australia, fossil fuels then biomass burning contribute the most to
total CO2 and to both its background value and short-term enhancements. Wetlands
provide the largest background CH4 source, followed by livestock, oil, gas and waste
emissions, with short-term enhancements mainly driven by anthropogenic sources.
For CO, secondary production from oxidation of CH4 and non-methane volatile
organic compounds contribute most to the background and total CO burdens, while
enhancements are driven by biomass burning and anthropogenic sources. Clean air,
characteristic of the tropospheric background was observed away from the coast
in the Indian Ocean, Coral Sea, and Tasman Sea. From the measurements in the
Indian Ocean, I found that the background values of all three gases increase towards
the tropics with latitudinal gradients of 0.019±0.003 ppm deg−1 for CO2; 0.34±0.02
ppb deg−1 for CH4 and 0.82±0.05 ppb deg−1 for CO.
Comparing coincident and co-located enhancements in the three carbon gases
highlighted several common sources from the Australian continent. I found evidence
for 17 events with similar enhancement patterns, indicative of co-emission and calculated enhancements ratios and modelled source contributions for each event. I
found that anthropogenic co-enhancement events are common along the east coast,
while co-enhancement events in the tropics primarily derive from biomass burning
sources. Few co-enhancement events were observed along the south and west coasts.
While the GEOS-Chem model generally reproduced the timing of co-enhancement
events, it was less able to reproduce the magnitude of enhancements. I found model
overestimates of CH4 from coal burning and underestimates of all three gases from
biomass burning with overestimates for CO during some events. I identified missing sources from fossil fuel, biofuel, oil, gas, coal, livestock, biomass burning and
the biosphere in the model, pointing to the need to further develop and evaluate
greenhouse gas emission inventories for the Australian continent.

6.1.2

Outcomes of Chapter 4

The El Niño–Southern Oscillation (ENSO) is a natural variability of the climate
system and it is known to have significant effects on the climate of different regions.
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However, there are still large uncertainties about its impact on the global carbon
cycle.
I used column average CO2, CH4 and CO from the Total Carbon Column Observing Network (TCCON) to identify the strength and latitudinal dependence of the
impact of different ENSO phases on the carbon cycle. TCCON has sites throughout
the globe which allowed for the study of the latitudinal change of the ENSO signal. I
examined the interannual variability (IAV) of the three carbon greenhouse gases and
the correlation of carbon gas anomalies with El Niño and La Niña events, expressed
thorough the Southern Oscillation Index (SOI). In order to identify the different
processes driving IAV, I performed tagged tracer simulations for each gas with the
GEOS-Chem model. I also examined the lagged correlation between ENSO and
greenhouse gas anomalies to identify the optimal time needed for the manifestation
of the different drivers.
I found that after applying a time lag to the SOI-IAV correlation, 5-45 % of the
CO2 variability, 6-16 % of the CH4 and 1-49 % of the CO variability can be explained
by ENSO. The optimal lags suggest CO2 takes longer to respond to ENSO triggered
changes than CO. For CH4 I did not identify a lag for the two sites closest to the
equator, while other sites showed a significant time lag. However, due to the large
differences in the lag between tropical and non-tropical sites, the time lag for CH4
remains uncertain. After applying the time lag, the SOI-IAV correlation showed
a strong dependence on latitude in the case of CO (r=0.99), with anti-correlation
between IAV and SOI for the individual sites. For CO2 I found a weaker latitudinal
correlation (r=-0.42), with negative correlations for all sites. The individual CH4ENSO correlations were positive for all sites, but without a latitudinal dependence.
However, without a lag I found a strong latitudinal dependence (r=-0.88), with
positive individual SOI-IAV correlations for the three tropical sites and a negative
correlation for subtropical and temperate sites. For CO the strong latitudinal dependence suggests that the impact of ENSO is stronger in the tropics and weakens
with distance from the equator, while the CO2 and CH4 ENSO-triggered processes
are more influenced by regional characteristics, transport and mixing.
I identified the biosphere, biomass burning and the oceanic flux as the main
drivers of the CO2 IAV. For CO, biomass burning and secondary production contributed the most to the IAV, while for CH4, wetlands were the dominant IAV driver.
However, I found significant differences between the measured and modelled IAV,
optimal lags, and latitudinal dependence of the SOI-IAV correlation, showing that
the balance of the different source and sink fields in the model, as well their spatial
and temporal distributions need further constraint. Using total column CO measurements from the MOPITT satellite instrument and an additional ENSO index
(Niño 3.4), I examined the sensitivity and representativeness of the results. I found
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that the choice of measurement time periods as well as ENSO indices can influence the overall results and the ENSO-greenhouse gas feedback analysis is sensitive
to both the choice of parameters used in the analysis and the different calculation
methods. Hence, a combination of different indices should be used when analysing
the overall impact of ENSO, and individual indices should be used for constraining specific processes that are better linked to the physical properties of the ENSO
indices.

6.1.3

Outcomes of Chapter 5

Understanding greenhouse gas-climate processes and feedbacks is a fundamental
step in understanding climate variability. Chemical transport models, together with
measurements, are the primary tool for this, hence accurate simulations of the two
main greenhouse gases CO2 and CH4, along with the indirect effects of CO are
essential.
I developed a new simulation in the GEOS-Chem chemical transport that couples the three greenhouse gases CO2, CH4 and CO based on their chemistry. The
simulation updates included online calculation of the chemical production of CO
from CH4 and online production of CO2 from CO. All the chemical production was
handled offline in the previous versions of these simulations, in contrast to the now
updated online calculations.
I showed that due to the online calculation of the production terms, the new
coupled simulation now resolves the variation of the CO2 chemical source at higher
temporal resolution (e.g., daily and hourly), enabling us to track the diurnal cycle of
this source type. Moreover, this update is important for satellite based inversions,
since satellites overpass a location at a specific time of day. The P(CO2) diurnal
cycle was not simulated in the uncoupled version of the CO2 simulation due to
the offline handling of this term using monthly averaged archived fields; now it is
calculated a every model timestep.
Overall I found lower global annual budgets for both the CO production from
CH4 (22 Tg CO yr−1 lower, 2.5% difference) and the CO2 production from CO (0.07
Pg C yr−1 lower, 6.5% difference) in the coupled simulation. However, the coupled
simulation also highlighted several regions where the CO2 chemical production was
potentially underestimated, with the largest differences observed in South America
and Central Africa, showing the need to further constrain this source type.
In future work, I plan to validate the results from the two simulations with global
surface and column measurements, and complement these measurements with the
in situ ship-based measurements used in chapter 3. Moreover, I aim to use the new
coupled simulation to further investigate the co-variations between the three carbon
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greenhouse gases. For example, co-variations of CO and CO2 occur because both
are emitted during combustion processes (Paton-Walsh et al., 2010; Wunch et al.,
2009). Similarly, CO and CH4 have a common sink from the atmosphere due to
reaction with the hydroxyl radical. The new simulation will potentially lead to a
better understanding of the interaction of these gases and for a better examination
of the accuracy of emissions estimates.

6.1.4

Publications arising from work in this thesis

Published first author paper based on chapter 3:
Bukosa, B., Deutscher, N. M., Fisher, J. A., Kubistin, D., Paton-Walsh, C. and
Griffith, D. W. T., Simultaneous shipborne measurements of CO2, CH4 and CO and
their application to improving greenhouse gas flux estimates in Australia, Atmospheric Chemistry and Physics (ACP), 2019 [Accepted April 2019].
In preparation first authored papers based on chapter 4 and chapter 5:
Bukosa, B., Deutscher, N. M., Fisher, J. A., Griffith, D. W. T., Velazco, V. A.,
Wennberg P., Toon G., Feist D., Kumar Sha M. and Maziere de M., The imprint
of ENSO on total column greenhouse gas measurements, Journal of Geophysical
Research (JGR), 2019.
Bukosa, B., Deutscher, N. M., Fisher, J. A., Jones, D. B. A., Paton-Walsh, C.
and Griffith, D. W. T, Towards an improved carbon greenhouse gas simulation in
GEOS-Chem v12, Geoscientific Model Development (GMD), 2019.
Published co-author papers:
Velazco, V. A., Morino, I., Uchino, O., Hori, A. , Kiel, M., Bukosa, B., Deutscher,
N. M., Sakai, T., Nagai, T., Bagtasa, G. , Izumi, T. , Yoshida, Y. and Griffith,
D. W. T, TCCON Philippines: First measurement results, satellite data and model
comparisons in Southeast Asia, Remote Sensing Journal, 2017, http://www.mdpi
.com/2072-4292/9/12/1228.
Velazco, V. A., Morino, I., Uchino, O., Deutscher, N. M., Bukosa, B., Belikov,
D. A., Oishi, Y., Nakajima, T. Y., Macatangay, R. C., Nakatsuru, T., Maksyutov,
S., Schwandner F. M. and Griffith, D. W. T, TCCON Philippines: Toward Quantifying Atmospheric Carbon in Southeast Asia, Climate, Disaster and Development
Journal, 2017, http://dx.doi.org/10.18783/cddj.v002.i02.a01.
In review co-author papers:
Velazco, V. A., Deutscher, N. M., Morino, I., Uchino, O., Bukosa, B., Kimei, A.,
Jones, N. B., Paton-Walsh, C. and Griffith, D. W. T, Satellite and Ground-based
Measurements of XCO2 in a Remote Semi-Arid Region of Australia, Earth System
Science Data (ESSD), 2019.
In preparation co-author papers:
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Kubistin, D., Bukosa, B., Paton-Walsh, C., Deutscher, N. M., Fisher, J. A., Caldow
C., Kettlewell, G. and Griffith, D. W. T, Greenhouse Gas and Ozone Measurements
in the Australian Coastal Region, Earth System Science Data (ESSD), 2019.

6.1.5

Skills developed

In addition to the research outcomes of this work, I have gained and strengthened
a number of skills thought my PhD:
• Analytical skills. I gained experience in analysing and combining information to solve different scientific questions. Besides a number of well established
methods and tools that I used to analyse different datasets (e.g., t-test, regression analysis, interpolation methods, regridding, correlations), I also had to develop my own methods and approaches to explore different scientific questions
(e.g., background vs. enhancements separations, weighted IAV and correlation
calculation).
• Measurements. As a PhD student I have contributed to the ’Sun Run’,
which includes the maintenance, operation and respective retrieval analysis
using GFIT of the instrument for column measurements, the solar FTIR at
Wollongong. Additionally, I have used the in situ FTIR measurements from
both Wollongong and Darwin and have written a set of python scripts for the
calibration and correction of those measurements.
• Programming skill & model development. Interpreting data from different measurement methods with a model strengthened my practical knowledge
about programming and improved my coding skills. I use different programming languages (e.g. Python, IDL, Fortran) to interpret both measured and
modelled data, sometimes also translating the codes from one programming
language to another. For effective use of a CTM on a high-performance computing system (NCI), and the analysis of the output in a Linux environment,
I have also written numerous command-language scripts to achieve the most
time and resource effective workflow. During my PhD I wrote a number of
codes, with new routines specific to the combination of measurements and
model outputs I use, such as background vs. enhancements separations of the
total amount of CO2, CH4 and CO; weighted calculation of their IAV and correlation of their enhancements with different sources that drive the changes of
these gases. Using the CO2, CH4 and CO simulations in both chapter 3 and
chapter 4 led up to the model developments described in chapter 5. Moreover,
I encountered a number of bugs in the GEOS-Chem model that I reported to
the model support team and often contributed to resolving (Appendix A), that

Outcomes and future directions

189

led to the better understanding of the model. Developing a new simulation in
the GEOS-Chem model strengthened my coding skills, and I gained experience
in debugging, and in finding the most effective and creative solutions to solve
different coding errors and limitations.
• Communication skills. Throughout my PhD I gained experience in presenting and sharing my knowledge about my research topic. During my first
year I won the ’Best international oral presentation’ at the School of Chemistry’s annual conference, presenting my PhD research. I also participated in
an oral presentation competition, the ’Three Minute Thesis’ at the University
Wollongong, where I had to find the best approach to explain and describe
my research to an audience that is not familiar with atmospheric sciences, and
I was awarded with the Judge’s Winner prize. As part of my PhD I have
attended a number of domestic and international conferences and workshops
where I gave both oral (ACCOMC, 5th Carbon Assimilation Workshop) and
poster (ICDC10, IGC8, IGC9, AMOS-ICSHMO, ERCA) presentations about
my research, and engaged with scientists all over the world. These conferences
gave me a strong base on how to share and present the work that I am involved
in, as well as discuss different scientific questions and get feedback from people
that are involved in similar research.
• Collaborations. During my PhD I worked with other research groups and
researchers, both modellers and experimentalists. Using the CO2, CH4 and
CO GEOS-Chem simulations includes working with the Boston-based GEOSChem Support Team and different research groups that were involved in the
development of these simulations, while the development of the new joint simulation is collaborative work with the University of Toronto. Through these
collaborations I also had the opportunity to visit different groups, engage with
both academics and students, and get involved in their research as a collaborator. As part of my PhD I was also involved in other side projects with
other students, researchers and groups, such as developing and testing of the
AirCore instrument, an innovative greenhouse gas measurement method. I
also provided model output and interpretation for measurements from a new
TCCON site in the Philippines that was established in 2016 (Appendix B)
and contributing to solving issues in the GEOS-Chem model (together with
the GEOS-Chem Support Team) that are now resolved in the standard model.
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Future directions

The overall aim of this PhD work was to lower the uncertainties linked to the
processes that drive the variability in CO2, CH4 and CO, by constraining their
sources and sinks in the Australian region (chapter 3), exploring the impact of a
specific climate mode (ENSO) on their variability (chapter 4) and improving their
simulation in the GEOS-Chem model (chapter 5).
We aim to use the new CH4-CO-CO2 joint simulation (chapter 5) in future to
further investigate the co-variations of the gases studied both in chapter 3 and
chapter 4, to better understand their interaction and for a better examination of the
accuracy of emission’s estimates. This simulation can be used in studies focusing
on the yields of the studied gases for their chemical production and loss, and for
other carbon cycle studies. There are still uncertainties in the chemical productions
between CH4-CO-CO2, and we plan to further constrain these processes with the
joint simulation, as well study the year-to-year changes of their chemical production
and their impact on the IAV of each gas, discussed in chapter 4. We also plan
to add this simulation to the GEOS-Chem Adjoint used for inverse modelling, and
potentially further develop the simulation to include a CO-OH-CH4 feedback to
study the change of OH, and the indirect ENSO impact on CH4 through OH and
CO availability discussed in chapter 4.
We also plan to expand all three research parts by including additional measurements and extending the analysis. Cleverly et al. (2016) showed that often the
climate anomalies discussed in chapter 4 are not a product of one climate mode, but
a result of the synchronization of different modes; hence, as a next step we also plan
to include other climate modes in the analysis, such as the Indian Ocean Dipole
and Southern Annular Mode. We plan to explore potential methods to use the
modelled-measured optimal lag differences to additionally constrain the modelled
processes, and similarly to chapter 3 examine the ratios between these gases by calculating enhancement ratios during specific El Niño and La Niña events. Moreover,
separating the datasets into different seasons, and performing the analysis relative
to the different seasons and regions can additionally constrain the ENSO-GHG interaction, as well the identified time lags. We plan to extend the analysis to the
Northern Hemisphere TCCON sites, as well complement column measurements with
surface data, both flask and in situ FTIR from the World Data Centre for Greenhouse Gases, to distinguish information about the ENSO driven processes on both
regional and local scales. The column measurements vertically integrate the concentration of different species above the surface and they are much less affected by
vertical transport than surface measurements (Wunch et al., 2011). Some of these
sites have both column and surface measurements (Wollongong and Darwin), which
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will give us the opportunity to precisely separate out the ENSO signal on different
scales. Moreover, we will use these sites to examine the influence of the chemical
source described in chapter 5 at the surface level relative to the entire atmospheric
column, and we plan to complement the analysis of the GHG measurement from the
ship in chapter 3 with the same column and surface measurements, from locations
across Australasia.
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Appendix A
GEOS-Chem testing and bug-fixes
As part of my PhD I took responsibility for testing the 11-01 version of the GEOSChem CO simulation and reporting to the GEOS-Chem development team any
potential problems or unusual behaviour that could cause errors in the model. Moreover, using the CO2, CH4 and CO simulations I encountered a number of errors and
bugs in GEOS-Chem that I reported to the GEOS-Chem Support Team and contributed to fixing. Below is the description of the different bugs and their solution.
All of these issues are now resolved and the fixes have been incorporated into the
standard, publicly available version of the model.

A.1

Tagged CO v11 testing

During the CO simulation testing the simulation failed to produce output for different emissions (e.g., biofuel, anthropogenic). For tracers tagged by region, the
distribution and values of some diagnostics were wrong (Figure A.1) and some of
the CO sources were missing. The tagged ship emissions (over Europe) were displaying emissions that were not ship related and some diagnostics had the wrong units.
Moreover, GEOS-Chem also failed to run when a particular diagnostic (Biogenic
emission) was enabled.

Figure A.1: Tagged CO simulation testing results for instantaneous column
CO estimates in Africa (left) and ship CO emitted over Europe (right).
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Figure A.2: Same as Figure A.1 but after the issues were resolved.

A.1.1

Tagged CO unit conversion bug-fix

After running the CO simulation for a longer time period, I discovered that both
the total amount of CO and some of the tracers had a long-term trend (Figure A.3),
leading to the conclusion that either a chemical loss wasn’t being applied at all, or
there was an error with unit conversion.
Figure A.3 shows the simulated change of CO at Mauna Loa with an evident
long-term trend. I discovered that this error was caused by an incorrect unit conversion in GEOS-Chem. The OH fields were read in with units of kg m−3 and
were then supposed to be converted to molec cm−3 ; however, this step was missing from the CO simulation. More details about this bug, and its fix can be
found on http://wiki.seas.harvard.edu/geos-chem/index.php/Tagged_CO_si
mulation#OH_is_now_converted_to_the_proper_units_after_being_read_from
_HEMCO.

Figure A.3: Simulated CO at Mauna Loa change with time before the bug
was fixed.

CO2-only simulation double-counting bug-fix
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CO2-only simulation double-counting bug-fix

The different tracers in the CO2-only simulation (Figure A.4) weren’t reflecting the
sources (Figure A.5) related to the individual tracers. The simulated values were
higher than expected, pointing to additional sources that were added to all the
tracers.

Figure A.4: CO2 surface tracer concentrations in the simulation for the balanced biosphere, net terrestrial exchange, ocean exchange, fossil fuel, biomass
burning, biofuel, ship emissions, aviation, chemical source, chemical source
surface correction, before the bug was fixed (top) and after the fix (bottom)
based on January 2005.

CO2-only simulation chemical source bug-fix
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I found that the CO2 simulation was double counting the individual CO2 emissions, and they were passed into the simulation both through the CO2 simulation
code and through HEMCO (Harvard-NASA Emissions Component) (Keller et al.,
2014), a stand-alone component of GEOS-Chem that determines emissions from different sources, regions, and species. A discussion of this bug can be found at http://
wiki.seas.harvard.edu/geos-chem/index.php/CO2_simulation#CO2_emissions_
are_double_counted.

Figure A.5: CO2 sources at the surface in the simulation from the balanced biosphere, net terrestrial exchange, ocean exchange, fossil fuel, biomass
burning, biofuel, ship emissions, aviation, chemical source, chemical source
surface correction based on January 2005.

A.3

CO2-only simulation chemical source bug-fix

The global chemical source budget for CO2 is around 1.1 Pg C yr−1 (Suntharalingam
et al., 2005). However, the model results described in chapter 2 (Table 2.7) showed
significantly lower values (3.6e−5 Pg C yr−1 ). This difference arose because the
CO2 chemical production term was treated incorrectly in GEOS-Chem v11 due to
a couple of errors. This first error was a 2 order of magnitude offset in the input
fields values. The second error was the mislabelling of the CO2 chemical field unit
in the input file. The units in the file were reported kg CO2 m−3 s−1 instead of kg
C m−3 s−1 . The third error was the conversion itself. The code converted kg CO2
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m−3 to molec cm−2 s−1 based on equation:
E_CO2 = CO2_COP ROD/CM 3P ERM 3
· (AV O/F M OL_CO2)/DT SRCE · 100

(A.1)

where E_CO2 represents the resulting CO2 chemical production in molec cm−2
s−1 , CO2_COP ROD is the input CO2 chemical source field in kg C m−3 s−1 ,
CM 3P ERM 3 represents the conversion from kg m−3 to kg cm−3 (e.g., 1000000),
AVO is the Avogadro’s number (e.g., 6.022e23 mol−1 ), F M OL_CO2 is the molar
mass of CO2 (e.g., 44.01e−3 kg mol−1 ) to convert kg cm−3 to molec cm−3 , DT SRCE
represents the emissions timestep in seconds to convert molec cm−3 to molec cm−3
s−1 (e.g., 1200 s) and the number 100 in Equation A.1 is part of the conversion of
molec cm−3 s−1 to molec cm−2 s−1 converting the grid box height (BH) from m to
cm. However, Equation A.1 was missing the multiplication by the grid box height
itself, when converting molec cm−3 s−1 to molec cm−2 s−1 . I modified this equation
and included the box height and the correction of the chemical source input field
unit from kg CO2 m−3 s−1 to kg C m−3 s−1 :
E_CO2 = CO2_COP ROD/CM 3P ERM 3
· (AV O/F M OL_C)/DT SRCE · BH · 100

(A.2)

where F M OL_C represents the molar mass of C (e.g., 12.01e−3 kg mol−1 ). Additionally the files with the input fields were recreated by collaborators at the
University of Toronto to fix the 2 order of magnitude offset in the input fields
values. All these issues are now resolved and the fix is included in the v12 of
the model (http://wiki.seas.harvard.edu/geos-chem/index.php/CO2_simula
tion#Prevent_double-counting_in_CO2_chemical_source). Figure A.6 shows
the resulting surface concentration of this source type with and without the fix, and
Figure A.7 shows the column integrated values. The total global budget of this
source is now ≈ 1.1 Pg C yr−1 and discussed in detail in chapter 5.

Figure A.6: Surface concentrations of the CO2 chemical source without
(left) and with (right) the bug-fix.
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Figure A.7: Total column values of the CO2 chemical source without (left)
and with (right) the bug-fix.

A.4

Tagged CO version 12 bug-fix and modification

Diagnostic output in GEOS-Chem versions prior to version 12 was written in a bpch
(binary punch) format, without the possibility to get the outputs as a NetCDF
(Network Common Data Form) file, a more commonly used scientific data format. GEOS-Chem v12.0.0 and later versions (http://wiki.seas.harvard.edu/
geos-chem/index.php/GEOS-Chem_Output_Files) can now save diagnostic output
to netCDF format, in addition to the binary punch files. However, the possibility of
the netCDF output format for some of the Tagged CO simulation diagnostics was
implemented incorrectly.
Based on the comments in the GEOS-Chem Tagged CO code and the units in
the bpch and netCDF output files, the loss fields of total CO and its tracers were
supposed to be written in units of molec CO cm−3 s−1 in the bpch files, and kg s−1
in the NetCDF files. However, the CO code did not convert these fields correctly
to kg s−1 , instead adding these diagnostics in molec CO cm−3 s−1 to the NetCDF
output file. To correct this, I had to modify the calculation of all the loss fields
that were added to the netCDF files. For the different tracers in the stratosphere I
modified the equation:
Loss(I, J, L, N ) = CORAT E · Spc(I, J, L, N ) · ST T CO

(A.3)

Loss(I, J, L, N ) = CORAT E · Spc(I, J, L, N )

(A.4)

to:

where Loss represents the loss of the different CO tracers by reaction with OH in kg
s−1 , for all grid points (longitude (I), latitude (J), level (L) and number of tracers
(N )), CORAT E is the CO loss rate in the stratosphere in s−1 , Spc is the tracer
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array in kg and ST T CO represent a conversion factor that converts kg CO to molec
CO cm−3 . In the troposphere this calculation was modified from:
Loss(I, J, L, N ) = KRAT E · OH_M OLEC_CM 3 · Spc(I, J, L, N ) · ST T CO
(A.5)
to:
Loss(I, J, L, N ) = KRAT E · OH_M OLEC_CM 3 · Spc(I, J, L, N )

(A.6)

where KRAT E describes the tropospheric loss of CO in cm3 molec CO−1 s−1 while
OH_M OLEC_CM 3 represents the OH fields in molec cm−3 . For the total CO
loss by OH in both the troposphere and stratosphere I modified the equation:
Loss(I, J, L, N ) = CO_OH/DT CHEM

(A.7)

Loss(I, J, L, N ) = CO_OH/ST T CO/DT CHEM

(A.8)

to:

where CO_OH represents the amount of CO lost by OH in units of molec CO cm−3
and DT CHEM is the simulation chemistry time step in seconds. Figure A.8 shows
the difference in the values of the total surface CO loss with and without the correct
unit conversion calculation.

Figure A.8: Total surface CO loss by reaction with OH from the GEOSChem netCDF output file based on the wrong kg s−1 unit conversion (left)
and with the correct kg s−1 unit conversion (right).
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Moreover the code was entirely missing the part where the secondary production
of CO from CH4 and NMVOC oxidation was written into a NetCDF file, and these
fields were only available in the bpch format. To overcome this limitation, I modified
the code and added the option to additionally output these fields in NetCDF format.
The modifications will be included in GEOS-Chem 12.3.0. and the description of
these issues can be found on http://wiki.seas.harvard.edu/geos-chem/index.
php/Tagged_CO_simulation#Tagged_CO_bug_fixes:_Fix_CO_units_and_write_se
condary_production_into_a_netcdf_file.

Appendix B
TCCON site in the Philippines
As part of my PhD I contributed to collaborative publications and studies using the
CO2 and CO GEOS-Chem simulations. The sections below describe my contribution
to those publications.

B.1

TCCON Philippines site

Due to a lack of observational sites in the tropics, a new TCCON sites was planned
to be installed in the Philippines (Burgos, 18.52°N, 120.65°E) to aid satellite validation and global carbon cycle studies. For the time period January 2010 - April 2016
I conducted a CO2 simulation, with the v10-01 of the GEOS-Chem model, following
a 12 year spin-up period, for comparison with GOSAT and OCO-2 satellite measurements around the future TCCON site. From 2010 to 2013, GEOS-5 meteorology
was used, with GEOS-FP meteorology from the 1st of January 2013 onwards.
For the simulation I used monthly averaged fossil fuel emissions from ODIAC
(Oda and Maksyutov, 2011) (year specific until the end of 2014, with 2015 and 2016
recycling 2014 estimates), the annual inventory of biofuel emissions scaled to 1995
from Yevich and Logan (2003), 2004 monthly shipping emissions from ICOADS
(Corbett and Koehler, 2003, 2004; Endresen et al., 2004, 2007), 2005 aviation fuel
burn emissions from AEIC (Simone et al., 2013; Olsen et al., 2013), daily biomass
burning emissions from GFEDv4 obtained using the GFED3 daily fractions (years
after 2014 use recycled 2014 estimates) (Giglio et al., 2013), three hourly SiB3
balanced biosphere fluxes (years after 2010 are recycling 2010 estimates) (Messerschmidt et al., 2012) with annual net biosphere exchange based on TransCom from
2000 (Baker et al., 2006) and scaled ocean exchange from (Takahashi et al., 2009)
(years after 2013 are recycling 2013 estimates). The emissions from these inventories
are shown on Figure B.1.
For comparison to the GOSAT and OCO-2 XCO2 (Figure B.2), the offset due to
the initial conditions chosen for the run was corrected by matching the model average
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Figure B.1: Year specific annual emissions used for the CO2 simulation:
aviation emissions (fuel burn) summed vertically from 2005, biofuel emissions
from 1995, biomass burning from 2014, fossil fuel emissions from 2014, net
terrestrial exchange from 2000, shipping emissions from 2004, ocean exchange
based on 2013, and balanced biosphere fluxes from 2010.
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Figure B.2: XCO2 over Burgos derived from GOSAT, OCO-2 and the GEOS
Chem model.
and GOSAT-measured XCO2 . The satellite soundings were selected within a 400-km
radius of Burgos. Based on the results from the model simulation a good agreement
was found on the seasonal variability between the modelled data and the satellite
measurements. The results of this study are presented in Velazco, A. V., Morino, I.,
Uchino, O., Deutscher, N. M. , Bukosa, B., Belikov, D. A., Oishi, Y., Nakajima,
T. Y., Macatangay, R. C., Nakatsuru, T., Maksyutov, S., Schwandner F. M. and
Griffith, D. W. T, TCCON Philippines: Toward Quantifying Atmospheric Carbon
in Southeast Asia, Climate, Disaster and Development Journal, 2017 (Velazco et al.,
2017a).

B.2

First measurement results

After a successful installation and setup of all the instrumentation at the TCCON
site in Burgos, measurements started on the 3rd of March, 2017. Based on 4 months
of data, high XCO values were recorded during this period that peaked on the 8-9
March (Figure B.3). To interpret and examine the drivers of the CO measurements
I used the GEOS-Chem v11-01 CO simulation with MERRA2 meteorology. I ran
the model from January 2016 until the end of May 2017. Figure B.4 shows the total
modelled CO on the 8th of March.
The CO emission inventories in the model were the same as the ones in Table
2.6. For the simulation I used the most recent emissions data available from each
inventory; of most relevance here are the base emissions from EDGAR, which end
in 2008, and the Asian emissions from MIX which end in 2010.
The modelled results and regional modelled tracers suggest that the enhanced CO
measurements are potentially transported amounts from East Asia from fossil fuel
combustion (Figure B.5 and B.6). Based on Figure B.5 the inundation in the XCO is
dominated by the fossil fuel signals (“Northern Hemisphere Fossil Fuels”, black line),
which are mostly from East Asia, especially on 9 March. The background contri-
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Figure B.3: TCCON XCO measurements (blue) and simulated XCO values
(red) from the GEOS-Chem model.

Figure B.4: Surface CO from the GEOS Chem model simulated on 8
March 2017 at 05:00 UTC. The Philippines is right in the middle of the
interface where the clean Western Pacific air (dark shade to black) meets the
East Asian outflow of elevated CO. Wind speeds and direction are shown as
streamlines.
butions from CH4 and NMVOC oxidation are significant but the enhancements are
much less. The biomass burning signals from South America, Africa and Indonesia
around March contribute little in this region. However, despite the model capturing
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the pattern of the CO variability, the modelled CO was underestimated, hence more
measurements and modelling are necessary to adequately sample the variability over
different seasons and to determine the suitability of current inventories. The results
of this study are presented in Velazco, A. V., Morino, I., Uchino, O., Hori, A. , Kiel,
M., Bukosa, B., Deutscher, N. M., Sakai, T., Nagai, T., Bagtasa, G., Izumi, T.,
Yoshida, Y. and Griffith, D. W. T, TCCON Philippines: First measurement results,
satellite data and model comparisons in Southeast Asia, Remote Sensing Journal,
2017 (Velazco et al., 2017b).

Figure B.5: Top right: Contribution of different sources to the column
averaged dry air mole fractions of CO at the TCCON site in Burgos. The
bottom plot shows a zoom-in on March–May 2017.

Figure B.6: A snapshot of the fossil fuel contribution to the surface CO
concentrations used in the tagged tracer simulations for March 2017.

Appendix C
Additional Plots
C.1

Co-enhancement source contribution determination

Figure C.1: Identification of the modelled CO2 tracers contributing to all
enhancement events.
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Co-enhancement source contribution determination

Figure C.1: Continued.

Figure C.2: Identification of the modelled CH4 tracers contributing to all
enhancement events.

238

Co-enhancement source contribution determination

Figure C.2: Continued.
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Co-enhancement source contribution determination

Figure C.2: Continued.

Figure C.3: Identification of the modelled CO tracers contributing to all
enhancement events.
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Co-enhancement source contribution determination

Figure C.3: Continued.

241

Unweighted and weighted calculation of the IAV

C.2
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Unweighted and weighted calculation of the
IAV

Figure C.4: Difference between the unweighted and weighted calculation
of the IAV for all three gases, based on measurements from Ascension Island.

Figure C.5: Difference between the unweighted and weighted calculation
of the IAV for all three gases, based on measurements from Reunion Island.

Unweighted and weighted calculation of the IAV

Figure C.6: Difference between the unweighted and weighted calculation
of the IAV for all three gases, based on measurements from Wollongong.

Figure C.7: Difference between the unweighted and weighted calculation
of the IAV for all three gases, based on measurements from Lauder.

243

CO2, CH4 and CO IAV for Northern Hemisphere sites

C.3
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CO2, CH4 and CO IAV for Northern Hemisphere sites

Figure C.8: CO2 measured and modelled IAV for Northern Hemispheric
TCCON sites.
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Figure C.8: Continued.
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Figure C.8: Continued.

Figure C.9: CH4 measured and modelled IAV for Northern Hemispheric
TCCON sites.
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Figure C.9: Continued.
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Figure C.9: Continued.
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Figure C.9: Continued.

Figure C.10: CO measured and modelled IAV for Northern Hemispheric
TCCON sites.
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Figure C.10: Continued.
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CO2, CH4 and CO IAV for Northern Hemisphere sites

Figure C.10: Continued.
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