Intrusion detection is essential for ensuring the security of industrial control systems. However, conventional intrusion detection approaches are unable to cope with the complexity and ever-changing nature of industrial intrusion attacks. In this study, we propose an industrial control intrusion detection approach based on a combined deep learning model for communication processes that use the Modbus protocol. Initially, the network packets are classi ed as carrying information and noncarrying information based on key elds according to the communication protocol used. Next, a template comparison approach is employed to detect the network packets that do not carry any information. Furthermore, an approach based on a GoogLeNet-long short-term memory model is used to detect the network packets that do carry information. is approach involves network packet sequence construction, feature extraction, and time-series level detection. Subsequently, the detected intrusions are classi ed into multiple categories through a Softmax classi er. A gas pipeline dataset of the Modbus protocol is used to evaluate the proposed approach and compare it with existing strategies. e accuracy, false-positive rate, and miss rate are 97.56%, 2.42%, and 2.51%, respectively, thus con rming that the proposed approach is suitable for intrusion detection in industrial control systems.
ese intrusions cannot be detected based on the network traffic. It is necessary to perform a deep analysis of the packets to detect intrusion-related behaviours based on the protocol format, state, and event/event sequences generated by the protocol. erefore, in this study, we propose an industrial control intrusion detection approach based on a combined deep learning model for communication processes that use the Modbus protocol. e rest of the paper is organised as follows. Section 1 presents the background information for the study. Section 2 describes related works. e proposed intrusion detection approach is described in Section 3. e results of evaluations of the proposed approach are presented in Section 4 along with a comparison with other similar approaches. Finally, the conclusions of the study are presented in Section 5.
Related Works
Given the rapid developments in ICS networking and informatisation technologies, the use of standardised protocols and open software is increasing. is exposes them to numerous security threats and an ever-increasing number of information security problems [2] . e Stuxnet virus in 2010 and the Black Energy virus in 2015 [3] have sounded the alarm for information security in the field of industrial controls. Conventional industrial control security technologies, such as user authentication, firewalls, and data encryption, have been unable to cope with the continuous innovations in network intrusion methods [4] .
us, the field of intrusion detection has become a research hotspot, as it is now the second line of defence for industrial control information security. It involves the extraction of data features that reflect the system behaviour and the classification of the network packets using detection algorithms [5] . Conventional machine learning methods and algorithms, such as decision trees (DT) [6] and support vector machines (SVMs) [7] , have achieved some degree of success in industrial control intrusion detection. However, most of these approaches can be considered shallow learning strategies and have limited efficacy in complex industrial control system environments. For example, the data generated during production processes have a lot of noise. In such cases, the DT algorithm is prone to overfitting and exhibits low classification accuracy. On the other hand, SVM consumes considerable computational resources when processing massive sample datasets. erefore, intrusion detection approaches based on conventional machine learning algorithms cannot meet the requirements for industrial control intrusion detection [8] .
Deep learning techniques are better at learning data features given their deep structure and have a greater ability to analyse high-dimensional data [9] . In recent years, several researchers have applied deep learning for intrusion detection. Javaid et al. [10] proposed an intrusion detection approach based on a sparse autoencoder. is approach was used for feature dimensionality reduction to improve detection and exhibited a higher detection accuracy. However, the deep learning approach was only used for dimensionality reduction and, hence, the improvement in the detection rate was not significant. Tang et al. [11] designed an intrusion detection approach based on deep neural networks (DNNs). eir approach exhibited higher detection accuracy using only six features of the NSL-KDD dataset. However, their model is hard to train, as DNNs have a large number of parameters. Hence, deep learning network structures should be used directly for intrusion detection in order to improve the detection accuracy.
Convolutional neural networks (CNNs) [12] are hierarchical structures with a good ability to extract local features. A typical CNN model consists of an input layer, a convolution layer, a pooling layer, and a fully connected layer. It combines a local receptive field, a shared weight, and spatial/temporal sampling and thus has a unique advantage when it comes to the processing of statistically stable and locally correlated data. e process for industrial control intrusion detection based on a CNN model can be divided into the following steps. To begin with, the original network packets are encoded into a two-dimensional array using the one-hot encoding method. Next, the two-dimensional array is fed as an input into the CNN, which outputs the calculation results as a feature vector after performing a number of operations, including convolution, pooling, and full connection. Finally, the network packets are classified using the extracted feature vector with the appropriate classification method to obtain the detection results. is process of industrial control intrusion detection based on a multiclassification CNN model is shown in Figure 1 .
is approach combines the two tasks of feature extraction and classification and can achieve higher detection accuracy. Liang et al. [13] proposed an intrusion detection approach based on a deep CNN. ey were able to achieve a detection accuracy higher than that of the conventional DNN-based approach. However, their approach has the following problems.
(1) Conventional CNNs have a poor feature extraction ability when used with industrial control data, which is multidimensional and exhibits complex variations. is is because of the simple structure of CNNs. As a result, they exhibit high miss rates during intrusion detection.
(2) e network packets generated during industrial control communication processes invariably have different lengths, and the zero-padding method has to be used during the encoding process. As a result, feature extraction using the same CNN for different kinds of network packet is inaccurate. (3) is approach detects a single network packet, and the time-series relationships of the data are not considered. As a result, the approach is unable to detect intrusions against the communication process.
Time-series detection is an important means of intrusion detection in industrial control and is implemented using networks that are capable of time-series data processing. e long short-term memory (LSTM) network [14] is a type of recurrent neural network with a special structure called the long short-term memory module. is module consists of an input gate, a forgetting gate, and an output gate that are responsible for transferring the memory information from the initial position to the end of the sequence. In this module, the input gate determines how much input information is to be added to the memory information flow at the current instant. e forget gate controls the internal circulation of the memory cells and determines the choice of information in the cells. Finally, the output gate determines how much of the memory information will be used in the next stage. is gating mechanism of the LSTM keeps the error relatively constant and avoids the problem of gradient disappearance and gradient explosion. e calculations performed in the LSTM module can be described by the following equations:
where h t− 1 is the upper hidden state; x t is the current input; w f , w i , w c , and w o are the weight matrixes; and b f , b i , b c , and b o are the bias vectors. e process of industrial control intrusion detection based on the LSTM model can be divided into the following steps. To begin with, several historical network packets are extracted to construct the detection sequence. Next, a feature extraction method to obtain the feature vectors of the network packets in the detection sequence is used. Following this step, the feature vectors are fed as input into the network based on the time steps and calculations are performed using the LSTM module. Finally, the network packets are classified by passing the network output through a Softmax classifier to obtain the detection results. e process of industrial control intrusion detection based on a multiclassification LSTM model is shown in Figure 2 .
is approach considers the time-series changes in the network packets and can detect more intrusion behaviours during the communication process. Cheng et al. [15] designed an intrusion detection approach based on an LSTM network. In their approach, a network packet sequence was first constructed, and the LSTM network was used for timeseries level detection. e predicted signature was output by a Softmax classifier and compared with the real signature from a signature database to detect intrusions. While the detection accuracy of this approach is high, it has the following problems:
(1) e approach is sensitive to data variations wherein many packets with normal data variations are detected as intrusion packets. An incomplete learning of the data variation characteristics leads to higher false positive rates. (2) e approach relies heavily on feature extraction methods, which weaken the role of the network itself to some extent. Furthermore, conventional feature extraction methods always involve complex operations, such as data preprocessing and feature correlation analysis, to name a few. us, this method cannot extract features accurately in the case of data with high dimensions and complex variations. (3) e conventional time-series level detection approach for the Modbus protocol is network packet oriented, and the feature vector input of each time step has different dimensions. is affects the detection accuracy to some extent.
Based on the above-described studies, it can be concluded that performing a deep analysis of the communication processes that use the Modbus protocol and exploiting the advantages of different networks are the key to improving the intrusion detection accuracy of industrial control processes.
Approach Based on the Combined Deep Learning Model
It can be seen from the above-described approaches that there are several limitations in the use of any single type of network for industrial control intrusion detection. e CNN can perform feature extraction with accuracy but does not consider the time-series variation characteristics of the industrial control data. On the other hand, the LSTM network can perform time-series detection but needs more accurate feature vectors to achieve high detection accuracy. us, in this study, a deep learning model that combines the advantages of these two types of networks was designed for industrial control intrusion detection. To begin with, the network packet categorisation method is used to classify the network packets into basic types. Next, the template comparison method is used to detect packets without information and the approach based on GoogLeNet-LSTM model is used for packets carrying information. is section introduces the industrial control intrusion detection approach based on this combined deep learning model.
Network Packet Classification Method.
It is not necessary to use a complex network model to detect the network packets that do not carry any information in the case of communication processes using the Modbus protocol. Furthermore, different detection approaches should be used for different types of network packets in order to improve the detection efficiency. However, this would require an analysis of the communication processes using the Modbus protocol. e Modbus protocol uses a master-slave communication mechanism to ensure that the communication processes occur normally [16] . In industrial control communication processes, the RTU returns a packet carrying information regarding the system's operating status after receiving a request packet from the master terminal unit (MTU). Subsequently, the MTU sends a packet carrying control information to the RTU to maintain the stable operation of the system, and the RTU returns a confirmation packet. Different network packets implement different functions based on different key fields. us, different detection approaches should be used for different types of network packets. e network packets involved in the communication processes using the Modbus protocol can be categorised as command read (CR) packets, response read (RR) packets, command write (CW) packets, and response write (RW) packets. e CR and RW packets do not carry any information and have fixed field information. e RR packets carry the information regarding the system's operating status returned from the RTU to the MTU. e CW packets carry the control information sent from the MTU to the RTU. Intrusion detection can be performed by using the template comparison approach for the CR and RW packets. However, a specific intrusion detection approach needs to be adopted for the RR and CW packets.
Template Comparison Approach.
With respect to the network packets generated during communication using the Modbus protocol, the CR and RW packets do not carry any information and only perform the tasks of request and confirmation. ese packets have fixed functions wherein the field values remain constant. For example, CR packets are used to request the pressure measurement data from gas pipelines. eir function code field value is 0x03, and length field value is 0x0b, with the other field values being fixed. A CR packet template is set based on these normal field values. e network packets can be detected by comparing their field values with those in the template when a new CR packet is received. e template comparison approach results in high detection speed and accuracy for network packets that do not carry information.
Approach Based on GoogLeNet-LSTM Model
A few problems can arise when a CNN or LSTM network is used individually for intrusion detection.
e CNN can extract more accurate feature vectors because of its strong feature-learning ability. However, it cannot perform time-series network packet detection. On the other hand, the LSTM network can readily perform time-series detection but relies on accurate feature vectors for effective detection. erefore, the CNN-LSTM model has been especially designed for effective intrusion detection, wherein the CNN is initially used to obtain the feature vectors that are then used for time-series detection by the LSTM network.
Conventional CNNs are not effective at feature extraction when used with industrial control data that have a large number of features and exhibit complex variations. Hence, in the proposed approach, GoogLeNet is used instead of a conventional CNN to obtain more accurate feature vectors. GoogLeNet is a type of CNN with a special structure called an inception module [17] . It performs calculations using different types of kernels in a single layer; in contrast, conventional CNNs have only one type of kernel. e commonly used kernels in GoogLeNet are 1 × 1, 3 × 3, 5 × 5, and 7 × 7, and the calculation results from these kernels are combined into the final output. e features are better represented for calculating the different scales. Multiple inception modules can be stacked to perform calculations in different layers. e width and depth of the network are greater than those of a conventional CNN. As a result, GoogLeNet can extract richer features from industrial control data. In addition, GoogLeNet can perform operations to handle the very large number of parameters arising from the use of several types of kernels and multiple layers in the network. For example, two 3 × 3 convolution kernels may be used instead of a single 5 × 5 convolution kernel. A 1 × n convolution kernel and an n × 1 convolution kernel may be used to replace an n × n convolution kernel for higher-dimensional feature processing. erefore, Goo-gLeNet is suitable for use as a lightweight feature extraction network in the proposed approach.
Conventional LSTM networks are not good at dealing with long sequence tasks. is is because it is difficult for these networks to learn the information present early in the sequence. Furthermore, the gradient vanishing problem occurs readily during model training. An attention mechanism [18] had been added to the LSTM network to solve these problems. e primary idea behind this mechanism, which simulates the attention mechanism of the human brain, is to assign more attention to the key parts of the input sequence that affect the output. is mechanism is not only better at learning the information in the input sequence but also reduces the information loss in the case of long sequences.
e LSTM network based on the attention mechanism retains the intermediate output of the input sequence, which is then used for selective learning by a trained model and is associated with the network output. e implementation of the attention mechanism can be represented as shown in the following equations:
where h i is the output vector of the hidden layer of the LSTM network, z t is the matching vector, w h and w z are the matching parameters, and c t is the attention vector. Initially, GoogLeNet is used to extract each network packet in the detection sequence, and the extracted feature vectors are input into the LSTM network for time-series detection to obtain the final detection result. e model has the following characteristics:
(1) GoogLeNet is used for feature extraction, as it can extract more accurate features for the inception module (2) e attention mechanism is added in the LSTM network in order to allow the network to process longer-sequence tasks and yield more accurate classification results (3) A few parameter reduction methods are used to ensure a high efficiency of intrusion detection
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Based on GoogLeNet-LSTM Model. Before using the model for detection, a detection sequence needs to be constructed. e detection sequence should reflect the normal system operation status as well as the variations in the data [19] . e historical RR packets and CW packets are extracted from the log file or a database when a new network packet carrying information is received, in order to construct the old sequence. e intrusion packets in the sequence should be replaced by nearly normal packets of the same type. e information corresponding to a complete communication process that uses the Modbus protocol is carried in different categories of packets. e extracted feature vector is not complete if feature extraction is performed using the RR packets or CW packets separately. e adjacent packets in the old sequence are spliced to obtain a new packet that carries all the information for the complete communication process. is sequence construction method can not only guarantee the dimensional consistency of feature vectors extracted by the same GoogLeNet model but also detect intrusions with greater accuracy by using all the information. We use this method to obtain the detection sequence {p 1 , p 2 , . . ., p t }. e method for constructing the detection sequence is shown in Figure 3 .
Each packet in the sequence must be preprocessed before it can be input into GoogLeNet for feature extraction.
e one-hot encoding method is used for this operation, wherein each field value of the packets is converted into a one-hot code. In addition, only the effective information is used for encoding, while the key field information, which is of no use in classification, is used for categorising the network packets.
is reduces the dimension of the feature vector and improves the robustness of the model. Specifically, each field value of the packets corresponding to the communication process using the Modbus protocol consists of two hexadecimal digits and varies from 0x00 to 0xff. ese field values are first converted into decimal digits between 0 and 255 and then encoded to a 256-dimensional one-hot code of 0 or 1. e network packets with the key field information removed have a length of 54, and each packet in the sequence can be converted into an array consisting of 0s and 1s and having the dimensions of 54 × 256. e detection sequence is converted into {c 1 , c 2 , . . ., c t } after the encoding operation. e network packet encoding method is shown in Figure 4 . e array is then input into GoogLeNet to obtain the feature vector. Multiple convolution kernels are used for convolution operations. e original array is sparse with many zeros; hence, its dimensions need to be reduced. e 7 × 7 convolution kernel, which has a bigger receptive field, is used first to quickly find the valid bits in the array. Here, we use three cascade 3 × 3 convolution kernels instead of a 7 × 7 convolution kernel. On the one hand, three nonlinear activation layers are integrated to increase the discriminating ability; on the other hand, the model parameters are greatly reduced. Furthermore, a 3 × 3 convolution kernel and a 1 × 1 convolution kernel are used to construct the inception module for simultaneous convolution. e convolution operation can be expressed by the following equation:
where n is the convolution kernel size, w n×n is the convolution kernel, b n×n is the bias, and ReLU is the activation function. e rectified linear unit (ReLU) is a type of activation function that has many advantages over other activation functions, including Softmax and tanh. It helps solve the problem of gradient vanishing, it is faster, and has a higher convergence speed. e pooling operation is also used to construct the inception module for calculation. e commonly used pooling methods are average pooling and maximum pooling. Here, 3 × 3 average pooling is used to retain more information. e pooling result is then cascaded with other convolution results as the current inception layer output. Next, the output is input into the next inception layer for further calculation. e calculation operation can be represented by the following equation:
New sequence Old sequence is the pooling result, Cas is the cascading operation, and m is the count of the inception module. e total number of inception modules is set as six after the experimental certification. e last inception module output is converted to the required dimension by being passed through the full connection layer, and this final output is the extracted feature vector. e feature extraction method is shown in Figure 5 .
Each packet is extracted by GoogLeNet, and the detection sequence is converted into a feature vector sequence {v 1 , v 2 , . . ., v t }. e detection sequence is next input into the LSTM network for time-series detection. In order to better learn the time-series variation characteristics of industrial control data, it is necessary to use more network packets for detection. erefore, the sequence consisting of the network packets is long; this is to ensure that the network can learn the variations seen regularly in industrial control data. However, conventional LSTM networks cannot learn the earlier information when processing tasks with a long sequence. Furthermore, each time step input contains all the information of a complete communication process in our method. It is believed that inputs with similar data are more useful in classifying the current input. e LSTM network with an attention mechanism can help overcome these problems. To begin with, the hidden states of the network are stored for further calculation, which greatly limits the loss of information. Next, the attention mechanism ensures that the model focuses on the input with similar information in the sequence by calculating the similarity between all the hidden states and the current state to make a more accurate classification. e hidden states {h 1 , h 2 , . . ., h t } are used in the calculation together with the output o LSTM of the last step to obtain an attention vector a i . Next, parallel calculations of o LSTM together with a i yield the final output o i , which is the detection result. e time-series detection is shown in Figure 6 .
Multiclassification of Detection Results.
Being able to classify the detection results into multiple classes is of great significance with respect to industrial control intrusion detection. is is because it allows the operator or host to take the appropriate countermeasures based on the intrusion type to ensure the efficiency and stability of the industrial production activities. e detection results for the CR and RW packets can be obtained by using the template comparison approach. e specific intrusion types can be determined based on the changes to the key field values because there is no information in these packets. For example, a CR packet with a function code field value of 0x2b is indicative of a reconnaissance (recon) intrusion. On the other hand, a network packet with a function code field value of 0x08 is indicative of a malicious function code injection (MFCI) attack. e detection results for the RR and CW packets can be obtained by using the GoogLeNet-LSTM model. e Softmax classifier is added at the end of the model to output the detection results with the dimension of the intrusion type. e Softmax classifier is trained during the model training process. During the intrusion detection process, the Softmax classifier is used to output a set of probability values such that the largest value corresponds to the intrusion type. e overall framework for the proposed industrial control intrusion detection method is shown in Figure 7 .
As shown in the figure, the industrial control intrusion detection method uses the following three parts: a network packet categorisation module, an intrusion detection module, and a data read-write module. e network packet categorisation module divides the network into different types. e intrusion detection module performs detection using different approaches based on the packet type. Finally, the data read-write module is responsible for network packet extraction and storage as well as for recording the detection results.
Evaluation and Analysis

Dataset Used.
To evaluate the proposed method, we used the industrial control intrusion detection standard dataset [20] put together by Mississippi State University in 2014. e data in this dataset are the network layer data of a gas pipeline control system that uses the Modbus RTU protocol. e data consist of a hexadecimal value and a decimal value. Each network packet includes a header, the Modbus payload, the category label, and the time stamp. e breakup of the dataset is summarized in Table 1 . e dataset contains a total of 274,628 normal and intrusion packets; these were divided into a training set, validation set, and test set in a ratio of 6 : 2:2. is is because only about half of the packets are RR packets and CW packets and splitting at this ratio ensures that there are enough validation and test sets for model validation and test. Furthermore, it is necessary to keep enough intrusion packets for validation and test sets to detect the ability of the model to classify various intrusion behaviours. e network packet distribution of the three datasets is summarized in Table 2 .
Experiment Design.
ere are two improvements over previous approaches in our strategy. First, the feature extraction method is implemented by GoogLeNet, which is considered to have better feature extraction abilities than does the traditional method based on data mining. Second, our method uses multiple network packets to conduct intrusion detection through the LSTM network and adds the attention mechanism to guarantee the validity of long sequence detection. It considers the time-series variation characteristics of data, which can greatly improve the accuracy of intrusion detection. erefore, we first compared the two feature extraction methods, using GoogLeNet and traditional feature extraction methods to extract feature vectors of the same dimension, following which we input the feature vectors into the LSTM network for time-series detection. By comparing the change of cross-entropy loss function, we compared the effectiveness of the two types of feature vectors while performing classification. e cross entropy is commonly used in multiple classification problems and is calculated as the loss function using the following equation:
where n is the number of classification types, y i is the predicted value, and h i is the label value. e gradient descent algorithm is used to minimize the loss function to train the model. Furthermore, multiple control experiments were conducted to compare the intrusion detection performance of the proposed approach with those of three other approaches, which are described below:
(1) Intrusion detection based on the LSTM network: the difference between this approach and the proposed one lies in the feature extraction method used. is approach used the conventional method while the proposed approach uses GoogLeNet to extract the features. (2) Intrusion detection based on GoogLeNet: the difference between this approach and the proposed method is related to the consideration of the timeseries relationships of the data. is approach used GoogLeNet to extract the features of the encoded packets, after which their dimensions are converted into the dimensions required by using the full connection layer. Subsequent to this step, the Softmax classifier is used to output the result. algorithm: the RF algorithm shows a better classification performance when used for conventional machine learning tasks. is approach uses the conventional method to extract the features and the RF algorithm to classify the packets. e commonly used metrics for evaluating the performance of industrial control intrusion detection methods are the accuracy (ACC), false-positive rate (FPR), and miss rate Security and Communication Networks 7 (MR) [21] .
ese evaluation indicators are calculated as shown in the following equations:
where sum error is the total number of packets detected incorrectly, sum is the total number of samples, attack error is the total number of normal packets detected incorrectly, sum normal is the total number of normal packets, normal error is the total number of intrusion packets detected incorrectly, and sum attack is the total number of intrusion packets. We will use these evaluation indicators for method validation and comparison. e hardware device used for the evaluation tests is a computer with the Ubuntu 16.04 as the operating system that has a memory of 8 GB and includes a GTX1050ti graphics card. We complete the coding and experiment based on the TensorFlow platform and Python language.
During the model training process, the training of the two networks separately will result in local optimisation, and the classification results of the model will be affected. Hence, the two networks in the GoogLeNet-LSTM model need to be trained together to solve this problem. e parameters for the two networks and the learning rate are adjusted to ensure global optimisation. Because the model is complex and has too many parameters, it can easily lead to overfitting. e dropout method is added to the model to make some neurons useless in the training process and make all neurons work in the testing process. is method can improve the generalization ability of the model. e dropout ratio is set to 0.8 after adjusting on the validation set.
Models based on complex neural networks have many parameters, of which the time step and learning rate have the greatest influence on the results. Multiple control tests were performed on the same training set, and the indicators for different models for the same validation set were determined.
e results of these control tests are listed in Table 3 .
During intrusion detection, the value of MR should be as low as possible in the case of a high ACC in order to ensure the effective detection of intrusions. As can be seen from the table, the FPR and MR were both relatively low when the time step of the LSTM network was set to 50 and the learning rate was set to 0.05, even though the ACC was not the highest in this case. In particular, the MR was only 2.08%, which was the lowest of these parameter values.
Comparison of Feature Extraction Methods.
In the proposed intrusion detection approach, GoogLeNet is used to extract the features instead of a conventional method. Control tests were conducted using different feature extraction methods for the same parameters and training set. e parameters for the conventional feature extraction method were taken from the literature [13] . e loss function used was cross-entropy loss, which was recorded during the training process. e cross-entropy losses of the two approaches are shown in Figure 8 .
As can be seen from the figure, the cross-entropy loss converges to zero after approximately 200 iterations in the case of the conventional feature extraction method. In contrast, it converges quickly to zero after only approximately 100 iterations when GoogLeNet is used.
is indicates that the model based on GoogLeNet is more sensitive to the extracted features and easier to train. e final crossentropy loss using GoogLeNet is lower than that for the conventional method, indicating that the features extracted using GoogLeNet would be more useful for classification.
is confirmed that the intrusion detection approach based on feature extraction using GoogLeNet would exhibit better performance.
Comparison of Intrusion Detection
Approaches. Next, multiple control experiments were conducted to compare 8 Security and Communication Networks the intrusion detection performance of the proposed approach with those of three other approaches, which are described below:
(1) Intrusion detection based on LSTM network: the difference between this approach and the proposed scheme lies in the feature extraction method used. is approach used the conventional method while the proposed approach uses GoogLeNet to extract the features.
(2) Intrusion detection based on GoogLeNet: the difference between this approach and the proposed strategy is related to the consideration of the timeseries relationships of the data. is approach used GoogLeNet to extract the features of the encoded packets, while the proposed approach uses the Softmax classifier to output the detection results directly at the end of the network. (3) Intrusion detection based on the random forest (RF)
algorithm: the RF algorithm shows better classification performance when used for conventional machine learning tasks. is approach uses the conventional method to extract the features and the RF algorithm to classify the packets.
All four approaches used the same key parameters to build the models as well as the same training dataset for model training. e evaluation indicators corresponding to the same dataset were recorded for comparison and are shown in Table 4 .
As can be seen from the table, the approach based on the RF algorithm showed poor detection performance, exhibiting an FPR of 5.71% and MR of 6.52%. In contrast, the detection performance of the approach based on GoogLeNet was significantly better, as it could deep-mine the data features because of its complex structure.
is approach showed an FPR of 3.12%, MR of 4.06%, and an ACC of 96.67%. Furthermore, the approach based on the LSTM network exhibited a higher MR at 3.38% because it used a packet sequence to perform time-series level detection. As a result, it could detect a greater number of intrusions. However, its other indicators were slightly lower (FPR of 3.56% and ACC of 96.48%) because it used the conventional method for feature extraction. On the other hand, the proposed approach, which is based on GoogLeNet and an LSTM network, could not only detect a greater number of intrusions but also did so with greater accuracy. e evaluation indicators for this approach were the highest with an FPR of 2.42% and MR of 2.51%. Moreover, the final ACC of this approach was nearly one percentage point higher than those of current deep learning approaches at 97.56%.
We use the detection ratios to verify the detection ability of the approach for different types of intrusions. e detection rate is defined as the proportion of detected samples among all intrusion samples. e detection ratios of the four approaches for seven different types of intrusions are plotted in Figure 9 to highlight their performances.
As can be seen from the figure, the detection ratios of the four approaches for MFCI and Recon intrusions were the highest (greater than 98%) because these two types of intrusions merely change the function code. Furthermore, the detection ratios of the proposed approach and GoogLeNet for malicious state command injection (MSCI) and malicious parameter command injection (MPCI) attacks were also high (greater than 96%). is was because of their deep mining features, while those of the approaches based on the LSTM network and the RF algorithm were lower than 96% because they used the conventional feature extraction method. e detection ratios of all four approaches for naïve malicious response injection (NMRI), complex malicious response injection (CMRI), and denial of service (DoS) attacks were much lower than those for the other intrusions.
is was because the former interferes with the normal system operations and cannot be distinguished from single network packets. e proposed approach and that based on the LSTM network exhibited higher detection ratios (greater than 96%) for these intrusions because they considered the time-series relationships of the data. In contrast, the approaches based on GoogLeNet and the RF algorithm had detection ratios of less than 94% for these intrusions. us, the proposed approach combines the advantages of the other approaches and therefore has significantly better detection performance. e detection ratios of the proposed approach for NMRI, CMRI, MSCI, MPCI, MFCI, DoS, and Recon intrusions were 96.50%, 96.78%, 96.97%, 97.21%, 100%, 97.33%, and 100%, respectively.
Conclusions
Deep learning can significantly improve the accuracy of intrusion detection. An industrial control intrusion detection approach based on a multiclassification GoogLeNet-LSTM model was proposed and evaluated in this study. To begin with, the network packet categorisation method was used to classify the packets in order to determine which detection method to use. Next, the template comparison approach was used to detect an intrusion in the case of network packets that do not carry any information. In the case of the packets carrying information, a packet sequence reflecting the normal system operation status was constructed, and GoogLeNet was used for feature extraction. e obtained feature vectors were input into an LSTM network for process-oriented time-series level detection while a Softmax classifier was used for the multiclassification of the detection results.
is approach has the following advantages:
(1) Different intrusion detection methods are used based on the type of network packets that employ the Modbus protocol. is improves the detection accuracy and efficiency.
(2) GoogLeNet is used instead of conventional methods for feature extraction. e former can extract more accurate features and has a lower MR. Furthermore, it has fewer parameters and can serve as a lightweight feature extraction method for industrial control intrusion detection methods. (3) An attention mechanism is used in the LSTM network for time-series level detection. It improves the learning ability of the model in the case of long sequences and reduces the FPR. As a result, the model performs detections that are more accurate. (4) e classification of the detection results into multiple categories can help the operators or hosts determine the intrusion type and take the appropriate countermeasures. 
