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ON STRINGY EULER CHARACTERISTICS OF CLIFFORD
NON-COMMUTATIVE VARIETIES
LEV BORISOV AND CHENGXI WANG
Abstract. It was shown by Kuznetsov that complete intersections of n
generic quadrics in P2n−1 are related by Homological Projective Duality to cer-
tain non-commutative (Clifford) varieties which are in some sense birational to
double covers of Pn−1 ramified over symmetric determinantal hypersurfaces.
Mirror symmetry predicts that the Hodge numbers of the complete intersec-
tions of quadrics must coincide with the appropriately defined Hodge numbers
of these double covers. We observe that these numbers must be different from
the well-known Batyrev’s stringy Hodge numbers, else the equality fails al-
ready at the level of Euler characteristics. We define a natural modification of
stringy Hodge numbers for the particular class of Clifford varieties, and prove
the corresponding equality of Euler characteristics in arbitrary dimension.
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2 LEV BORISOV AND CHENGXI WANG
1. Introduction.
Mirror symmetry is a relationship of duality between families of Calabi-Yau
manifolds which has origins in superstring theory. There are two simplifications of
the so-called nonlinear sigma models of superstring theory, the A− and B−twists
that depend only on the symplectic structure and the complex structure respec-
tively, see for example [12]. A mirror symmetric pair is two Calabi-Yau manifolds
X and Y which, together with some Ka¨hler data, give rise to two superconformal
field theories that differ by a twist, see [12].
The physical statement of being a mirror pair has multiple verifiable mathe-
matical consequences. In particular, the (p, q)− stringy Hodge numbers of X and
the (dimY − p, q)−stringy Hodge numbers of Y are predicted to be equal. Also,
the Homological mirror symmetry conjecture proposed by Kontsevich in [18] pre-
dicts that the bounded derived category of coherent sheaves on X and the derived
Fukaya category of Y with the appropriate symplectic structure are equivalent.
There are several interesting examples when a single family of Calabi-Yau
varieties {Y } has two different mirror families {X1} and {X2}. In this situation
we refer to {X1} and {X2} as being double mirrors of each other, in the sense of
them being mirror of a mirror. Such double mirror phenomenon predicts several
mathematical statements that one may attempt to check rigorously in individual
examples. Specifically, the complex moduli of {X1} and {X2} can be identified
and the derived categories of the coherent sheaves for the corresponding elements
of two families are expected to be equivalent. Some of these double mirrors
are simply birational Calabi-Yau varieties, as is the case in the toric setting
of [3,8,13,16,25]. More interesting examples appear in the setting of nonabelian
gauged linear sigma models and/or Homological Projective Duality of [21]. For
instance, the Pfaffian-Grassmannian correspondence of [23] has been verified in
[10, 22] to lead to derived equivalent non-birational Calabi-Yau varieties. It has
also been used to construct zero divisors in the Grothendieck ring of algebraic
varieties, see [9].
One of the early examples of Homological Projective Duality is that of com-
plete intersections of quadrics, and it is the main focus of our paper. Specifically,
let V be a complex vector space of dimension 2n. In [19, 20], Kuznetsov consid-
ered a Lefschetz decomposition of the derived category of P(V ) with respect to
the double Veronese embedding P(V ) → P(Sym2V ). He verified that the non-
commutative algebraic variety (P(Sym2V ∗),B0), where B0 is the universal sheaf
of even parts of Clifford algebras over P(Sym2V ∗), is Homologically Projectively
Dual to P(V ) with respect to this Lefschetz decomposition. As a consequence, for
a generic vector subspace W ⊂ Sym2V ∗ of dimension n there is an equivalence
(1.1) Db(YW ) ∼= Db(PW,B0)
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where YW ⊂ PV is the complete intersection of quadrics defined by W and
Db(PW,B0) is the derived category of sheaves of B0−modules on PW . We call
the sheaves of algebras B0 on PW Clifford non-commutative varieties.
We interpret the result (1.1) of [19] as the statement that (PW,B0) and YW are
double mirror to each other. In particular, it is natural to try to consider some
kind of Euler characteristics of the non-commutative Clifford variety (PW,B0)
and to predict it to be the same as the Euler characteristics of the complete
intersection YW .
To a Clifford non-commutative variety (PW,B0) we can associate the relative
Spec of the center of B0 which gives a double cover Z = ZW → PW . The sheaf
of algebras B0 is almost a sheaf of Azumaya algebras over Z in the sense that
it is so over a Zariski open subset. Note that Z is singular for n > 3 and we
can view (PW,B0) as a non-commutative crepant resolution of singularities of Z
(equipped with a Brauer class to account for the Azumaya algebras).
The first reasonable approach to defining Hodge numbers of (PW,B0) is to
use the Batyrev’s stringy Hodge numbers of Z, see [4]. These are defined for
varieties with log-terminal singularities, and Z has, in fact, Gorenstein canonical
singularities. Unfortunately, this approach fails already at the level of Euler
characteristics, in the sense that
χst(Z) 6= χ(YW )
for large enough n. Moreover, Batyrev’s stringy Euler characteristics of χst(Z)
can be non-integer. Remarkably, a simple change of discrepancies (Definition
3.8) allows us to define a Batyrev-style invariant (Definition 3.10) which we call
Clifford-stringy Euler characteristics that rectifies this. Namely, we are able to
verify our prediction and get equality between the Clifford-stringy Euler charac-
teristics χcst(Z) and the Euler characteristics of the complete intersection, which
is our main result Theorem 7.2.
Theorem 7.2. Let Y = {v ∈ V |q(v) = 0 for all q ∈ PW} be the complete
intersection associated to W in PV . Then we have
χcst(Z) = χ(Y ).
The paper is organized as follows. In Section 2, we first recall the definition
of complete quadrics and their moduli space P̂W , which are important technical
tools for constructing resolutions of singularities of Z. This allows us to con-
struct a partial resolution of singularities θ : Ẑ → Z where Ẑ has explicitly
written toroidal singularities. We are able to resolve these singularities of Ẑ in
a systematic way by using the combinatorial construction of Appendix 9 to get
the toroidal resolution µ : Z˜ → Ẑ. Section 3 contains the calculation for the dis-
crepancies of exceptional divisors of the resolution θ ◦µ : Z˜ → Z. Then we define
the modified discrepancies of these exceptional divisors and the Clifford-stringy
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Euler characteristics of Z. Section 4 computes Euler characteristics of strata of
fibers of θ. Section 5 begins to calculate the Clifford-stringy Euler characteristics
of Z by analyzing the local contributions of singular points. We deduce a com-
binatorial expression of the formula of the local contribution in Proposition 5.3
and calculate several examples to find an interesting 1, 2, 1, 2, . . . pattern. Sec-
tion 6, which is the most cumbersome part of the paper, gives the proof for this
1, 2, 1, 2, . . . pattern. In Section 7, we prove our main Theorem 7.2 which reveals
the relationship between the Clifford-stringy Euler characteristics and the Euler
characteristics of the complete intersection of quadrics. Section 8 contains several
comments and open questions. In Appendix 9, we describe the resolution needed
in Section 2. We also verify a certain convexity property for the triangulation.
Acknowledgements. L.B. has been partially supported by NSF grant DMS-
1601907.
2. Complete quadrics, the double cover and resolution of
singularities.
In this section, we first recall the definition of the complete quadrics. Then we
construct two double covers σ : Z → PW , ρ : Ẑ → P̂W and a map θ : Ẑ → Z.
We show that the singular points on Ẑ are all toroidal. Then we resolve the
singularities of Ẑ by toric methods of Appendix 9.
2.1. Complete quadrics. Let V be a vector space of dimension n. Let Φ =
PSym2V ∗ be the space of quadratic forms on V up to scaling. For arbitrary
Cq ∈ PSym2V ∗, if
q = f(x1, . . . , xn) = Σ1≤i≤j≤naijxixj
in a basis {xi|1 ≤ i ≤ n} of V ∗, then the corresponding symmetric matrix is
M(q) =

a11
1
2a12
1
2a13 . . .
1
2a12 a22
1
2a23 . . .
1
2a13
1
2a23 a33 . . .
...
...
...
. . .

and Rad(q) = {v ∈ V |M(q)v = 0} is a subspace of V , which is called the radical
of q. Quadratic form q is called non-degenerate if Rad(q) = 0. When Rad(q) 6= 0,
q is degenerate as a quadratic form on V . However, q can be regarded as a non-
degenerate quadratic form on V/Rad(q). Let the quadric corresponding to q be
Q which is zero set of q = f(x1, . . . xn) in PV . We define the rank of q or Q to
be the rank of M(q), and the corank as the dimension of Rad(q). The singular
locus of Q is PRad(q).
Definition 2.1. [24] A complete quadric in PW is a finite sequence of quadrics
Qi, where Q1 is a hypersurface in PV , Qi+1 is a hypersurface in the singular
locus of Qi, and the last Qi is smooth.
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Let qi be the symmetric form corresponding to Qi, V0 = V and Vi = Rad(qi)
when i > 1. Then qi can be regarded as a non-degenerate quadratic form on
Vi−1/Vi. Thus, we have the following equivalent definition of a complete quadric.
Definition 2.2. A complete quadric is a flag 0 = Vl ⊂ Vl−1 ⊂ . . . ⊂ V1 ⊂ V0 = V
together with non-degenerate quadratic forms Cqi ∈ PSym2(Vi−1/Vi)∗.
Let Φ be the space of quadrics in PV , which equals the projective space
PSym2V ∗. Let Φ1 = {Q ∈ Φ|corankQ ≥ 1} be the subvariety of Φ consist-
ing of all the quadrics with corank ≥ 1. In other words, the singular quadrics
form a hypersurface Φ1 of degree n, given by the vanishing of the determinant
of the matrix M(q) above. The hypersurface Φ1 ⊆ PSym2V ∗ is not smooth. Its
singular locus Φ2 equals {Q ∈ Φ|corankQ ≥ 2}, which has codimension 3 in Φ.
In general, if Φk = {Q ∈ Φ|corankQ ≥ k}, Φk has codimension
(
k + 1
2
)
in Φ.
When k < n − 1, Φk is not smooth and its singular locus is Φk+1. The locus
Φn−1 = {Q ∈ Φ|corankQ ≥ n− 1} = {Q ∈ Φ|rankQ = 1} is PV ∗ in its veronese
embedding in PSym2V ∗. These loci Φi form a stratification of Φ. The space of
complete quadrics provides a log resolution of this stratification. It is described
in the following proposition.
Proposition 2.3. Consider the successive blowups along Φn−1, the loci of quadrics
of corank ≥ n− 1 in Φ, then the proper preimage of Φn−2, the loci of quadrics of
corank ≥ n−2 in Φ, etc. At each stage the center of the blowup is smooth, so all
of the blowups are smooth. The resulting space is the space of complete quadrics,
which is a smooth variety Φ̂ which parametrizes the flags
0 = F 0 ⊂ F 1 ⊂ . . . ⊂ F l−1 ⊂ F l = V
together with non-degenerate quadrics Cqi ∈ PSym2(F i+1/F i)∗. The map Φ̂→ Φ
which we denote by pi is given by interpreting a quadratic from on F l/F l−1 as a
quadratic form on F l = V .
Proof. See [7, 24]. 
Remark 2.4. Note that we now use increasing filtrations in contrast with Defi-
nition 2.2. We have F i = Vl−i, 0 ≤ i ≤ l.
Proposition 2.5. When 2 ≤ i ≤ n− 1, let Di be the exceptional divisors of the
map pi : Φ̂ → Φ corresponding to Φi; let D1 be the proper preimage of Φ1 under
the map pi. Then Di are described by requiring that a subspace of dimension i is
present in the flag F •, that is to say Di = {flag F • ∈ Φ̂| a subspace of dimension
i is present in the flag F •}. These Di, 1 ≤ i ≤ n − 1 form a simple normal
crossing divisor on Φ̂. The generic point of Di maps by pi to the generic point of
Φi. The discrepancy of Di is codimension (Φi)− 1 = i(i+1)2 − 1, 2 ≤ i ≤ n− 1.
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Proof. From the iterated blowup construction we see that the exceptional divisor
is a simple normal crossing divisor (see [7]). The description of it at the set-
theoretic level is clear as well. The discrepancies are calculated based on the
codimension of the (smooth) locus of the corresponding blowup. 
2.2. Double cover. Let V be a vector space of dimension 2n and Sym2V ∗ be the
space of symmetric bilinear forms on V which we will also identify with the space
of quadratic forms on V . We choose a dimension n subspace W ⊂ Sym2V ∗ in
general position and consider PW ⊆ Φ = PSym2V ∗. We denote by φi = Φi∩PW
the loci of forms in PW of corank at least i. In particular, φ1 is a degree 2n
hypersurface in PW . Indeed, if we pick bases (q1, . . . , qn) of V and (x1, . . . , x2n)
of W , then the quadratic form
q =
n∑
i=k
ukqkx ∈W
is degenerate if and only if the determinant of the 2n× 2n matrix of linear forms
on PW
det
(
∂2
∂xi∂xj
n∑
1
ukqk(x)
)
i,j
is zero.
We now consider the double cover of PW ramified in φ1. It can be written in
coordinates as a hypersurface in a weighted projective space
y2 = det
(
∂2
∂xi∂xj
n∑
1
ukqk(x)
)
i,j
where y has weight n and ui have weight one. We denote this double cover by Z.
Its significance stems from the work of Kuznetsov which identifies Z with (the
relative Spec of) the center of a certain Clifford non-commutative variety. We
observe that the singular locus of Z is the (preimage of) the singular locus of the
ramification divisor, which is σ−1(φ2).
We choose an integer k such that (k+1)(k+2)2 > n − 1 and k(k+1)2 ≤ n − 1.
Since Φi has codimension
i(i+1)
2 in Φ and the dimension n subspace W is generic,
we have φk+1 = PW ∩ Φk+1 = ∅ and φi = PW ∩ Φi 6= ∅ when i = 1, 2, . . . , k.
Now we consider the restriction of map pi to pi−1(PW ), which we also denote by
pi : P̂W → PW , where P̂W = pi−1(PW ). Let φi = Φi ∩ PW and Ti = Di ∩ P̂W ,
i = 1, 2, . . . , k. Since pi(Di) = Φ, we have pi(Ei) = φi. Actually, pi : P̂W → PW
is a log-resolution of PW , i.e. a proper birational morphism from a smooth
variety P̂W such that the exceptional divisor
⋃k
i=1 Ti has simple normal crossings.
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Because W is transversal to all Φi, we have
KP̂W = pi
∗KPW +
k∑
i=1
(
i(i+ 1)
2
− 1)Ti.
By [7], we have
(2.1) pi∗φ1 =
k∑
i=1
iTi
which will be important for our calculations.
Denote by Ẑ the normalization of the fiber product of pi : P̂W → PW and
σ : Z → PW . Then we have the following commutative digram.
Ẑ
ρ

θ // Z
σ

P̂W pi // PW
We have ρ : Ẑ → P̂W is a double cover ramified over the Ti for all odd i in the
range 1 ≤ i ≤ k. Indeed, the normalization only occurs over the Ti which come
with odd coefficients in pi∗φ1 in (2.1). 1 Let Ei be the proper transformation
of Ti under the map ρ and φiZ be the preimage of φi under the map σ, where
1 ≤ i ≤ k. Then θ(Ei) = φiZ .
2.3. Resolution of singularities. Singularities of Ẑ are induced from singular-
ities of the ramification divisor
∑
1≤i≤k, i=odd Ti which has simple normal cross-
ings. Specifically, given a subset S ⊆ {1, 3, 5, . . . , 2l − 1} , where l = [k+12 ], we
have for a point p in (∩i∈STi)\ ∪j /∈S Tj an analytic neighborhood of p where
Ti, i ∈ S are given by local coordinates ti. Then a local analytic neighborhood of
p′ = ρ−1(p) is given by y2 =
∏
i∈S ti times a disc of dimension (n−1)−|S|. Thus
singularities of Ẑ are toroidal and are amenable to usual toric resolution tech-
niques, see [17]. We consider the corresponding toric singularities in Appendix 9
where we provide an explicit resolution.
Specifically, in Appendix 9, we construct the resolution µtoric : Z˜toric → Ẑtoric
which is a local description of the resolution of singularities of Ẑ. In particular,
we introduce additional exceptional divisors E˜2i−1,2j−1,toric corresponding to the
rays ei,j =
ei+ej
2 in Σ, where i, j ∈ {1, 2, . . . , l} and i < j. By [17], we obtain
the resolution of Ẑ, µ : Z˜ → Ẑ and the corresponding exceptional divisors of the
global resolution µ which we denote by E˜2i−1,2j−1, where i, j ∈ {1, 2, . . . , l} and
i < j. Also, the proper transformations of the divisor Es under the resolution
µ : Z˜ → Ẑ are denoted by E˜s where s = 1, 2, . . . , k. Thus, the exceptional
1This is analogous to the fact that normalization of Z[
√
m] equals Z[
√
m′], where m′ is the
square free part of integer m.
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divisors of the resolution of singularities of Z, θ ◦ µ : Z˜ → Ẑ → Z are E˜s, where
s = 1, 2, . . . , k and E˜s,t, where s, t ∈ {1, 3, . . . , 2l − 1} with l = [k+12 ].
3. Clifford-stringy Euler characteristics.
This section contains the calculation for the discrepancies of exceptional divi-
sors of the resolution θ◦µ : Z˜ → Z. Then we will define the modified discrepancies
of those exceptional divisors and the Clifford-stringy Euler characteristics of Z.
3.1. Discrepancies. We have obtained the following commutative diagram in
Section 2.2. Ẑ
ρ

θ // Z
σ

P̂W pi // PW
We denote by Ti the proper preimages of φi ⊂ PW under pi and by φi,Z ⊆ Z
the preimages of φi under σ. We denote by Ei be the proper preimages of Ti
under ρ for 1 ≤ i ≤ k. Then we have the following lemma.
Lemma 3.1. There holds θ∗φ1,Z =
∑k
i=1 βiEi and KẐ = θ
∗KZ +
∑k
i=1 γiEi with
(3.1) βi =
{
i, if i is odd;
i
2 , if i is even,
(3.2) γi =
{
i2 − 1, if i is odd;
i2
2 − 1, if i is even,
in the sense of rational equivalence of Q-Carter divisors.
Proof. From the commutative diagram, we have θ∗σ∗φ1 = ρ∗pi∗φ1 and we com-
pare the two sides. Since σ is a double cover ramified at φ1,Z , we get σ
∗φ1 = 2φ1,Z ,
so the left hand side equals 2θ∗φ1,Z . To calculate the right hand side, we use
(3.3) pi∗φ1 =
k∑
i=1
iTi
from [7]. We also use
(3.4) ρ∗Ti =
{
2Ei, if i is odd;
Ei, if i is even,
due to the fact that ρ is a double cover which is ramified over {Ti| i is odd}. Thus
2θ∗φ1,Z = ρ∗pi∗φ1
(3.3)
=
k∑
i=1
iρ∗Ti
(3.4)
=
∑
i is even,1≤i≤k
iEi +
∑
i is odd,1≤i≤k
2iEi
which implies (3.1).
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Similarly, the commutative diagram implies
(3.5) θ∗σ∗KPW = ρ∗pi∗KPW .
Since σ is the double cover ramified at φ1, the left hand side of (3.5) equals
(3.6) θ∗σ∗KPW = θ∗(KZ − φ1,Z) = θ∗KZ −
k∑
i=1
βiEi.
We use the discrepancies formula of Proposition 2.5 to see that the right hand
side equals
ρ∗pi∗KPW = ρ∗(KP̂W −
k∑
i=1
(
i(i+ 1)
2
− 1)Ti)
= ρ∗KP̂W −
∑
i is odd,1≤i≤k
(i(i+ 1)− 2)Ei −
∑
i is even,1≤i≤k
(
i(i+ 1)
2
− 1)Ei
= K
Ẑ
−
∑
i is odd,1≤i≤k
(i(i+ 1)− 1)Ei −
∑
i is even,1≤i≤k
(
i(i+ 1)
2
− 1)Ei
where in the last equality we used that ρ is ramified at Ei for odd i. It remains
to combine this with (3.5) and (3.6) and use (3.1) to get (3.2). 
Now we can calculate the discrepancies of the exceptional divisors of Z˜ →
Z. Recall that by construction of Section 2.2 and 2.3, we have the following
commutative diagram:
Z˜
ω′

ω
$$
µ
  
Ẑ
ρ

θ
// Z
σ

P̂W pi // PW
Proposition 3.2. There holds
K
Z˜
=µ∗θ∗KZ +
∑
s is even,1≤s≤k
(
s2
2
− 1)E˜s +
∑
s∈{1,3,...,2l−1}
(s2 − 1)E˜s
+
∑
{s,t}⊆{1,3,...,2l−1}
(
s2 + t2
2
− 1)E˜st
in the sense of equivalence of Q-Carter divisors, where K
Z˜
and KZ are canonical
divisors of Z˜ and Z respectively.
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Proof. The map µ : Z˜ → Ẑ is a toroidal morphism, with the corresponding toric
geometry described In Appendix 9. We see that µ is crepant, so µ∗K
Ẑ
= K
Z˜
.
We also observe that the structure in codimension one is that of introducing new
divisors Est in the blowup of surface A1 singularities along a disc. This means
that for odd s we have
(3.7) µ∗Es = E˜s +
1
2
∑
t∈{1,3,...,2l−1}\{s}
E˜st.
Together with µ∗Es = E˜s for even s and equation (3.2) of Lemma 3.1, we get
the desired result. 
3.2. Definition of modified discrepancies and Clifford-stringy Euler char-
acteristics. Let X be a singular variety with log-terminal singularities. Let
pi : X̂ → X be a log resolution of X, i.e. a proper birational morphism from
a smooth variety X̂ such that the exceptional locus is a divisor
⋃k
i=1Di with
simple normal crossings. It is assumed that X is Q-Gorenstein, which allows us
to compare the canonical classes
K
X̂
≡ pi∗KX +
k∑
i=1
αiDi
to define the discrepancies αi. The discrepancies satisfy αi > −1 by log-terminality
assumption (see [14]). Recall that for any variety W (not necessarily projective)
we can define the Hodge-Deligne polynomial E(W ;u, v) which measures the alter-
nating sum of dimensions of the (p, q) components of the mixed Hodge structure
on the cohomology of W with compact support [15]. For a possibly empty subset
J of {1, . . . , k} we define by D◦J the locally closed subset of X̂ which consists of
points z ∈ X̂ that lie in Dj if and only if j ∈ J .
Motivated by mirror symmetry calculations, Batyrev in [4] has defined the
following invariant of singular varieties with log-terminal singularities.
Definition 3.3. Stringy E-function of a variety X with log-terminal singularities
is defined by
Est(X;u, v) :=
∑
J⊆{1,...,k}
E(D◦J ;u, v)
∏
j∈J
uv − 1
(uv)αj+1 − 1 .
Remark 3.4. Thus defined Est(X;u, v) does not depend on the choice of the log
resolution X̂ of X, which justifies the notation. It is in general only a rational
function in fractional powers of u, v but is polynomial in many cases of interest.
Various specializations of Est(X;u, v) include the stringy χy genus Est(X; y, 1)
and the stringy Euler characteristics
χst(X) = lim
(u,v)→(1,1)
Est(X;u, v) =
∑
J⊆{1,...,k}
χ(D◦J)
∏
j∈J
1
αj + 1
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where χ denotes the Euler characteristics with compact support.
In a number of cases, the log resolution of singularities X̂ → X has an addi-
tional property of having the open strata D◦J form Zariski locally trivial fibrations
over the corresponding strata in X. This is the case when X has isolated singu-
larities, but it also occurs more generally. Notably, this happens in the case of
generic hypersurfaces and complete intersections in toric varieties, as well as in
the case considered in this paper. We discuss this phenomenon below.
Definition 3.5. We call a log resolution pi : X̂ → X as above Zariski locally
trivial if each D◦J is a Zariski locally trivial fibration over its image pi(D
◦
J) in X.
Definition 3.6. Suppose that a singular variety X admits a Zariski locally trivial
log resolution pi : X̂ → X. For a point y ∈ X define the local contribution of y
to Est(X;u, v) to be
S(y;u, v) :=
∑
J⊆{1,...,k}
E(D◦J ∩ pi−1(y);u, v)
∏
j∈J
uv − 1
(uv)αj+1 − 1 .
Remark 3.7. Thus defined S(y;u, v) is a constructible function on X with values
in the field of rational functions in fractional powers of u and v. Indeed, if y1 and
y2 are such that the set of J with pi(D
◦
J) that contain y1 is the same as those that
contain y2, then S(y1;u, v) = S(y2;u, v). Moreover, this function is independent
from the choice of a Zariski locally trivial resolution. This follows from the usual
argument that involves weak factorization theorem [1]. Last but not least, there
holds
(3.8) Est(X;u, v) =
∑
i
E(Xi;u, v)S(y ∈ Xi;u, v),
where X =
⊔
iXi is the stratification of X into the sets on which S is constant.
This follows immediately from the multiplicativity of Hodge-Deligne E-functions
for Zariski locally trivial fibrations, see [15].
Recall that given a generic subspace W ⊆ Sym2V ∗ with dimW = n and
dimV = 2n Kuznetsov in [19] constructs two varieties, the complete intersection
of n quadrics
YW ⊆ PV = {Cv ∈ PV, such that q(v, v) = 0, for all q ∈W}
and a certain sheaf of Clifford algebras B0 on PW which can be generically viewed
as a sheaf of Azumaya algebras over the double cover Z = ZW of PW considered
in Section 2. The equivalence of derived categories makes it plausible to expect
that
Est(Z;u, v) = E(YW ;u, v),
and in particular χst(Z) = χ(YW ). However, this is not the case for large enough
n (specifically, the stringy Euler characteristics statement first fails at n = 7).
12 LEV BORISOV AND CHENGXI WANG
The main idea of this paper is that one can salvage the expected equality by a
modification of the definition of the stringy Euler characteristics of Z, which we
call Clifford-stringy Euler characteristics of Z. Recall that we have a resolution
Ẑ → Z
with components of the exceptional divisor E˜ indexed by the set S = {i|1 ≤ i ≤
k} ∪ {(i, j)|1 ≤ i < j ≤ k and i, j are odd}. For a subset J of S, we define us
usual
E˜J =
⋂
♦∈J
E˜♦, E˜∅ = Z˜,
E˜◦J =
⋂
♦∈J
E˜♦ −
⋃
♦∈S−J
E˜♦.
Definition 3.8. For ω = θ◦µ : Z˜ → Z, the modified discrepancies of the divisors
E˜♦ are defined by
(3.9) a♦ =

i2 − 1, if ♦ = i, 1 ≤ i ≤ k, i is odd;
i2
2 − 1, if ♦ = i, 1 ≤ i ≤ k,i is even;
1
2(i
2 + j2)− 1 + 32(j − i), if ♦ = (i, j) ∈ S.
Comparing with equation (3.9) and Lemma 3.2, if ♦ = i, 1 ≤ i ≤ k, the
modified discrepancies are same as the actual discrepancies; if ♦ = (i, j) ∈ S,
the modified discrepancies are different from the actual discrepancies. Let dij be
the actual discrepancy of E˜ij , where 1 ≤ i < j ≤ k. From Lemma 3.2, we know
that dij =
1
2(i
2 + j2)− 1. Then we have
aij = dij +
3
2
(j − i).
The following definition is motivated by the Euler characteristics of log-terminal
pairs, considered, for example, by Batyrev in [5]
Definition 3.9. Clifford-stringy E-function of the variety Ẑ is defined by
Ecst(Z;u, v) :=
∑
J⊆S
E(E˜◦J ;u, v)
∏
♦∈J
uv − 1
(uv)a♦+1 − 1 .
It is a priori only a rational function in fractional powers of u, v.
Since χ(E˜◦J) is the limit of
∑
J⊆S E(E˜
◦
J ;u, v) as both u and v go to 1, we get
the definition of Clifford-stringy Euler Characteristics as follows.
Definition 3.10. Clifford-stringy Euler Characteristics of the variety Z is de-
fined by
χcst(Z) =
∑
J⊆S
χ(E˜◦J)
∏
♦∈J
1
1 + a♦
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where χ denotes Euler characteristics with compact support.
Remark 3.11. The log resolution of singularities θ ◦µ : Z˜ → Z has the property
that each E˜◦J is a Zariski locally trivial fibration over its image ω = θ ◦ µ(E˜◦J)
in Z. Thus, ω = θ ◦ µ : Z˜ → Z is a Zariski locally trivial log resolution. Thus,
we can consider the local contributions to the Clifford-stringy Euler function and
characteristics.
Definition 3.12. For a point y ∈ Z, define the local contributions of y to
Ecst(Z;u, v) and χcst(Z) to be (respectively)
Scst(y;u, v) :=
∑
J⊆S
E(E˜◦J ∩ ω−1(y);u, v)
∏
♦∈J
uv − 1
(uv)a♦+1 − 1 ,
Scst(y) =
∑
J⊆S
χ(E˜◦J ∩ ω−1(y))
∏
♦∈J
1
1 + a♦
.
Remark 3.13. Thus defined S(y;u, v) is a constructible function on Z with
values in the field of rational functions in u and v. Indeed, if y1 and y2 are such
that the set of J with µ(E˜◦J) that contain y1 is the same as those that contain
y2, then S(y1;u, v) = S(y2;u, v). Similar as the equation (3.8) for stringy E-
function, there holds
(3.10) Ecst(Z;u, v) =
∑
i
E(Zi;u, v)Scst(y ∈ Zi;u, v),
where Z =
⊔
i Zi is the stratification of Z into the sets on which S is constant.
Also, we have
χcst(Z) =
∑
i
χ(Zi)Scst(y ∈ Zi).
Our main result is Theorem 7.2 which states that
χcst(Z) = χ(YW )
in any dimension. We will work our way towards it by computing the local
contributions of points on Z to the Clifford-stringy Euler characteristics.
4. Description of fibers of θ.
In this subsection, we give a description of the fibers of θ : Ẑ → Z and the
strata of the stratification induced by Ei and calculate their Euler characteristics.
We start with a preliminary proposition that finds the Euler characteristics of
spaces of non-degenerate quadrics.
Proposition 4.1. Let M be a complex vector space of dimension s and let
PSym2M∗ be the space of quadrics in PM . There is an open subset
(PSym2M∗)nondeg ⊆ PSym2M∗
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which consists of nondegenerate quadrics. Then its Euler characteristics (with
compact support) is given by
(4.1) χ((PSym2M∗)nondeg) =
{
1, when s = 1, 2;
0, when s ≥ 3.
Proof. Since every quadric in PM can be identified with a nondegenerate quadric
in P(M/M1) for some subspace 0 ⊆M1 (M , we get a relation
χ(PSym2M∗) =
∑
0≤i<s
χ(Gr(i,M))χ(PSym2Cs−i)nondeg
which leads to
(4.2)
s(s+ 1)
2
=
∑
0≤i<s
(
s
i
)
χ(PSym2Cs−i)nondeg.
The equation (4.2) can be viewed as a recursive relation on rs = χ(PSym2Cs)nondeg.
For s = 1 it implies r1 = 1. Thus it suffices to show that r1 = r2 = 1, r≥3 = 0
satisfies (4.2), which is simply the identity
s(s+ 1)
2
=
(
s
s− 1
)
+
(
s
s− 2
)
.

We define the strata of P̂W and Ẑ as usual. Namely, for a set I ⊆ {1, 2, . . . , k},
we define
EI = ∩i∈IEi, E◦I = ∩i∈IEi − ∪i∈{1,2,...,k}−JEi,
TI = ∩i∈ITi, T ◦I = ∩i∈ITi − ∪i∈{1,2,...,k}−JTi.
The next definition is important in selecting the strata that have nonzero Euler
characteristics.
Definition 4.2. We say that a subset I = {i1, i2, . . . , is} ⊆ {1, 2, . . . , k}, where
i1 < i2 < · · · < is, satisfies condition (∗) if ij − ij−1 ≤ 2 for j = 1, . . . , s (with
i0 = 0 by convention).
Proposition 4.3. For some 1 ≤ t ≤ k, let y be a point in φ◦t,Z , i.e. σ(y) ∈ PW
corresponds to a quadric of corank t. Let I = {i1, i2, . . . , is}, where i1 < i2 <
· · · < is = t be a subset of {1, . . . , k}. We consider the stratum T ◦I ⊆ Z that
corresponds to I. If I satisfies condition (∗) of Definition 4.2, we have
(4.3) χ(T ◦I ∩ pi−1(σ(y))) = t!
(1
2
)t−|I|
and we have χ(T ◦I ∩ pi−1(σ(y))) = 0 if I does not satisfy (∗). Here we use χ to
denote the Euler characteristics with compact support.
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Proof. For y ∈ φ◦t,Z , σ(y) corresponds to a quadratic form Cq ∈ PW with corank
t. An element in T ◦I ∩ pi−1(σ(y)) is a complete quadric which is mapped to Cq
under the map pi : P̂W → PW . Then we have
T ◦I ∩pi−1(σ(y)) = {0 = F 0 ⊂ F 1 ⊂ · · · ⊂ F s ⊂ F s+1 = V,Cqj ∈ PSym2(F j/F j−1)∗,
j = 1, 2, . . . , s|dimF j = ij ,Cq ∈ PSym2(F s+1/F s)∗}
where all Cqj are nondegenerate and F s is the radical of q. Thus we obtain the
formula for the Euler characteristics of T ◦I ∩ pi−1(σ(y))
χ(T ◦I ∩pi−1(σ(y))) = χ(Fl(t; i1, i2−i1, . . . , is−is−1))
s∏
j=1
χ((PSym2Cij−ij−1)nondeg),
in terms of the Euler characteristics of the partial flag variety and the Euler
characteristics of the spaces of smooth quadrics considered in Proposition 4.1.
By Proposition 4.1, χ((PSym2M∗)nondeg) is zero when dimM ≥ 3 and is 1
when dimM = 1, 2. Therefore, χ(T ◦I ∩ pi−1(σ(y))) = 0 if I does not satisfy
condition (∗) and is equal to χ(Fl(t; i1, i2 − i1, . . . , is − is−1)) if I satisfies it. It
remains to observe that in the latter case
χ(Fl(t; i1, i2 − i1, . . . , is − is−1)) = t!∏
j(ij − ij−1)
= t!
(1
2
)t−|I|
.

For a subset I as above let us denote Iodd = {i ∈ I|i is odd}. Then we have
the following corollary.
Corollary 4.4. Let y be a point in φ◦t,Z for some 1 ≤ t ≤ k, and let I =
{i1, i2, . . . , is}, where i1 < i2 < · · · < is = t. Recall that E◦I is the stratum of Ẑ
that corresponds to I. If I satifies (∗), we have
(4.4) χ(E◦I ∩ θ−1(y)) =
{
t!(12)
t−|I|, , if Iodd 6= ∅;
2t!(12)
t−|I|, if Iodd = ∅.
and we have χ(E◦I ∩ θ−1(y)) = 0 otherwise.
Proof. Since ρ is a double cover which is ramified over {Ti| i is odd}, we have
χ(E◦I ∩ θ−1(y)) = χ(T ◦I ∩ pi−1 ◦ σ(y)) if Iodd 6= ∅,
χ(E◦I ∩ θ−1(y)) = 2χ(T ◦I ∩ pi−1 ◦ σ(y)) if Iodd = ∅.
Then by (4.3), we get (4.4). 
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5. The local contributions to the Clifford-stringy Euler
characteristics of Z.
In this section, we calculate the local contribution of points on the strata φ◦t,Z
to the Clifford-stringy Euler characteristics of Z, where φ◦t,Z = φt,Z−φ(t−1),Z and
t ∈ {1, 2, . . . , k}. We denote the local contribution by χt. Then we will deduce
a better expression of the formula of the local contribution in Proposition 5.3.
Finally, we calculate it for small t to observe an interesting 1, 2, 1, 2, . . . pattern,
which will be proved in the next section.
First, we recall the notations. In Section 2.2 and 2.3, we have obtained a
resolution of singularities of Z: θ ◦ µ : Z˜ → Ẑ → Z. Let us consider the set
S = {i|1 ≤ i ≤ k} ∪ {(i, j)|1 ≤ i < j ≤ k, i, j is odd }. All the exceptional
divisors of Z˜ are {E˜♦|♦ ∈ S}. For a set J ⊆ S, we define
µ(S) = {All the integers appear in J}
which is a subset of {1, 2, . . . , k}. For a set I ⊆ {1, 2, . . . , k}, we define θ(I) =
maxi∈I i. For J ⊆ S and I ⊆ {1, 2, . . . , k}, we define
E˜J = ∩♦∈J E˜♦, E˜◦J = ∩♦∈J E˜♦ − ∪♦∈S−J E˜♦,
EI = ∩♦∈IE♦, E◦I = ∩♦∈IE♦ − ∪♦∈{1,2,...,k}−JE♦,
TI = ∩♦∈IT♦, T ◦I = ∩♦∈IT♦ − ∪♦∈{1,2,...,k}−JT♦.
For sets J of integers also use the notation:
• Jeven = {i ∈ J |i is even};
• Jodd = {i ∈ J |i is odd}.
Given an arbitrary element t ∈ {1, 2, . . . , k}, we will define a function G on
the subsets of {1 ≤ i ≤ t|i is odd}.
Definition 5.1. Let T ⊆ {1 ≤ i ≤ t|i is odd}. We define G recursively by
G[T ] =
1
r2
, when T = {r} and
G[T ] =
1
1 + amin(T ),max(T )
(G[T −max(T )] +G[T −min(T )]),
where amin(T ),max(T ) is defined in Definition 3.8. We also define F [T ] = G[T ]2
|T |−1
which satisfies
F [T ] =
1
r2
, when T = {r} and
F [T ] =
2
1 + amin(T ),max(T )
(F [T −max(T )] + F [T −min(T )]).
Example 5.2. We illustrate Definition 5.1 with two examples. For simplicity we
write G[1, 3] instead of G[{1, 3}] and similarly for other sets and for F . Recall
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that ai,j =
1
2(i
2+j2)−1+ 32(j−i), so a1,3 = 7, a3,5 = 19, a5,7 = 39 and a3,7 = 35.
We have
G[1, 3] =
1
1 + a1,3
(G[1] +G[3]) =
1
8
(
1
1
+
1
9
) =
5
36
;
F [1, 3] =
5
18
;
G[3, 5, 7] =
1
1 + a3,7
(G[3, 5] +G[5, 7]) =
1
36
(G[3, 5] +G[5, 7])
=
1
36
(
1
(1 + a3,5)
(
1
9
+
1
25
) +
1
(1 + a5,7)
(
1
25
+
1
49
)
)
=
1
36
(
1
20
(
1
9
+
1
25
) +
1
40
(
1
25
+
1
49
)
)
=
1999
7938000
;
F [3, 5, 7] =
1999
1984500
.
The next proposition explains why we choose to consider the fairly obscure
recursive relations of Definition 5.1.
Proposition 5.3. The local contribution of y ∈ φ◦t,Z to the Clifford-stringy Euler
characteristics of Z is given by
(5.1) χt =
∑
T⊆{1,3,5,...,t},t∈T
t!F [T ]
∏
1≤r≤t,2|r,
r−1/∈T or r+1/∈T
1
r2
∏
1≤r≤t,2|r,
r−1∈T,r+1∈T
(
1
22
+
1
r2
)
for odd t and by
(5.2)
χt = 2 t!
∏
1≤r≤t,2|r
1
r2
+
∑
∅6=T⊆{1,3,5,...,t−1}
2 t!F [T ]
t2
∏
1≤r<t,2|r,
r−1/∈T or r+1/∈T
1
r2
∏
1≤r<t,2|r,
r−1∈T,r+1∈T
(
1
22
+
1
r2
)
for even t.
Proof. Let us first consider the case of odd t. The fibers over y of strata on Z˜ map
to strata on Ẑ. We can collect these contributions according to the corresponding
subset I of {1, . . . , t}. We observe that the contribution of the strata that map
to E◦I is equal to zero if I does not satisfy the condition (∗) of Definition 4.2 that
the minimum element is at most 2 and difference between consecutive elements
is at most 2. If I satisfies (∗) then we claim that the contribution is equal to
(5.3) t!F [T ]
( ∏
r∈Ieven
1
r2
)( ∏
2|r, r 6∈Ieven
1
22
)
.
Here T = Iodd is the set of all odd elements of I, which has to contain t. This
would prove the equation (5.1), because for a given T = Iodd the condition (∗)
means that Ieven must include all even r such that either of r + 1 or r − 1 is not
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in T , but it may or may not include even r such that both r+ 1 and r− 1 are in
T .
The fiber of Z˜ → Ẑ over a point yˆ ∈ E◦I is isomorphic to a toric variety
given by the fan Σ constructed in Appendix 9 to resolve the singularities of the
intersection of divisors Ei for i ∈ Iodd. The stratification of Z˜ induces precisely
the toric stratification on the fiber over yˆ. Most of the strata are tori of dimension
at least 1 and thus do not contribute to the Clifford-stringy Euler characteristics
Scst in Definition 3.12. The contributions of zero-dimensional strata come with
the coefficients( ∏
r∈Ieven
1
1 + a{r}
)
G[Iodd] =
( ∏
r∈Ieven
2
r2
)
21−|Iodd|F [Iodd].
Indeed, the relevant contribution Gϕ of Proposition 9.7 satisfies the recursions of
G[T ] after coordinate change s→ s+12 .
To get the contribution for each I we need to further multiply by the Euler
characteristics of the corresponding stratum on Ẑ, given in Corollary 4.4 to get( ∏
r∈Ieven
2
r2
)
21−|Iodd|F [Iodd]t!(
1
2
)t−|I| = t!F [T ]
( ∏
r∈Ieven
1
r2
)
2|Ieven|+1−|Iodd|−t+|I|
= t!F [T ]
( ∏
r∈Ieven
1
r2
)( ∏
2|r, r 6∈Ieven
1
22
)
.
Here we used that |{2|r, r 6∈ Ieven}| = (t−1)2 − |Ieven|. This proves (5.3) and thus
(5.1).
When t is even, the analysis is very similar. One difference is that we now have
t ∈ Ieven. Another is that we need to separately consider the case of Corollary
4.4 with empty Iodd. Specifically, if Iodd 6= ∅, the contribution of I that satisfies
(∗) is equal to
2 t!F [T ]
( ∏
r∈Ieven
1
r2
)( ∏
2|r, r 6∈Ieven
1
22
)
because |{2|r, r 6∈ Ieven}| = t2 − |Ieven|. When Iodd = ∅, we must have I to be all
even numbers in {1, . . . , t} and Proposition 4.4 gives an extra factor of 2 to give
2t!2−
1
2
t
∏
1<r≤t,2|r
2
r2
= 2t!
∏
1<r≤t,2|r
1
r2
.
This proves (5.2). 
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Proposition 5.3 allows us to calculate χt for small t.
χ1 = F [1] = 1
χ2 = 2 · 2! 1
22
+
2 · 2!F [1]
22
= 2
χ3 = 3!
( 1
22
F [3] + (
1
22
+
1
22
)F [1, 3]
)
= 1
χ4 = 2 · 4!( 1
22
)(
1
42
) + 2 · 4!(( 1
22
)(
1
42
)F [1] + (
1
22
)(
1
42
)F [3] + (
1
22
+
1
22
)(
1
42
)F [1, 3]
)
= 2
χ5 = 5!
(
(
1
22
)(
1
42
)F [5] + (
1
22
)(
1
22
+
1
42
)F [3, 5] + (
1
22
)(
1
42
)F [1, 5]
+ (
1
22
+
1
22
)(
1
22
+
1
42
)F [1, 3, 5]
)
= 1
It is reasonable to expect that this pattern continues and, in fact, we prove it in
the next section by a delicate recursive argument.
Remark 5.4. The contributions χt to Clifford-stringy Euler characteristics are
different from those for the usual Batyrev’s stringy Euler characteristics for t ≥ 3,
where the first non-trivial F [T ] appears. It is crucial to change the discrepancies
of E˜i,j by extra
3
2(j − i) to get this pattern. In fact, we discovered this change by
looking for discrepancies that may make such pattern possible.
6. Proof of the formula for χt.
The goal of this section is to prove the 1, 2, 1, 2, ... pattern observed in the
previous section.
Proposition 6.1.
(6.1) χt =
{
1, if 1 ≤ t ≤ k, t is odd;
2, if 1 ≤ t ≤ k, t is even.
Before starting the proof of Proposition 6.1, we will prove several lemmas.
Lemma 6.2. For all j ≥ 1 there holds
χ2j =
1
j
χ2j−1 +
2j − 1
2j
χ2j−2.
Proof. For any even number s and T ⊆ {1, 3, 5, . . . , 2j − 1}, let
H[T, s] =
 ∏
1≤r≤s,2|r,
r−1/∈T or r+1/∈T
1
r2

 ∏
1≤r≤s,2|r,
r−1∈T,r+1∈T
(
1
22
+
1
r2
)
 .
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Then according to Proposition 5.3, we have
χ2j−1 = (2j − 1)!
∑
T⊆{1,3,5,...,2j−1},
2j−1∈T
H[T, 2j − 2]F [T ],
χ2j−2 = 2(2j − 2)!
∏
1≤r≤2j−2,
2|r
1
r2
+
2(2j − 2)!
(2j − 2)2
∑
∅6=T⊆{1,3,5,...,2j−3}
H[T, 2j − 4]F [T ].
(6.2)
We separate the sum in
χ2j = 2(2j)!
∏
1≤r≤2j,2|r
1
r2
+
2(2j)!
(2j)2
∑
∅6=T⊆{1,3,5,...,2j−1}
H[T, 2j − 2]F [T ]
into two parts according to whether 2j − 1 /∈ T or 2j − 1 ∈ T to get
χ2j = 2(2j)!
∏
1≤r≤2j,
2|r
1
r2
+
2(2j)!
(2j)2
∑
∅6=T⊆{1,3,5,...,2j−1}
2j−1/∈T
H[T, 2j − 2]F [T ]
+
2(2j)!
(2j)2
∑
∅6=T⊆{1,3,5,...,2j−1}
2j−1∈T
H[T, 2j − 2]F [T ]
= 2(2j)!
1
(2j)2
∏
1≤r≤2j−2,
2|r
1
r2
+
2(2j)!
(2j)2
1
(2j − 2)2
∑
∅6=T⊆{1,3,5,...,2j−3}
H[T, 2j − 4]F [T ]
+
(2j − 1)!
j
∑
∅6=T⊆{1,3,5,...,2j−1}
2j−1∈T
H[T, 2j − 2]F [T ] = 2j − 1
2j
χ2j−2 +
1
j
χ2j−1,
where we use (6.2) in the last step. 
It is more complicated to get a recursion of χt for odd t. It turns out that it is
easier to get a recursive relation on a more general function δ[j, a] which we now
introduce.
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Recall that In Section 5, we defined the function F on the sets of odd positive
integers by
F [x] := 1/x2;
F [x1, x2] := (F [x1] + F [x2])
(
4
x21 + x
2
2 + 3(x2 − x1)
)
;
F [x1, x2, x3] := (F [x1, x2] + F [x2, x3])
(
4
x21 + x
2
3 + 3(x3 − x1)
)
;
. . .
F [x1, . . . , xn] := (F [x1, . . . , xn−1] + F [x2, . . . , xn])
(
4
x21 + x
2
n + 3(xn − x1)
)
.
Remark 6.3. We can clearly extend this definition to arbitrary xi, provided that
we do not divide by zero. It is also clear from the definition that F [x1, . . . , xn] =
F [−xn, . . . ,−x1].
Definition 6.4. Let T = {x1, . . . , xn} be a set of integers and x1 < x2 < · · · <
xn. Define
F [T + a] := F [x1 + a, x2 + a, . . . , xn + a]
as a rational function of a. For arbitrary two even numbers s1 ≤ s2, let
(6.3) H[T, s1, s2, a] =
∏
s1≤r≤s2,2|r,
r+1,r−1∈T
(
1
4
+
1
(r + a)2
)
∏
s1≤r≤s2,2|r,
r+1/∈T or r−1/∈T
1
(r + a)2
.
We define for j ≥ 1
δ[j, a] =
∑
T⊆{1,3,5,...,2j+1},
2j+1∈T
F [T + a]H[T, 2, 2j, a].
Lemma 6.5. We have
(6.4)
∑
T⊆{1,3,...,2j+1},
1∈T,2j+1∈T
F [T + a]H[T, 2, 2j, a] = δ[j, a]− 1
(a+ 2)2
δ[j − 1, a+ 2].
Proof. We separate δ[j, a] into two parts according to whether 1 ∈ T or 1 /∈ T .
If 1 /∈ T , the corresponding term for δ[j, a] differs from the term for T − 2 for
δ[j − 1, a + 2] by the factor 1
(a+2)2
that comes from the second product in (6.3)
for r = 2. 
Lemma 6.6. We have
δ[j,−a− 2− 2j] =
∑
T⊆{1,3,...,2j+1},
1∈T
F [T + a]H[T, 2, 2j, a].
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Proof. By definition of δ, we have
δ[j,−a− 2− 2j] =
∑
T⊆{1,3,...,2j+1},
2j+1∈T
F [T − a− 2− 2j]H[T, 2, 2j,−a− 2− 2j].
The map T 7→ (2j + 2) − T provides a bijection between the set of subsets T
of {1, 3, . . . , 2j + 1} that contain (2j + 1) and the set of subsets T that contain
1. Therefore, it suffices to show that for any T ⊆ {1, 3, . . . , 2j + 1} there hold
F [T − a− 2− 2j] = F [(2j + 2− T ) + a] and H[T, 2, 2j,−a− 2− 2j] = H[(2j +
2 − T ), 2, 2j, a]. The first statement is the consequence of Remark 6.3, and the
second statement follows from
1
(r − a− 2− 2j)2 =
1
((2j + 2− r) + a)2 .

The next proposition is a key technical step of the paper.
Proposition 6.7. For any j ≥ 2, we have the recursive relation
δ[j + 1, a] =
(
(1 +
4
c
)
1
(a+ 2)2
+
1
c
)
δ[j, a+ 2]− 1
c
1
(a+ 4)2
δ[j − 1, a+ 4])
+
1
c
δ[j, a]− 1
c
1
(a+ 2)2
δ[j − 1, a+ 2] + 4
c
1
(a+ 2j + 2)2
δ[j,−a− 2j − 2],
(6.5)
where c = (a+ 1)2 + (a+ 2j + 3)2 + 6j + 6.
Proof. First, we observe that
δ[j + 1, a] =
∑
T⊆{1,3,5,...,2j+3},
2j+3∈T
(F [T + a]H[T, 2, 2j + 2, a])
can be separated into two parts according to whether 1 ∈ T or 1 /∈ T as
∑
T⊆{3,5,...,2j+3},
2j+3∈T
(F [T+a]H[T, 2, 2j+2, a])+
∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T
(F [T+a]H[T, 2, 2j+2, a]).
By shifting, the first part equals∑
T⊆{1,3,...,2j+1},
2j+1∈T
(F [T + a+ 2]H[T, 0, 2j, a+ 2])
=
1
(a+ 2)2
∑
T⊆{1,3,...,2j+1},
2j+1∈T
(F [T + 2 + a]H[T, 2, 2j, 2 + a]) =
1
(a+ 2)2
δ[j, a+ 2].
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Then we write the second part by the recursive relation of F to get
(6.6) ∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T
(
(F [{T −{2j+ 3}}+a] +F [{T −{1}}+a])H[T, 2, 2j+ 2, a])(4
c
),
where c = (a+ 1)2 + (a+ 2j + 3)2 + 6j + 6. We separate the second part of (6.6)
(
4
c
)
∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T
F [{T − {1}}+ a]H[T, 2, 2j + 2, a]
into two parts according to whether 3 ∈ T or 3 /∈ T as
(
4
c
)
∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T,3∈T
F [{T − {1}}+ a]H[T, 2, 2j + 2, a]
+ (
4
c
)
∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T,3/∈T
F [{T − {1}}+ a]H[T, 2, 2j + 2, a]
= (
4
c
)(
1
4
+
1
(a+ 2)2
)
∑
T⊆{3,5,...,2j+3},
2j+3∈T,3∈T
F [T + a]H[T, 4, 2j + 2, a]
+ (
4
c
)(
1
(a+ 2)2
)
∑
T⊆{3,5,...,2j+3},
2j+3∈T,3/∈T
F [T + a]H[T, 4, 2j + 2, a],
thus, the second part of formula (6.6) equals
(
4
c
)(
1
(a+ 2)2
)
∑
T⊆{3,5,...,2j+3},
2j+3∈T
F [T + a]H[T, 4, 2j + 2, a]
+ (
4
c
)
1
4
∑
T⊆{3,5,...,2j+3},
2j+3∈T,3∈T
F [T + a]H[T, 4, 2j + 2, a]
(6.7) = (
4
c
)
( 1
(a+ 2)2
δ[j, a+ 2] +
1
4
(δ[j, a+ 2]− 1
(a+ 4)2
δ[j − 1, a+ 4])).
The last step is obtained by Lemma 6.5 and shifting.
Let’s consider the first part of formula (6.6). We separate
(
4
c
)
∑
T⊆{1,3,5,...,2j+3},
1,2j+3∈T
F [{T − {2j + 3}}+ a]H[T, 2, 2j + 2, a]
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into two parts according to whether 2j + 1 ∈ T or 2j + 1 /∈ T and use the same
process as above to get
(
4
c
)(
1
(a+ 2j + 2)2
)
∑
T⊆{1,3,...,2j+1},
1∈T
F [T+a]H[T, 2, 2j, a]+(
4
c
)
1
4
∑
T⊆{1,3,...,2j+1},
1∈T,2j+1∈T
F [T+a]H[T, 2, 2j, a]
(6.8) = (
4
c
)
( 1
(a+ 2j + 2)2
δ[j,−a− 2− 2j] + 1
4
(δ[j, a]− 1
(a+ 2)2
δ[j− 1, a+ 2])).
The last step is obtained by Lemma 6.5 and Lemma 6.6.
Combining formula (6.7) and formula (6.8), we have
δ[j + 1, a] =
1
(a+ 2)2
δ[j, a+ 2] + (
4
c
)
( 1
(a+ 2)2
δ[j, a+ 2] +
1
4
(δ[j, a+ 2]
− 1
(a+ 4)2
δ[j − 1, a+ 4]) + 1
4
(δ[j, a]− 1
(a+ 2)2
δ[j − 1, a+ 2])
+
1
(a+ 2j + 2)2
δ[j,−a− 2− 2j]
)
,
which implies the statement of the proposition. 
We can use Proposition 6.7 to find an explicit formula for δ[j, a].
Corollary 6.8.
(6.9) δ[j, a] =
a
∑j
i=0
1
(a+2i)(a+1+2i)∏2j+1
i=1 (a+ i)
Proof. We use induction on j.
Base. The cases j = 1 and j = 2 are checked by calculating δ[j, a] directly.
Induction step. It suffices to check that the right hand side of equation (6.9)
satisfies the recursion of Proposition 6.7. Equivalently, it suffices to show that
φ′[j, a] =
∑j
i=0
1
(a+2i)(a+1+2i) satisfies the recursion
aφ[j + 1, a] =
(
(1 +
4
c
)
1
(a+ 2)2
+
1
c
)
(a+ 1)(a+ 2)2φ[j, a+ 2]
− 1
c
(a+ 1)(a+ 2)(a+ 3)φ[j − 1, a+ 4]
+
1
c
a(a+ 2j + 2)(a+ 2j + 3)φ[j, a]
− 1
c
(a+ 1)(a+ 2j + 2)(a+ 2j + 3)φ[j − 1, a+ 2]
+
4
c
(a+ 2j + 3)φ[j,−a− 2j − 2]
(6.10)
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obtained by passing from δ[j, a] to φ[j, a] = 1aδ[j, a]
∏2j+1
i=1 (a+ i).
We observe that
φ′[j − 1, a+ 4] = φ′[j, a+ 2]− 1
(a+ 2)(a+ 3)
,
φ′[j, a] = φ′[j, a+ 2] +
1
a(a+ 1)
− 1
(a+ 2j + 2)(a+ 2j + 3)
,
φ′[j − 1, a+ 2] = φ′[j, a+ 2]− 1
(a+ 2j + 2)(a+ 2j + 3)
,
φ′[j,−a− 2− 2j] = φ′[j, a+ 1] = −φ′[j, a+ 2] + 1
a+ 1
− 1
a+ 2j + 3
,
φ′[j + 1, a] = φ′[j, a+ 2] +
1
a(a+ 1)
directly from the definition of φ′[j, a]. Then we see that both sides of the equation
(6.10) for φ′ equal aφ′[j, a+ 2] + 1(a+1) , which proves the induction step. 
Now we are ready to prove Proposition 6.1.
Proof of Proposition 6.1. By Corollary 6.8, we see χ2j+1 = (2j + 1)!δ[j, 0] =
(2j + 1)! 1(2j+1)! = 1 for all j. Then by induction on j we see that χ2j = 2 in view
of Lemma 6.2. 
7. Relation with Euler characteristics.
In this section, we prove our main Theorem 7.2, which exhibits the relation
between the Clifford-stringy Euler characteristics and the Euler characteristics of
the complete intersection of quadrics. As in Section 2.2, let V be a vector space
of dimension 2n.
Lemma 7.1. Let Qt be a quadric in PV of rank 2n− t. Then we have
χ(Qt) =
{
2n− 1, if t is odd;
2n, if t is even.
Proof. Let Q be a smooth quadric in Pr. It is known that
(7.1) χ(Q) =
{
dimQ+ 1, if dimQ is odd;
dimQ+ 2, if dimQ is even.
If t > 0, we know that Qt is a cone from the projective space PRad(Qt) to a
smooth quadric Q′t of dimension 2n − 2 − t, see [2]. So Qt\PRad(Qt) is a fiber
bundle over the smooth quadric Q′t of dimension 2n− 2− t with fibers Ct. Thus
by equation (7.1), we have
χ(Qt) = χ(PRad(Qt)) + χ(Qt′) = t+ (2n− 2− t) +
{
1, if 2n− 2− t is odd;
2, if 2n− 2− t is even,
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which implies the statement of the lemma.

As before, let W be a generic subspace of Sym2V ∗ of dimension n and σ : Z →
PW be the double cover ramified over φ1. We have the following theorem.
Theorem 7.2. Let Y = {v ∈ V |q(v) = 0 for all q ∈ PW} be the complete
intersection associated to W in PV ∼= P2n−1. Then we have
χcst(Z) = χ(Y ).
Proof. Consider the universal quadric H = {(q, v) ∈ PW ×PV |q(v) = 0}. We will
calculate its Euler characteristics in two ways.
First, we consider the projection η : H → PV such that η((q, v)) = v for
(q, v) ∈ H. When v ∈ Y , η−1(v) ∼= PW ∼= Pn−1. When v ∈ PV − Y , η−1(v) ∼=
{Cq ∈ PW |q(v) = 0} which is a hyperplane in PW . So η−1(v) ∼= Pn−2. Thus we
have
χ(H) = χ(Pn−1)χ(Y ) + χ(Pn−2)χ(PV − Y )
= nχ(Y ) + (n− 1)χ(P2n−1)− (n− 1)χ(Y ) = 2n(n− 1) + χ(Y ).(7.2)
Second, we consider the projection η′ : H → PV such that η′((q, v)) = q for
(q, v) ∈ H. In section 2.2, we have defined φt, t = 1, 2, . . . , k. Let φ0 = PW .
Denote φ◦t = φt − φt+1, 0 ≤ t ≤ k and φ◦k = {q ∈ PW |corank (q) = k}. Then we
have PW =
⊔
t=0,1,...,k φ
◦
t and χ(PW ) =
∑
t=0,1...,k χ(φ
◦
t ) When q ∈ φ◦t , η′(q) ∼=
{v ∈ PV |q(v) = 0} which we denote by Qt. We know Qt is a quadric in PV with
rank 2n− t. Thus, by Lemma 7.1, we know that χ(Qt) = 2n when t is even and
χ(Qt) = 2n− 1 when t is odd, and we have
χ(H) =
∑
0≤t≤k
χ(Qt)χ(φ
◦
t )
=
∑
2|t,0≤t≤k
2nχ(φ◦t ) +
∑
2-t,0≤t≤k
(2n− 1)χ(φ◦t )
= (2n− 2)
∑
0≤t≤k
χ(φ◦t ) +
∑
2|t,0≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t )
= (2n− 2)χ(PW ) +
∑
2|t,0≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t )
= (2n− 2)n+
∑
2|t,0≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t ).
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After comparing with equation (7.2), we have
χ(Y ) =
∑
2|t,0≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t )
= 2χ(φ◦0) +
∑
2|t,2≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t ).
(7.3)
Let φt,Z and φ
◦
t,Z be the preimages of φt,Z and φ
◦
t,Z respectively for t = 0, 1, . . . , k.
Since σ : Z → PW is a double cover ramified at φ1Z , we have χ(φ◦0Z) = 2χ(φ◦0)
and χ(φ◦t,Z) = χ(φ
◦
Z), t = 1, 2, . . . , k. By Remark 3.13, we have
χcst(Z) =
∑
0≤t≤k
χ(φ◦t,Z)Scst(y ∈ φ◦t,Z).
By Proposition 6.1 we know that
(7.4) Scst(y ∈ φ◦t,Z) = χt =
{
1, if 1 ≤ t ≤ k, t is odd;
2, if 1 ≤ t ≤ k, t is even.
Since Z is smooth along φ0Z , we see that Scst(y ∈ φ◦0Z) = 1. Thus, we obtain
χcst(Z) = χ(φ
◦
0Z) +
∑
2|t,2≤t≤k
2χ(φ◦t,Z) +
∑
2-t,0≤t≤k
χ(φ◦t,Z)
= 2χ(φ◦0) +
∑
2|t,2≤t≤k
2χ(φ◦t ) +
∑
2-t,0≤t≤k
χ(φ◦t ).
It remains to use equation (7.3) to get χcst(Z) = χ(Y ). 
8. Comments and open questions.
In this section we make several comments and highlight some natural open
questions which will hopefully be soon addressed by us or other researchers.
Let X˜ be the blowup of X with center Y , where Y is a locally complete inter-
section subscheme of codimenion c. Theorem 1.6 in [20] shows that the numbers
of components in the semiorthogonal decomposition of Db(coh(X˜)) is related to
the discrepancy c−1 of the blowup. Thus we get the inspiration that the meaning
of discrepancy changes we made to define Clifford-stringy Euler characteristics
are expected to be interpreted in terms of the Lefschetz decompositions of derived
categories. However, we do not at the moment understand this mechanism.
The main theorem of this paper can be conjecturally generalized to a statement
on Hodge polynomials. That is to say it is natural to construct some kind of
Hodge polynomial of the non-commutative Clifford algebra (P(L),B0) which are
predicted to be the same as the Hodge polynomial of the complete intersection
XL. Also, we could extend the statement to elliptic genera. However, it is really
strange that we need to change the discrepancies, since this breaks the Calabi-Yau
condition which is typically needed for modularity. This indicates that perhaps
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there are additional subtleties that come up when one tries to define elliptic genus
for sigma models with non-commutative targets.
It is natural to try to extend our calculations to the case of Clifford double
mirrors of complete intersections in toric varieties, described in [11]. Specifically,
under some centrality and flatness assumptions, Theorem 6.3 of [11] shows that
a complete intersection X and a Clifford non-commutative variety Y given by
different decompositions of the degree element deg∨ of a reflexive Gorenstein cone
K∨ and the appropriate regular simplicial fans in K∨ have equivalent bounded
derived categories. It is natural to conjecture that the Clifford-stringy Euler
characteristics of Y and the Euler characteristics of complete intersections X in
toric varieties are equal. One would need to work with DM stacks, and to modify
the definitions accordingly.
9. Appendix: resolution of z2 = x1x2 · · ·xn.
We describe in detail a resolution of the affine toric variety given by z2 =
x1x2 · · ·xn for any n. We call this variety Ẑtoric. The corresponding cone σ in
the cocharacter lattice N is described as follows:
N = {(a1, . . . , an) ∈ Zl|
l∑
i=1
ai ≡ 0(mod2)}
the cone σ is generated by the lattice elements ei = (0, . . . , 0, 2, 0, . . . , 0) ∈ N
whose i−th position is 2, where i = 1, . . . , l. The ray R≥0ei corresponds to a
divisor which we denote by E2i-1,toric. The resolution of the singularities of Ẑtoric
is given by the subdivision of the cone σ. Any subdivision can be realized by a
triangulation of the (l − 1)-simplex spanned by e1, . . . , el. We will give such a
triangulation below.
For a subset {i1, . . . , iα} ⊆ {1, 2, . . . , l}, i1 < i2 < · · · < iα, we denote the sim-
plex spanned by {ei1 , . . . , eiα} to be S(i1, . . . , iα). We will give the triangulation
S˜(i1, . . . , iα) of S(i1, . . . , iα) inductively. When α = 2, S(i1, i2) is a segment, the
triangulation S˜(e1, e2) is given by adding a vertex ei1,i2 =
ei1+ei2
2 . Suppose we
have given the triangulations of all simplices for α ≤ β. Then for α = β + 1,
• first, we triangulate the simplices S(i1, . . . , iβ) and S(i2, . . . , iβ+1);
• second, we add a vertex ei1,iβ+1 =
ei1+eiβ+1
2 ;• third, we add all the simplices generated by the simplices of the trian-
gulation S˜(i1, . . . , iβ) and the added vertex ei1,iβ+1 , i.e. Conv(τ, ei1,iβ+1)
for all τ in the triangulation of S(i1, . . . , iβ). We also add all the simplics
generated by the simplices of the triangulation S˜(i2, . . . , iβ+1) and the
added vertex ei1,iβ+1 , i.e. Conv(τ, ei1,iβ+1) for all τ in the triangulation
of S(i2, . . . , iβ+1).
This gives a triangulation of S(i1, . . . , iα). The subdivision of σ is the fan over
the triangulation S˜(1, 2, 3, . . . , l), which we denote by Σ.
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We can also describe the subdivision of σ in another way. Consider l points
on the real line 1, 2, 3, . . . , l. Let P be the partially ordered set consisting of all
closed segments with two endpoints among the l points 1, 2, 3, . . . , l, including
zero length segments. We have a one-to-one correspondence between P and the
generators of rays of Σ.
P
1:1←→ Σ(1) = {generators of rays of Σ}
[s, t] 7−→ e[s,t] =
es + et
2
When s = t, we have es,s = es.
Definition 9.1. A subset Γ ⊆ P is called a nested collection of segments if for
any α, β ∈ Γ, either α ⊆ β or β ⊆ α. We denote the elements of Γ in the
decreasing order by Γ = {[sλ, tλ]|1 ≤ sλ ≤ tλ ≤ l, λ = 1, 2, . . . , l′}, where l′ = #Γ.
For all λ < ν, we have sλ ≤ sν and tλ ≥ sν .
Then we have the following proposition.
Proposition 9.2. A subset of P is a nested collection of segment if and only if
the corresponding generators of rays of Σ span a cone in Σ.
Proof. Left to the reader. 
Remark 9.3. If we regarded esλ,tλ as a point in S˜(1, 2, 3, . . . , l), this proposi-
tion is equivalent to the statement that the set of points {es1,t1 , es2,t2 , . . . , esl′ ,sl′}
corresponds to a simplex in S˜(1, 2, 3, . . . , l) if and only if Γ is nested.
In particular, a maximum dimensional cone in Σ corresponds to a nested
collection of segments Γ = {[sλ, tλ]|1 ≤ sλ ≤ tλ ≤ l, λ = 1, 2, . . . , l} such
that the length of the segment [sλ, tλ] is l − λ, i.e. the length of segments
are l − 1, l − 2, . . . , 0. Thus Γ = {[1, l], [s2, t2], . . . , [sl, tl]}, where tl = sl and
[sλ+1, tλ+1] = [sλ, tλ − 1] or [sλ + 1, tλ] for λ = 1, . . . , l − 1.
Figure 1. S˜(1, 2, 3), the triangulation of a triangle.
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Figure 2. S˜(1, 2, 3, 4), the triangulation of a tetrahedron.
Please see Figure 1 and Figure 2 as examples for the triangulation of S(1, 2, 3, . . . , l)
in case l = 3 and l = 4. We also describe the maximum simplices of the triangu-
lation in terms of nested collections of segments.
The fan Σ corresponds to a toric variety which is denoted by Z˜toric. We can
see that subdivision Σ consists of 2l−1 l−dimensional simplicial cones. Indeed,
when constructing maximum simplices, there are two choices of elements of P
for each λ = 2, 3, . . . , l.
Proposition 9.4. The variety Z˜toric that corresponds to Σ is smooth.
Proof. The multiplicity of each cone is 1 in the lattice N . So Z˜toric is smooth.
Thus Σ gives a resolution of singularities of Ẑtoric, µtoric : Z˜toric → Ẑtoric. 
In Section 3.2, we will introduce a divisor which corresponds to a certain
piecewise linear function on Σ. We describe this function below. While it is
not logically necessary for our main theorem, we will show that this function is
(weakly) convex.
Proposition 9.5. Let ϕ be the Σ−piecewise linear function ϕ : σ → R which
takes values
(9.1) ϕ(e[s,t]) =
{
(2s− 1)2 − 1, if s = t ;
(2s−1)2+(2t−1)2
2 + 3(t− s)− 1, if s < t.
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Then ϕ is locally convex, in the sense that ϕ(αx + βy) ≥ αϕ(x) + βϕ(y) for
α, β ≥ 0 and x, y ∈ σ.
Proof. For a maximum cone τ ∈ Σ, we will introduce the notation ϕτ for the
linear function on Rl that is equal to ϕ on τ . It is enough to prove that ϕ is
locally convex when restricted to a generic 2 segment in σ. So it is sufficient to
prove that for any pair of adjacent l− dimensional cones τ and τ ′ 3, we have
ϕτ (x) ≤ ϕτ ′(x)
for all x ∈ τ . Moreover, it is enough to prove ϕτ (x) ≤ ϕτ ′(x) for the generator x
of τ which is not in τ ′.
If two simplices τ and τ ′ are adjacent, the corresponding collections of nested
segments {[sλ, tλ]|λ = 1, 2, . . . , l} and {[s′λ, t′λ]|λ = 1, 2, . . . , l} fall into the follow-
ing two cases:
Case 1. For some ν ∈ {2, . . . , l − 1}, we have [sλ, tλ] = [s′λ, t′λ] when λ 6= ν.
After a possible switch of τ and τ ′, we denote
[sν−1, tν−1] = [s, t] = [s′ν−1, t
′
ν−1] for some s, t ∈ {1, 2, . . . , l},
[sν , tν ] = [s, t− 1] 6= [s+ 1, t] = [s′ν , t′ν ],
[sν+1, tν+1] = [s+ 1, t− 1] = [s′ν+1, t′ν+1].
Case 2. We have [sλ, tλ] = [s
′
λ, t
′
λ] when λ 6= l. After a possible switch of τ
and τ ′, we denote
[sl−1, tl−1] = [s, s+ 1] = [s′l−1, t
′
l−1],
[sl, tl] = [s, s] 6= [s+ 1, s+ 1] = [s′l, t′l].
We first consider Case 1. We know that e[s,t−1] is the only generator of τ that
is not in τ ′. Since e[s,t] + e[s+1,t−1] = e[s,t−1] + e[s+1,t], we have
ϕτ ′(e[s,t−1]) = ϕτ ′(e[s,t] + e[s+1,t−1] − e[s+1,t])
= ϕτ ′(e[s,t]) + ϕτ ′(e[s+1,t−1])− ϕτ ′(e[s+1,t])
= (
(2s− 1)2 + (2t− 1)2
2
+ 3(t− s)− 1)
+ (
(2(s+ 1)− 1)2 + (2(t− 1)− 1)2
2
+ 3(t− s− 2)− 1)
− ((2(s+ 1)− 1)
2 + (2t− 1)2
2
+ 3(t− s− 1)− 1)
=
(2s− 1)2 + (2(t− 1)− 1)2
2
+ 3(t− 1− s)− 1 = ϕτ (e[s,t−1]).
So in this case, we have ϕτ = ϕτ ′ .
2Generic means the segment is disjoint from codimension 2 cones of Σ.
3Simplices τ and τ ′ are called adjacent iff they have a common codimension one face.
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Then, we consider Case 2. We know that es is the only generator of τ that is
not in τ ′. Since 2e[s,s+1] = es + es+1, we obtain
ϕτ ′(es) = ϕτ ′(2e[s,s+1] − es+1)
= 2ϕτ ′(e[s,s+1])− ϕτ ′(es+1)
= 2(
(2s− 1)2 + (2(s+ 1)− 1)2 + 3− 1
2
)− ((2(s+ 1)− 1)2 − 1)
= (2s− 1)2 + 3 > (2s− 1)2 − 1 = ϕτ (es).
So in this case, we have ϕτ (x) ≤ ϕτ ′(x) for the generator x of τ which is not in
τ ′.
Thus we finish the proof. 
Remark 9.6. In fact, Case 1 of the above argument shows that the ϕτ depends
only on the 0−length segment in τ . As a consequence, for two maximum cones
τ1, τ2 ∈ Σ, we have ϕτ1 = ϕτ2 if and only if τ1 and τ2 contain the same vertices
of σ.
We will now describe how one can find recursively a certain quantity involved
in the calculation of Clifford-stringy Euler characteristics which we use in Section
5.
Proposition 9.7. Let T be a subset of {1, . . . , n}. Define Gϕ[T ] to be the sum
over the maximum cones C of the fan induced by Σ on the span of {ei, i ∈ T}
Gϕ[T ] =
∑
C
∏
e[s,t]∈C
1
1 + ϕ(e[s,t])
.
Then Gφ[T ] satisfies the following recursive relations.
Gϕ[{s}] = 1
1 + ϕ(e[s,s])
=
1
(2s− 1)2 , and
Gϕ[T ] =
1
1 + ϕ(e[min(T ),max(T )])
(Gϕ[T −max(T )] +Gϕ[T −min(T )]).
Proof. The |T | = 1 case is clear. For |T | > 1 the maximum cones of Σ restricted
to the span of {ei, i ∈ T} correspond to nested segments with ends in T . Thus,
they all contain
e[min(T ),max(T )].
Moreover, these cones are either spanned by the above vertex and the cones for
T −minT or by the above vertex and the cones for T −maxT . 
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