The identification of discriminative genes for categorical phenotypes in microarray gene expression data analysis has been extensively studied, especially for disease diagnosis. In recent biological experiments, continuous phenotypes have also been dealt with. For example, the extent of programmed cell death (apoptosis) can be measured by the level of caspase 3 enzyme. Thus, an effective gene selection method for continuous phenotypes is desirable. In this paper, we describe a three-stage framework for gene expression data analysis based on L 1 -norm support vector regression (L 1 -SVR). The first stage ranks genes by recursive multiple feature elimination based on L 1 -SVR. In the second stage, the minimal genes are determined by a kernel regression, which yields the lowest ten-fold cross-validation error. In the last stage, the final non-linear regression model is built with the minimal genes and optimal parameters found by leave-one-out cross-validation. The experimental results show a significant improvement over the current state-of-the-art approach, i.e., the two-stage process, which consists of the gene selection based on L 1 -SVR and the third stage of the proposed method.
Introduction
Gene expression microarray analysis is one of the fundamental technologies in genomics research. A microarray data set usually contains categorical phenotypes, such as different diseases, or continuous phenotypes, such as quantitative measurements of cellular function. An effective and reliable data analysis method is essential for the identification of genes responsible for the phenotypes. There have been many approaches for identifying discriminative genes. For example, correlation coefficients were used to rank genes for evaluating how well an individual gene contributes to discrimination between diseased and normal patients (Golub et al., 1999) . Elements of the weight vector of a classifier can be used as feature ranking coefficients. By training a multivariate classifier such as a support vector machine, the most informative features can be chosen by ranking the components of the weight vector. The classical Fisher's linear discriminate is also a multivariate classifier that is optimised during training to handle multiple features simultaneously. But it fails when the number of features is larger than the number of data points due to singularity problems (Fukunaga, 1990) . Recursive feature elimination with support vector machines was proposed for gene selection (Guyon et al., 2002) . Unfortunately, it requires a very high computational cost since it is based on backward feature elimination and a wrapper method.
For continuous phenotypes, regression approaches for feature selection have emerged (Roth, 2004; Segal et al., 2003) where classification is considered as a special case of regression. Ridge regression tends to retain all elements of the weight vector since it uses an L 2 penalty. The least absolute shrinkage and selector operator (LASSO) method uses an L 1 penalty instead so that it zeroes out all but an optimal feature subset. The originally proposed solution of LASSO (Tibshirani, 1996) could not be applied to undersampled problems, where the number of features is greater than the number of samples. Osborne et al. (2000) developed a method based on convex programming to handle the undersampled case, but it requires high computational and memory costs. Least Angle RegreSsion (LARS), which is a less greedy version of forward stepwise regression, was developed to obtain all LASSO solutions in a highly efficient fashion (Efron et al., 2004) . A more general feature selection algorithm based on L 1 -norm support vector regression (L 1 -SVR) has been developed (Bi et al., 2003) . This method consists of two stages. The first stage is searching significant genes by L 1 -SVR and the second stage is building a non-linear regression model by kernel L 1 -SVR. Although this two-state process is the current state-of-the-art, it is still not a fully optimised procedure. We replace the first stage by the recursive multiple feature elimination of L 1 -SVR that provides consistent genes for different training/test splits. An additional stage is also introduced in order to identify a smaller number of more discriminative genes.
In this paper, a three-stage framework for building regression model for continuous phenotypes is established. During the first stage, a set of candidate genes is chosen and ranked by a linear feature selection algorithm. During the second stage, the minimal genes are determined by a kernel regression, which yields the lowest ten-fold cross-validation error. In the last stage, the final non-linear regression model is built with the minimal genes and the optimal parameters found by leave-one-out cross-validation. This three-stage method has shown significantly better performance than the two-stage method in terms of the leave-one-out cross-validation error and the number of chosen genes when we identified genes relevant to programmed cell death (apoptosis).
Methods

The first stage: feature ranking
Although there are many linear feature selection algorithms available, for simplicity we describe three feature selection methods for regression problems, which are based on (1) Pearson correlation coefficient (2) ν-SVR linear programming (Bi et al., 2003) (3) recursive multiple feature elimination (RMFE) with ν-SVR linear programming.
Method (3) is our feature selection method for continuous phenotypes in the first stage. Method (1) is introduced only for comparison and explanation of the reason why it is not always a good idea to use the Pearson correlation coefficient in order to select discriminative minimal genes. In the state-of-the-art two-stage method, method (2) is directly used for the final gene selection. On the other hand, in our proposed three-stage framework, method (3) is used to select and rank genes and the final minimal genes are determined in the second stage.
Here, we describe these three linear feature selection algorithms one by one. The feature selection based on the Pearson correlation coefficient ranks genes in order of magnitude of the coefficient between a feature and an observed continuous phenotype. By the magnitude without the sign, the negative correlated genes can be selected as well. To choose a subset of the ranked genes, a threshold value is necessary. The threshold value is determined by the mean value of the corresponding magnitude of the Pearson correlation coefficients for artificially appended three random gauge variables.
The gene selection based on ν-SVR linear programming is now reviewed. For the training data (a i ;
, the linear regression function is given by
where w and b are obtained by solving a linear ε-insensitive ν-SVR optimisation problem (Bi et al., 2003) , , , *, 
where ξ i and * i ξ for i = 1, …, m are slack variables, C is a parameter that controls the trade-off between margin and training errors, and ε is a tube parameter. Since the tube parameter ε is difficult to determine, υ-SVR was developed to automatically adjust the tube size, ε, by using a parameter υ ∈ (0, 1] (Schölkopf et al., 2000; Smola et al., 1999) . This L 1 -norm SVR is applied for the gene selection problem since it can be used to zero out multiple irrelevant genes at the same time. A similar idea has been applied in LASSO (Efron et al., 2004; Osborne et al., 2000) . Equation (2) can be reformulated by introducing u j ≥ 0 and v j ≥ 0 and denoting w j = u j -v j and 
After obtaining the solution w = u -v, the insignificant genes whose corresponding component of w is lower than a threshold are eliminated. The threshold value is determined by a mean value of the corresponding components of w for artificially appended three random gauge variables. The parameters C and ν are determined by ten-fold cross-validation within a reasonably large range, i.e., C ∈ [2 -5
; 2 15 ] and
The ranking of chosen genes is determined by the magnitude of the corresponding elements of w. Finally, the recursive multiple feature elimination with ν-SVR linear programming is introduced by applying recursive feature elimination to ν-SVR linear programming. The threshold value for each iteration is determined by the mean value of the corresponding components of w for artificially appended three random gauge variables. This method is not only accurate but also computationally efficient since it can remove several irrelevant features at the same time for the identification of significant minimal genes for continuous phenotypes. It also produces consistent genes for different training/test splits.
The second stage: feature selection by a kernel regression
The second stage is finding minimal genes by a kernel regression, which yields the lowest ten-fold cross-validation error. In the two-stage method (Bi et al., 2003) , there is no stage like this second stage since the minimal genes are already determined in its first stage.
Even though there are many possible kernel regression methods, a kernel ν-SVR linear programming is described here. For the training data (a i , y i ) for 1 ≤ i ≤ m, where a i ∈ R n×1 , the non-linear regression function is given by
where φ(⋅) is a non-linear function that maps a vector in the input space to a vector in a feature space. The inner product is computed by a radial basis kernel function
where γ is a kernel parameter. The α and b in equation (4) are obtained by solving a non-linear ε-insensitive υ-SVR optimisation problem (Bi et al., 2003) , , , *, 
In this formulation, α j = u j -v j is used, where u j, v j ≥ 0. The solution has either u j or v j equal to 0, depending on the sign of α j , so α = u j + v j . Therefore, the optimal solution is given by α = u -v. For this linear programming formulation, the kernel parameter γ should be selected as well. The parameters C, γ, and ν are determined by ten-fold cross-validation within a reasonably large range, i.e. In order to find the minimal genes, ten-fold cross-validation tests are repeated by adding a gene one by one from the highest rank (most relevant) gene to the lowest rank (most irrelevant) gene. As a consequence, a subset of ranked genes found in the first stage is identified, which produces the lowest root mean squared error (RMSE) of a ten-fold cross-validation. Detailed formulation of the RMSE is described in results/evaluation subsection.
The third stage: the final non-linear regression model
With the chosen genes in the second stage, a non-linear regression model can be built. As the second stage, although there are many possible kernel regression methods, a kernel n-SVR linear programming is also used in the third stage. Through leave-one-out cross-validation for parameter selection of C, γ, and ν, the final non-linear regression model is built by training all samples with the optimal parameters.
Results
Microarray experiment and apoptosis measurement
A variety of mouse B-cell lymphoma samples were subjected to oligonucleotide microarray analysis as described previously (Zhang et al., 2004) . Briefly, tumour cell RNA from 134 samples were prepared and hybridised to microarray chips comprising ~6,700 mouse gene targets represented by 70-mer oligonucleotides. The raw dataset is available at the NCBI Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/, accession # GSE1908). Twenty-nine out of the 134 samples were also used for the measurement of caspase 3 levels, an indicator of apoptosis. Using immunohistochemistry staining with a specific antibody to mouse caspase 3, the average number of positive cells per high-power field was recorded and used as the level of caspase 3 in the tumour tissue.
Evaluation
We built a matrix that contains 29 samples (rows, data points) used for the measurement of caspase 3 levels and 119 genes (columns, features) reportedly related to apoptosis, and tried to find a minimal set of genes that well represents the level of caspase 3 for 29 samples. For this given problem, the corresponding final regression model obtained by each method described in the 'Methods' section is evaluated by the following procedure. For each training/test split during n'-fold cross-validation, the root mean squared error (RMSE) is computed for test data points, i.e., where m' is the number of test data points in the training/test split, * j z is the regression model predicted value, and z j is the corresponding value of the response variable (phenotype) obtained by experiments. Then, the n'-fold cross-validated RMSE value is obtained by the mean value of the n' RMSE values obtained from n'-fold cross-validation. When performing leave-one-out cross-validation, the RMSE value for each fold is just an absolute value of the difference between 1 * z and z 1 since m' = 1. The leave-one-out 
where m is the number of observations, * i y is the regression model predicted value, and y i is the ith element of the response variable obtained by experiments for the ith data point left out during leave-one-out cross-validation.
One two-stage method and three three-stage methods are compared in terms of the accuracy of the final non-linear regression model for a continuous phenotype. The components of each multi-stage gene selection method are described in Table 1 . Table 2 shows the number of selected genes at the first and second stages and the leave-one-out cross-validation rate for each method. The two-stage method based on L 1 -SVR is the same method as Bi et al. (2003) , which uses υ-SVR linear programming in the first stage and kernel υ-SVR linear programming in the second stage, which corresponds to the third stage in the other three-stage methods. Although it is possible to design many combinations of feature selection methods and kernel regression, three three-stage methods are introduced in this paper, i.e., three-stage/PC, three-stage/L 1 -SVR, and three-stage/RMFE-L 1 -SVR, in order to show the significance of the three-stage approach. The difference among these methods lies only in the choice of feature selection method in the first stage. In the second and third stages, these methods use kernel υ-SVR linear programming for finding a minimal set of genes and building a final non-linear regression model. The three-stage/PC, three-stage/L 1 -SVR, and three-stage/RMFE-L 1 -SVR methods use feature selection methods based on the Pearson correlation coefficient, υ-SVR linear programming, and RMFE with υ-SVR linear programming, respectively, in the first stage. 
Comparison between a two-stage method and three-stage methods
The major difference between the two-stage method and the three-stage methods is that the two-stage method does not have an additional optimisation stage to obtain minimal discriminative genes like the second stage in the three-stage framework. Figures 1 and 2 show the procedure of the second stage to find a minimal set of genes among chosen genes in the first stage.
In the left panel of Figure 1 , there is a global minimum at 55 genes. However, at nine genes, the second minimum is selected for biological analysis since the difference of RMSEs between the global minimum and the second minimum is not large while the number of genes (nine) is much less than 55. In the right panel of Figure 1 , there is a sharp global minimum at eight genes. These results show the important role of the second stage. A larger number of genes does not always produce better accuracy than a smaller number of genes the regression model. In Figure 2 , there is a global minimum at 13 genes among the total of 29 genes chosen by RMSE with L 1 -SVR in the first stage. The 13 genes are a much smaller number of genes compared with 49 genes selected by the two-stage method. Moreover, in Table 2 , the LOOCV err of three-stage/RMFE-L 1 -SVR is only 3.66, while that of two-stage method is 10.51. We now describe the reason why the three-stage method shows better performance than the current state-of-the-art two-stage method. The two-stage method selects minimal discriminative genes by linear L 1 -SVR, which are used to build a non-linear model by kernel L 1 -SVR. However, this two-stage method does not take into account the full performance of the kernel L 1 -SVR, even though a smaller number of genes could be sufficient when we utilise kernel L 1 -SVR instead of linear L 1 -SVR in order to obtain similar performance results. In the proposed method, the second stage optimises the gene selection by using kernel L 1 -SVR, which is the major reason that the proposed three-stage framework identifies a much smaller number of genes. We can also explain this in terms of the LOOCV err . In the two-stage method, the kernel L 1 -SVR is performed on the genes found by linear L 1 -SVR without any optimisation stage (i.e., the second stage of the three-stage framework). On the other hand, the final stage of the three-stage framework takes advantage of the chosen genes that were already optimised by kernel L 1 -SVR in the second stage. The data in the right panel of Figures 1 and 2 show that we are able to obtain smaller RMSE values when we ignored some low ranked genes in the first stage.
Comparison among three-stage methods
Using RMFE with υ-SVR linear programming, we found a smaller number of genes (29) than the other feature selection methods in the first stage. In the second stage, the final number of selected genes by three-stage/RMFE-L 1 -SVR (13) is larger than that of three-stage/L 1 -SVR (eight). However, Table 2 shows that the 13 genes are more appropriate genes for obtaining an accurate regression model for its lower LOOCV err . This means that the RMFE has the advantage of selecting a small number of genes with good feature ranking. This is an expected result since the RMFE tends to find consistent genes for different training/test splits (Kim, 2004) . On the other hand, the Pearson correlation coefficient may not produce good feature ranking even though a higher magnitude of Pearson correlation coefficient means a higher correlation between a feature and an observed continuous phenotype. This may be related to a collinearity problem in the regression. Collinearity is a situation where there is a close to near perfect linear relationship among some or all of the independent variables in a regression model. In practical terms, this means there is some degree of redundancy or overlap among variables. It is sometimes described as multicollinearity, near collinearity, or ill conditioning. If there are highly correlated genes between chosen genes in order of magnitude of the Pearson correlation coefficients, choosing the correlated genes may not be as good a choice as choosing independent genes in spite of their small magnitude of Pearson correlation coefficient. Table 3 displays the 13 genes that were selected by three-stage/RMFE-L 1 -SVR. Among the 13 genes, Ripk3, Tnfrsf12, Faf1, Bmp7, Traf1, Tnip1, and Litaf were also found by three-stage/L 1 -SVR. Ripk3, Tnfrsf12, Faf1, and Rela were chosen by three-stage/PC as well. Notably, Ripk3, Tnfrsf12, and Faf1 were identified by all three-stage methods tested. Ripk3, the mouse receptor interacting protein 3, is a component of the tumour necrosis factor receptor-1-mediated apoptosis cascade (Pazdernik et al., 1999) . Although caspase 3 is a further downstream effector of apoptosis and there is no information available to show any interaction between Ripk3 and caspase 3, our results suggest that Ripk3 holds one of the strongest correlation relationships with the level of caspase 3. This finding, if biologically confirmable, would provide an important insight for the functions and mechanisms of Ripk3 protein. Tnfrsf12 (also called Ws1, Apo3, TRAMP, LARD, TR3, and DR3) is one of six death-domain containing TNFR family members (the others are TNFR1, CD95/FAS, DR4, DR5, and DR6). Members of the mammalian tumour necrosis factor receptor (TNFR) family are cell-surface proteins that interact with a corresponding TNF-related ligand family. Tnfrsf12 is the one most closely related to TNFR1 (Kitson et al., 1996) , and mediates a variety of developmental events including the regulation of cell proliferation, differentiation, and apoptosis (Wang et al., 2001) . A Fas-associated protein factor, Faf1, potentiates Fas-mediated apoptosis, although it cannot initiate Fas-induced apoptosis (Chu et al., 1995) . All selected genes were biologically confirmed that they are highly relevant to apoptosis. Table 3 Genes relevant to programmed cell death (apoptosis). Total 13 genes that were selected by three-stage/RMFE-L 1 -SVR are displayed from the most relevant gene (Ripk3)
Biological analysis
Gene Description Ripk3* Receptor-interacting serine-threonine kinase 3 Tnfrsf12* Tumour necrosis factor receptor superfamily, member 12 Faf1* Fas-associated factor 1 Bmp7
Bone morphogenetic protein 7 Tnfsf4
Tumour necrosis factor (ligand) superfamily, member 4 Traf1
Tnf receptor-associated factor 1 Tnip1 TNFAIP3 interacting protein 1 Rela v-rel reticuloendotheliosis viral oncogene homologue A (avian) Litaf LPS-induced TN factor Tnfsf10
Tumour necrosis factor (ligand) superfamily, member 10 Tnfrsf6
Tumour necrosis factor receptor superfamily, member 6 Tnfaip2
Tumour necrosis factor, alpha-induced protein 2 Casp6
Caspase 6, apoptosis-related cysteine protease *Top three genes were chosen by all three-stage methods.
Conclusion
In the present work, we found that the two-stage approach is not the best method for building an accurate non-linear regression model of continuous phenotypes for gene expression data analysis. For this problem, the three-stage framework has been proposed and evaluated by leave-one-out cross-validation. The three-stage methods that were tested in this paper showed much lower LOOCV err than the two-stage method. The proposed recursive multiple feature elimination based on L 1 -SVR in the first stage played an important role in obtaining the final good regression model due to its selectivity and consistency. It was also successfully shown that the second stage of the three-stage methods is an essential step for increasing the accuracy of the non-linear regression model. In summary, a novel three-stage framework has been introduced for gene expression data analysis based on continuous phenotypes. Our future work will include the development of three-stage methods that optimise the feature selection algorithms and/or other non-linear regression methods. Any future improvement of feature selection algorithms or non-linear regression methods can be adapted to the three-stage framework.
