We study the number of nodal domains in balls shrinking slightly above the Planck scale for "generic" toral eigenfunctions. We prove that, up to the natural scaling, the nodal domains count obeys the same asymptotic law as the global number of nodal domains. The proof, on one hand, uses new arithmetic information to refine Bourgain's de-randomisation technique at Planck scale. And on the other hand, it requires a Planck scale version of Yau's conjecture which we believe to be of independent interest.
. listed with multiplicity, and E i → ∞. The nodal set of an eigenfunction f E is the zero set Z(f E ) := {x ∈ M : f E (x) = 0} and it is the union of smooth curves outside a finite set of points [9] . The connected components of M \Z(F E ) are called nodal domains and we denote their number by N (f E ). The main object of our interest is to count the number of nodal domains of f E .
The celebrated Courant Nodal Domains Theorem [12] implies that there exists an explicit constant C > 0 such that
(1.1)
Stern [39] showed that, on some planar domains, there exists a sequence of eigenfunctions such that the eigenvalue grows to infinity, but N (f E ) = 2, see also [24] for a similar result on the two dimensional sphere. Jung and Zelditch [18] proved that for most eigenfunctions on certain negatively curved manifolds N (·) tends to infinity with the eigenvalue. Ingremeau [17] also gave examples of eigenfunctions with N (·) → ∞ on unbounded negatively-curved manifolds.
1.2. Random Wave Model. For "generic" eigenfunctions, the Random Wave Model proposed by Berry [3, 4] together with the breakthrough work of Nazarov and Sodin [31] assert that there exists a constant c > 0 such that
Remarkably, Bourgain [6] proved that there exist sequences of eigenfunction on the standard flat torus T 2 = R 2 /Z 2 such that (1.2) holds. Subsequently, Buckley and Wigman [7] extended Bourgain's work to "generic" toral eigenfunctions. We study a finer form of (1.2): let s > 0 and let N f E (s, z) be the number of nodal domains lying entirely inside the geodesic ball of radius s around the point z ∈ M ; then the Random Wave Model would predict that N f E (s, z) = c · E(πs 2 )(1 + o(1)) (1. 3) uniformly in z, provided that s · E 1/2 → ∞, i.e. provided that the radius of the ball shrinks slightly above the Planck-scale. We prove that (1.3) holds for "generic "toral eigenfunctions with s > E −1/2+o(1) . where ξ ∈ Z 2 , e(·) = e(2πi·) (This normalisation implies that the eigenvalue is 4πE, but we will make no distinction between E and 4πE) and {a ξ } ξ are complex coefficients. It follows that E ∈ S := {E ∈ N : E = a 2 + b 2 , for some a, b ∈ Z} and that the multiplicity of the eigenvalue is given by the number of lattice points on the circle of radius √ E. We denote the multiplicity of E by N = N (E). As we are interested in the zero set of f , from now on we assume thatā ξ = a −ξ , that is f is real-valued. We also assume that f is normalised via
Thanks to (1.5), we can associate to f the probability measure on the unit circle
where δ ξ/ √ E is the Dirac delta function at the point ξ/ √ E. We say that f is flat if for all ρ > 0 we have max |ξ| 2 =E |a ξ | 2 = o(N −1+ρ ) as N → ∞. Observe that if we regard the set (a ξ ) ξ as points on an N -dimensional (complex) sphere via (1.5), then Lévy concentration of measure [22, Theorem 2.3] implies that |a ξ | 2 ≤ (log N ) O(1) /N is satisfied with probability asymptotic to 1. Finally, following [20] , we denote by c N S (µ f ) the Nazarov-Sodin constant of the measure µ f , which we will discussion in Section 2.2 below. Our principal result is the following:
There exists a density one subset 1 S ⊂ S such that for all > 0 and all sufficiently large E ∈ S we have
uniformly for flat f , z ∈ T 2 and s > E −1/2+ . Remark 1.2. Using the main result in [35] , Theorem 1.1 still holds if we take s such that for all m > 0 we have s · E 1/2 /(log E) m → ∞. For the sake of elegance of the presentation, we decided not to include it in this manuscript.
Even in the special case a ξ = 1/ √ N for all |ξ| 2 = E, the sequence {µ f } does not have a unique limit point with respect to the weak topology, see for example [10, 20, 36] . Therefore, to exhibit an asymptotic behaviour in Theorem 1.1, we need to pass to a subsequence. By [21, Theorem 1.3 ] if µ f weak converges to some probability measure µ on S 1 , then c N S (µ f ) = c N S (µ)(1 + o(1)). So we have the following version of Theorem 1.1:
Under the assumptions of Theorem 1.1, suppose that µ f weak converges to some probability measure µ on S 1 , then
uniformly for f flat, z ∈ T 2 and s > E −1/2+ .
1.4.
Nodal length in shrinking balls. Let M be a C ∞ -surface without boundary and f E a Laplace eigenfunction with eigenvalue E. The nodal length is the volume of Z(f E ). A major step in the proof of Theorem 1.1 is estimating the nodal length of toral eigenfunctions in shrinking balls. So we now briefly discuss how our result fits into the broader study of the nodal length of Laplace eigenfunctions and some of its consequences.
Yau's conjecture asserts that
Donnelly and Fefferman [13] showed that Yau's conjecture holds for any real-analytic manifold (of any dimension). Recently, Logunov and Malinnikova [25, 26, 27] proved the lower-bound in the smooth case and gave a polynomial upper-bound. According to the Random Waves Model, "generic " eigenfunctions should satisfy a version of Yau's conjecture in shrinking balls, that is for any
provided that s shrinks slightly above Plank-scale. We prove the following:
uniformly for s > N · E −1/2 and z ∈ T 2 .
One particular aspect of Proposition 1.4 is that it holds for every toral eigenfunction. This might fail on other surfaces: for example, on the 2-sphere S 2 = {x ∈ R 3 : ||x|| 2 = 1} one can consider the "sectoral" harmonic g(θ, φ) = sin(mφ)P m m (cos(θ)) in sphericalcoordinates, where P m m (·) is the associated Legendre polynomial. Then ∆g = −m(m+1)g and the upper-bound in Proposition 1.4 fails around the North pole.
Application to Laplace eigenfunctions on the square. Cammarota, Klurman and Wigman [8] studied the nodal length of random Laplace eigenfunctions on the square with Dirichlet boundary conditions, also known as boundary adapted Arithmetic Random Waves. A major step in their work is to bound the expectation of the nodal length in squares of side O(1)/ √ E, where E is the eigenvalue. The proof of Proposition 1.4 is general enough to address also eigenfunctions on the square with either Dirichlet or Neumann boundary conditions. In fact, we have the following: From Proposition 1.5, it follows that for any fixed C > 0 we have
For random Laplace eigenfunctions on the square, Cammarota, Klurman and Wigman [8, Proposition 2.5] showed that obtained the bound Lf C √ E , z N 2 / √ E holds with high probability. So (1.7) not only refines [8, Proposition 2.5] but it also provides a deterministic results which does not rely on moments estimates. 1.5. Related results. The main body of results regarding statistics of Laplace eigenfunctions in shrinking sets concern their mass distribution. Let f E be a Laplace eigenfunction on a surface M , then one is interested in finding the smallest s such that B(s,z) |f | 2 d Vol = πs 2 (1 + o E→∞ (1)). The celebrated Quantum Ergodicity Theorem [11, 37, 42] asserts that, if the geodesic flow on M is ergodic, then one can take any fixed s > 0 for a density one subsequence of eigenfunctions. Luo and Sarnak [28] showed that, on the modular surface, one can take s > E −α for some α > 0 for a density one subsequence, see also [41] . Hezari, Rivière [15] and independently Han [16] proved that, if M has negative sectional curvature, then one can take s > log(E) −α for some small α > 0 for a density one subsequence. On T 2 Lester and Rudnick [23] showed that s > E −1/2+o (1) , again for a density one subsequence.
Granville and Wigman [19] and subsequently Wigman and Yesha [40] studied the mass distribution of eigenfunctions on T 2 at Planck scale by drawing the centre of the ball randomly uniformly. They showed that, for certain eigenfunctions the mass equidistributes in almost every ball, see also [32, 33] for similar work on the modular surface. The author [34] classified all limiting mass-distributions at Planck scale for "generic" toral eigenfunctions.
Results regarding the zero set are more modest: Benatar, Marinucci and Wigman [2] studied the behaviour of nodal length for random toral eigenfunctions at scales s = E −1/2+o (1) and found the asymptotic law of the variance. To the best of the author's knowledge, our own Theorem 1.1 is the only asymptotic result on nodal domains at small scales.
1.6. Outline the proof. Let f be as in (1.4), s > E −1/2+ and z ∈ T 2 . Thanks to Proposition 1.4,we proved in Section 3, there are few domains of diameter bigger than O(1)/ √ E. So we can express N f (s, z) as an average of local quantities:
x is drawn uniformly at random from B(s, z). Using Bourgain's de-randomisation technique we show that the pseudo-random field {F x } approximates a Gaussian field,F say. This allows us to replace the average in (1.8) with the expectation of the number of nodal domains ofF :
(1.9)
The proof of (1.9) requires a new arithmetic ingredient, which we discuss in Section 2.1 and an auxiliary construction, which we present in Section 4.
To give the reader an idea of how properties of lattice are exploited, we show here that F x (0) approximates a standard Gaussian random variable. Via the method of moments, we have to evaluate for l ∈ N 1 πs 2
Separating the terms with ξ 1 + ... − ξ 2l = 0, known as"length-2l spectral correlations", from the other terms, we obtain 1
where J 1 (·) is the Bessel function of the first kind. The equation
admits the diagonal solutions given by ξ 1 = ξ 2 ,..., ξ 2l−1 = ξ 2l and their permutations. Taking into account (1.5), the contribution of the diagonal solutions to the sum in (1.10) is 2l!/(2 l · l!). For almost all E ∈ S, Bombieri and Bourgain [5] showed that the "offdiagonal" solutions give a lower order contribution as N → ∞ . Thus, taking into account the flatness of f , the first term on the right hand side of (1.10) is asymptotic to 2l!/(2 l ·l!). For a density one subsequence of E ∈ S it is possible to show (Theorem 2.3 below) that (1) . Since the Bessel function decays at infinity, this implies that the error term in (1.10) tends to 0. Hence, F x (0) converges to a standard Gaussian. The last step in the proof is the application of (a suitable version of, see Proposition 2.5 below) the Nazarov-Sodin Theorem to compute the expectation on the right hand side of (1.9); this will be done in Section 5. 1.7. Notation. Let t → ∞ be some parameter, we say that the quantity X = X(t) and Y = Y (t) satisfy X Y , X Y if there exists some constant C, independent of t, such that X ≤ CY and X ≥ CY respectively. We also write O(X) for some quantity bounded in absolute value by a constant times X and X = o(Y ) if X/Y → 0 as t → ∞, in particular we denote by o(1) any function that tends to 0 (arbitrarily slowly) as x → ∞. We denote by B(s, z) the (open) ball of radius s with centre z, by B(s) for the ball centred at 0 and by B(s) the closure of B(s). When the specific radius is unimportant, we simply write the ball as B and 1 2 B for the concentric ball with half the radius. Finally, we denote by Ω an abstract probability space where every random object is defined.
Preliminaries

Number theoretic background.
Recall that S = {n ∈ N : n = a 2 + b 2 , for some a, b ∈ Z}. In this section we collect some number theoretic results that will be used to define the set S ⊂ S in Theorem 1.1. We begin with some considerations on the structure of generic integers representable as the sum of two square. Let E ∈ S and write its prime
It follows that N (E) = 4 p≡1 (mod 4) (α p + 1). Thus, by the divisor bound, we have
Moreover, by the Erdös-Kac Theorem [14, Theorem 12.3] , for almost all integers (representable as sum of two squares) the number #{p|E :
So we also have the following lemma:
We continue with two number theoretic results that will be used to evaluate the L p norms of f in shrinking balls. First, we set up some notation: let l ∈ N and E ∈ S, and denote by S(l, E) the number of solutions to
where ξ j ∈ Z 2 and |ξ j | 2 = E, that is length-l spectral correlations. When l is odd, by congruence obstruction modulo 2, there are no solutions to (2.2). When l is even, we have the following [ 
uniformly for all l ≤ B, where the constant implied in the notation is absolute.
Moreover, provided that is not zero, one can give a quantitative lower bound to the sum in (2.2), see [2, Theorem 1.4] and the refinement [35, Theorem 1.1]: Theorem 2.3. Let B = B(E) be an arbitrarily slow growing function of E, l ∈ N and Q = Q(E) such that for all m ≥ 0 we have Q · E 1/2 /(log E) m → ∞. Then, for a density one subset of integers E ∈ S, we have
uniformly for all choices of ξ 1 , ..., ξ l and l ≤ B.
The set S . We are now ready to define the subset in Theorem 1.1: let S ⊂ S the set of E ∈ S which satisfy the conclusion of Lemma 2.1, Theorem 2.2 and Theorem 2.3. By the discussion in this section, S has density one.
2.2.
Gaussian fields background. We briefly collect some definitions about Gaussian fields (on R 2 ). A (real-valued) Gaussian field F is a measurable map F : R 2 × Ω → R for some probability space Ω, such that all finite dimensional distributions (F (x 1 , ·), ...F (x n , ·)) are multivariate Gaussian. F is centred if E[F ] = 0 and stationary if its law is invariant under translations
Since the covariance is positive definite, by Bochner's theorem, it is the Fourier transform of some measure µ on the R 2 . So we have
The measure µ is called the spectral measure of F and, since F is real-valued, satisfies µ(−I) = µ(I) for any (measurable) subset I ⊂ R 2 . By Kolmogorov theorem, µ fully determines F , so we may simply write F = F µ .
2.3. Nazarov-Sodin constant. Nazarov and Sodin [31] found the asymptotic law of the expected number of nodal domains of a stationary Gaussian field in growing balls around the origin, provided its spectral measure satisfies certain (simple) properties. We state here a simplified and slightly adapted form of their Theorem, see [21, Proposition 1.1]:
Theorem 2.4. Let µ be a probability measure on S 1 , invariant by rotation by π and let N (F µ , R) be the number of nodal domains of F µ in a ball of radius R > 1 centred ad the origin. Then, there exists some constant c N S (µ) such that
Moreover c N S (µ) > 0 if µ does not have any atoms.
We will need the following version of Theorem 2.4, see [7, Proposition 3.4 and Proposition 3.5].
Proposition 2.5. Let R > 1 and µ f be as in (1.6) . Then, for any function ψ with ||ψ|| C 1 sufficiently small in terms of R, we have
as R → ∞.
We conclude this section mentioning another result concerning the positivity of c N S (µ f ). Suppose that µ f is invariant under π/2 rotations and reflection on the X-axis (i.e. (x 1 , x 2 ) → (x 1 , −x 2 )). Among these measure Kurlberg and Wigman [21, Theorem 1.5] showed that there are only two with vanishing Nazarov-Sodin constant:
δ e i(πk/2+π/4) .
Nodal length of toral eigenfunctions in shrinking sets
The aim of this section is to prove the Proposition 1.4 and Proposition 1.5. First we deduce the following consequence of Proposition 1.4 which will be fundamental in the proof of Theorem 1.1. 
Proof of Proposition 3.1 assuming Proposition 1.4. Let L > 1 be some parameter to be chosen later. By Proposition 1.4 the nodal length of f in B(s, z) is, up to rescaling, at most √ Es. It follows that there are at most Es 2 /L nodal domains of diameter bigger than L/Es 2 . Therefore, if we divide B(s, z) into balls of radius R/ √ E, any nodal domain of diameter smaller than L/Es 2 intersects at most O(L 2 /R 2 ) balls. We deduce that
The Proposition follows choosing L = √ R.
3.1. Proof of Proposition 1.4, upper bound. The proof will be carried out through a series of Lemmas, the first is a standard tool to count zeros of analytic functions. |h| .
Proof. Up to translation and rescaling, we may assume that h is defined on the unit ball, which we again denote by B. Let w 1 , ..., w n be the zeros of h on 1 2 B counted with multiplicity and consider the Blaschke factor D(z,
The lemma follows taking the logarithm on both sides of (3.1).
We also need the following well-known formula of Crofton [35, . Finally, we need the following (slightly adapted) lemma, see [30] : for some explicit c > 0.
We are finally ready to prove the upper bound in Proposition 1.4.
Proof of the upper bound in Proposition 1.4. Let g(y) = f (z + sy) for y ∈ B(1). By Lemma 3.3, we have
Let h be the extension of g to the complex unit ball and apply Lemma 3.2 and Lemma 3.4 to see that
uniformly in u and ω. The upper bound then follows by (3.2) and (3.3).
3.2.
Proof of Proposition 1.4, lower bound. The proof of the lower bound is standard, but we include it for completeness. We need the following result about the density of the zero set: 
Bourgain's de-randomisation in shrinking sets
Let R > 1 be fixed, and consider the restriction of f , as in (1.4) , to a small square centred at x ∈ T 2 :
for y ∈ B (1) . In this section we are going to show that if we sample x uniformly at random from B(s, z), where z ∈ T 2 and s > E −1/2+ , then the ensemble {F x } x∈B(s,z) approximates the Gaussian field F µ f . The proofs are based on [6, 7] ; nevertheless, the use of Theorem 2.3 is required to control the averaging over B(s, z).
4.1.
Approximating f in small squares. In this section, we construct an auxiliary function φ x (y) which approximates F x (y), as in (4.1), for most x ∈ T 2 . We begin with some notation: let K > 1 be some (large) parameter; divide the circle S 1 into arcs I k , of length 1/2K for k ∈ {−K, ..., K}. Furthermore, let δ > 0 be some (small) parameter and denote by K(δ) = K =⊂ {−K, ..., K} the subset of indices such that if k ∈ K then
Finally, let E k := {ξ ∈ E : ξ ∈ I k } and let ζ k be the mid point of I k . We are ready to begin out construction: first we re-write F x as (4.5)
The following lemma shows that φ x (y) is a good approximation for F x (y) for most x ∈ T 2 . 
uniformly for all s > E 1/2+ and z ∈ T 2 .
Proof. Thanks to the Sobolev Embedding Theorem, we bound the C 1 norm by the H 3 norm 1 πs 2
where |α| = |(α 1 , α 2 )| ≤ 3 and D α = ∂ α 1 ∂ α 2 . First, we estimate the contribution coming from the second term on the right hand side of (4.3). Expanding the square and using the triangular inequality, we obtain Observe that for a ∈ R 2 B(s,z) e( a, x )dx = πs 2 a = 0 πs 2 e( a, z ) J 1 (s|a|) s|a| a = 0 .
(4.8)
So we separate the terms with ξ = ξ from the others on the right hand side of (4.7) to obtain
Since k ∈ K implies ξ∈E k |a ξ | 2 = µ f (I k ) ≤ δ, the first term on the right hand side of (4.9) is bounded by R 2|α| Kδ. By Theorem 2.
where we have used the bound J 1 (T ) T −1/2 valid for all sufficiently large T . Using (4.10), estimating trivially |a ξ | ≤ 1 and bearing in mind (2.1), we obtain
All in all, we have shown that
Now we turn our attention to bounding the difference between φ x and the first term on the right hand side of (4.3). Expanding the square and using the triangular inequality, we have
Similarly to the above, via (4.8) and (4.10), the contribution from the terms with ξ = ξ is at most R 2|α|+2 E −(1/3) . The contribution of the terms with ξ = ξ , bearing in mind that |ξ/ √ E − ζ k | ≤ 1/K, can be bounded by
All in all we have,
The lemma follows combining (4.6), (4.11) and (4.14).
4.2.
Gaussian moments. Recall the notation (4.5), we are going to show that the vector (b k ) k∈K approximates a Gaussian vector (c k ) k∈K , where c k are i.i.d. complex standard Gaussian random variables subject to c k = c −k . We prove the following quantitative lemma: Proof. Expanding the product, we have
where the out most sum is over all the choices ξ 1,1 , ..., ξ 1,r 1 , ξ 1,1 ..., ξ 1,s 1 , ..., ξ k,1 , .., .ξ k,r k , ξ k,1 , ..., ξ 1,s k . We split the sum in (4.15) according to (4.8) : we first consider the contribution from the constant term k,i,j (ξ i,k −ξ j,k ) = 0 and then the contribution from the oscillatory term | k,i,j (ξ i,k −ξ j,k )| > 0. Furthermore, we subdivide the constant term into "diagonal" solutions, namely {ξ i,k } = {ξ j,k } for each k ∈ K, and all the other solutions, which we call "off-diagonal". Constant term, "diagonal" solutions. If {ξ i,k } = {ξ j,k }, then r k = s k , so, taking into account the possible rearrangements and by definition of I k and µ f (I k ), we have a contribution to the right hand side of (4.15) of
Multiplying together the contributions from all k's, we obtain
(4.16)
Since the maximum number of terms in the outer sum in (4.15) is (1) and bearing in mind (4.18) and (2.1) , we obtain as (1.4) . Suppose that E ∈ S is sufficiently large depending on , α 1 , α 2 , K, δ and B. Then, uniformly for all s > E −1/2+ , z ∈ T 2 and f flat, there exists a measurable map τ : Ω → B(s, z) and a subset Ω 1 ⊂ Ω with the following properties:
(1) For any measurable A ⊂ Ω 1 , we have Vol(τ (A)) = πs 2 P(A).
(2) P(Ω 1 ) > 1 − α 1 .
(3) For all ω ∈ Ω 1 , we have |b k (τ (ω)) − c k (ω)| ≤ α 2 uniformly for all k ∈ K.
4.3.
Discarding φ x . To discard φ x we need the following simple lemma:
Lemma 4.4 (Lemma 4, [38] ). Let R > 1 α 3 , α 4 > 0, {µ n } n∈N be a sequence of probability measures on S 1 such that µ n weak converges to some probability measure µ. Then, for all n sufficiently large depending on α 3 , α 4 and R, we have
outside an event of probability α 4 .
Proof. We can associate to µ the Gaussian measure G defined on R 2 as follows: for any open and measurable (with respect to µ) subset A of R 2 we let
where N (0, µ(A)) is a Gaussian random variable with mean zero and variance µ(A). Moreover, if A ∩ B = ∅, we require G(A) and G(B) to be independent. We define G n with respect to µ n similarly. Since µ is compactly supported, we see that G n weak converges to G and, since a normal random variable is square integrable, we obtain G n → G in L 2 (Ω) (recall that Ω is the common probability space of our random objects). By [1, Theorem 5.4.2], we have the L 2 (Ω) representations
Since µ and µ n are compactly supported, we can differentiate under the integral in (4.20); bearing in mind that G n weak converges to G, we have ||F µn −F µ || C 1 (B(R)) → 0 as n → ∞ in L 2 (Ω). This implies the conclusion of the Lemma.
We are finally ready to state and prove the main result of this section:
Proposition 4.5. Let > 0, R > 1 and η 1 , η 2 > 0, f be as in (1.4) . Suppose that E ∈ S is sufficiently large depending on , η 1 , η 2 and R. Then, uniformly for all s > E −1/2+ , z ∈ T 2 and f flat, there exists a measurable map τ : Ω → B(s, z) and a subset Ω ⊂ Ω with the following properties:
(1) For any measurable A ⊂ Ω, we have Vol(τ (A)) = πs 2 P(A).
Proof. Let K, K, δ, φ x be as in Section 4.1 and let F K (Ry, ω) := k∈K µ f (I k ) 1/2 c k (ω)e( ζ k , Ry ). We divide the proof into three (short) steps: we show that F K is close to φ x ; then that F K is close to F µ f ; finally that F x is close to φ x .
Step 1. Thanks to Corollary 4.3 with α 1 = η 1 /3 and α 2 = 1/K 2 , there exist τ : Ω → B(s, z) and Ω 1 ⊂ Ω such that:
• For any measurable A ⊂ Ω , we have Vol(τ (A)) = πs 2 P(A).
• P(Ω 1 ) > 1 − η 1 /3 . • For all ω ∈ Ω , we have ||φ τ (ω) (y) − F K (Ry, ω)|| C 1 RKα 2 = R K ≤ η 2 /3 (4.21)
provided K is sufficiently large depending on R and η 2 .
Step 2. We claim that there exists some Ω 2 ⊂ Ω with P(Ω 2 ) > 1 − η 1 /3 such that ||F K (Ry, ω) − F µ f (Ry, ω)|| C 1 ≤ η 2 /3 (4.22)
Indeed, observe that F K is a Gaussian field with spectral measure
By definition of µ f , we have sup A⊂S 1 |µ f (A) − µ K (A)| δK. So, taking δ < 1/K 2 and K sufficiently large, the claim follows from Lemma 4.4.
Step 3. By Lemma 4.1 and Markov's inequality, we have for K and E sufficiently large in terms of R, η 1 and η 2 . We briefly summaries our choices of parameters: R, η 1 , η 2 are fixed, δ < 1/K 2 , K is large depending R, η 1 , η 2 and E is large depending on R, η 1 , η 2 and K. We are now ready to conclude the proof. Let Ω = Ω 1 ∩ Ω 2 ∩ τ −1 (B), then τ restricted to Ω satisfies (1). By Corollary 4.3, Step 2 and (4.24), we also have P(Ω ) ≥ 1 − η 1 so (2) holds. Finally, (3) follows by (4.21), (4.22) and (4.23), valid for all ω ∈ Ω . This concludes the proof of the Proposition.
Concluding the proof
We are finally ready to prove Theorem 1.1.
Proof of Theorem 1.1. Pick some η 1 , η 2 > 0 to be chosen later, and let τ and Ω be given by Taking η 1 small enough in terms of R via Proposition 2.5 and then taking R → ∞, we deduce N f (s, z) = c N S (µ f )πs 2 E(1 + o R→∞ (1)). and the Theorem follows.
