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We study a 2D system of trion polaritons at the quantum level and demonstrate that for monolayer
semiconductors they can exhibit a strongly nonlinear optical response. The effect is due to the composite
nature of trion-based excitations resulting in their nontrivial quantum statistical properties, and enhanced
phase space filling effects. We present the full quantum theory to describe the statistics of trion polaritons,
and demonstrate that the associated nonlinearity persists at the level of few quanta, where two qualitatively
different regimes of photon antibunching are present for weak and strong single photon-trion coupling. We
find that single photon emission from trion polaritons becomes experimentally feasible in state-of-the-art
transition metal dichalcogenide setups. This can foster the development of quantum polaritonics using 2D
monolayers as a material platform.
DOI: 10.1103/PhysRevLett.125.197402
Introduction.—Exciton polaritons are hybrid quasipar-
ticles formed in optical microcavities in the regime of
strong light-matter coupling. Their unique properties
related to the composite nature lead to a dramatic enhance-
ment of the nonlinear optical response and enable the
observation of quantum collective phenomena at relatively
high temperatures [1,2]. Examples include the observation
of a polariton Bose-Einstein condensate and polariton
lasing [3–5], topological defects such as solitons [6–11],
and quantized vortices [12–16], and many others [17–19].
For conventional GaAs [4] and CdTe [3] systems
polaritonic nonlinearities mainly stem from exciton-exciton
scattering processes, governed by the Coulomb exchange
of electrons and holes [20,21]. However, another important
contribution comes from phase-space filling effects related
to the composite nature of excitons [22,23], also known as
nonlinear saturation effects [21]. In GaAs these effects were
shown to be negligible at moderate pump powers [21], but
can become significant in certain cases [24]. They also
govern the transition from strong to weak coupling at large
pump powers [25,26] and dominate the nonlinear response
of Frenkel excitons [27–29].
One of the most promising platforms for polaritonics is
represented by transition metal dichalcogenide (TMD)
monolayers [30–34]. TMD excitons have extremely large
binding energies and oscillator strengths as compared to
excitons in conventional semiconductors, dominating an
optical response even at room temperature [35–37].
Moreover, it is also important that optical spectra of
TMD monolayers reveal robust trion [36–41] and biexciton
[42,43] peaks, as well as excited exciton states [44–47].
Trion-based response usually dominates at small exciton
densities, and at high densities (> 1012 cm−2) the exciton-
polaron effects become important [48–50]. In the polariton
regime, the exciton-based nonlinear energy shift [51,52]
together with dissipative nonlinearity coming from exciton-
exciton annihilation [53] were reported, and enhancement
of nonlinearity in the cooperative coupling regime [54] was
proposed. Recent experimental study revealed the appear-
ance of trion polaritons in a MoSe2 monolayer and large
saturative nonlinearity [55].
Recently, the quality improvement of optical micro-
cavities has much prolonged the lifetime of exciton polar-
itons [56], thus allowing to observe the first signatures of
entering the quantum regime [57]. The current state-of-the
art is represented by weak antibunching of 0.95 [57,58].
However, the possibility to obtain stronger antibunching is
ultimately limited by insufficient Kerr-type nonlinearity
coming from the effective exciton-exciton interaction [59].
This hinders the associated development of quantum
polaritonics, and qualitatively new ideas are needed in
order to propose how one can increase dramatically the
nonlinear response of the system on single quantum level.
Potential solutions correspond to using the effects of
quantum interference in double pillar systems without
increasing the interaction constant itself [60–65], or
enhancing the interaction in dipolariton systems [66–68].
In this Letter we study trion polaritons in TMD mono-
layers and show that their composite nature results in a
highly nonlinear optical response. We build the full non-
perturbative quantum theory of the phase-space filling
effects. In particular, we find regions of parameters where
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unconventional saturation-based blockade can be achieved,
as well as describe conventional blockade attainable at
large single photon-trion couplings. We show that in state-
of-the-art TMD polariton structures the antibunching of
gð2Þð0Þ < 0.1 can be achieved. Plotting the optical spectrum
of the system at increasing pump power, we also find the
conditions for the transition between strong and weak light-
matter coupling regimes.
The model.—We aim to build a quantum theory of trion
polaritons and study their optical properties. We start by
considering a planar semiconductor which is initially
electron doped, and consider a dilute electron gas limit
where trions dominate. We note that the theory is not
directly applicable to a regime of large densities, where
crossover to the exciton-polaron regime happens [49,50].
In the latter discussion we stress the applicability range, and
note that a low density regime is beneficial for achieving
antibunching. Optically excited electron-hole (e-h) pairs
can interact with available free electrons and form a bound
trion state [Fig. 1(a)]. The corresponding creation operator










where the trion wave function ϕK;k1;k2;s is separated into a
center-of-mass part with momentum K, and the relative
motion part described by the relative motion wave function
ϕk1;k2 . Here, â
†
k;sj
and b̂k;sj are fermionic creation operators
for electrons and holes, the indices sj correspond to the
spins of individual fermions which define the spin con-
figuration of a trion complex (denoted by the index s),
which can be a singlet or a triplet. In the following we
consider only dominant trions in a singlet configuration,
omitting spin indices for brevity.
The full excitation process relies on taking an electron
from the Fermi sea by a photocreated e-h pair, where an
empty electron state is left in the conduction band [Fig. 1(a)].
This process can be conveniently described by the generation
of the quasibosonic excitation in the system from thevacuum
state j∅i corresponding to the Fermi sea, andwe consider the
low temperature case of a degenerate electron gas. The




p ÞPk T̂†Kþkâkj∅i [70,71] where Ns is a
number of free electrons available for a trion creation. As the
excitation operator B̂†K contains four fermionic operators, it
represents a composite boson with commutation relation
½B̂q0 ; B̂†q ¼ δq0;q − D̂q0;q, where operator D̂q0;q represents the
deviation from bosonicity. For tightly bound trions present in
TMDmonolayers the trion operators [Eq. (1)] can be treated
as fermions, as their fine structure is only revealed at densities
comparable to the inverse area of a trion ðπa2TÞ−1. In this case,
the deviation operator corresponds to the fraction of trions





This makes trion-polariton excitations prone to the phase
space filling effects and can lead to the saturation of light-
matter coupling. At the same time, we remind the reader that
B̂K is not a bound state, and thus exhibits different statistics
as compared to exciton polaritons [22,24], resembling more
the case of intersubband polaritons [72–74] and Frenkel
excitons [75].
The Hamiltonian of the system can be written as the
sum of three terms, Ĥ ¼ Ĥ0 þ Ĥcoupl þ ĤT−T. Here, Ĥ0
describes noninteracting cavity photons, electrons, and
trions. Ĥcoupl describes the processes of light-matter cou-
pling, and ĤT-T describes Coulomb trion-trion scattering.
In this Letter we focus on the mechanism of nonlinearity
stemming from the saturation effects related to the Pauli
exclusion principle, and neglect the latter term responsible
for higher-order Coulomb effects. We also note that higher-
order effects can appear due to hybridization with biexcitons
[42,76,77], while for the weak pump and significant sepa-
ration in energy they will play a minor role. The light-matter
coupling Hamiltonian can be expressed in terms of the
photonic operators ĉq and operators of quasibosonic exci-
tations B̂†k, reading Ĥcoupl ¼ ðΩ=2Þ
P
k ðB̂†kĉk þ B̂kĉ†kÞ,




k1;k2 ϕk1;k2 is a Rabi energy for cou-
pling between the collective trion mode and cavity photons
(accounting for the trion localization), with g0 being a
valence-to-conduction band transition matrix element.
The total number of excitations (photons plus trions) in
the system is conserved. Thus, we can split the associated
Hilbert-Fock space of the problem into separate manifolds
corresponding to the different numbers of the excitationsN,
and then diagonalize each block separately. For this, let us
define the matrix elementMm;nm0;n0 ≔ hm0; n0jĤjm; ni, where
jNC;NTi represents a statewithNC photons (bosons) andNT
quasibosonic trion excitations. The Hamiltonian describing












FIG. 1. (a) Sketch of trion excitations. A cavity photon creates
an electron-hole pair and captures an electron from the con-
duction band to form a trion complex. (b) Energy level scheme in
photon-trion basis jNC;NTi, where the direct excitation path
j0; 0i → j1; 0i → j2; 0i destructively interferes with the trion-
mediated path. The effective nonlinearity comes from the reduced
coupling Ω< in the presence of two trions.
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The matrix elements entering the expression above can be
calculated elementwise, properly accounting for the
composite nature of the particles. The diagonal elements
readMNC;NT−1NC;NT−1 ¼ NCωcav þ ωTðNT − 1Þ, where ωcav is the
energy of the photonic cavity mode, and ωT corresponds to
the energy difference between electron and trion energies.
The crucial point of derivation corresponds to the off-
diagonal elements, coming from the strong light-matter




















Importantly, expression Eq. (3) (i) holds for arbitrary
NT ≤ Ns; (ii) is valid for highly nonlinear case of Ns ¼ 1
(corresponding to a qubit) [79]; (iii) provides physical result
for singly occupied mode NT ¼ 1, unlike for Holstein-
Primakoff approach [80–82] widely used for large NT but
failing in this limit crucial for quantum statistics.
Trion-polariton spectrum.—Once blocks ĤN are known,
the polariton energies can be found separately for each N.
We assume the monomode approximation corresponding
to an effectively 0D open microcavity [31], such that
only zero momenta photons are considered, ĉ ≔ ĉk→0,
B̂ ≔ B̂k→0, Ĥcoupl ≔ ðΩ=2ÞðB̂†ĉþ B̂ĉ†Þ. We consider the
system driven by a strong coherent pulse, such that initial
particle distribution corresponds to a coherent state for the
photonic field given by the Poisson distribution with
amplitude α, while the trion mode remains unoccupied.
We calculate the corresponding transmission spectrum
SðωÞ (see Ref. [78], Sec. B, and Refs. [83–85]) for an
increasing total number of photons NC ¼ jαj2. The cavity
output, modified by the strong coupling to trions, is then
monitored in the transmission geometry. The results are
shown in Fig. 2(a), where we considered zero cavity-
trion detuning δ ¼ ωcav − ωT , fixed dissipation rates of
γc ¼ γT ¼ 0.05Ω, and Ns ¼ 100 available electronic
states. For small NC the two trion-polariton peaks are
clearly visible, representing the expected Rabi doublet.
As NC increases the number of transitions grows and the
distance between the peaks decreases [see Eq. (3)]. Finally,
at large occupationsNC > 100 the two peaks merge and the
broad band of transitions is visible in the spectrum. This
behavior was recently observed experimentally in the
MoSe2 setup [55]. To track the collapse of the strong
coupling, we plot peak positions as a function of pump
(NC) for different dissipation rates [Fig. 2(b)]. At large
decay rates (γ=Ω ¼ 0.1) the collapse is shifted to smaller
NC values, while for narrow lines it saturates at NC ¼ Ns.
Antibunching.—To calculate the quantum statistics for
the cavity photons we consider the finite Hilbert space with
matrix elements modified due to the phase space filling as
shown in Eq. (3). We consider the case of a weak coherent
cw pump with frequency ωp and strength P detuned from
the cavity mode by Δ ¼ ωcav − ωp. The dynamics for the
system is studied using the master equation approach,







B̂ are introduced [78]. As we focus on the
regime of few quanta, NC and NT are truncated in the way
that higher states are negligibly populated (we consider the
range of pumps for which NC;NT < 10).
To characterize the statistics of the cavity output we
calculate the second-order coherence function at finite time
delay τ, gð2ÞðτÞ ¼ hĉ†ð0Þĉ†ðτÞĉðτÞĉð0Þi=hĉ†ĉi2, as well as
steady state intracavity occupation ncav ¼ hĉ†ĉi. The
results are shown in Fig. 3, where for brevity we concen-
trate on the case of equal decay rates γc ¼ γT ¼ γ and zero
trion-photon detuning ωcav ¼ ωT (see Ref. [78] for full
characterization). Studying the dependence of second-order
coherence at zero delay gð2Þð0Þ on the pump detuning Δ we
reveal two qualitatively different regimes of antibunching
coming from the optical saturation of the trion-photon




being comparable with cavity and trion linewidth, we find
the region of pronounced antibunching which can be
attributed to the unconventional photon blockade
[60,61], where due to destructive interference the two-
photon occupation vanishes [Fig. 3(a)]. Namely, there are
two excitation paths to populate the two-photon state—one
from direct coherent excitation, and the second via the
alternative root through the trion mode [Fig. 1(b)]. For
certain optimal conditions the two interfere destructively
(see Ref. [78], Sec. D, for optimal parameters), leading to a
largely reduced two-photon probability. The process
requires the pump to be nearly resonant with the cavity
mode and gc=γ ∼ 1, and notably the optimal pump position
does not depend on gc. Already at gc=γ ¼ 2 the Δ ≈ 0
(a) (b)
FIG. 2. (a) Absorption spectrum of a trion-polariton system for
various photon numbers NC ¼ jαj2 being injected to the system
by short coherent optical pulse. The parameters are fixed to Ns ¼
100 available electronic states, γc;T ¼ 0.05Ω, and wework at zero
photon-trion detuning (values of NC ¼ f40; 100; 120g are high-
lighted). (b) Spectral peak locations for lower and upper polariton
modes are shown as a function of drive, and reveal the collapse of
strong coupling.
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antibunching window disappears, and instead the single
photon emission at lower polariton frequency ωp ≈ ωL ¼




=2 emerges. In Fig. 3(b) this
corresponds to the minimum at Δ=γ ≈Ω=2 which shifts
with gc. The Fano-lineshape profile of gð2Þð0Þ [Fig. 3(b)] and
requirement of the strong single trion-photon coupling
gc=γ ≫ 1 allows us to attribute it to conventional blockade,
comparable to antibunching in Kerr-type nonlinear systems
[59]. The probability of the single photon emission, being
proportional to cavity occupation ncav, is plotted in Figs. 3(c)
and 3(d). As the unconventional antibunching window lies
in the middle of the polaritonic spectra, the associated
occupations lie in the 10−3–10−4 range [Fig. 3(c)], for
relevant gc=γ ∼ 0.5–1.2 values (P=γ ¼ 0.5 is considered).
For theωL-resonant pump the occupation peaks at 0.1 values
for minimal gð2Þð0Þ [Fig. 3(d)], at the expense of weaker
antibunching and the large gc=γ requirement. The perfor-
mance in both regimes can be further characterized by
plotting minimized gð2Þð0Þ for both detuning windows as
a function of light-matter coupling gc and number of
electronsNs [Fig. 3(e)]. While in the unconventional regime
low gð2Þð0Þ holds well for gc=γ < 2 and does not depend on
Ns, the conventional case for gc=γ > 2 shows Ns depend-
encewhere low electron concentration is favored. Finally, the
important dependence of the single photon emission is a
finite delay response, which defines how well the emitted
single photon can be resolved [86]. As expected for the
interference effect, the unconventional trion-polariton block-
ade plotted for optimalΔ and gc=γ ¼ 1.2 shows oscillations
in gð2ÞðτÞ with the period inversely proportional to ffiffiffiffiffiffiNsp ,
where the antibunching region shrinks as Ns grows
[Fig. 3(f)], while remaining a significant portion of γ−1 even
for large occupation Ns ¼ 100. We compare it to the
conventional blockade at two-orders larger coupling gc ¼
120γ (Ns ¼ 100), which does not show oscillations, yet
increases with τ.
Discussion.—To get the quantitative estimates for trion-
based antibunching in TMD materials, the characteristic
strength of light-matter coupling between a cavity photon
and a trion can be estimated as gc ¼ g0χT , where g0 is the
bare e-h coupling constant, and χT is a trion confinement
coefficient coming from integrating the relative motion
wave function. We adopt the approach from Refs. [87–90]
and consider the standard Chandrasekhar-type wave func-
tion for the trion with two variational parameters [69],
which was shown to work well for nearly equal electron-




with λ1 and λ2 being variational parameters corresponding
to the effective radii of electrons in a trion (which can be
understood as excitonlike shell and outer electron shell
properties). Considering λ2 > λ1, the limit of λ2=λ1 ≫ 1 is
favored for achieving large χT . The bare electron-hole pair












where e is an electron charge, pcv is an interband transition
matrix element, η accounts for TMD placement in the
cavity (η ¼ 1 corresponds to an antinode), ϵ is dielectric






FIG. 3. Second order coherence at zero delay for trion-polariton
system vs different parameters. (a),(b) gð2Þð0Þ for cavity photons
plotted as a function of pump detuning Δ ¼ ωcav − ωp for





In (a) the unconventional blockade window at Δ ≈ 0 and small
gc ≈ γ is shown, and (b) shows the conventional regime atΔ ≈ ωL
and large gc=γ ≫ 1. (c),(d) Cavity occupations corresponding
to the same parameters as in (a) and (b). (e) Minimal gð2Þð0Þ
considered over wide detuning Δ range, plotted as a function
of gc, showing both unconventional and conventional blockade
regions for various electron numbers Ns. (f) Time-delayed second
order coherence gð2ÞðτÞ where solid curves depict results for gc ¼
1.2γ at optimal detuning and increasing Ns. Dashed curve
corresponds to the case of conventional blockade (gc ¼ 120γ
and Ns ¼ 100).
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electron mass, ω0 is a transition energy, Lcav is a cavity
length, μ ¼ m0ð1=me þ 1=mhÞ−1 is the reduced electron-
hole pair mass, and A is the sample area.
As a particular example we consider a MoSe2 monolayer
inside an open cavity. The parameters of a standard setup are
chosen as effective cavity lengthLcav ¼ 1 μm, cavity area of
A ¼ 1 μm2, electron density of ns ¼ Ns=A ¼ 1010 cm−2,
and optical linewidth of γc ¼ 50 μeV. The effective masses
of the electron and hole in MoSe2 me ¼ 0.8 andmh ¼ 0.84
[92], and Eq. (5) gives g0 ¼ 0.058 meV (η ¼ 1), as expected
for a direct band gap semiconductor [93]. Performing the
variational procedure for the relevant case of MoSe2 on
hexagonal boron nitride (h-BN) the trion radii are λ1 ¼
0.87 nm and λ2 ¼ 2.54 nm, providing the enhancement
coefficient of χT ¼ 7.35. As we consider dilute electron
gas, the Fermi energy EF ¼ 0.03 meV is much smaller than
the trion binding energy of ETb ¼ 20 meV. The condition
EF=ETb ≪ 1 confirms that we are in the trion-dominated
regime [49]. The nonradiative decay rate for trions was
measured in h-BN encapsulated samples γT ¼ 0.26 meV
due to inhomogeneous exciton broadening [94]. Considering
the TMD monolayer placed outside of the antinode with
η ¼ 0.6, yielding gc ¼ 0.256 meV, the setup can provide
unconventional antibunching of gð2ÞMoSe2ð0Þ ¼ 0.064 with
ncav ¼ 0.00013. Improving the system, trion nonradiative
decay can be reduced to γT ∼ 10 μeV at 1 K temperature
given by phonon interactions only [94], and we note that the
cavity linewidth γc ∼ 10 μeV was already realized in state-
of-the-art setups [95,96]. Thus, for the optimally coupled
layer (η ¼ 1) the conventional antibunching value of
gð2ÞMoSe2ð0Þ ¼ 0.091 can be obtained. One can compare this
to the potential state-of-the-art GaAs sample with a 2.3 μm
diameter micropillar cavity of the same effective area, where
the exciton-exciton interaction-basedKerr blockade [59] can
give gð2ÞGaAsð0Þ ¼ 0.92 for the same values of broadening, the
limit nearly approached experimentally, where antibunching
at 0.95 level was reported [57,58].
Conclusions.—We developed a theory of quantum non-
linear optical response of trion polaritons fully accounting
for their composite nature and related phase-space filling
effects up to infinite order. We observed and described
quantitatively the collapse of the strong light-matter cou-
pling with increase of the optical pump. We studied the
effect of quantum correlations in the system, and revealed
the rich phenomenology where both unconventional and
conventional blockade can be studied in regimes of weak
and strong single trion-photon coupling, correspondingly.
We found that strong antibunching of the photonic emis-
sion is possible with TMD monolayers put in an open
microcavity, being accessible in modern and near-term
setups.
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