A nite di erence method is proposed to track curves whose normal velocity is given by their curvature and which meet at di erent types of junctions. The prototypical example is that of phase interfaces that meet at prescribed angles, although eutectic junctions and interactions through nonlocal e ects are also considered. The method is based on a direct discretization of the underlying parabolic problem and boundary conditions. A linear stability analysis is presented for our scheme as well as computational studies that con rm the second order convergence to smooth solutions. After a singularity in the curve network where the solution is no longer smooth, we demonstrate \almost" second order convergence. A numerical study of singularity types is done for the case of networks that meet at prescribed angles at triple junctions. Finally, di erent discretizations and methods for implicit time stepping are presented and compared.
Introduction
In this paper we present numerical simulations for the motion of phase boundaries in two dimensional physical systems with several phases, such as grain growth in crystalline structures, lamellar eutectic growth and volume preserving mean curvature ow for binary mixtures. Our simulation is based on the discretization of a system of nonlinear partial di erential equations which models the evolution of each interface. In this model, the principal contribution to the normal velocity of an interface (or curve) is given by its curvature. Moreover, we allow the curves to meet at several types of junctions. The rst considered, our main example, allows prescribed angles at triple junctions where three curves meet and at the boundary of the domain. This model is used by material scientists in the study of the evolution of idealized grain growth 18] . In this case the triple junction angles are all 120 (for other angles see e.g. 3, 22] ). Junctions modeling those found in lamellar eutectic growth are also considered.
The nonlinear system that we use is the formal asymptotic limit of a vector-valued Ginzburg-Landau equation with a triple-well potential introduced in 1] to model physical systems with more than two phases. In the limit, the curves representing phase boundaries evolve by their curvature with prescribed angles at the triple junctions which depend on the potential. For a symmetric potential, the angles are 120 and this corresponds to the model of grain growth. In the case of three curves meeting at one point, the problem is given mathematically by a system of 6 6 parabolic partial di erential equations for which short-time existence was proved 1] (the problem with a junction of more than three curves and given angle conditions is ill-posed). Their result extends to networks of more than three curves connected by multiple triple junctions. In this paper, we use a second order nite di erence method to compute approximations to this parabolic system describing the evolution of the curves. The discretization is based on a staggered grid using straight forward second order discretization at the interior grid points. In order to handle the boundary conditions we use an extrapolation of the interior grid points up to second order in the actual boundary conditions. We show second order convergence to smooth solutions in computational studies and perform a linear stability analysis for the junction discretization using a novel energy technique. This last technical discussion is delayed to an appendix.
The short-time existence result of Bronsard-Reitich shows that the above discretization is well-de ned until the parametrization breaks down. As can be seen numerically, this occurs when the length of one of the curves shrinks to zero, i.e. when a geometric singularity occurs. This \singularity time" can be detected numerically and at that time we perform a \surgery" which depends on the physical system being modeled. This coarsening process can then be continued until one phase is left (we restrict ourselves to computations in convex domains). At singularity time there are derivative singularities in our parametrization of the curve network: A detailed numerical study of the performance of the method through singularity and surgery is presented, showing \almost" second order convergence.
There are several numerical methods which have been recently developed to simulate geometrical motions of curves and surfaces. We refer to 4] for a survey of many approaches to de ning geometric motion of interfaces. More recently, there has been some work in which a level-set formulation is introduced to study the evolution of triple junctions 17] . There have also been several discretized models developed more specically for the motion of grain boundaries using the Potts model (see 10] and references therein), vertex and boundary dynamics models (see 14] and references therein), meanelds theories (see 6] and references therein) as well as the work of Ceppi-Nasello 5]. Our method di ers from these approaches since it is based on a direct discretization of the evolution equation of each interface. Other authors 8, 7] have proposed similar interface \tracking" methods for this problem using heuristic arguments rather than a discretization of an underlying set of equations. We present a detailed comparison between the methods and demonstrate that our discretization at the junctions is more accurate. We also present two more e cient techniques for solving the systems arising from the implicit time discretization of curve networks with junctions. This problem is particularly suited to tracking because curves can never cross and the domains we consider are convex so curves cannot cross the domain boundaries. Tracking interfaces that can cross in nontrivial ways is in general a much harder problem (see e.g. 20] ). We present the interface equations and discretization procedure for the system corresponding to grain growth in the next two sections. Then, we present simulations for several networks to illustrate the type of singularities that can be observed. Two physical models are considered: rst one with three di erent phases and then the case of grain growth in an isotropic material in which each grain has its own lattice orientation and hence there are as many phases as there are grains. We concentrate on computations where the interfaces meet at the triple junction with an angle of 120 and at the boundary of the domain with normal angle. In this case, areas enclosed by curves obey the Von Neumann-Mullins parabolic law (see section 4.3 below). Moreover, the total network length must decrease. We demonstrate that our numerical technique approximates these laws accurately. The short-time existence in 1] also applies to other angle conditions and we extend our method to this case and present some results. Following this, we present a numerical convergence study for the method through several singularities. Then, other spatial discretizations and methods for implementing implicit time stepping are presented and compared. Finally, the curve network \tracking" ideas developed for the problem of grain growth are applied to two other problems: a model of lamellar eutectic growth and a non-local area preserving network problem.
Equations of Interface Motion
The case of grain growth, where interfaces move with curvature motion and meet at triple junctions with speci ed angles, is our rst example of a curve network. For simplicity, we describe the situation in which there are three phase boundaries described by curves x i ( ; t) for i = 1; 2; 3 where 2 0; 1] is a parameterization of the curve. The situation is shown in Figure 1 . The three curves evolve normally according to curvature motion. One choice that describes this motion (which is arbitrary up to any velocity in the tangential direction) is x i t = x i jx i j 2 ;
(1) 
for some s i (t) and x i (0; t) b 0 (s i (t)) = 0:
where the prime denotes di erentiation with respect to s.
Finally, at = 1 the curves meet at a common point with given angles i between curves i and i + 1, i.e. x 1 (1; t) = x 2 (1; t) = x 3 (1; t) (4) and x 1 (1; t) jx 1 (1; t)j x 2 (1; t) jx 2 (1; t)j = cos 1 (5) x 2 (1; t) jx 2 (1; t)j x 3 (1; t) jx 3 (1; t)j = cos 2 : (6) We refer to (2)-(6) naturally as boundary conditions of the network evolution problem (1) although only (2) and (3) are associated with the domain boundary.
Discretization
In this section we present in detail the discretization procedure we use to simulate (1)- (6) . Our basic approach is to use a staggered grid in and we shall denote the approximations by capital letters, i.e. X i j (t) x i ((j ? 1=2)h; t) where h is the grid spacing and N = 1=h is the number of interior grid points for 2 0; 1]. As the notation above suggests, we consider semi-discrete or method of lines approximations.
In order to write the discretized equations, we introduce some additional notation.
Let D k denote the second order centered approximation of the k'th derivative, i.e. D 1 X j = (X j+1 ? X j?1 )=2h D 2 X j = (X j+1 ? 2X i + X j?1 )=h 2 ; and let D + and F denote forward di erencing and forward averaging, respectively: D + X j = (X j+1 ? X j )=h FX j = (X j+1 + X j )=2:
For later use, we note that due to the staggered grid, D + X j is a second order approximation of x (jh) and FX j is a second order approximation of x(jh).
We now write down the discretization procedure. The equations (1) are approximated at all grid points using standard di erences:
where the dot denotes time derivative. Formally, these discrete equations require values of X 0 and X N+1 outside computational domain. We shall use the boundary conditions to extrapolate the interior values X 1 and X N to the unknown exterior values X 0 and X N+1 .
Next, we give the details of this procedure for the boundary conditions at the domain boundary = 0 and the junction = 1.
Domain Boundary
We obtain an expression for X 0 by formally approximating the boundary conditions (2) and ( Consulting Figure 2 , we see that B = b(s) must be the point on the boundary of minimum distance to X 1 . This point is uniquely determined if X 1 is close enough to the boundary. For instance, if the boundary is the unit circle and X 1 has polar coordinates ( ; ) then B = (cos ; sin ). Having computed B we obtain X 0 by re ection (10).
Junction Boundary
We begin as above by formally approximating the boundary conditions (4)-(6) to second order accuracy: is su ciently small and is never violated in the computations described below.
Using the notation of Figure 3 and simple geometric formulas, we nd that Discretization of curve networks with many curves and junctions is handled similarly. The key to implementing the junctions here and in the more complicated eutectic case described in Section 8.1 is to rst formally write down approximations to the boundary conditions of the correct order involving extrapolated points and then use a geometric or algebraic interpretation to represent the extrapolated points in terms of the interior points. Other discretizations of this problem are described in Section 6.
Time Stepping
To solve the system of ODE's describing the approximation of the phase boundary curves presented above, some time-stepping technique must be used. To accurately solve this system and easily identify points of singularity we use the explicit method, standard fourth order Runge Kutta (4RK). Time steps k are chosen so that the frozen coe cient parabolic problem corresponding to (7) is stable. This is satis ed if we take k = h 2 4 min i;j jD 1 X i j j 2 : Note that if the length of any curve goes to zero, the time step restriction becomes more severe. To minimize this di culty for singularity studies the grid is coarsened as the length of the curve goes to zero. This is described in the next section. It should be noted that the use of 4RK is \overkill" for this problem, i.e. it is so accurate that there is essentially no temporal error compared to the error from the spatial discretization. However, a nice feature of (15) is that the step size k decreases as the curve approaches singularity, allowing us to accurately identify the singularity times (see Section 5.2). More practical implicit time discretizations are considered in Section 7.
For now, we consider a xed discretization away from singularity times and consider the numerical convergence of the proposed method.
Numerical Convergence Study for Smooth Solutions
We consider the evolution of three curves in the unit disk with initial data
The initial data and computed approximation at t = 1 are shown in gure 4. Note that the perturbation on curve 1 is attened and that since curves 1 and 2 form a convex shape, the area between them will decrease further with time by the curvature ow. Eventually, this area will disappear and the length of the curves 1 and 2 will go to zero. We show how to handle this situation and continue the computation in the next section. e h := kX h ? X h=2 k where the subscript on X denotes the grid spacing used to compute the approximation and the norm k k is the discrete maximum norm over all points of all curves. Note that linear interpolation must be used to compare the pointwise values of approximations at di erent grids since we use a staggered grid. Successive error estimates can be used to estimate the convergence rate as follows h := log 2 e 2h e h :
Estimates of the error and convergence rate at t = 1 are given in Table 1 . Second order convergence is clearly seen. A linear stability analysis for the problem using an interesting new technique speci c to this discretization is given in an Appendix. Convergence rates after singularity time are examined computationally in section 5 below.
Regridding
The \philosophy" of approximation we have chosen is to pick a parameter h that remains xed throughout the computation and try to maintain at least 1 grid point for every arc length h along the discretized curves. In order to maintain this property, we double the number of grid points in a curve (re nement) when points get too far apart and half the number of grid points (coarsening) when the curve gets shorter. Note that the discrete equations (7) and corresponding boundary conditions are actually independent of the choice of h so this parameter can be kept constant essentially as a book-keeping parameter as the number of points discretizing a given curve change in time. The rules above basically ensure that there will be at least 1 grid point for every 2h length with a maximumdistance between points of more than h=2. Re nement helps keep resolution in curves that are stretched and coarsening reduces the time step restriction (15) . Computational studies show that second order convergence for smooth solutions is maintained through single re nement or coarsening. Studies showing the performance of the method through many regriddings and singularities are described in section 5. The regridding described above is of \global" type: if a curve is locally de cient in points, the whole curve is re ned. However, for curvature motion with our parametrization this is not a problem, as shown in the next section.
A Property of the Equations
We consider the evolution of a single curve x (attached at both ends to the boundary) with piecewise linear initial data. 
This is the kind of situation that occurs after a singularity is detected and removed and the accuracy of our method applied to this problem is discussed below. For the present, we wish to show another property of solutions to equations (1). The discrete solution at t = 0 and t = 0:15 with the above initial data is shown in gure 5, where the grid points are marked. Notice that the spacing between the grid points becomes more uniform with time. This is also true for curve networks away from singularities and allows us to do global regridding as described above since local distortions in the grid are smoothed out. This property is due to the full parabolicity in the system of equations (1). We compare (1) to the modi ed system x i t = " x i jx i j 2 n #n (17) wheren is the normal vector. This system corresponds to that studied in e.g. 9, 11] to describe the evolution of single curves by curvature motion. This system also describes curvature motion but is not fully parabolic. In fact, a linearization shows that this system is of mixed type, parabolic in the normal component and hyperbolic in the tangential component. A discretization of this system will not have the smoothing property as above and may lead to theoretical di culties when trying to prove the well-posedness of the boundary conditions (2)- (6). It is appropriate to mention here the technique in 24] where tangential motion is introduced in the tracking points exactly to maintain equal spacing in arc length. Unfortunately, this technique cannot be used here due to the Dirichlet component to the junction and domain boundary conditions.
Singularity Detection
Curves are never coarsened to fewer than 2 points. A curve i that has been coarsened to 2 points and has i < h 2 is scheduled for deletion and is removed. This condition is designed to give a second order error (in h) in the computed singularity time assuming the junctions have nite speed at singularity. The parameter is chosen to be 0:1 in the rest of the computations described in this paper. Computationally, we see that the dependence of the singularity time estimates on is negligible compared to the h dependence.
After a curve is deleted, any remaining curves are reorganized so that computation can be continued. The type of \surgery" performed depends on the particular phase model under consideration. The details for two models are given below.
Surgery and Numerical Results
The discretization in the previous section applies to the evolution of curve networks up to singularity time, when one or more of the curves shrinks to zero length. At this point, information about the physical system being modeled must be used to be able to continue the computation. The details of this selection are given below for two di erent phase models. We also demonstrate that our method agrees with the derived area and length laws for the case of symmetric angles at triple junctions. Finally, we present some simulations with non-symmetric angles at the triple junction and simulations in other physical domains.
Three Phase Model
The rst phase model we consider is one in which only three di erent phases (labeled A, B, and C) are present in the domain and equal angles of 120 are imposed at triple junctions. This corresponds to the case that the potential is symmetric as mentioned in the Introduction. As our rst example, we consider the evolution of three curves in the unit disk that separate these phases. The initial data and computed approximations are shown in Figure 6 . In this computation and the others depicted in this section we take N = 16. We specify initial data by giving initial node (triple or boundary junction) positions and orientations. Then the curves are lled in by using a spline t through the node points and speci ed curve mid-points.
We now discuss the results shown in Figure 6 . At t = 0:5 the initial perturbation on the right curve has been signi cantly reduced and the convexity of the region of phase A indicates that its area will decrease further with time. Eventually, this region disappears and the length of the two curves that bound it will go to zero (at t 1:396). In order to continue the computation we perform the following physically motivated surgery: we delete the two curves of vanishing length and attach the end of the remaining curve normally to the domain boundary. We call this singularity of type 1 in what we conjecture is a complete generic list of six singularity types shown in Figures 7 and 8 . We continue the computation after surgery and as seen in Figure 6 , the remaining curve will eventually disappear and be removed (a type 2 singularity as shown in Figure 7 ) leaving no curves and only phase C remaining in the domain.
The evolution of a network of curves with six triple junctions is shown in gure 9. Here, the phase labels have been dropped, but each region between the curves can be assigned uniquely to one of the three phases (up to relabeling). Six singularities are observed in the sequence 424252 using the notation of 14 we join it by splitting the junction as in Figure 8 . The other singularities are handled as in Figures 7 and 8 .
In order to observe the remaining generic singularity types, we present the evolution of an eight node network ( Figure 10 ) and a four node network ( Figure 11 ). The rst singularity in the eight node network is of type 3 and in the four node network, a \bubble" is squeezed o leading to a type 6 singularity.
We note that the generic singularity list conjectured in Figures 7 and 8 allows for only one or two triple junctions to collide at one time. It should also be noted that the surgery performed in these computations is physically \reasonable" but has not been justi ed in a rigorous way. Numerical or asymptotic limits of solutions of the original Ginzburg-Landau model 1] at these singularity times should justify our procedure but such a program has not been carried out.
Crystal Grain Boundary Model
In crystal grain growth, every crystal grain has a di erent lattice orientation so every grain corresponds to a di erent phase. We again consider rst the symmetric case at the triple junction. If we use this material model in our computations, we must replace the surgery procedure 4 of Figure 8 because this would now join two di erent materials. Instead, we use a surgery labeled 4 shown in Figure 12 , in which a new curve is introduced between the two distinct phases with the appropriate 120 angle conditions. A calculation of a network with six triple junctions using this model is shown in Figure  13 . The same initial data as the computation shown in Figure 9 is used so the evolution of the network will be identical up to the rst singularity time (t 1:3428). Singularities of type 4 14 14 4 51 are observed in this computation during the times depicted.
The singularity sequence 4 4 5 near time 1:8 is too small to see clearly in Figure 13 and a blow-up (of factor 12.5) of the network near these singularities is given in Figure  14 . Such small scale multiple collapse of curves is common in the numerical tests we have done. The collapse sequence is reproducible using ner grid resolution so we have con dence in its structure.
In the absence of boundaries, we conjecture that the generic singularities in a network of grains are type 5 (the collapsing lens from Figure 8 ) and type 4 (where the curve neighbors are switched as discussed above). This case was studied previously in 7] but they obtain di erent results. Indeed, a similar gure to Figure 14 is shown in 7] where a symmetric collapse of a four-sided grain to a lens and two more junctions is shown. We believe this is a non-generic situation due to symmetric initial data.
Approximation of Area and Length Laws
In the symmetric case, a phase region surrounded completely by n curves that join at triple junctions (i.e. a region not adjacent to the domain boundary) has area A that obeys the Von Neumann-Mullins parabolic law: This law is derived for the curvature motion case in 18]. We compare the computed area (based on a polygonal approximation of the curves) for the enclosed region of Figure 9 to that predicted from (18) (using the computed area as initial data and the singularity times from the calculation to change n). The two quantities are shown in Figure 15 on the left graph and are almost identical. Here, a less accurate computation with N = 8 has been used to see any di erence at all. The initial at portion of the graph corresponds to the times when the region is enclosed by n = 6 curves and then the area decreases when it is enclosed by 4 and then 2 nodes. An area enclosed by 7 or more curves will increase as seen in Figure 10 . The total length of the curve network is also predicted to decrease (at a rate equal to the total integral of the square of the curvature over the network) and the computed values of total length shown on the right hand side of Figure 15 satisfy this property. Notice that the relatively at initial part of the graph corresponds to the portion of the computation in Figure 9 where the lines are almost straight (i.e. have small curvature).
Extensions
The numerical method is easily extended to the case where the angles at the triple junction are di erent from 120 . For example, a computation with three curves meeting at angles of 160 , 140 and 60 is shown in Figure 16 . The method is also easily extensible to any convex domain. A computation with three curves meeting at 120 angles in a square domain is shown in Figure 17 . Finally, we note that the method is also easily extensible to include anisotropic e ects in the curvature motion and non-normal incident angles at the domain boundary. 
Convergence with Derivative Discontinuities
As a model for the behavior of the method after a singularity, we consider the problem of a single curve with initial data (16) . Estimated maximum norm errors and convergence rates for this problem are shown in Table 2 . These estimates and those for similar computations with initial derivative discontinuities in the interior of the curve or at the boundary show convergence rates of \almost" second order. We speculate that the convergence is of a rate less than second order but not by a factor of h , i.e. that the error behaves something like h 2 j log hj. We are currently looking for a model for this type of behavior that can be analyzed exactly.
Other Discontinuities
Behavior at a singularity may introduce stronger discontinuities than those modeled above as the following example shows. The self-similar lens solution of the phase curve problem from 18] is shown in gure 18 (the arcs are not quite circular, they are rosettelike curves). Due to the area law described in Section 4.3, r(t) = q r 2 (0) ? Ct for some constant C. A singularity (type 5) occurs at t = r 2 (0)=C and at this time, the speed of the triple junctions is in nite. Therefore the right hand side of (1) Figure 18 : A self-similar solution that goes to singularity . evidence suggests that for the curves outside the lens (that remain after surgery) the parametrization does not fail, i.e. jx j stays bounded away from zero. Therefore, the singularity must involve the blow-up of the second derivative. Rather than examine in detail the structure of the solutions with our parametrization in such situations and then determine the expected performance of the method, we observe the numerical behavior directly. This is done in the next section.
Convergence of Singularity Times
In order to evaluate the performance of the method through multiple regridding and singularity times we consider the convergence of the numerically determined singularity times. The estimates for the six singularity times of the run shown in Figure 9 are given in Table 3 . Convergence in singularity times is observed of \almost" second order as discussed above. This is also observed for many other runs, giving us con dence in the method.
Other Discretizations
In this section we construct other second order and higher order discretizations of junctions to compare with the one above. In addition we present other discretizations of the interior equations.
Third Order Dirichlet Correction
Without widening the stencil for the staggered grid method presented above, we can improve the approximation at the domain boundary by replacing the second order ap- Table 4 : Estimated errors and convergence rates for smooth solutions using third order Dirichlet correction. 
Using the same approximation to the Neumann condition (9) and reasoning as in section 3.1 we discover that B must be the closest point to 9 8 X 1 ? 1 8 X 2 and X 0 can be found from B using (19) . This amounts to a more accurate \re ection" at the boundary. A similar approach can be taken at the triple junction. The resulting method is applied to the smooth test problem described in section 3.4. The approximate errors and convergence rates are shown in Table 4 .
As expected, the method still converges with second order but the error size is much reduced (by a factor of 10 from the original method -compare tables 4 and 1). This shows that a signi cant part of the error comes from the boundary discretization. Unfortunately, the method above with the third order Dirichlet correction performs very badly near a singularity so cannot be used for anything but smooth solutions. It is not surprising that a higher order method would fail when derivatives in the solution become singular. Table 5 : Estimated errors and convergence rates for smooth solutions using the regular grid discretization
A Regular Grid Method
We now consider a regular grid approximation of the curve x, i.e. X j x(jh). At the domain boundary we can now approximate (2) A similar approach can be taken for triple junctions. This discretization was rst considered in 8]. We apply this boundary discretization to the smooth calculation of section 3.4. The results are shown in Table 5 . Again, the convergence is second order as expected. However, the error sizes are much larger than for the staggered grid method originally described. We could have predicted this since the local truncation error for short centered di erence approximations of the Neumann condition for the staggered grid is smaller by a factor of 8 than that for second order one-sided di erencing.
Interior Discretization
Other authors 8, 7] do not discretize a term like the right hand side of (1) but rather use a geometrical approach to curvature motion: Considering a point and its two neighbors, a unique circular arc can be constructed, giving an approximation to the curvature as well as the normal direction. It can be shown that this discretization is a second order accurate approximation of a curvature motion law but one like (17) which is only partially parabolic. As discussed in Section 3.5.1, the partial parabolicity leads to poor redistribution of grid points. The method in 7] introduces \arti cial" tangential motion or point redistribution to overcome this problem. Such an approach is computationally intensive and can lead to excessive smoothing from the process of discrete redistribution 24].
7 Implicit Time Stepping
In order to avoid the excessively small time steps (15) of explicit time-stepping methods we now consider implicit techniques. For simplicity we explore a Backward Euler timestepping scheme, although the structure of the resulting system of equations is identical for schemes like Crank-Nicholson or higher order multi-step methods. The time step k is taken to be constant and a second superscript n denotes the time level, i.e. X i;n j approximates x i ((j ?1=2)h; nk). We consider an introductory problem with three curves and symmetric angles in a disk. Given the position of the three curves at time n we nd the positions of the curves at time level n + 1 by solving the system G(X n+1 ) = 0 (20) where G(X) = X ? k D 2 X jD 1 Xj 2 ? X n :
The extrapolated points at the triple junction at time level n + 1 satisfy (11-13) and the extrapolated points at the domain boundary satisfy X 0 + X 1 ? 2 X 1 jX 1 j = 0 for all curves. We consider three techniques for solving this system of equations and predict the performance for large networks. The methods are applied to a rst step of the example network described in Section 3.4.
Newton Iteration with Sparse Matrix Solver
We perform simple Newton iterations beginning with the curve positions from the previous step:
The single superscript (j) on X denotes the iteration level now. The matrix r X G(X)
can be written symbolically as
where I is the identity matrix. This is equivalent to the implicit discretization of a convection di usion equation as the linearization of (1) suggests. This matrix is (2 2) block tridiagonal. The domain junction terms do not widen the diagonal structure but the triple junction boundary terms link all the unknowns at the ends of the curves. We use an extension of the Thomas algorithm (described in e.g. 26]) to reduce the problem to three block tridiagonal solves per curve followed by a 6 6 system to determine the update to the extrapolated points at the triple junction for the three curves. Convergence is quadratic and requires only a few iterations ( 4 for an error less than 10 ?5 ) for the example described in Section 3. 8  12  28  61  16  25  58  124  32  53  120  252  64  108  243  128  219   Table 6 : Number of iterations to convergence for a single time step k using junction iteration.
For a network with K junctions the same technique can be used. One, three or ve block tridiagonal solves must be done per curve (depending on whether it joins zero, one or two triple junctions, respectively) followed by the solution of a 6K 6K system representing the coupling e ects of the updates to the curve positions through the junctions. While this particular technique (the extension of the Thomas algorithm) may not always be the most e cient way to solve the system resulting from a given network, it is a convenient way to show that the sparse solution process will be a combination of local block tridiagonal solves with coupling through the junctions. The part of the system corresponding to junction coupling is sparse but not banded and can be large since large networks are of interest in statistical studies of grain size 8]. Since the cost of solving this part of the problem may dominate the total solution time, we consider two alternative methods for solving the system (20) that update the positions of single curves locally and then update junction positions.
\Junction" Iteration
The linear system of equations above would be easy to solve if the junction positions were known. We modify the method above to use Dirichlet conditions at triple junctions based on the junction centers at the previous iteration, i.e. we use
to eliminate the extrapolated value X i;(j+1) N+1 from the stencil, where C (j) is the junction center predicted from the previous step. Computing X (j+1) is now a simple block tridiagonal solve for each curve. The new values X i;(j+1) N for i = 1; 2; 3 can be used to nd a new curve center C (j+1) as described in Section 3.2. This method is essentially the solution technique used in 8] except that they use the regular grid discretization described in Section 6.2.
This technique is applied to the example from Section 3.4. Convergence is linear and the number of iterations required to get an error of less than 10 ?5 (to an accurate solution from the sparse Newton technique) is shown in Table 6 . Note that the number of iterations required grows like k 1=2 N. In order to understand this behavior we study a simple model below. 26 
Model of Junction Iteration
Junction iteration essentially involves replacing discrete Neumann conditions (12-13) by discrete Dirichlet conditions ((11) with C known) and then updating the Dirichlet conditions using the extrapolation formula. The convergence is limited by the linear convergence of this procedure not the quadratic convergence of the nonlinearity. Also, we expect that the method's performance should only depend on the nature of the solution near the boundary. Therefore we consider the following simple linear constant coe cient model in a half plane:
Consider a regular grid nite di erence discretization of u t = u xx ; x 2 0; 1); u x (0; t) = 0 with backward Euler time stepping. Using the notation of the previous sections, the discrete problem is Normally, the expression (23) would be incorporated into the boundary stencil of (22) but to model the junction iteration we compute iterated approximations U (j) to U n+1 as follows: 8  2  4  15  16  3  4  13  32  3  4  13  64  3  4  13  128  3  4  13   Table 7 : Number of iterations to convergence for a single time step k using MG iteration. 
Multi-Grid Iteration
The junction iterations above can be thought of as a block iteration with blocks consisting of the interior points of each curve and the extrapolated points for each junction. As seen in the model above, the performance of the iterations deteriorates as the grid is re ned. The typical Multi-Grid (MG) philosophy is to reduce the errors left after iteration on ne grids with corrections on coarser grids. See 12] for a general discussion of MG and a description of the terms used below.
A MG approach can be taken with the implicit curve network problem. It is actually more e cient to break up the curve blocks and perform Nonlinear Gauss-Seidel iteration on the interior equations separately, followed by an update of the extrapolated points as in the junction iteration above. This is followed by a recursive correction on successively coarser grids using the FAS technique with V-cycles. The performance of the method is shown in Table 7 and is much superior to the junction iteration method. Convergence level is 10 ?5 as before. Note that for xed k the number of iterations is independent of N as expected from MG theory. The deterioration of the method for large time step size can be recti ed by the use of W-cycles (more appropriate when the initial guess is far from the discrete solution) although for reasonable time steps the use of V-cycles is more e cient. A technical detail that makes the Gauss-Seidel iterations very e cient is that the two components of X are decoupled at each grid point since the \di usion matrix" is diagonal and centered di erences are used for rst derivatives (a point similar to that discussed 12], p. 184).
7.4 Comparison of Solution Techniques
For N = 16 and k = 0:04 (\reasonable" values) the computational times (in SPARC-2 seconds) to reach 10 ?5 accuracy were 0.20, 2.41 and 0.05 for the sparse Newton, junction iteration and MG methods respectively. For larger networks the computational time will grow linearly with the number of curves for all three methods (with some additional overhead in the sparse Newton technique to handle the coupling between the many junctions), assuming the same discretization level for each curve. It appears that the MG method gives the best performance for the implicit network problem. It is rather unusual to use a MG method on a problem with dependence on only one space variable: in this case the use of a MG method allows us to e ciently handle the coupling of the curves at the junctions.
Other Types of Junctions
We describe other types of junctions for curve networks that are suitable for our tracking techniques.
Eutectic Media Model
In lamellar eutectics two solid phases grow into a liquid phase 28, 13]. As in 1] we model this process by considering two curves (the solid-liquid interfaces) meeting at a point with a prescribed angle, moving normally with given speed equal to a constant a plus the curvature term from before. As the two curves evolve, the locus of the meeting point traces out a third curve (the solid-solid interface) that should maintain a xed angle with the solid-liquid interfaces at the meeting point (see Figure 19 ). We assume that the solid curves meet the domain boundary normally and that the junction angles are symmetric for simplicity. We consider two curves x i ( ; t) parametrized as before on a xed interval 0; 1] in but here we run the parametrization from left to right for both curves. The governing equations are x i t = x i jx i j 2 + a x i? jx i j (24) where (a; b) ? = (?b; a). At the junction we have x 1 (1; t) = x 2 (0; t) := c(t) (25) (27) This is a simpli ed model since it ignores important nonlocal e ects on the interface motion. However, the implementation of the junction condition is of interest here and an appropriate method is presented below. A short-time existence result for this problem was proved in 1]. We proceed as in Section 3 and discretize the interior equations with second order di erences and handle the junction by second order extrapolation as before. The details are interesting enough that we present them below.
In this case, a regular (i.e. non-staggered) grid is used as in Section 6.2 with N points on each curve with spacing h = 1=N. We take X 1 N := C to be an unknown, not to be determined by extrapolation. The value can be used to complete the stencil for the evolution of X 2 1 to satisfy (25) . To evolve the point C we need the extrapolated value X 1 N+1 . This situation is shown in Figure 20 . We can approximate x 2 at the junction with one sided di erencing of known points
This determines an approximation of directionê 2 (see Figure 21 ) which using (26) and (27) (28) where = jD 1 X 1 N j must be determined. Using (27) we see that
where must also be determined. Since C is a point on curve 1 its motion can be described by (24) . We use a second order discretization of (24) The intial data and solution at time 1 is shown in Figure 22 (with the time history of the junction, representing the division between the solids 1 and 2). In \real" eutectics, the interest is in parameter regions where the interface oscillates. A numerical convergence study is carried out and the results are shown in Table 8 . Second order convergence is clearly seen. It should be noted that the discretization used for this problem is \lopsided", i.e. it handles the left and right curves di erently at the junction even though they appear in the same manner in the description of the problem. The authors believe this is necessary to make sense of junction extrapolation for this problem. Naturally, when the roles of the curves are exchanged, the scheme converges to the same solution.
Nonlocal Model
Consider a collection of disjoint closed curves ? i in the plane. Under curvature motion they will tend to circles that will shrink to points in nite time 9, 11]. However, if the normal velocity is modi ed from the curvature to ? a where a is the average curvature de ned below, then the total area enclosed by the curves remains constant. This type of motion is obtained as a limit of a nonlocal model of binary alloys 19, 2] . A discrete scheme to model this problem is set up as before, using approximations to An example calculation with two curves is shown in Figure 23 . One of the areas grows at the expense of the other. The approximate total area for this computation is shown in Figure 24 we see that discrete area is kept approximately constant. In fact, at the semi-discrete level, the above discretization exactly preserves discrete area as de ned above (this can be shown by direct substitution and some summation by parts). The jumps in Figure 24 are due to regridding.
Unlike the case of simple curvature motion, curves moving with the nonlocal term can cross or self-intersect (see 2] for an explicit example). Tracking methods in this case become less useful, because constant checking for changing topology is needed and when this is detected some nontrivial surgery must be done. Other authors are working on extending the more appropriate level set methods to this case 21]. However, questions about the existence and location of steady-state solutions of a single curve in bounded domains (where the area conservation is preserved if the curves meet the boundary normally) can be more easily addressed with this tracking technique. This is an area of current research.
Summary
A numerical method is presented for tracking curve networks moving with curvature motion and meeting at several types of junctions, the principal example being triple junctions with prescribed angles. The evolution is uniquely determined until one or more curves shrink to zero length (singularity). At this time, surgery of the curve network can be performed based on physical ideas from the particular phase model under consideration to continue the computation. We present lists of generic singularities that we conjecture are complete.
The method is shown to be linearly stable and second order accurate, with some minimal loss of accuracy at times of singularity and surgery. We compare our spatial discretization to others and nd that it is more accurate. We also present two methods to implement implicit time stepping that are more e cient than those currently used.
Finally we extend our numerical method to curve networks connected with eutectic junctions as well as curves that interact through nonlocal area preserving e ects.
Further work suggested by the results of this paper includes an investigation of the singularities in curve networks. What is the structure of the solution at singularity in our parametrization? Can one prove that our list of generic singularities is complete? Does the curve reconstruction proposed here correspond to the asymptotic limit of the continuous reaction-di usion model? These are some of the questions that should be answered. In addition, the more e cient time-stepping techniques proposed here may make statistical studies of the type undertaken in 8] with a larger number of grains feasible.
