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Abstract
Il CILEA potenzia il suo parco macchine per il calcolo parallelo ad alte prestazioni con un server HP Superdome a
64 processori, e 64GB di memoria centrale. Questa acquisizione conferma il CILEA tra le più importanti realtà del
supercalcolo europeo.
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Nei primi giorni di gennaio 2002 è stato
installato al CILEA il nuovo supercalcolatore
che andrà a potenziare il cluster di macchine
dedicate al supercalcolo. Si tratta di un server
HP SuperDome a 64 CPUs e 64 GB di
memoria centrale. Il server è stato inserito in
cluster con le precedenti macchine V2500 e
N4000 mediante la già adottata soluzione
HyperPlex. A tale scopo si è anche provveduto
all’upgrade della rete di connessione ad
HyperFabric2. Tale scelta garantisce la
continuità per gli utenti, che continueranno ad
operare allo stesso modo in cui erano abituati,
e con tutti i pacchetti applicativi
immediatamente a disposizione, consentendo
allo stesso tempo una potenza di calcolo tale
da rimanere al passo con la crescente richiesta
da parte di enti accademici e non. Il nuovo
server consentirà infatti al CILEA il ritorno
nel Top500, la lista delle più prestigiose
istituzioni mondiali che si dedicano al
supercalcolo1.
Il server è stato dedicato a Galileo Galilei,
esimio astronomo pisano, nonché introduttore
del moderno metodo scientifico. Lo scopo è
non solo un piccolo riconoscimento per l’opera
di uno dei più grandi geni della scienza
moderna, ma anche un augurio che il nuovo
server CILEA sia strumento importante per
                                                
1 http://www.top500.org
nuove scoperte scientifiche ed innovazioni
tecnologiche.
SuperDome
I server SuperDome costitutiscono la fascia
più alta della famiglia di prodotti
commercializzati dalla Hewlett Packard.
Quello acquistato dal CILEA costituisce la sua
versione più completa, con 64 processori PA-
RISC 8700 a 750MHz. Siccome ognuno di
questi processori è capace di 2Gflops di
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potenza sostenuta (3Gflops di picco), questo
significa che con l’inserimento della nuova
macchina la potenza di calcolo disponibile al
CILEA è quadruplicata. Il mese di gennaio è
stato dedicato allo studio e alle ottimizzazione
delle performances, mentre l’apertura a tutti
gli utenti è avvenuta il primo di febbraio 2002.
Nella seguente tabella riportiamo le
caratteristiche salienti del calcolatore. 2
SuperDome 64-way
CPUs (celle) 64 (16)
Processore PA8700 750 MHz
RAM per cella 4 GB
Cell to I/O bandwidth (peak) 2 GB/s
I/O bandwidth (peak) 32 GB/s
Cell to memory bandwidth
(peak)
4 GB/s
Memory bandwidth (peak) 64 GB/s
Spazio disco 1.6 TB
OS HP-UX 11i
Partizioni 1
Interfaccie di rete 3 (HyperFabric2, gigabit,
fast ethernet)
Le CPU sono inserite in unità dette “celle”,
ognuna contenente fino a 4 processori, DIMMs
di memoria (fino a 16GB per cella), con relativi
bus e controller. Le celle sono già predisposte
per futuri upgrades, anche ai nascenti
processori IPF (Itanium Processor Family).
Le singole celle sono unite tra loro mediante
un crossbar mesh con un bandwidth di 6.4
GB/s. Il SuperDome è gestibile come macchina
singola (come nella configurazione CILEA),
oppure riunendo gruppi di celle creando fino a
16 partizioni, fisiche (nPar) o virtuali (vPar),
ognuna delle quali completamente
indipendente dalle altre. Il server, così come il
sistema operativo supportato HP-UX 11i, è
progettato per rendere minimi i tempi di
fermo macchina, enfatizzando la riduzione
degli SPOF (Single Points Of Failure), ovvero
le componenti la cui rottura provoca il crash
del sistema, consentendo per quasi tutti gli
apparati una sostituzione “a caldo”. Questo
vale anche per le celle e i PCI I/O chassis. Per
quanto riguarda le CPUs il sistema operativo
HP-UX 11i consente un meccanismo detto di
iCOD (instant capacity on demand), grazie al
quale si può scegliere di lasciare un numero di
CPU di riserva, che vengono attivate al
                                                
2 http://www.hp.com/go/superdome
momento in cui una di quelle attive subisca un
guasto, senza bisogno di un reboot.
Per quanto riguarda lo spazio disco il sistema
è connesso a due I/O cabinet contenenti 20
dischi SCSI ad alta velocità (15 Krpm) da 18
GBs e 38 dischi sempre ad alta velocità
connessi mediante fibra ottica FibreChannel. I
primi vengono utilizzati essenzialmente per il
sistema, in modalità mirrorata in maniera da
non risentire di guasti ad uno di essi. Gli altri,
in ragione delle elevate prestazioni del sistema
FibreChannel, vengono utilizzati per i dati. Al
momento è stata definita solo un’area scratch
di 140 GB con file system ottimizzato di tipo
JFS 3.3. E’ previsto in un prossimo futuro
anche il trasferimento delle aree utenti, che
ora risiedono sulla macchina V2500.
HyperFabric 2
Assieme al nuovo server si è proceduto
all’upgrade della connessione di rete veloce
che unisce le macchine di supercalcolo HP alla
soluzione HP HyperFabric 2. Rispetto alla
precedente versione molti sono i
miglioramenti. La massima banda passante a
livello di applicazione raddoppia, arrivando a
2.4 Gb/s full duplex. Questo è consentito anche
grazie al passaggio dai precedenti collegamenti
in rame agli attuali in fibra ottica. Uno dei
punti di forza di questa soluzione è la latenza
che già considerevolmente più bassa rispetto
al gigabit ethernet per la versione 1 è
ulteriormente ridotta per la versione 2,
arrivando ai 42 ms per il TCP/IP. L’HP ha
anche studiato assieme ad Oracle un proprio
protocollo di comunicazione specifico per
HyperFabric, detto HMP (Hyper Messaging
Protocol), che garantisce ottime prestazioni.
L’ultima versione delle librerie HP MPI fa già
uso del protocollo HMP, consentendo
ridottissime latenze sulla messaggistica MPI
ottenendo così una migliore scalabilità per
applicazioni che sfruttano questo metodo di
parallelizzazione.
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Modalità di utilizzo
La configurazione attuale prevede che gli
utenti continuino ad accedere al cluster
collegandosi a vic20.cilea.it, preferibilmente in
modalità SSH v.2. L’uso del nuovo server
galileo.cilea.it avviene unicamente in modalità
batch, usando il sistema di gestione di code e
del bilanciamento di carico Platform LSF v.
4.1. In particolare sono state definite due code
che includono tutte le macchine HP per il
supercalcolo parallelo:
· int_cluster  :  per jobs interattivi
· cluster : per qualunque altro job
Gli scripts di lancio dei pacchetti applicativi
installati sul cluster sono stati modificati per
avere queste due code come default.
Attualmente sono disponibili i seguenti
pacchetti3:
Analisi strutturale
(referente: Maurizio Cremonesi)
Package Release
ABAQUS 5.8
6.2
ANSYS 5.7
LS-DYNA 950e
MSC suite DYTRAN 4.7
NASTRAN 70.7
2001
PATRAN 8.5
PAM- CRASH 2000
SAFE 2000
STAMP 98
Termo-fluidodinamica
(referente: Paolo Ramieri)
Package Release
CFX suite CFX 4.4
TascFlow 2.11
TurboGrid 1.6
FLUENT suite FLUENT 5.5.14
FIDAP 8.6.2
Gambit 1.3.2
Tgrid 3.4.2
KIVA 3
STARCD suite Starcd/hpc 3.150
Pro-AM 3.102.518
                                                
3 Per aggiornamenti consultare la pagina
http://www.cilea.it/risorse/softwaresup.htm
Elettromagnetismo
(referente: Maurizio Cremonesi)
Package Release
ANSYS 5.7
Chimica
(referente: Maurizio Cremonesi)
Package Release
GAMESS 25-03-2000
MOLDEN 3.6
Per avere ulteriori informazioni sugli
applicativi disponibili digitare a linea di
comando “nomeapplicativo help” o rivolgersi
ai referenti:
Dott. Maurizio Cremonesi (cremonesi@cilea.it)
Dott. Paolo Ramieri (ramieri@cilea.it).
