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We discuss the initial–boundary value problem for the linearized
system of equations which describe motion of compressible viscous
barotropic ﬂuids in a bounded domain with the Navier boundary
condition. This problem has uniquely a solution in the anisotropic
Sobolev space W 1q (W˙
1
p) × (W 2,1p,q)n for any 1 < p < ∞, 1 < q < ∞
globally in time. Moreover, exponentially weighted Lp-Lq estimates
for solutions globally in time can be established. We prove the
above properties by resolvent estimates for the linearized operator
of the above system, the theory of analytic semigroups on Banach
spaces and the operator-valued Fourier multiplier theorem on UMD
spaces.
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1. Introduction
Let n ∈ Z, n  2, Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < T ∞. We are
concerned with the following initial–boundary value problem for the system of n+ 1 equations:
∂tρ + γ divu = f in Ω × (0, T ),
∂tu − div T (u, γ1ρ) = g in Ω × (0, T ),
ρ|t=0 = ρ0 in Ω,
u|t=0 = u0 in Ω,
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K
(
T (u, γ1ρ)ν
)
τ
+ (1− K )uτ |∂Ω = 0 on ∂Ω × (0, T ), (1.1)
where ρ is the density, u = (u1, . . . ,un)T is the ﬂuid velocity, ν ∈ (C2,1(∂Ω))n is the outward unit
normal vector on ∂Ω , uν := ν · u, uτ := u − uνν , T (u, γ1ρ) is the Cauchy stress tensor deﬁned as
T (u, γ1ρ) =
(−γ1ρ + α′ divu)In + 2αD(u), D(u) = 1
2
(∇u + (∇u)T ),
In is the n-th identity matrix, α, γ and γ1 are positive constants, α′ is a nonnegative constant,
0  K  1 is a constant, ρ0, u0, f and g = (g1, . . . , gn)T are given functions deﬁned in Ω , in Ω , in
Ω × (0, T ) and in Ω × (0, T ) respectively, ·T is the transposition. Moreover, it is useful to remark
that (T (u, γ1ρ)ν)τ = T (u, γ1ρ)ν − (ν · T (u, γ1ρ)ν)ν = 2α(D(u)ν)τ . (1.1) is the initial–boundary value
problem associated with the linearized system of equations which describe motion of compressible
viscous barotropic ﬂuids in Ω with the Navier boundary condition, i.e., the following initial–boundary
value problem:
∂tρ + div(ρu) = f in Ω × (0, T ),
ρ
{
∂t + (u · ∇)
}
u − div T (u, p(ρ))= ρg in Ω × (0, T ),
ρ|t=0 = ρ0 in Ω,
u|t=0 = u0 in Ω,
uν |∂Ω = 0 on ∂Ω × (0, T ),
K
(
T
(
u, p(ρ)
)
ν
)
τ
+ (1− K )uτ |∂Ω = 0 on ∂Ω × (0, T ), (1.2)
where p(ρ) is the barotropic pressure. These equations correspond to the laws of conservation of
mass and momentum respectively. (1.2)6 is called the Navier boundary condition which can be con-
sidered as an intermediate between the no-slip (K = 0) and slip (K = 1) boundary conditions. See,
for example, [8,9] on conservation laws of ﬂuid motion and the derivation of the above equations.
We say that (1.1) has the property of maximal Lp-Lq regularity if (1.1) has uniquely a solution
ρ ∈ W 1q ((0, T ); W˙ 1p(Ω)), u ∈ (W 2,1p,q(Ω × (0, T )))n satisfying Lp-Lq estimates, where W˙ 1p(Ω) is the ho-
mogeneous Sobolev space deﬁned as in Section 2. In recent years, the initial–boundary value problem
for the Stokes equations has been deeply studied from the view point of the property of maximal Lp-
Lq regularity. This property admits that we obtain the unique solvability of the free boundary problem
for the Navier–Stokes equations in (W 2,1p,q)
n with the aid of the Banach ﬁxed point theorem. Solon-
nikov [12] discussed maximal Lp-Lp regularity for any 0 < T < ∞, n < p < ∞, which was applied
to the unique solvability of the free boundary problem for the Navier–Stokes equations in (W 2,1p,p)
n
locally and globally in time. Shibata and Shimizu [11] extended the same problem as in [12] to max-
imal Lp-Lq regularity for any 0 < T ∞, 1 < p < ∞, 1 < q < ∞. As for hyperbolic–parabolic coupled
systems such as (1.1), however, there seems no result on maximal Lp-Lq regularity. It is diﬃculty of
our problem that the density must be taken into account in contrast to the Stokes equations.
In this paper, we discuss maximal Lp-Lq regularity of (1.1). This problem has the property of max-
imal Lp-Lq regularity for any 0 < T ∞, 1 < p < ∞, 1 < q < ∞. Moreover, exponentially weighted
Lp-Lq estimates for solutions to (1.1) globally in time can be established. We prove the above prop-
erties by the argument based on [11]. It is important to remark that the linearized operator −Ap of
(1.2) in W˙ 1p(Ω) × (Lp(Ω))n is the inﬁnitesimal generator of a uniformly bounded analytic semigroup
{e−t Ap }t0 on W˙ 1p(Ω) × (Lp(Ω))n . The theory of analytic semigroups on Banach spaces admits that
(1.1) with f = 0 and g = 0 has the property of maximal Lp-Lq regularity. As for maximal Lp-Lq reg-
ularity of (1.1) with ρ0 = 0 and u0 = 0, we can apply the operator-valued Fourier multiplier theorem
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is reduced to the model problem in Rn × R and in Hnω × R by the localization method, where Hnω
is the bent half-space deﬁned as in Section 4. Furthermore, Lp-Lq estimates for lower order terms of
(ρ,u) can be established by Lp estimates for {e−t Ap }t0.
This paper is organized as follows: In Section 2, we deﬁne basic notation used in this paper, and
state our main results and some lemmas for them. It is proved in Sections 3–5 that (1.1) has the
property of maximal Lp-Lq regularity. In Section 6, we obtain not only the unique solvability of (1.1)
in W 1q ((0, T ); W˙ 1p(Ω)) × (W 2,1p,q(Ω × (0, T )))n for any 0 < T ∞, 1 < p < ∞, 1 < q < ∞ but also
exponentially weighted Lp-Lq estimates for solutions to (1.1) globally in time.
2. Preliminaries and main results
2.1. Function spaces
Function spaces and basic notation which we use throughout this paper are introduced as follows:
Let G be an open set in Rn . (Lp(G),‖·‖Lp(G)) and (Wkp(G),‖·‖Wkp(G)) (1 p ∞, k ∈ Z, k 0) are the
Lebesgue and Sobolev spaces respectively, W 0p(G) = Lp(G). (W˙ 1p(G),‖ · ‖W˙ 1p(G)) is the homogeneous
Sobolev space deﬁned as
W˙ 1p(G) =
{
ρ ∈ Lp,loc(G); ∇ρ ∈
(
Lp(G)
)n}
, ‖ρ‖W˙ 1p(G) = ‖∇ρ‖(Lp(G))n .
In the case where G = Ω , W˙ 1p(Ω) is characterized as
W˙ 1p(Ω) =
{
ρ ∈ W 1p(Ω);
∫
Ω
ρ(x)dx = 0
}
.
It is useful to remark that divu ∈ W˙ 1p(Ω) follows from u ∈ (W 2p(Ω))n , uν |∂Ω = 0. Brp,q(G) (1< p < ∞,
1 q < ∞, 0 < r < ∞) is the Besov space [1, 7.30–7.49] deﬁned as Brp,q(G) = (Lp(G),W 〈r〉p (G))r/〈r〉,q ,
where (X0, X1)θ,q (0 < θ < 1) is an interpolation space between two Banach spaces (X0,‖ · ‖X0)
and (X1,‖ · ‖X1) by the K or J-method, 〈r〉 := min{k ∈ Z; k > r}. (Brp,q,0(G),‖ · ‖Brp,q,0(G)) is the Ba-
nach space of all functions which are in Brp,q(R
n) and have support on G , ‖u‖Brp,q,0(G) = ‖u‖Brp,q(G) +
‖δ−(r+1/q)‖u‖Lp(Gδ)‖Lq(R+) , where Gδ := {x ∈ G; dist(x, ∂G) < δ} for any δ > 0.
Let I be an open interval in R, (X,‖ · ‖X ) be a Banach space. S(R; X) is the set of all X-valued
functions which are rapidly decreasing in R. (Lq(I; X),‖ · ‖Lq(I;X)) and (Wlq(I; X),‖ · ‖Wlq(I;X)) (1 q
∞, l ∈ Z, l  0) are the Lebesgue and Sobolev spaces of X-valued functions respectively, W 0q (I; X) =
Lq(I; X). (Wk,lp,q(G× I),‖·‖Wk,lp,q(G×I)) (1 p ∞, k ∈ Z, k 0) is the anisotropic Sobolev space deﬁned
as
Wk,lp,q(G × I) = Lq
(
I;Wkp(G)
)∩ Wlq(I; Lp(G)),
‖u‖
Wk,lp,q(G×I) = ‖u‖Lq(I;Wkp(G)) + ‖u‖Wlq(I;Lp(G)).
Let us introduce, in the case where I = (0, T ), the following function spaces:
Wlq,0
(
(0, T ); X)= {u ∈ Wlq((−∞, T ); X); u = 0 in R−},
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(
(0, T ); X)= Lq,0((0, T ); X),
Wk,lp,q,0
(
G × (0, T ))= {u ∈ Wk,lp,q(G × (−∞, T )); u = 0 in G × R−}.
The Fourier transform Fx[ f (x)](ξ), the inverse Fourier transform F−1ξ [g(ξ)](x), the Fourier–Laplace
transform L(x,t)[ f (x, t)](ξ, λ) and the inverse Fourier–Laplace transform L−1(ξ,λ2)[g(ξ, λ)](x, t) are de-
ﬁned as follows:
Fx
[
f (x)
]
(ξ) = 1
(2π)n/2
∫
Rn
e−
√−1x·ξ f (x)dx
for any ξ ∈ Rn ,
F−1ξ
[
g(ξ)
]
(x) = 1
(2π)n/2
∫
Rn
e
√−1x·ξ g(ξ)dξ
for any x ∈ Rn ,
L(x,t)
[
f (x, t)
]
(ξ, λ) = 1
(2π)(n+1)/2
∫
R
e−λt dt
∫
Rn
e−
√−1x·ξ f (x, t)dx
for any ξ ∈ Rn , λ ∈ C, λ = λ1 +
√−1λ2, λ1, λ2 ∈ R,
L−1(ξ,λ2)
[
g(ξ, λ)
]
(x, t) = 1
(2π)(n+1)/2
∫
R
eλt dλ2
∫
Rn
e
√−1x·ξ g(ξ, λ)dξ
for any x ∈ Rn , t ∈ R. The Fourier transform Ft[ f (t)](λ2) with respect to t ∈ R and the inverse Fourier
transform F−1λ2 [g(λ2)](t) with respect to λ2 ∈ R are similarly deﬁned. It is easy to see that
L(x,t)
[
f (x, t)
]
(ξ, λ) = F(x,t)
[
e−λ1t f (x, t)
]
(ξ, λ2) (2.1)
for any ξ ∈ Rn , λ ∈ C, λ = λ1 +
√−1λ2, λ1, λ2 ∈ R,
L−1(ξ,λ2)
[
g(ξ, λ)
]
(x, t) = eλ1tF−1(ξ,λ2)
[
g(ξ, λ)
]
(x, t) (2.2)
for any x ∈ Rn , t ∈ R, λ1 ∈ R. (Hsq(R; X),‖ · ‖Hsq(R;X)) (1 q ∞, s  0) is the Bessel-potential space
deﬁned as
Hsq(R; X) =
{
u ∈ Lq(R; X); 〈dt〉su ∈ Lq(R; X)
}
,
〈dt〉su(t) = F−1λ2
[(
1+ λ22
)s/2Ft[u(t)](λ2)](t),
‖u‖Hsq(R;X) = ‖u‖Lq(R;X) +
∥∥〈dt〉su∥∥Lq(R;X),
Hsq,0(R+; X) =
{
u ∈ Hsq(R; X); u = 0 in R−
}
.
As for boundary conditions, we introduce the following function spaces:
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(
R;Wkp(G)
)∩ Hsq(R; Lp(G)),
‖u‖
Hk,sp,q(G×R) = ‖u‖Lq(R;Wkp(G)) + ‖u‖Hsq(R;Lp(G)),
Hk,sp,q,0(G × R+) =
{
u ∈ Hk,sp,q(G × R); u = 0 in G × R−
}
,
Hk,sp,q,0
(
G × (0, T ))= {u ∈ Lq((0, T ); Lp(G)); ∃v ∈ Hk,sp,q,0(G × R+), v = u in G × (0, T )},
‖u‖
Hk,sp,q,0(G×(0,T )) = inf
{‖v‖
Hk,sp,q(G×R); ∀v ∈ H
k,s
p,q,0(G × R+), v = u in G × (0, T )
}
.
Let (X,‖ · ‖X ) and (Y ,‖ · ‖Y ) be Banach spaces. (B(X; Y ),‖ · ‖B(X;Y )) is the Banach space of all
bounded linear operators from X to Y , B(X) := B(X; X),
‖A‖B(X;Y ) = sup
x∈X\{0}
‖Ax‖Y
‖x‖X .
(lsq,‖ · ‖lsq ) (1 q∞, s 0) is the Banach space of all C-valued sequences deﬁned as
lsq =
{
(a j) j∈Z; a j ∈ C ( j ∈ Z),
∥∥(a j) j∈Z∥∥lsq < ∞},∥∥(a j) j∈Z∥∥lsq =
{
(
∑
j∈Z |2 jsa j|q)1/q if 1 q < ∞,
sup j∈Z 2 js|a j| if q = ∞.
It follows from [2, Theorem 5.6.1] that lsq = (l1∞, l0∞)s,q holds for any 1< q < ∞, 0< s < 1.
It is useful to remark that x = (x1, . . . , xn)T ∈ Rn and ∇x = (∂x1 , . . . , ∂xn )T are simply denoted by
x = (x′, xn)T , x′ = (x1, . . . , xn−1)T ∈ Rn−1 and ∇x = (∇′x′ , ∂xn )T , ∇′x′ = (∂x1 , . . . , ∂xn−1 )T respectively. Note
that y, z, ξ and so on are similarly deﬁned. Moreover, simpliﬁed notation is given as follows: We
simply denote two generic positive constants depending only on n, Ω , p, q, α, α′ , γ , γ1 and K by C
and c.
2.2. Linearized operator of (1.2) in W˙ 1p × (Lp)n
Let (X,‖ · ‖X ) be a Banach space, A be a densely deﬁned closed linear operator in X . Then the
spectrum of A is denoted by σ(A), Reσ(A) := {Reλ; λ ∈ σ(A)}. The linearized operator Ap (1 <
p < ∞) of (1.2) in W˙ 1p(Ω) × (Lp(Ω))n with the zero Navier boundary condition is deﬁned as
Ap =
(
0 γ div
γ1∇ −α − (α + α′)∇ div
)
,
D(Ap) =
{
(ρ,u)T ∈ W˙ 1p(Ω) ×
(
W 2p(Ω)
)n; uν |∂Ω = 0, K (T (u, γ1ρ)ν)τ + (1− K )uτ |∂Ω = 0},
where D(Ap) is the domain of Ap . It is well known in [7, Theorem 2.1] that −Ap is the inﬁnites-
imal generator of a uniformly bounded analytic semigroup {e−t Ap }t0 on W˙ 1p(Ω) × (Lp(Ω))n . Set
Xp(Ω) = W 2p(Ω) ∩ W˙ 1p(Ω), Yp(Ω) = {u ∈ (W 2p(Ω))n; uν |∂Ω = 0, K (T (u, γ1ρ)ν)τ + (1− K )uτ |∂Ω =
0}, Λ1 = min{λ1; λ1 ∈ Reσ(Ap)}, and let us introduce Banach spaces derived from Ap . Xp,q(Ω) and
Yp,q(Ω) (1 < q < ∞) are deﬁned as Xp,q(Ω) = (W˙ 1p(Ω), Xp(Ω))1−1/q,q and Yp,q(Ω) = ((Lp(Ω))n,
Yp(Ω))1−1/q,q respectively.
It is useful to remark that some lemmas concerning the theory of analytic semigroups on Banach
spaces and the characterization of Xp,q(Ω) and Yp,q(Ω) are stated as follows:
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∥∥e−t Ap∥∥B(W˙ 1p(Ω)×(Lp(Ω))n)  Cp,λ1e−λ1t, (2.3)
where Cp,λ1 is a positive constant depending only on n, Ω , p, α, α
′ , γ , γ1 , K and λ1 .
Proof. It is [7, Theorem 2.1]. 
Lemma 2.2. Let 1 < p < ∞, 1 < q < ∞. Then
Xp,q(Ω) =
{
ρ ∈ B2−1/qp,q (Ω);
∫
Ω
ρ(x)dx = 0
}
. (2.4)
Proof. It follows immediately from [1, 7.32]. 
Lemma 2.3. Let K = 0, 1< p < ∞, 1 < q < ∞. Then
Yp,q(Ω) =
⎧⎪⎪⎨⎪⎪⎩
{u ∈ (B2(1−1/q)p,q (Ω))n; u|∂Ω = 0} if 2(1− 1/q) > 1/p,
(B2(1−1/q)p,q,0 (Ω))n if 2(1− 1/q) = 1/p,
(B2(1−1/q)p,q (Ω))n if 2(1− 1/q) < 1/p.
(2.5)
Proof. It is [6, Proposition 1.25 and Theorem 3.5]. 
Lemma 2.4. Let 0< K  1, 1 < p < ∞, 1 < q < ∞. Then
Yp,q(Ω) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
{u ∈ (B2(1−1/q)p,q (Ω))n; uν |∂Ω = 0,
K (T (u, γ1ρ)ν)τ + (1− K )uτ |∂Ω = 0} if 2(1− 1/q) > 1+ 1/p,
{u ∈ (B2(1−1/q)p,q (Ω))n; uν˜ ∈ B1/pp,q,0(Ω),
K (T (u, γ1ρ)ν˜)τ˜ + (1− K )uτ˜ ∈ (B1/pp,q,0(Ω))n} if 2(1− 1/q) = 1+ 1/p,
(B2(1−1/q)p,q (Ω))n if 2(1− 1/q) < 1+ 1/p,
(2.6)
where ν˜ ∈ (C2,1(Ω))n is the extension of ν to Ω , uν˜ := ν˜ · u, uτ˜ := u − uν˜ ν˜ .
Proof. It is [6, Proposition 1.25 and Theorem 3.5]. 
2.3. Main results
We will state our main results in this subsection. The following theorem admits that (1.1) in Ω ×
(0, T ) has the property of maximal Lp-Lq regularity for any 0 < T < ∞, 1< p < ∞, 1 < q < ∞.
Theorem 2.1. Let Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < K < 1, 0 < T < ∞, 1 <
p < ∞, 1 < q < ∞, ρ0 ∈ Xp,q(Ω), u0 ∈ Yp,q(Ω), f ∈ Lq((0, T ); W˙ 1p(Ω)), g ∈ Lq((0, T ); (Lp(Ω))n). Then
(1.1) has uniquely a solution ρ ∈ W 1q ((0, T ); W˙ 1p(Ω)), u ∈ (W 2,1p,q(Ω × (0, T )))n satisfying
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 Cp,q
(‖ρ0‖Xp,q(Ω) + ‖u0‖Yp,q(Ω) + ‖ f ‖Lq((0,T );W˙ 1p(Ω)) + ‖g‖Lq((0,T );(Lp(Ω))n)), (2.7)
where Cp,q is a positive constant depending only on n, Ω , p, q, α, α′ , γ , γ1 and K .
The main purpose of this paper is to obtain maximal Lp-Lq regularity of (1.1) in Ω × R+ for
any 1 < p < ∞, 1 < q < ∞. Moreover, exponentially weighted Lp-Lq estimates for solutions to (1.1)
globally in time can be established as follows:
Theorem 2.2. Let Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < K < 1, 1 < p < ∞, 1 <
q < ∞, ρ0 ∈ Xp,q(Ω), u0 ∈ Yp,q(Ω). Then there exists a positive constant λ01 depending only on n, Ω , p, q, α,
α′ , γ , γ1 and K such that if eλ1t f ∈ Lq(R+; W˙ 1p(Ω)), eλ1t g ∈ Lq(R+; (Lp(Ω))n) for some 0 λ1  λ01 , then
(1.1) has uniquely a solution ρ ∈ W 1q (R+; W˙ 1p(Ω)), u ∈ (W 2,1p,q(Ω × R+))n satisfying
∥∥eλ1tρ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥eλ1tu∥∥(W 2,1p,q(Ω×R+))n
 Cp,q,λ1
(‖ρ0‖Xp,q(Ω) + ‖u0‖Yp,q(Ω) + ∥∥eλ1t f ∥∥Lq(R+;W˙ 1p(Ω)) + ∥∥eλ1t g∥∥Lq(R+;(Lp(Ω))n)), (2.8)
where Cp,q,λ1 is a positive constant depending only on n, Ω , p, q, α, α
′ , γ , γ1 , K and λ1 .
Remark 2.1. In the case where Ω is a bounded domain in Rn with its C1,1-boundary ∂Ω and K = 0,
the same results as in Theorems 2.1 and 2.2 can be obtained by our argument. On the other hand, in
the case where K = 1, it is necessary and suﬃcient for the same results as in Theorems 2.1 and 2.2
to be assumed that Ω is not axisymmetric deﬁned as in [5, Deﬁnition-Lemma 1].
2.4. Auxiliary lemmas
We will state some lemmas which play an important role throughout this paper. First of all, the
generalized Bochner theorem is stated as follows:
Lemma 2.5. Let (X,‖ · ‖X ) be a Banach space, a = m + μ − n, where m,n ∈ Z, m  0, n  2, 0 < μ  1,
g ∈ C∞(Rn \ {0}; X). Assume that g satisﬁes
∂
γ
ξ g ∈ L1
(
R
n; X) (2.9)
for any γ ∈ Zn, γ  0, |γ |m and there exists a positive constant Cγ for any γ ∈ Zn, γ  0 such that
∥∥∂γξ g(ξ)∥∥X  Cγ |ξ |a−|γ | (2.10)
for any ξ ∈ Rn \ {0}. Then
∥∥F−1ξ [g(ξ)](x)∥∥X  C( maxγ∈Zn,γ0,|γ |m+2Cγ )|x|−(m+μ) (2.11)
for any x ∈ Rn \ {0}, where C is a positive constant depending only on m, n and μ.
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))Proof. It is [10, Theorem 2.3]. 
In order to give the operator-valued Fourier multiplier theorem, we introduce UMD spaces and
the R-boundedness on B(X; Y ). A Banach space (X,‖ · ‖X ) is called a UMD space if X satisﬁes the
following property (HT) which is equivalent to the UMD property [3, Theorem], [4, Theorem 2]:
(HT) The Hilbert transform
H f (t) = 1
π
p.v.
∫
R
f (s)
t − s ds, D(H) = S(R; X)
is extended to a bounded linear operator H ∈ B(Lq(R; X)) for some 1 < q < ∞.
It is well known in [4, Condition (iii)] that typical examples of UMD spaces are lp and Lp(G) for any
open set G in Rn and 1 < p < ∞. Let T be a subset of B(X; Y ). Then T is called R-bounded on
B(X; Y ) if T satisﬁes the following property (R):
(R) There exists a positive constant C such that
1∫
0
∥∥∥∥∥
N∑
j=1
r j(t)T jx j
∥∥∥∥∥
Y
dt  C
1∫
0
∥∥∥∥∥
N∑
j=1
r j(t)x j
∥∥∥∥∥
X
dt
for any T j ∈ T , x j ∈ X ( j = 1, . . . ,N), N ∈ Z, N  1, where r j is the Rademacher function deﬁned
as r j(t) = sign(sin(2 jπt)).
In the case where T is R-bounded on B(X; Y ), the smallest constant C for which (R) holds is
denoted by R(T ). The operator-valued Fourier multiplier theorem on UMD spaces is stated as follows:
Lemma 2.6. Let (X,‖ · ‖X ) and (Y ,‖ · ‖Y ) be UMD spaces, M ∈ C1(R \ {0};B(X; Y )). Assume that
{M(λ)}λ∈R\{0} and {λdλM(λ)}λ∈R\{0} are R-bounded on B(X; Y ), and set
R({M(λ)}
λ∈R\{0}
)= C0, R({λdλM(λ)}λ∈R\{0})= C1.
Then T := F−1λ2 MFt , D(T ) = C∞0 (R\{0}; X) is extended to a bounded linear operator T ∈ B(Lq(R; X); Lq(R; Y
for any 1 < q < ∞, and
‖T‖B(Lq(R;X);Lq(R;Y ))  C(C0 + C1), (2.12)
where C is a positive constant depending only on X, Y and q.
Proof. It is [13, Theorem 3.4]. 
It is very useful on families of convolution operators to give the following suﬃcient condition for
the R-boundedness on B(Lp(Rn)):
Lemma 2.7. Let {K (·, λ)}λ∈R\{0} be a family of L1,loc(Rn)-functions, and set
(
M(λ) f
)
(x) =
∫
n
K (x− y, λ) f (y)dy, D(M(λ))= L2(Rn).
R
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for any λ ∈ R \ {0} and ∑
β∈Zn,β0,|β|=1
∣∣∂βx K (x, λ)∣∣ C0|x|−(n+1) (2.14)
for any x ∈ Rn \ {0}, λ ∈ R \ {0}. Then M := {M(λ)}λ∈R\{0} is R-bounded on B(Lp(Rn)) for any 1 < p < ∞,
and
R(M) CC0, (2.15)
where C is a positive constant depending only on n and p.
Proof. It is [11, Proposition 2.4]. 
As for interpolation inequalities in Bessel-potential spaces, we have the following basic lemmas:
Lemma 2.8. Let G be an open set in Rn, 1 < p < ∞, 1< q < ∞, 0< s < 1, 0< r  1. Then
‖u‖Hsq(R;Lp(G))  C
(
r1−s‖u‖H1q (R;Lp(G)) + r−s‖u‖Lq(R;Lp(G))
)
, (2.16)
‖u‖Hsq(R;Lp(G))  C‖u‖sH1q (R;Lp(G))‖u‖
1−s
Lq(R;Lp(G)) (2.17)
for any u ∈ H1q (R; Lp(G)), where C is a positive constant depending only on G, q and s.
Proof. It is [11, Proposition 2.6]. 
Lemma 2.9. Let G be one of Rn, Rn+ and Ω , 1 < p < ∞, 1 < q < ∞. Then
‖u‖
H1/2q (R;W 1p(G))  C‖u‖W 2,1p,q(G×R) (2.18)
for any u ∈ W 2,1p,q(G × R), where C is a positive constant depending only on n, G, p and q.
Proof. It is [11, Proposition 2.8]. 
Finally, we state some lemmas which is essential for maximal Lp-Lq regularity of (1.1) in Rn+ × R.
Let us introduce subsets with respect to (ξ ′, xn, λ) ∈ Rn−1 × R × C as follows:
G
(
R
n−1 × C)= {(ξ ′, λ) ∈ Rn−1 × C; ξ ′ ∈ Rn−1 \ {0}, λ = λ1 + √−1λ2, λ1  0, λ2 ∈ R \ {0}},
G
(
R
n−1 × R × C)= {(ξ ′, xn, λ) ∈ Rn−1 × R × C; (ξ ′, λ) ∈ G(Rn−1 × C), xn  0}.
Set
A
(
ξ ′, λ
)= (∣∣ξ ′∣∣2 + α−1(λ + 1))1/2,
B
(
ξ ′, λ
)= (∣∣ξ ′∣∣2 + {(2α + α′)(λ + 1) + γ γ1}−1(λ + 1)2)1/2.
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λ + 1+ α∣∣ξ ′∣∣2 − αA2 = 0
and
(λ + 1)2 + {(2α + α′)(λ + 1) + γ γ1}∣∣ξ ′∣∣2 − {(2α + α′)(λ + 1) + γ γ1}B2 = 0
respectively. An elementary calculation shows that
Re A
(
ξ ′, λ
)
 c
(∣∣ξ ′∣∣+ |λ|1/2 + 1),
Re B
(
ξ ′, λ
)
 c
(∣∣ξ ′∣∣+ |λ|1/2 + 1)
for any (ξ ′, λ) ∈ G(Rn−1 × C). In order to estimate A(ξ ′, λ), B(ξ ′, λ), e−A(ξ ′,λ)xn and e−B(ξ ′,λ)xn , we
have the following basic lemmas:
Lemma 2.10. There exist two positive constants Cs,αˆ′ and Cαˆ′ depending only on α, s and αˆ
′ for any s ∈ R,
αˆ′ ∈ Zn−1 , αˆ′  0 such that ∣∣∂αˆ′ξ ′ A(ξ ′, λ)s∣∣ Cs,αˆ′(∣∣ξ ′∣∣+ |λ|1/2 + 1)s−|αˆ′|, (2.19)∣∣∂αˆ′ξ ′ e−A(ξ ′,λ)xn ∣∣ Cαˆ′(∣∣ξ ′∣∣+ |λ|1/2 + 1)−|αˆ′|e−d(|ξ ′|+|λ|1/2+1)xn (2.20)
for any (ξ ′, xn, λ) ∈ G(Rn−1 × R × C), where d is a positive constant depending only on α.
Proof. It is [11, Lemma 5.4]. 
Lemma 2.11. There exist two positive constants Cs,αˆ′ and Cαˆ′ depending only on α, α
′ , γ , γ1 , s and αˆ′ for any
s ∈ R, αˆ′ ∈ Zn−1 , αˆ′  0 such that∣∣∂αˆ′ξ ′ B(ξ ′, λ)s∣∣ Cs,αˆ′(∣∣ξ ′∣∣+ |λ|1/2 + 1)s−|αˆ′|, (2.21)∣∣∂αˆ′ξ ′ e−B(ξ ′,λ)xn ∣∣ Cαˆ′(∣∣ξ ′∣∣+ |λ|1/2 + 1)−|αˆ′|e−d(|ξ ′|+|λ|1/2+1)xn (2.22)
for any (ξ ′, xn, λ) ∈ G(Rn−1 × R × C), where d is a positive constant depending only on α, α′ , γ and γ1 .
Proof. It follows from the same argument as in [11, Lemma 5.4]. 
Lemma 2.12. Set
M
(
ξ ′, xn, λ
)= e−A(ξ ′,λ)xn − e−B(ξ ′,λ)xn
A(ξ ′, λ) − B(ξ ′, λ) .
Then there exists a positive constant Cαˆ′ depending only on α, α
′ , γ , γ1 and αˆ′ for any αˆ′ ∈ Zn−1 , αˆ′  0 such
that ∣∣∂αˆ′ξ ′ (B(ξ ′, λ)M(ξ ′, xn, λ))∣∣ Cαˆ′(∣∣ξ ′∣∣+ |λ|1/2 + 1)−|αˆ′|e−d(|ξ ′|+|λ|1/2+1)xn (2.23)
for any (ξ ′, xn, λ) ∈ G(Rn−1 × R × C), where d is a positive constant depending only on α, α′ , γ and γ1 .
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It is assured by the following lemmas that (1.1) in Rn+ × R has the property of maximal Lp-Lq
regularity.
Lemma 2.13. Let 1 < p < ∞, 1 < q < ∞, M be a function deﬁned on G(Rn−1 × R × C). Assume that there
exists a positive constant Cα′ for any α′ ∈ Zn−1 , α′  0 such that∣∣∂α′ξ ′ (λl2∂ lλ2M(ξ ′, xn, λ))∣∣ Cα′(∣∣ξ ′∣∣+ |λ|1/2 + 1)−1−|α′|(|λ|1/2 + 1)βe−d(|ξ ′|+|λ|1/2+1)xn (2.24)
for any (ξ ′, xn, λ) ∈ G(Rn−1×R×C), l = 0,1, where β  2 and d > 0 are constants independent of (ξ ′, xn, λ)
and α′ . Let fˆ be a given function deﬁned on G(Rn−1 × R × C), and set
f (x, t) = L−1
(ξ ′,λ2)
[
fˆ
(
ξ ′, xn, λ
)](
x′, t
)
,
M[ f ](x, t) =
∞∫
0
L−1
(ξ ′,λ2)
[
M
(
ξ ′, xn + yn, λ
)L(x′,t)[ f ](ξ ′, yn, λ)](x′, t)dyn.
Then
∥∥e−λ1tM[ f ]∥∥Lq(R;Lp(Rn+))  C∥∥e−λ1t f ∥∥Lq(R;Lp(Rn+)) (2.25)
for any λ1  0, where C is a positive constant independent of λ1 .
Proof. It is a trivial extension of [11, Lemma 5.5]. 
Lemma 2.14. Let 1 < p < ∞, 1 < q < ∞, M be a function deﬁned on G(Rn−1 × R × C). Assume that there
exists a positive constant Cα′ for any α′ ∈ Zn−1 , α′  0 such that∣∣∂α′ξ ′ (λl2∂ lλ2M(ξ ′, xn, λ))∣∣ Cα′ ∣∣ξ ′∣∣1−|α′|e−d(|ξ ′|+|λ|1/2+1)xn (2.26)
for any (ξ ′, xn, λ) ∈ G(Rn−1×R×C), l = 0,1, where d is a positive constant independent of (ξ ′, xn, λ) and α′ .
Let fˆ be a given function deﬁned on G(Rn−1 × R × C), and set
f (x, t) = L−1
(ξ ′,λ2)
[
fˆ
(
ξ ′, xn, λ
)](
x′, t
)
,
M[ f ](x, t) =
∞∫
0
L−1
(ξ ′,λ2)
[
M
(
ξ ′, xn + yn, λ
)L(x′,t)[ f ](ξ ′, yn, λ)](x′, t)dyn.
Then
∥∥e−λ1tM[ f ]∥∥Lq(R;Lp(Rn+))  C∥∥e−λ1t f ∥∥Lq(R;Lp(Rn+)) (2.27)
for any λ1  0, where C is a positive constant independent of λ1 .
Proof. It is a trivial extension of [11, Lemma 5.6]. 
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exists a positive constant Cα′ for any α′ ∈ Zn−1 , α′  0 such that
∣∣∂α′ξ ′ (λl2∂ lλ2M(ξ ′, xn, λ))∣∣ Cα′(∣∣ξ ′∣∣+ |λ|1/2 + 1)−|α′|e−d(|ξ ′|+|λ|1/2+1)xn (2.28)
for any (ξ ′, xn, λ) ∈ G(Rn−1×R×C), l = 0,1, where d is a positive constant independent of (ξ ′, xn, λ) and α′ .
Let fˆ be a given function deﬁned on G(Rn−1 × R × C), and set
f (x, t) = L−1
(ξ ′,λ2)
[
fˆ
(
ξ ′, xn, λ
)](
x′, t
)
,
(AM)[ f ](x, t) =
∞∫
0
L−1
(ξ ′,λ2)
[
A
(
ξ ′, λ
)
M
(
ξ ′, xn + yn, λ
)L(x′,t)[ f ](ξ ′, yn, λ)](x′, t)dyn,
(BM)[ f ](x, t) =
∞∫
0
L−1
(ξ ′,λ2)
[
B
(
ξ ′, λ
)
M
(
ξ ′, xn + yn, λ
)L(x′,t)[ f ](ξ ′, yn, λ)](x′, t)dyn.
Then
∥∥e−λ1t(AM)[ f ]∥∥Lq(R;Lp(Rn+))  C∥∥e−λ1t f ∥∥Lq(R;Lp(Rn+)), (2.29)∥∥e−λ1t(BM)[ f ]∥∥Lq(R;Lp(Rn+))  C∥∥e−λ1t f ∥∥Lq(R;Lp(Rn+)) (2.30)
for any λ1  0, where C is a positive constant independent of λ1 .
Proof. Notice that
A
(
ξ ′, λ
)= λ + 1
αA(ξ ′, λ)
+ |ξ
′|2
A(ξ ′, λ)
=: A1
(
ξ ′, λ
)+ A2(ξ ′, λ),
B
(
ξ ′, λ
)= (λ + 1)2{(2α + α′)(λ + 1) + γ γ1}B(ξ ′, λ) + |ξ
′|2
B(ξ ′, λ)
=: B1
(
ξ ′, λ
)+ B2(ξ ′, λ).
Then
(AM)[ f ] = (A1M)[ f ] + (A2M)[ f ],
(BM)[ f ] = (B1M)[ f ] + (B2M)[ f ].
We can see easily from (2.28) that A1M and B1M satisfy (2.24). Moreover, A2M and B2M sat-
isfy (2.26). It follows from Lemmas 2.13 and 2.14 that we have (2.29), (2.30). 
3. Analytic semigroup on W˙ 1p × (Lp)n generated by −Ap
We will prove some theorems which are essential for Theorems 2.1 and 2.2. In proving our main
results, simpliﬁed notation is given as follows: We simply denote two generic positive constants de-
pending only on n, Ω , p, q, α, α′ , γ , γ1 and K by C and c. It is useful to remark that a generic
positive constant depending only on the above elements and additive elements (e.g., λ1, s and so on)
is simply denoted by Cλ1 , Cs and so on respectively.
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In this subsection, we are concerned with the following boundary value problem in Ω:
λρ + γ divu = f in Ω,
λu − div T (u, γ1ρ) = g in Ω,
uν |∂Ω = 0 on ∂Ω,
K
(
T (u, γ1ρ)ν
)
τ
+ (1− K )uτ |∂Ω = h on ∂Ω. (3.1)
(3.1) is the resolvent problem associated with (1.1). Set
Sε =
{
λ ∈ C \ {0}; |argλ| π − ε},
Ern,ε =
{
λ ∈ C; (Reλ + rn + ε)2 + (Imλ)2  (rn + ε)2
}
, rn = γ γ1
2αn−1 + α′ ,
Srn,ε = Sε ∩ Ern,ε
for any 0< ε < π/2. Then we have the following theorem on Lp estimates for solutions to (3.1):
Theorem 3.1. Let Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < K < 1, 1 < p < ∞, f ∈
W˙ 1p(Ω), g ∈ (Lp(Ω))n, h ∈ (W 1p(Ω))n, hν |∂Ω = 0. Then (3.1) has uniquely a solution ρ ∈ W˙ 1p(Ω), u ∈
(W 2p(Ω))
n satisfying
(|λ| + 1)(‖ρ‖W˙ 1p(Ω) + ‖u‖(W 2p(Ω))n)
 Cp,ε
(‖ f ‖W˙ 1p(Ω) + ‖g‖(Lp(Ω))n + |λ|1/2‖h‖(Lp(Ω))n + ‖h‖(W 1p(Ω))n) (3.2)
for any λ ∈ Srn,ε ∪ {0}, where Cp,ε is a positive constant depending only on n, Ω , p, ε, α, α′ , γ , γ1 and K .
Proof. It is [7, Theorem 2.2]. 
3.2. Maximal Lp-Lq regularity of (1.1) in Ω × R+ with f = 0 and g = 0
The main purpose of this subsection is to obtain maximal Lp-Lq regularity of the following initial–
boundary value problem in Ω × R+:
∂tρ + γ divu = 0 in Ω × R+,
∂tu − div T (u, γ1ρ) = 0 in Ω × R+,
ρ|t=0 = ρ0 in Ω,
u|t=0 = u0 in Ω,
uν |∂Ω = 0 on ∂Ω × R+,
K
(
T (u, γ1ρ)ν
)
τ
+ (1− K )uτ |∂Ω = 0 on ∂Ω × R+. (3.3)
The theory of analytic semigroups on Banach spaces admits that we have the following theorem on
maximal Lp-Lq regularity of (3.3):
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∞, 0 < λ1 < Λ1 , ρ0 ∈ Xp,q(Ω), u0 ∈ Yp,q(Ω). Then (3.3) has uniquely a solution ρ ∈ W 1q (R+; W˙ 1p(Ω)),
u ∈ (W 2,1p,q(Ω × R+))n of the form (
ρ
u
)
(t) = e−t Ap
(
ρ0
u0
)
satisfying
∥∥e(λ1/2)tρ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥e(λ1/2)tu∥∥(W 2,1p,q(Ω×R+))n
 Cp,q,λ1
(‖ρ0‖Xp,q(Ω) + ‖u0‖Yp,q(Ω)), (3.4)
where Cp,q,λ1 is a positive constant depending only on n, Ω , p, q, α, α
′ , γ , γ1 , K and λ1 .
Proof. We have only to prove that (ρ,u) satisﬁes (3.4). It can be easily seen from (2.3) that
e(λ1/2)t
∥∥∥∥(ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
 Ce−(λ1/2)t
∥∥∥∥(ρ0u0
)∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
,
∥∥∥∥e(λ1/2)t (ρu
)∥∥∥∥
Lq(R+;W˙ 1p(Ω)×(Lp(Ω))n)
 Cλ1
∥∥∥∥(ρ0u0
)∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
. (3.5)
In order to obtain Lp-Lq estimates for e(λ1/2)t∂tρ and e(λ1/2)t∂tu, we calculate as follows:
∞∫
0
e(qλ1t)/2
∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥q
W˙ 1p(Ω)×(Lp(Ω))n
dt =
∑
j∈Z
2 j+1∫
2 j
e(qλ1t)/2
∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥q
W˙ 1p(Ω)×(Lp(Ω))n
dt

∑
j∈Z
eqλ12
j (
2 j+1 − 2 j)a j(ρ0,u0)q
=
∑
j∈Z
(
2 j/qeλ12
j
a j(ρ0,u0)
)q
,
∥∥∥∥e(λ1/2)t∂t (ρu
)∥∥∥∥
Lq(R+;W˙ 1p(Ω)×(Lp(Ω))n)

∥∥(eλ12 j a j(ρ0,u0)) j∈Z∥∥l1/qq , (3.6)
where
a j(ρ0,u0) := max
2 jt2 j+1
∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
.
Since ∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
 Cλ1e−λ1t
∥∥∥∥(ρ0u0
)∥∥∥∥
Xp(Ω)×Yp(Ω)
for any t > 0 which follows from (2.3), we obtain
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∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
 sup
j∈Z
(
eλ12
j
max
2 jt2 j+1
Ce−λ1t
)∥∥∥∥(ρ0u0
)∥∥∥∥
Xp(Ω)×Yp(Ω)
= Cλ1
∥∥∥∥(ρ0u0
)∥∥∥∥
Xp(Ω)×Yp(Ω)
.
In the same manner as above, since∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
 Cλ1t−1e−λ1t
∥∥∥∥(ρ0u0
)∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
for any t > 0 which follows from (2.3), we have
∥∥(eλ12 j a j(ρ0,u0)) j∈Z∥∥l1∞ = supj∈Z 2 jeλ12 j max2 jt2 j+1
∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
 sup
j∈Z
(
2 jeλ12
j
max
2 jt2 j+1
Ct−1e−λ1t
)∥∥∥∥(ρ0u0
)∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
= Cλ1
∥∥∥∥(ρ0u0
)∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
.
Therefore, we conclude from lsq = (l1∞, l0∞)s,q for any 0< s < 1 that
∥∥(eλ12 j a j(ρ0,u0)) j∈Z∥∥lsq  Cλ1,s
∥∥∥∥(ρ0u0
)∥∥∥∥
(Xp(Ω),W˙ 1p(Ω))s,q×(Yp(Ω),(Lp(Ω))n)s,q
(3.7)
for any 0 < s < 1. By (Xp(Ω), W˙ 1p(Ω))s,q = (W˙ 1p(Ω), Xp(Ω))1−s,q , (Yp(Ω), (Lp(Ω))n)s,q = ((Lp(Ω))n,
Yp(Ω))1−s,q and letting s = 1/q, it is easy to see from (3.6), (3.7) that∥∥∥∥e(λ1/2)t∂t (ρu
)∥∥∥∥
Lq(R+;W˙ 1p(Ω)×(Lp(Ω))n)
 Cλ1
∥∥∥∥(ρ0u0
)∥∥∥∥
Xp,q(Ω)×Yp,q(Ω)
. (3.8)
As for Lp-Lq estimates for e(λ1/2)tu, Theorem 3.1 yields∥∥∥∥(ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(W 2p(Ω))n
 C
∥∥∥∥∂t (ρu
)
(t)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
(3.9)
for any t > 0. We can see easily from (3.8), (3.9) that∥∥∥∥e(λ1/2)t (ρu
)∥∥∥∥
Lq(R+;W˙ 1p(Ω)×(W 2p(Ω))n)
 Cλ1
∥∥∥∥(ρ0u0
)∥∥∥∥
Xp,q(Ω)×Yp,q(Ω)
. (3.10)
Therefore, (3.5), (3.8), (3.10) lead clearly to (3.4), which completes the proof of Theorem 3.2. 
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4.1. Maximal Lp-Lq regularity of (1.1) in Rn × R
First of all, we discuss maximal Lp-Lq regularity of the following model problem in Rn × R:
(∂t + 1)ρ + γ divu = f in Rn × R,
(∂t + 1)u − div T (u, γ1ρ) = g in Rn × R. (4.1)
By applying Lemma 2.6 to the solution formula of (4.1), we obtain the following theorem on maximal
Lp-Lq regularity of (4.1):
Theorem 4.1. Let 1 < p < ∞, 1 < q < ∞, f ∈ Lq,0(R+;W 1p(Rn)), g ∈ Lq,0(R+; (Lp(Rn))n). Then (4.1) has
uniquely a solution ρ ∈ W 1q,0(R+;W 1p(Rn)), u ∈ (W 2,1p,q,0(Rn × R+))n of the form
ρ(x, t) = L−1(ξ,λ2)
[ {(2α + α′)|ξ |2 + λ + 1}L(x,t)[ f ](ξ, λ) − γ (√−1ξ) · L(x,t)[g](ξ, λ)
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, t), (4.2)
u(x, t) = L−1(ξ,λ2)
[−γ1(√−1ξ)L(x,t)[ f ](ξ, λ) + (λ + 1)L(x,t)[g](ξ, λ)
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, t)
+ L−1(ξ,λ2)
[ {(α + α′)(λ + 1) + γ γ1}(|ξ |2L(x,t)[g](ξ, λ) − ξ2L(x,t)[g](ξ, λ))
(α|ξ |2 + λ + 1)[{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2]
]
(x, t) (4.3)
satisfying
2∑
k=0
λ
1−k/2
1
∥∥e−λ1tρ∥∥
Hk/2q (R;W 1p(Rn)) +
2∑
k=0
λ
1−k/2
1
∥∥e−λ1tu∥∥Lq(R;(Wkp(Rn))n)
+
1∑
k=0
∥∥e−λ1tu∥∥
H1−k/2q (R;(Wkp(Rn))n)  Cp,q
(∥∥e−λ1t f ∥∥Lq(R;W 1p(Rn)) + ∥∥e−λ1t g∥∥Lq(R;(Lp(Rn))n)) (4.4)
for any λ1  0, where ξ2 := (ξiξ j)i, j=1,...,n, Cp,q is a positive constant depending only on n, p, q, α, α′ , γ
and γ1 .
Proof. Since C∞0 (G ×R+) is dense in Lq,0(R+;Wkp(G)) for any open set G in Rn , we can assume that
f ∈ C∞0 (Rn × R+), g ∈ (C∞0 (Rn × R+))n . By applying L(x,t) to (4.1), we have
Â(ξ, λ)
(L(x,t)[ρ]
L(x,t)[u]
)
=
(L(x,t)[ f ]
L(x,t)[g]
)
in Rn × R, (4.5)
where
Â(ξ, λ) :=
(
λ + 1 γ (√−1ξ T )
γ1(
√−1ξ) (α|ξ |2 + λ + 1)In + (α + α′)ξ2
)
,
ξ ∈ Rn , λ ∈ C, λ = λ1 +
√−1λ2, λ1, λ2 ∈ R. It is easy to see that
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Â(ξ, λ)−1 = 1{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
(
(2α + α′)|ξ |2 + λ + 1 −γ (√−1ξ T )
−γ1(
√−1ξ) (λ + 1)In
)
+ (α + α
′)(λ + 1) + γ γ1
(α|ξ |2 + λ + 1)[{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2]
(
0 0T
0 |ξ |2 In − ξ2
)
.
(4.7)
(4.5), (4.7) admit that the solution formula of (4.1) is deﬁned as in (4.2), (4.3). In order to estab-
lish (4.4), we obtain the following formulas with the aid of (2.1), (2.2), (4.2), (4.3):
λ
1−k/2
1 〈∂t〉k/2〈∂x〉
(
e−λ1tρ
)
(x, t) = F−1λ2
[(
Mkλ1,1(λ2)Ft
[〈∂x〉(e−λ1t f )])(x, λ2)](x, t)
+ F−1λ2
[(
Mkλ1,2(λ2)Ft
[
e−λ1t g
])
(x, λ2)
]
(x, t), (4.8)
λ
1−k/2
1 ∂
αˆ
x
(
e−λ1tu
)
(x, t) = F−1λ2
[(
Nk,αˆλ1,1(λ2)Ft
[∇(e−λ1t f )])(x, λ2)](x, t)
+ F−1λ2
[(
Nk,αˆλ1,2(λ2)Ft
[
e−λ1t g
])
(x, λ2)
]
(x, t)
+ F−1λ2
[(
Nk,αˆλ1,3(λ2)Ft
[
e−λ1t g
])
(x, λ2)
]
(x, t), (4.9)
〈∂t〉1−k/2∂αˆx
(
e−λ1tu
)
(x, t) = F−1λ2
[(
Nk,αˆλ1,4(λ2)Ft
[∇(e−λ1t f )])(x, λ2)](x, t)
+ F−1λ2
[(
Nk,αˆλ1,5(λ2)Ft
[
e−λ1t g
])
(x, λ2)
]
(x, t)
+ F−1λ2
[(
Nk,αˆλ1,6(λ2)Ft
[
e−λ1t g
])
(x, λ2)
]
(x, t) (4.10)
for any k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k, where
(
Mkλ1,i(λ2) f
)
(x, λ2) :=
∫
Rn
Kkλ1,i(x− y, λ2) f (y)dy,
(
Nk,αˆ
λ1, j
(λ2)g
)
(x, λ2) :=
∫
Rn
Lk,αˆ
λ1, j
(x− y, λ2)g(y)dy
for any i = 1,2, j = 1,2,3,4,5,6, k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k,
Kkλ1,1(x, λ2) := F−1ξ
[
λ
1−k/2
1 (1+ λ22)1/2−k/4{(2α + α′)|ξ |2 + λ + 1}
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Kkλ1,2(x, λ2) := −F−1ξ
[
λ
1−k/2
1 (1+ λ22)1/2−k/4(1+ |ξ |2)1/2γ (
√−1ξ)
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Lk,αˆλ1,1(x, λ2) := −F−1ξ
[
λ
1−k/2
1 (
√−1ξ)αˆγ1
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Lk,αˆλ1,2(x, λ2) := F−1ξ
[
λ
1−k/2
1 (
√−1ξ)αˆ(λ + 1)
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Lk,αˆλ1,3(x, λ2) := F−1ξ
[
λ
1−k/2
1 (
√−1ξ)αˆ{(α + α′)(λ + 1) + γ γ1}(|ξ |2 In − ξ2)
(α|ξ |2 + λ + 1)[{(2α + α′)(λ + 1) + γ γ }|ξ |2 + (λ + 1)2]
]
(x, λ2),1
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[
(1+ λ22)1/2−k/4(
√−1ξ)αˆγ1
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Lk,αˆλ1,5(x, λ2) := F−1ξ
[
(1+ λ22)1/2−k/4(
√−1ξ)αˆ(λ + 1)
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
(x, λ2),
Lk,αˆλ1,6(x, λ2) := F−1ξ
[
(1+ λ22)1/2−k/4(
√−1ξ)αˆ{(α + α′)(λ + 1) + γ γ1}(|ξ |2 In − ξ2)
(α|ξ |2 + λ + 1)[{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2]
]
(x, λ2)
for any k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k. Set
Mkλ1,i,0 =
{
Mkλ1,i(λ2)
}
λ2∈R\{0},
Mkλ1,i,1 =
{
λ2∂λ2M
k
λ1,i
(λ2)
}
λ2∈R\{0},
T kλ1,i = F−1λ2 Mkλ1,iFt, D
(
T kλ1,i
)= C∞0 (R \ {0}; L2(Rn)),
N k,αˆ
λ1, j,0
= {Nk,αˆ
λ1, j
(λ2)
}
λ2∈R\{0},
N k,αˆ
λ1, j,1
= {λ2∂λ2Nk,αˆλ1, j(λ2)}λ2∈R\{0},
Uk,αˆ
λ1, j
= F−1λ2 Nk,αˆλ1, jFt, D
(
Uk,αˆ
λ1, j
)= C∞0 (R \ {0}; (L2(Rn))n)
for any i = 1,2, j = 1,2,3,4,5,6, k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k. It is easy to see that∣∣α|ξ |2 + λ + 1∣∣ c(|ξ |2 + |λ| + 1), (4.11)∣∣{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2∣∣ c(|ξ |2 + |λ| + 1)(|λ| + 1) (4.12)
for any ξ ∈ Rn , λ ∈ C, λ1  0. By applying the Plancherel theorem to Kkλ1,1, it follows from (4.12) that∥∥Mkλ1,1(λ2)∥∥B(L2(Rn))  C (4.13)
for any λ ∈ C, λ1  0, k ∈ Z, 0 k 2. We can see easily from (4.12) that∣∣∣∣∂γˆξ (λ1−k/21 (1+ λ22)1/2−k/4{(2α + α′)|ξ |2 + λ + 1}{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2 (√−1ξ)β
)∣∣∣∣ Cβ,γˆ |ξ ||β|−|γˆ | (4.14)
for any ξ ∈ Rn \ {0}, λ ∈ C, λ1  0, k ∈ Z, 0 k  2, β ∈ Zn , β  0, γˆ ∈ Zn , γˆ  0. Let m = n, μ = 1,
g(ξ) = Fx[Kkλ1,1(x, λ2)](ξ)(
√−1ξ)β in Lemma 2.5. Then (4.14) yields
∑
β∈Zn,β0,|β|=1
∣∣∂βx Kkλ1,1(x, λ2)∣∣ C |x|−(n+1) (4.15)
for any x ∈ Rn \ {0}, λ ∈ C, λ1  0, k ∈ Z, 0 k 2. It follows from (4.13), (4.15) and Lemma 2.7 that
Mkλ1,1,0 is R-bounded on B(Lp(Rn)) for any λ1  0, k ∈ Z, 0  k  2. Similarly to Mkλ1,1,0, we can
conclude from Lemma 2.7 that Mkλ1,1,1 is R-bounded on B(Lp(Rn)) for any λ1  0, k ∈ Z, 0 k 2.
Lemma 2.6 admits that T kλ1,1 is extended to a bounded linear operator T
k
λ1,1
∈ B(Lq(R; Lp(Rn)))
for any λ1  0, k ∈ Z, 0  k  2. The same argument as above shows that Mkλ1,2,0 and Mkλ1,2,1
are R-bounded on B(Lp(Rn)) for any λ1  0, k ∈ Z, 0  k  2. Therefore, T kλ ,2 is extended to a1
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k,αˆ
λ1, j,0
and N k,αˆ
λ1, j,1
are R-bounded on B((Lp(Rn))n) for any j = 1,2,3,4,5,6, λ1  0, k ∈ Z, 0  k  2,
αˆ ∈ Zn , αˆ  0, |αˆ|  k. Lemma 2.6 yields that Uk,αˆ
λ1, j
is extended to a bounded linear operator
Uk,αˆ
λ1, j
∈ B(Lq(R; (Lp(Rn))n)) for any j = 1,2,3,4,5,6, λ1  0, k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k.
It follows from (4.8)–(4.10), T k
λ1,i
∈ B(Lq(R; Lp(Rn))), Uk,αˆλ1, j ∈ B(Lq(R; (Lp(Rn))n)) that
λ
1−k/2
1
∥∥〈∂t〉k/2〈∂x〉(e−λ1tρ)∥∥Lq(R;Lp(Rn))
 C
(∥∥〈∂x〉(e−λ1t f )∥∥Lq(R;Lp(Rn)) + ∥∥e−λ1t g∥∥Lq(R;(Lp(Rn))n)), (4.16)
λ
1−k/2
1
∥∥∂αˆx (e−λ1tu)∥∥Lq(R;(Lp(Rn))n)
 C
(∥∥∇(e−λ1t f )∥∥Lq(R;(Lp(Rn)n)) + ∥∥e−λ1t g∥∥Lq(R;(Lp(Rn))n)), (4.17)∥∥〈∂t〉1−k/2∂αˆx (e−λ1tu)∥∥Lq(R;(Lp(Rn))n)
 C
(∥∥∇(e−λ1t f )∥∥Lq(R;(Lp(Rn))n) + ∥∥e−λ1t g∥∥Lq(R;(Lp(Rn))n)) (4.18)
for any λ1  0, k ∈ Z, 0 k 2, αˆ ∈ Zn , αˆ  0, |αˆ| k. It is clear from (4.16)–(4.18) that we have (4.4).
Notice that e−λ1t  1 for any λ1  0, t < 0 and f = 0, g = 0 in Rn × R− . Then it follows from (4.4)
that
‖ρ‖Lq(R−;W 1p(Rn)) + ‖u‖Lq(R−;(Lp(Rn))n)
 Cλ−11
(‖ f ‖Lq(R;W 1p(Rn)) + ‖g‖Lq(R;(Lp(Rn))n)) (4.19)
for any λ1 > 0. It is easy to see from (4.19) with λ1 → ∞ that ρ = 0, u = 0 in Rn ×R− . Consequently,
we have ρ ∈ W 1q,0(R+;W 1p(Rn)), u ∈ (W 2,1p,q,0(Rn × R+))n . 
4.2. Maximal Lp-Lq regularity of (1.1) in Rn+ × R
In this subsection, we are concerned with the following model problem in Rn+ × R:
(∂t + 1)ρ + γ divu = f in Rn+ × R,
(∂t + 1)u − div T (u, γ1ρ) = g in Rn+ × R,
un|∂Rn+ = 0 on ∂Rn+ × R,
−K (α∂xnu′)∣∣∂Rn+ = h′ on ∂Rn+ × R. (4.20)
It follows from Lemmas 2.13–2.15 and Theorem 4.1 that (4.20) has the property of maximal Lp-Lq
regularity. We shall prove the following theorem:
Theorem 4.2. Let 0 < K < 1, 1 < p < ∞, 1 < q < ∞, f ∈ Lq,0(R+;W 1p(Rn+)), g ∈ Lq,0(R+; (Lp(Rn+))n),
h ∈ (H1,1/2p,q,0 (Rn+ × R+))n, hn = 0. Then (4.20) has uniquely a solution ρ ∈ W 1q,0(R+;W 1p(Rn+)), u ∈
(W 2,1p,q,0(R
n+ × R+))n satisfying
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∥∥e−λ1tρ∥∥Lq(R;W 1p(Rn+)) + ∥∥e−λ1tρ∥∥W 1q (R;W 1p(Rn+))
+ λ1
∥∥e−λ1tu∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1tu∥∥(W 2,1p,q(Rn+×R))n
 Cp,q
(∥∥e−λ1t f ∥∥Lq(R;W 1p(Rn+)) + ∥∥e−λ1t g∥∥Lq(R;(Lp(Rn+))n)
+ λ1/21
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n) (4.21)
for any λ1  0, where Cp,q is a positive constant depending only on n, p, q, α, α′ , γ , γ1 and K .
Proof. Since C∞0 (Rn+ × R+) is dense in Lq,0(R+;Wkp(Rn+)) and in H1,1/2p,q,0 (Rn+ × R+), we can assume
that f ∈ C∞0 (Rn+ × R+), g ∈ (C∞0 (Rn+ × R+))n , h ∈ (C∞0 (Rn+ × R+))n . Let ϕe and ϕo be the even and
odd extensions of ϕ to Rn × R deﬁned as
ϕe(x, t) =
{
ϕ(x, t) if xn > 0,
ϕ(x′,−xn, t) if xn < 0
and
ϕo(x, t) =
{
ϕ(x, t) if xn > 0,
−ϕ(x′,−xn, t) if xn < 0
respectively, f˜ = f e , g˜ = (g′ e, gon)T . Then it follows from Theorem 4.1 that
(∂t + 1)σ + γ div v = f˜ in Rn × R,
(∂t + 1)v − div T (v, γ1σ) = g˜ in Rn × R
has uniquely a solution σ ∈ W 1q,0(R+;W 1p(Rn)), v ∈ (W 2,1p,q,0(Rn × R+))n of the form
σ = L−1(ξ,λ2)
[ {(2α + α′)|ξ |2 + λ + 1}L(x,t)[ f˜ ] − γ (√−1ξ) · L(x,t)[g˜]
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
, (4.22)
v = L−1(ξ,λ2)
[ −γ1(√−1ξ)L(x,t)[ f˜ ] + (λ + 1)L(x,t)[g˜]
{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2
]
+ L−1(ξ,λ2)
[ {(α + α′)(λ + 1) + γ γ1}(|ξ |2L(x,t)[g˜] − ξ2L(x,t)[g˜])
(α|ξ |2 + λ + 1)[{(2α + α′)(λ + 1) + γ γ1}|ξ |2 + (λ + 1)2]
]
(4.23)
satisfying
2∑
k=0
λ
1−k/2
1
∥∥e−λ1tσ∥∥
Hk/2q (R;W 1p(Rn)) +
2∑
k=0
λ
1−k/2
1
∥∥e−λ1t v∥∥Lq(R;(Wkp(Rn))n)
+
1∑
k=0
∥∥e−λ1t v∥∥
H1−k/2q (R;(Wkp(Rn))n)  C
(∥∥e−λ1t f˜ ∥∥Lq(R;W 1p(Rn)) + ∥∥e−λ1t g˜∥∥Lq(R;(Lp(Rn))n)) (4.24)
for any λ1  0. Moreover, it is easy to see from (4.23) that ∂xn v ′|∂Rn+ = 0 and vn|∂Rn+ = 0. Let (ρ,u) =
(σ + τ , v + w), where (τ ,w) is a solution to the following model problem in Rn+ × R:
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(∂t + 1)w − div T (w, γ1τ ) = 0 in Rn+ × R,
wn|∂Rn+ = 0 on ∂Rn+ × R,
−K (α∂xn w ′)∣∣∂Rn+ = h′ on ∂Rn+ × R. (4.25)
Then it is suﬃcient to prove that (4.25) has uniquely a solution τ ∈ W 1q,0(R+;W 1p(Rn+)), w ∈
(W 2,1p,q,0(R
n+ × R+))n satisfying
λ1
∥∥e−λ1tτ∥∥Lq(R;W 1p(Rn+)) + ∥∥e−λ1tτ∥∥W 1q (R;W 1p(Rn+)) + λ1∥∥e−λ1t w∥∥Lq(R;(Lp(Rn+))n)
+ ∥∥e−λ1t w∥∥
(W 2,1p,q(R
n+×R))n  C
(
λ
1/2
1
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n) (4.26)
for any λ1  0. Set A = A(ξ ′, λ), B = B(ξ ′, λ). Then, by applying L(x′,t) to (4.25), we get the following
initial value problem for the system of n + 1 equations:
(λ + 1)τˆ + γ (√−1ξ ′) · wˆ ′ + γ ∂xn wˆn = 0 in {xn > 0},
α
(
A2 − ∂2xn
)
wˆ ′ − (α + α′)(√−1ξ ′)((√−1ξ ′) · wˆ ′ + ∂xn wn)+ γ1(√−1ξ ′)τˆ = 0 in {xn > 0},
α
(
A2 − ∂2xn
)
wˆn −
(
α + α′)∂xn((√−1ξ ′) · wˆ ′ + ∂xn wn)+ γ1∂xn τˆ = 0 in {xn > 0},
wˆn|{xn=0} = 0 on {xn = 0},
−K (α∂xn wˆ ′)∣∣{xn=0} = hˆ′ on {xn = 0}, (4.27)
where τˆ (ξ ′, xn, λ) := L(x′,t)[τ (x, t)](ξ ′, xn, λ), wˆ(ξ ′, xn, λ) := L(x′,t)[w(x, t)](ξ ′, xn, λ), hˆ′(ξ ′,0, λ) :=
L(x′,t)[h′(x′,0, t)](ξ ′,0, λ). We shall determine a solution (τˆ , wˆ) to (4.27) of the form
τˆ
(
ξ ′, xn, λ
)= P0(ξ ′, λ)e−A(ξ ′,λ)xn + Q 0(ξ ′, λ)e−B(ξ ′,λ)xn , (4.28)
wˆi
(
ξ ′, xn, λ
)= Pi(ξ ′, λ)e−A(ξ ′,λ)xn + Q i(ξ ′, λ)e−B(ξ ′,λ)xn . (4.29)
(4.27)–(4.29) yield the following system of linear equations:
(λ + 1)P0 + γ
(√−1ξ ′) · P ′ − γ APn = 0,
(λ + 1)Q 0 + γ
(√−1ξ ′) · Q ′ − γ BQn = 0,(
α + α′)(√−1ξ ′)((√−1ξ ′) · P ′ − APn)− γ1(√−1ξ ′)P0 = 0,
α
(
A2 − B2)Q ′ − (α + α′)(√−1ξ ′)((√−1ξ ′) · Q ′ − BQn)+ γ1(√−1ξ ′)Q 0 = 0,(
α + α′)A((√−1ξ ′) · P ′ − APn)− γ1AP0 = 0,
α
(
A2 − B2)Qn + (α + α′)B((√−1ξ ′) · Q ′ − BQn)− γ1BQ 0 = 0,
Pn + Qn = 0,
KαAP ′ + KαBQ ′ = hˆ′. (4.30)
Since A(ξ ′, λ) = B(ξ ′, λ) holds for any (ξ ′, λ) ∈ G(Rn−1 × C), it follows from (4.30) that
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Q 0 = − γ (
√−1ξ ′)
K {(2α + α′)(λ + 1) + γ γ1}B · hˆ
′, (4.32)
Pi =
⎧⎪⎨⎪⎩
hˆi
KαA − {(α+α
′)(λ+1)+γ γ1}(
√−1ξ ′)
Kα{(2α+α′)(λ+1)+γ γ1}A(A2−B2) · (
√−1ξi)hˆ′ if i = 1, . . . ,n − 1,
{(α+α′)(λ+1)+γ γ1}(
√−1ξ ′)
Kα{(2α+α′)(λ+1)+γ γ1}(A2−B2) · hˆ
′ if i = n,
(4.33)
Q i =
⎧⎪⎨⎪⎩
{(α+α′)(λ+1)+γ γ1}(
√−1ξ ′)
Kα{(2α+α′)(λ+1)+γ γ1}B(A2−B2) · (
√−1ξi)hˆ′ if i = 1, . . . ,n − 1,
− {(α+α′)(λ+1)+γ γ1}(
√−1ξ ′)
Kα{(2α+α′)(λ+1)+γ γ1}(A2−B2) · hˆ
′ if i = n.
(4.34)
Therefore, the solution formula of (4.25) is deﬁned as
τ (x, t) = −L−1
(ξ ′,λ2)
[
γ (
√−1ξ ′)e−Bxn
K {(2α + α′)(λ + 1) + γ γ1}B · hˆ
′(ξ ′,0, λ)](x′, t), (4.35)
wi(x, t) =
{
−w1i (x, t) + w2i (x, t) + w3i (x, t) if i = 1, . . . ,n − 1,
w1n(x, t) if i = n,
(4.36)
where
w1i (x, t) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L−1
(ξ ′,λ2)
[ {(α+α′)(λ+1)+γ γ1}(√−1ξ ′)M(ξ ′,xn,λ)
Kα{(2α+α′)(λ+1)+γ γ1}A(A+B) · (
√−1ξi)hˆ′(ξ ′,0, λ)
]
(x′, t)
if i = 1, . . . ,n − 1,
L−1
(ξ ′,λ2)
[ {(α+α′)(λ+1)+γ γ1}(√−1ξ ′)M(ξ ′,xn,λ)
Kα{(2α+α′)(λ+1)+γ γ1}(A+B) · hˆ′(ξ ′,0, λ)
]
(x′, t)
if i = n,
w2i (x, t) :=
{
L−1
(ξ ′,λ2)
[ e−Axn
KαA hˆi(ξ
′,0, λ)
]
(x′, t) if i = 1, . . . ,n − 1,
0 if i = n,
w3i (x, t) :=
{
L−1
(ξ ′,λ2)
[ {(α+α′)(λ+1)+γ γ1}(√−1ξ ′)e−Bxn
Kα{(2α+α′)(λ+1)+γ γ1}AB(A+B) · (
√−1ξi)hˆ′(ξ ′,0, λ)
]
(x′, t) if i = 1, . . . ,n − 1,
0 if i = n,
M
(
ξ ′, xn, λ
) := e−Axn − e−Bxn
A − B .
We begin with Lp-Lq estimates for e−λ1tτ . It is easy to see from (4.35) that
τ (x, t) = −
∞∫
0
∂ynL−1(ξ ′,λ2)
[
γ (
√−1ξ ′)e−B(xn+yn)
K {(2α + α′)(λ + 1) + γ γ1}B · hˆ
′(ξ ′, yn, λ)](x′, t)dyn
=
∞∫
0
L−1
(ξ ′,λ2)
[
γ (
√−1ξ ′)e−B(xn+yn)
K {(2α + α′)(λ + 1) + γ γ1}B · (B − ∂yn)hˆ
′(ξ ′, yn, λ)](x′, t)dyn.
Consequently, we have
τ = M1
[
div′ h′
]− M2[∂xnh′], (4.37)
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x′ τ =
((√−1ξ ′)αˆ′M1)[div′ h′]− ((√−1ξ ′)αˆ′M2)[∂xnh′], (4.38)
∂xnτ = −(BM1)
[
div′ h′
]+ (BM2)[∂xnh′] (4.39)
for any αˆ′ ∈ Zn−1, αˆ′  0, |αˆ′| = 1, where
M1
(
ξ ′, xn, λ
) := γ e−Bxn
K {(2α + α′)(λ + 1) + γ γ1} ,
M2
(
ξ ′, xn, λ
) := γ (√−1ξ ′)e−Bxn
K {(2α + α′)(λ + 1) + γ γ1}B .
It follows from (4.37)–(4.39), Lemmas 2.13 and 2.15 that
λ1
∥∥e−λ1tτ∥∥Lq(R;W 1p(Rn+)) + ∥∥e−λ1tτ∥∥W 1q (R;W 1p(Rn+))  C∥∥e−λ1th∥∥Lq(R;(W 1p(Rn+))n) (4.40)
for any λ1  0. As for Lp-Lq estimates for eλ1t w , in the same manner as in (4.37)–(4.39), we have
w1i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−((√−1ξ ′)M11)[∂xi h′] − ((
√−1ξ ′)M12)[∂xi h′] + ((
√−1ξi)M13)[∂xnh′]
if i = 1, . . . ,n − 1,
−(AM11)[div′ h′] − (AM12)[div′ h′] + (AM13)[∂xnh′]
if i = n,
(4.41)
w2i =
⎧⎪⎨⎪⎩
−M21[λ1/21 hi + eλ1t〈∂t〉1/2(e−λ1thi)] + M22[∇′hi] + M23[∂xnhi]
if i = 1, . . . ,n − 1,
0 if i = n,
(4.42)
w3i =
{−M31[∂xi h′] + ((√−1ξi)M32)[∂xnh′] if i = 1, . . . ,n − 1,
0 if i = n, (4.43)
where
M11
(
ξ ′, xn, λ
) := {(α + α′)(λ + 1) + γ γ1}M(ξ ′, xn, λ)
Kα{(2α + α′)(λ + 1) + γ γ1}(A + B) ,
M12
(
ξ ′, xn, λ
) := {(α + α′)(λ + 1) + γ γ1}e−Bxn
Kα{(2α + α′)(λ + 1) + γ γ1}A(A + B) ,
M13
(
ξ ′, xn, λ
) := {(α + α′)(λ + 1) + γ γ1}(√−1ξ ′)M(ξ ′, xn, λ)
Kα{(2α + α′)(λ + 1) + γ γ1}A(A + B) ,
M21
(
ξ ′, xn, λ
) := (λ + 1)e−Axn
Kα2{λ1/21 + (1+ λ22)1/4}A2
,
M22
(
ξ ′, xn, λ
) := (√−1ξ ′)e−Axn
KαA2
,
M23
(
ξ ′, xn, λ
) := e−Axn
KαA
,
M31
(
ξ ′, xn, λ
) := {(α + α′)(λ + 1) + γ γ1}(√−1ξ ′)e−Bxn
Kα{(2α + α′)(λ + 1) + γ γ }A(A + B) ,1
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(
ξ ′, xn, λ
) := {(α + α′)(λ + 1) + γ γ1}(√−1ξ ′)e−Bxn
Kα{(2α + α′)(λ + 1) + γ γ1}AB(A + B) .
It follows from (4.41)–(4.43), Lemmas 2.10–2.13 that
λ1
∥∥e−λ1t w∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1t w∥∥W 1q (R;(Lp(Rn+))n)
 C
(
λ
1/2
1
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n) (4.44)
for any λ1  0. By Lemmas 2.10–2.15 and the same argument as in (4.44), we can obtain∥∥∂αˆ′x′ (e−λ1t w)∥∥Lq(R;(Lp(Rn+))n)
 C
(
λ
1/2
1
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n), (4.45)∥∥∂α˜′x′ ∂xn(e−λ1t w)∥∥Lq(R;(Lp(Rn+))n)
 C
(
λ
1/2
1
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n) (4.46)
for any λ1  0, αˆ′ ∈ Zn−1, αˆ′  0, 1 |αˆ′| 2, α˜′ ∈ Zn−1, α˜′  0, |α˜′| 1. Notice that
∂2xn w
′ = (∂t + 1)w ′ − α′w ′ −
(
α + α′)∇′(divw) + γ1∇′τ ,
2∂2xn wn = (∂t + 1)wn − α′wn −
(
α + α′)∂xn(div′ w ′)+ γ1∂xnτ .
Then it follows from (4.40), (4.44)–(4.46) that
∥∥∂2xn(e−λ1t w)∥∥Lq(R;(Lp(Rn+))n)
 C
(
λ
1/2
1
∥∥e−λ1th∥∥Lq(R;(Lp(Rn+))n) + ∥∥e−λ1th∥∥(H1,1/2p,q (Rn+×R))n) (4.47)
for any λ1  0. It is obvious from (4.40), (4.44)–(4.47) that we have (4.26). Notice that e−λ1t  1 for
any λ1  0, t < 0 and h = 0 in Rn+ × R− . Then it follows from (4.26) that
‖τ‖Lq(R−;W 1p(Rn)) + ‖w‖Lq(R−;(Lp(Rn))n)
 C
(
λ−1/2‖h‖Lq(R;(Lp(Rn))n) + λ−1‖h‖(H1,1/2p,q (Rn+×R))n
)
(4.48)
for any λ1 > 0. It is easy to see from (4.48) with λ1 → ∞ that τ = 0, w = 0 in Rn+ × R− . Therefore,
we have τ ∈ W 1q,0(R+;W 1p(Rn)), w ∈ (W 2,1p,q,0(Rn × R+))n . 
4.3. A priori Lp-Lq estimates for solutions to (1.1) in Hnω × R
Let ω ∈ C2,1(Rn−1) satisfy
∥∥∇′ω∥∥
(W 2∞(Rn−1))n−1
< ∞, (4.49)
and set
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{
x = (x′, xn)T ∈ Rn; xn > ω(x′), x′ ∈ Rn−1},
∂Hnω =
{
x = (x′, xn)T ∈ Rn; xn = ω(x′), x′ ∈ Rn−1},
Mk =
∥∥∇′ω∥∥
(Wk∞(Rn−1))n−1
for any k = 0,1,2. Then the outward unit normal vector νω ∈ (C2,1(∂Hnω))n on ∂Hnω is characterized
as
νω
(
x′
)= (∇′ω(x′),−1)T
(1+ |∇′ω(x′)|2)1/2 .
In this subsection, we consider the following model problem in Hnω × R:
(∂t + 1)ρ + γ divu = f in Hnω × R,
(∂t + 1)u − div T (u, γ1ρ) = g in Hnω × R,
uνω |∂Hnω = 0 on ∂Hnω × R,
K
(
2αD(u)νω
)
τω
+ (1− K )uτω |∂Hnω = h on ∂Hnω × R, (4.50)
where uνω := νω ·u, uτω := u−uνωνω . It is easy to see from Theorem 4.2 that we obtain the following
theorem on a priori Lp-Lq estimates for solutions to (4.50):
Theorem 4.3. Letω ∈ C2,1(Rn−1) satisfy (4.49), 0< K <1, 1< p<∞, 1 < q < ∞, f ∈ Lq,0(R+;W 1p(Hnω)),
g ∈ Lq,0(R+; (Lp(Hnω))n), h ∈ (H1,1/2p,q,0 (Hnω × R+))n, hνω |∂Hnω = 0. Then there exists a positive constant M
depending only on n, p, q, α, α′ , γ , γ1 and K such that if M0  M, then a solution ρ ∈ W 1q,0(R+;W 1p(Hnω)),
u ∈ (W 2,1p,q,0(Hnω × R+))n to (4.50) satisﬁes
‖ρ‖W 1q (R;W 1p(Hnω)) + ‖u‖(W 2,1p,q(Hnω×R))n
 Cp,q,M2
(‖ f ‖Lq(R;W 1p(Hnω)) + ‖g‖Lq(R;(Lp(Hnω))n) + ‖h‖(H1,1/2p,q (Hnω×R))n + ‖u‖Lq(R;(W 1p(Hnω))n)),
(4.51)
where Cp,q,M2 is a positive constant depending only on n, p, q, α, α
′ , γ , γ1 , K and M2 .
Proof. We shall reduce (4.50) to the model problem in Rn+ × R by the change of variables (y′, yn) =
(x′, xn − ω(x′)). It is easy to see that
∂xi =
{
∂yi − (∂yiω)∂yn if i = 1, . . . ,n − 1,
∂yn if i = n,
divx = divy −
(∇′y′ω,0)T · ∂yn ,
∇x = ∇y −
(∇′y′ω,0)T ∂yn .
Set
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vi(y, t) =
{
ui(x, t) if i = 1, . . . ,n − 1,
un(x, t) − ∇′ω(y′) · v ′(y, t) if i = n.
Then we have the following model problem in Rn+ × R:
(∂t + 1)σ + γ div v = f in Rn+ × R,
(∂t + 1)v − div T (v, γ1σ) = g + G(σ , v) in Rn+ × R,
vn|∂Rn+ = 0 on ∂Rn+ × R,
−K (α∂yn v ′)∣∣∂Rn+ = (1+ ∣∣∇′ω∣∣2)−1/2h′ + H ′(v ′) on ∂Rn+ × R, (4.52)
where G(σ , v) = (G1(σ , v), . . . ,Gn(σ , v))T is the linear function with respect to (σ , v) deﬁned as
G(σ , v) = ∂yn
(
γ1σ − α′ div v
)(∇′ω,0)T − ∂yn(2αD(v))(∇′ω,0)T + div(2αD(v,ω))
− ∂yn
(
2αD(v,ω)
)(∇′ω,0)T ,
D(v,ω) = 1
2
( −(∂yn v ′(∇′ω)T +∇′ω(∂yn v ′)T ) ∇′2ωv ′+(∇′v ′)T ∇′ω−(∇′ω·∂yn v ′+∂yn vn)∇′ω
(∇′2ωv ′)T +(∇′ω)T ∇′v ′−(∇′ω·∂yn v ′+∂yn vn)(∇′ω)T 2∇′ω·∂yn v ′
)
,
H ′(v ′) = (H1(v ′), . . . , Hn−1(v ′))T is the linear function with respect to v ′ deﬁned as
H ′
(
v ′
)= K{α(∇′2ωv ′ − ∇′v ′∇′ω
1+ |∇′ω|2 −
∇′ω · (2∇′2ωv ′ − (∇′v ′ − (∇′v ′)T )∇′ω
(1+ |∇′ω|2)2 ∇
′ω
)}
− 1− K
(1+ |∇′ω|2)1/2 v
′.
By Lemmas 2.8 and 2.9, we have G(σ , v) ∈ Lq,0(R+; (Lp(Rn+))n), H ′(v ′) ∈ (H1,1/2p,q,0 (Rn+ × R+))n−1. Fur-
thermore, G(σ , v) and H ′(v ′) are estimated as follows:
∥∥G(σ , v)∥∥Lq(R;(Lp(Rn+))n)  CM0‖σ‖Lq(R;W 1p(Rn+))
+ C
2∑
k=0
(
Mk + M2k + M3k
)‖v‖Lq(R;(W 2−kp (Rn+))n), (4.53)∥∥H ′(v ′)∥∥
(H1,1/2p,q (R
n+×R))n−1  C
(
M0 + M20 + M30
)∥∥v ′∥∥
(W 2,1p,q(R
n+×R))n−1
+ C
2∑
k=1
(
Mk + M2k + M3k
)∥∥v ′∥∥Lq(R;(W 2−kp (Rn+))n−1)
+ C∥∥v ′∥∥
(H1,1/2p,q (R
n+×R))n−1 . (4.54)
It follows from (4.53), (4.54) and Lemma 2.8 that
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 CM2,r
(‖ f ‖Lq(R;W 1p(Rn+)) + ‖g‖Lq(R;(Lp(Rn+))n) + ‖h‖(H1,1/2p,q (Rn+×R))n + ‖v‖Lq(R;(W 1p(Rn+))n))
+ C(M0 + M20 + M30 + r1/2)(‖σ‖Lq(R;W 1p(Rn+)) + ‖v‖(W 2,1p,q(Rn+×R))n)
for any 0< r  1, M0  0. Let r1/2 < 1/(2C), M + M2 + M3 < 1/(2C). Then
‖σ‖W 1q (R;W 1p(Rn+)) + ‖v‖(W 2,1p,q(Rn+×R))n
 CM2
(‖ f ‖Lq(R;W 1p(Rn+)) + ‖g‖Lq(R;(Lp(Rn+))n) + ‖h‖(H1,1/2p,q (Rn+×R))n + ‖v‖Lq(R;(W 1p(Rn+))n))
for any 0 M0  M . Since (σ , v)(y, t) = (ρ,u)(x, t), the change of variables (y′, yn) = (x′, xn − ω(x′))
yields that we have (4.51). 
5. Maximal Lp-Lq regularity of (1.1) in a bounded domain
The main purpose of this section is to obtain maximal Lp-Lq regularity of (1.1) with ρ0 = 0 and
u0 = 0. We are concerned with the following initial–boundary value problem in Ω × R+:
∂tρ + γ divu = f in Ω × R+,
∂tu − div T (u, γ1ρ) = g in Ω × R+,
ρ|t=0 = 0 in Ω,
u|t=0 = 0 in Ω,
uν |∂Ω = 0 on ∂Ω × R+,
K
(
T (u, γ1ρ)ν
)
τ
+ (1− K )uτ |∂Ω = 0 on ∂Ω × R+. (5.1)
It is assured by the theory of analytic semigroups on Banach spaces and Theorem 4.3 that we have
the following lemma on maximal Lp-Lq regularity of (5.1):
Lemma 5.1. Let Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < K < 1, 1 < p < ∞,
1 < q < ∞, f ∈ C∞0 (R+; W˙ 1p(Ω)), g ∈ C∞0 (R+; (Lp(Ω))n). Then (5.1) has uniquely a solution ρ ∈
W 1q,0(R+; W˙ 1p(Ω)), u ∈ (W 2,1p,q,0(Ω × R+))n of the form
(
ρ
u
)
(t) =
t∫
0
e−(t−s)Ap
(
f
g
)
(s)ds
satisfying
‖ρ‖W 1q (R+;W˙ 1p(Ω)) + ‖u‖(W 2,1p,q(Ω×R+))n  Cp,q
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n)), (5.2)
where Cp,q is a positive constant depending only on n, Ω , p, q, α, α′ , γ , γ1 and K .
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∥∥ρ(t)∥∥W˙ 1p(Ω)  Cλ1
t∫
0
e−λ1(t−s)
∥∥∥∥( fg
)
(s)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
ds,
∥∥u(t)∥∥
(W 1p(Ω))n
 Cλ1
t∫
0
(t − s)−1/2e−λ1(t−s)
∥∥∥∥( fg
)
(s)
∥∥∥∥
W˙ 1p(Ω)×(Lp(Ω))n
ds
for any t > 0, 0 < λ1 < Λ1. It follows from the Hölder inequality and an interchange of the order of
integration with respect to t that
‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)  C
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n)). (5.3)
Therefore, it is suﬃcient to establish
‖ρ‖W 1q (R+;W˙ 1p(Ω)) + ‖u‖(W 2,1p,q(Ω×R+))n
 C
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n) + ‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)). (5.4)
In order to obtain (5.4), the localization method is carried out. First, we derive the model problem
in Rn × R+ from (5.1) in the interior of Ω . Set Ωδ = {x ∈ Ω;dist(x, ∂Ω) > δ} for any δ > 0. Then
ϕ ∈ C∞0 (Rn) can be deﬁned as ⎧⎪⎨⎪⎩
ϕ(x) = 1 if x ∈ Ωδ,
0< ϕ(x) < 1 if x ∈ Ωδ/2 \ Ωδ,
ϕ(x) = 0 if x ∈ Rn \ Ωδ/2.
We can see easily from (5.1) that (ϕρ,ϕu) satisﬁes the following model problem in Rn × R+:
(∂t + 1)(ϕρ) + γ div(ϕu) = fδ in Rn × R+,
(∂t + 1)(ϕu) − div T
(
ϕu, γ1(ϕρ)
)= gδ in Rn × R+, (5.5)
where
fδ := (ϕ f ) + (ϕρ) + γ∇ϕ · u,
gδ := (ϕg) + (ϕu) + γ1(∇ϕ)ρ − div
(
α′∇ϕ · uIn + 2αD(u,ϕ)
)
,
D(u,ϕ) := 1
2
(
(u∇ϕ) + (u∇ϕ)T ).
Set (σ , v) = (ϕρ,ϕu). Then it follows from (5.5) that (σ , v) satisﬁes the following model problem in
R
n × R+:
(∂t + 1)σ + γ div v = fδ in Rn × R+,
(∂t + 1)v − div T (v, γ1σ) = gδ in Rn × R+. (5.6)
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‖σ‖H1q (R+;W 1p(Rn)) + ‖v‖Lq(R+;(W 2p(Rn))n) +
1∑
k=0
‖v‖
H1−k/2q (R+;(Wkp(Rn))n)
 C
(‖ fδ‖Lq(R+;W 1p(Rn)) + ‖gδ‖Lq(R+;(Lp(Rn))n)), (5.7)
which follows from Theorem 4.1. It is easy to see that
‖ fδ‖Lq(R+;W 1p(Rn))  Cδ
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)),
‖gδ‖Lq(R+;(Lp(Rn))n)  Cδ
(‖g‖Lq(R+;(Lp(Ω))n) + ‖ρ‖Lq(R+;Lp(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)).
Therefore, it follows from (5.7) that
‖ρ‖H1q (R+;W 1p(Ωδ)) + ‖u‖Lq(R+;(W 2p(Ωδ))n) +
1∑
k=0
‖u‖
H1−k/2q (R+;(Wkp(Ωδ))n)
 Cδ
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n) + ‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)) (5.8)
for any δ > 0. Second, we proceed to derive the model problem in Hnω × R+ from (5.1) near ∂Ω . Set
Bδ(x0) = {x ∈ Rn; |x− x0| < δ} for any x0 ∈ ∂Ω , δ > 0. Then ϕ ∈ C∞0 (Rn) can be deﬁned as⎧⎨⎩
ϕ(x) = 1 if x ∈ Bδ(x0),
0< ϕ(x) < 1 if x ∈ B2δ(x0) \ Bδ(x0),
ϕ(x) = 0 if x ∈ Rn \ B2δ(x0).
It is easy to see from (5.1) that (ϕρ,ϕu) satisﬁes the following initial–boundary value problem in
Ω × R+:
(∂t + 1)(ϕρ) + γ div(ϕu) = fx0,δ in Ω × R+,
(∂t + 1)(ϕu) − div T
(
ϕu, γ1(ϕρ)
)= gx0,δ in Ω × R+,
(ϕρ)|t=0 = 0 in Ω,
(ϕu)|t=0 = 0 in Ω,
(ϕu)ν |∂Ω = 0 on ∂Ω × R+,
K
(
T
(
ϕu, γ1(ϕρ)
)
ν
)
τ
+ (1− K )(ϕu)τ |∂Ω = hx0,δ on ∂Ω × R+, (5.9)
where
fx0,δ := (ϕ f ) + (ϕρ) + γ∇ϕ · u,
gx0,δ := (ϕg) + (ϕu) + γ1(∇ϕ)ρ − div
(
α′∇ϕ · uIn + 2αD(u,ϕ)
)
,
hx0,δ := K
(
2αD(u,ϕ)ν
)
τ
,
D(u,ϕ) := 1 ((u∇ϕ) + (u∇ϕ)T ).
2
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{O T (x − x0); x ∈ Ω}, σ(y, t) = (ϕρ)(x, t), v(y, t) = O T (ϕu)(x, t), f˜ x0,δ(y, t) = fx0,δ(x, t), g˜x0,δ(y, t) =
O T gx0,δ(x, t), h˜x0,δ(y, t) = O T hx0,δ(x, t), ν˜(y) = O T ν(x). Then it follows from (5.9) that (σ , v) satisﬁes
the following initial–boundary value problem in Ω˜ × R+:
(∂t + 1)σ + γ div v = f˜ x0,δ in Ω˜ × R+,
(∂t + 1)v − div T (v, γ1σ) = g˜x0,γ1 in Ω˜ × R+,
σ |t=0 = 0 in Ω˜,
v|t=0 = 0 in Ω˜,
v ν˜ |∂Ω˜ = 0 on ∂Ω˜ × R+,
K
(
T (v, γ1σ)ν˜
)
τ˜
+ (1− K )v τ˜ |∂Ω˜ = h˜x0,δ on ∂Ω˜ × R+, (5.10)
where v ν˜ := ν˜ · v , v τ˜ := v − v ν˜ ν˜ . Take a small positive constant δ such that supp v ⊂ B˜ε0(0) for any
small positive constant ε0, where B˜ε0 (0) := {y ∈ Rn; |y| < ε0}. Then there exist a positive constant
ε1 > ε0 and χ ∈ C2,1(B˜ ′ε1 (0)) such that
B˜ε0(0) ∩ Ω˜ =
{
y = (y′, yn)T ∈ Rn; yn > χ(y′), ∣∣y′∣∣< ε1},
B˜ε0(0) ∩ ∂Ω˜ =
{
y = (y′, yn)T ∈ Rn; yn = χ(y′), ∣∣y′∣∣< ε1},
where B˜ ′ε1 (0) := {y′ ∈ Rn−1; |y′| < ε1}. Since ν˜(0) = (0, . . . ,0,−1)T , we can see easily that χ(0) = 0,∇′χ(0) = 0 and ν˜ is characterized as
ν˜
(
y′
)= (∇′χ(y′),−1)T
(1+ |∇′χ(y′)|2)1/2 .
Take a small positive constant δ0  δ satisfying 0< ε0 < ε1/2, let ψ ∈ C∞0 (Rn−1) be deﬁned as⎧⎪⎨⎪⎩
ψ
(
y′
)= 1 if ∣∣y′∣∣ 1,
0 < ψ
(
y′
)
< 1 if 1<
∣∣y′∣∣< 2,
ψ
(
y′
)= 0 if ∣∣y′∣∣ 2,
ω(y′) = ψ(y′/ε0)χ(y′), and set
Hnω =
{
y = (y′, yn)T ∈ Rn; yn > ω(y′), y′ ∈ Rn−1},
∂Hnω =
{
y = (y′, yn)T ∈ Rn; yn = ω(y′), y′ ∈ Rn−1}.
Then it follows from (5.10) that (σ , v) satisﬁes the following model problem in Hnω × R+:
(∂t + 1)σ + γ div v = f˜ x0,δ in Hnω × R+,
(∂t + 1)v − div T (v, γ1σ) = g˜x0,δ in Hnω × R+,
vνω |∂Hnω = 0 on ∂Hnω × R+,
K
(
T (v, γ1σ)νω
) + (1− K )vτω |∂Hn = h˜x0,δ on ∂Hnω × R+, (5.11)τω ω
R. Kakizawa / J. Differential Equations 251 (2011) 339–372 369where uνω := νω · u, uτω := u − uνωνω . Since χ(0) = 0 and ∇′χ(0) = 0, the Taylor formula yields∥∥∇′ω∥∥
(L∞(Rn−1))n−1  C max|y′|ε1
∣∣∇′2χ(y′)∣∣ε0. (5.12)
Set
Mk =
∥∥∇′ω∥∥
(Wk∞(Rn−1))n−1
for any k = 0,1,2. Then (5.12) implies
M0  C max|y′|ε1
∣∣∇′2χ(y′)∣∣ε0, (5.13)
consequently, there exists a positive constant ε0 such that M0  M , where M is a positive constant
which appeared in Theorem 4.3. It follows from Theorem 4.3 that
‖σ‖W 1q (R+;W 1p(Hnω)) + ‖v‖(W 2,1p,q(Hnω×R+))n
 CM2
(‖ f˜ x0,δ‖Lq(R+;W 1p(Hnω)) + ‖g˜x0,δ‖Lq(R+;(Lp(Hnω))n)
+ ‖h˜x0,δ‖(H1,1/2p,q,0 (Hnω×R+))n + ‖v‖Lq(R+;(W 1p(Hnω))n)
)
. (5.14)
By (5.14) and (σ , v) = (ϕρ,ϕu), there exists a positive constant δ0 for any x0 ∈ ∂Ω such that
‖ρ‖W 1q (R+;W˙ 1p(Bδ(x0)∩Ω)) + ‖u‖(W 2,1p,q((Bδ(x0)∩Ω)×R+))n
 Cx0,δ
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n) + ‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)) (5.15)
for any 0< δ  δ0. Set Ωδ = {x ∈ Ω; dist(x, ∂Ω) < δ} for any δ > 0. Then, since ∂Ω is compact in Rn ,
there exists a positive constant δ1 such that
‖ρ‖W 1q (R+;W˙ 1p(Ωδ)) + ‖u‖(W 2,1p,q(Ωδ×R+))n
 Cδ
(‖ f ‖Lq(R+;W˙ 1p(Ω)) + ‖g‖Lq(R+;(Lp(Ω))n) + ‖ρ‖Lq(R+;W˙ 1p(Ω)) + ‖u‖Lq(R+;(W 1p(Ω))n)) (5.16)
for any 0 < δ  δ1. It follows from (5.8), (5.16) that we have (5.4), which completes the proof of
Lemma 5.1. 
Theorem 5.1. Let Ω be a bounded domain in Rn with its C2,1-boundary ∂Ω , 0 < K < 1, 1 < p < ∞, 1 <
q < ∞. Then there exists a positive constant λ01 depending only on n, Ω , p, q, α, α′ , γ , γ1 and K such that if
eλ1t f ∈ Lq(R+; W˙ 1p(Ω)), eλ1t g ∈ Lq(R+; (Lp(Ω))n) for some 0 λ1  λ01 , then (5.1) has uniquely a solution
ρ ∈ W 1q,0(R+; W˙ 1p(Ω)), u ∈ (W 2,1p,q,0(Ω × R+))n satisfying∥∥eλ1tρ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥eλ1tu∥∥(W 2,1p,q(Ω×R+))n
 Cp,q,λ1
(∥∥eλ1t f ∥∥Lq(R+;W˙ 1p(Ω)) + ∥∥eλ1t g∥∥Lq(R+;(Lp(Ω))n)), (5.17)
where Cp,q,λ1 is a positive constant depending only on n, Ω , p, q, α, α
′ , γ , γ1 , K and λ1 .
370 R. Kakizawa / J. Differential Equations 251 (2011) 339–372Proof. Since C∞0 (R+; X) is dense in Lq(R+; X) for any Banach space (X,‖ · ‖X ), we can assume that
f ∈ C∞0 (R+; W˙ 1p(Ω)), g ∈ C∞0 (R+; (Lp(Ω))n). It is easy to see from (5.1) that
∂t
(
eλ1tρ
)+ γ div(eλ1tu)= (eλ1t f )+ λ1(eλ1tρ) in Ω × R+,
∂t
(
eλ1tu
)− div T ((eλ1tu), γ1(eλ1tρ))= (eλ1t g)+ λ1(eλ1tu) in Ω × R+,(
eλ1tρ
)∣∣
t=0 = 0 in Ω,(
eλ1tu
)∣∣
t=0 = 0 in Ω,(
eλ1tu
)
ν
∣∣
∂Ω
= 0 on ∂Ω × R+,
K
(
T
((
eλ1tu
)
, γ1
(
eλ1tρ
))
ν
)
τ
+ (1− K )(eλ1tu)
τ
∣∣
∂Ω
= 0 on ∂Ω × R+. (5.18)
Lemma 5.1 admits that (5.18) has uniquely a solution ρ ∈ W 1q,0(R+; W˙ 1p(Ω)), u ∈ (W 2,1p,q,0(Ω × R+))n
satisfying
∥∥eλ1tρ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥eλ1tu∥∥(W 2,1p,q(Ω×R+))n
 C
(∥∥eλ1t f ∥∥Lq(R+;W˙ 1p(Ω)) + ∥∥eλ1t g∥∥Lq(R+;(Lp(Ω))n))
+ Cλ1
(∥∥eλ1tρ∥∥Lq(R+;W˙ 1p(Ω)) + ∥∥eλ1tu∥∥Lq(R+;(Lp(Ω))n)). (5.19)
Let λ01 < 1/C . Then (5.19) yields that we have (5.17). This completes the proof of Theorem 5.1. 
6. Proof of Theorems 2.1 and 2.2
6.1. Maximal Lp-Lq regularity of (1.1) in Ω × (0, T )
Set (
σ
v
)
(t) = e−t Ap
(
ρ0
u0
)
.
Then it follows from Theorem 3.2 that (σ , v) is a unique solution to (1.1) with f = 0 and g = 0
satisfying
‖σ‖W 1q (R+;W˙ 1p(Ω)) + ‖v‖(W 2,1p,q(Ω×R+))n  C
(‖ρ0‖Xp,q(Ω) + ‖u0‖Yp,q(Ω)). (6.1)
Therefore, we have only to prove that (1.1) has uniquely a solution of the form (ρ,u) = (σ + τ ,
v + w), where (τ ,w) is a solution to (1.1) with ρ0 = 0 and u0 = 0. Let f˜ ∈ Lq(R+; W˙ 1p(Ω)) and
g˜ ∈ Lq(R+; (Lp(Ω))n) be extensions of f and g to Ω × R+ deﬁned as
f˜ (x, t) =
{
f (x, t) if t ∈ (0, T ),
0 if t /∈ (0, T )
and
g˜(x, t) =
{
g(x, t) if t ∈ (0, T ),
0 if t /∈ (0, T )
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following initial–boundary value problem in Ω × R+:
∂tτ + γ divw = f˜ in Ω × R+,
∂t w − div T (w, γ1τ ) = g˜ in Ω × R+,
τ |t=0 = 0 in Ω,
w|t=0 = 0 in Ω,
wν |∂Ω = 0 on ∂Ω × R+,
K
(
T (w, γ1τ )ν
)
τ
+ (1− K )wτ |∂Ω = h˜ on ∂Ω × R+. (6.2)
Theorem 5.1 admits that (τ ,w) is a unique solution to (6.2) satisfying
‖τ‖W 1q (R+;W˙ 1p(Ω)) + ‖w‖(W 2,1p,q(Ω×R+))n  C
(‖ f ‖Lq((0,T );W˙ 1p(Ω)) + ‖g‖Lq((0,T );(Lp(Ω))n)). (6.3)
It follows from (6.1), (6.3) that we have (2.7), which completes the proof of Theorem 2.1.
6.2. Maximal Lp-Lq regularity of (1.1) in Ω × R+
Set (
σ
v
)
(t) = e−t Ap
(
ρ0
u0
)
.
Then Theorem 3.2 admits that (σ , v) is a unique solution to (1.1) with f = 0 and g = 0 satisfying
∥∥eλ1tσ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥eλ1t v∥∥(W 2,1p,q(Ω×R+))n  Cλ1(‖ρ0‖Xp,q(Ω) + ‖u0‖Yp,q(Ω)) (6.4)
for any 0< λ1 < Λ1/2. Therefore, we have only to prove that (1.1) has uniquely a solution of the form
(ρ,u) = (σ + τ , v + w), where (τ ,w) is a solution to (1.1) with ρ0 = 0 and u0 = 0. It follows from
Theorem 5.1 that (τ ,w) is a unique solution to (1.1) with ρ0 = 0 and u0 = 0 satisfying∥∥eλ1tτ∥∥W 1q (R+;W˙ 1p(Ω)) + ∥∥eλ1t w∥∥(W 2,1p,q(Ω×R+))n  C(∥∥eλ1t f ∥∥Lq(R+;W˙ 1p(Ω)) + ∥∥eλ1t g∥∥Lq(R+;(Lp(Ω))n))
(6.5)
for some 0 λ1  λ01, where λ01 is a positive constant which appeared in Theorem 5.1. It is clear from
(6.4), (6.5) that we have (2.8). This completes the proof of Theorem 2.2.
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