[1] Accurate streamflow simulations in large river basins are crucial to predict timing and magnitude of floods and droughts and to assess the hydrological impacts of climate change. Water balance models have been used frequently for these purposes. Compared to water balance models, however, land surface models carry the potential to more accurately estimate hydrological partitioning and thus streamflow, because they solve the coupled water and energy balance and are able to exploit a larger part of the information provided by regional climate model output than water balance models. Owing to increased model complexity, however, they are also more difficult to parameterize. The purpose of this study is to investigate and compare the accuracy of streamflow simulations of a water balance approach (Spatial Tools for River basins and Environment and Analysis of Management (STREAM)) and a land surface model (Variable Infiltration Capacity (VIC)) approach. Both models are applied to the Rhine river basin using regional climate model output as atmospheric forcing, and are evaluated using observed streamflow and lysimeter data. We find that VIC is more robust and less dependent on model calibration. Although STREAM performs better during the calibration period (Nash-Sutcliffe efficiency (E) of 0.47 versus E = 0.29 for VIC), VIC more accurately simulates discharge during the validation period, including peak flows (E = 0.31 versus E = 0.21 for STREAM). This is the case for most locations throughout the basin, except for the Alpine part where both models have difficulties due to the complex terrain and surface reservoirs. In addition, the annual evaporation cycle at the lysimeters is more realistically simulated by VIC. 
Introduction
[2] River discharge integrates hydrological processes at the catchment scale and can be measured directly, as opposed to many other catchment fluxes (e.g., evaporation, precipitation). Streamflow is thus a suitable variable to validate and/or compare hydrological model performances. In Central Europe, recent floods in the Rhine (1993 and 1995) , Elbe (2002) and Danube (2002) , as well as droughts (e.g., the summer of 2003) caused billions of euros of damage [Kleinn et al., 2005] . Improving streamflow simulations in these densely populated large river basins is important to accurately predict timing and magnitude of floods and droughts [Nijssen et al., 1997] . Climate change is believed to affect streamflow characteristics mainly because of two reasons: first, the warming-related shift from snow to rainfall will change the seasonal streamflow cycle in rivers which have their source region in the Alps (including the Rhine). Second, there is increasing evidence for an acceleration of the hydrological cycle and an associated increase in precipitation intensity during winter [Kleinn et al., 2005] . Numerous studies have been carried out to quantify the impact of climate change on extreme value distributions of river streamflow, indicating a projected increase in extreme winter floods and more droughts in summer [Middelkoop et al., 2001; Milly et al., 2005; Aerts et al., 2006; de Wit et al., 2007; Kwadijk, 1993; Buishand and Lenferink, 2004] . In these studies, future climate data were obtained from climate models, downscaled either using statistical weather generators [Beersma et al., 2001; Eberle et al., 2002; Dibike and Coulibaly, 2005] , or regional climate models (RCMs) [e.g., Christensen et al., 2004; Kleinn et al., 2005] . Although the latter have the advantage to supply a sufficient number of meteorological variables at a high enough spatial and temporal resolution to force more sophisticated models, often conceptual water balance models have been used to simulate future streamflow. Examples of water balance models for the Rhine include HBV (Hydrologiska Byrns Vattenbalansavdelning [Bergström and Forsman, 1973; Lindström et al., 1997] ), Rhineflow [Kwadijk, 1993] and STREAM (Spatial Tools for River basins and Environment and Analysis of Management options [Aerts et al., 1999 ).
[3] To accurately simulate streamflow, it is essential to have a realistic description of all relevant land surface processes, including the partitioning of available energy. Errors in estimates of evaporation propagate into similar errors in other terms of the energy and water balance and ultimately affect streamflow prediction [Koster et al., 2000] . Water balance models typically use empirical or statistical methods to estimate potential evaporation on the basis of temperature. For example, Rhineflow and STREAM use an approach developed by Thornthwaite and Mather [1957] that is based on daily temperature measurements. Present day land surface models (LSMs) on the other hand, derive evapotranspiration from coupled water and energy balance simulations [Liang et al., 1994; Famiglietti and Wood, 1994] , and are able to utilize additional information provided by RCM output, such as solar radiation, wind speed, specific humidity and atmospheric pressure. Therefore LSMs carry the potential to more accurately estimate hydrological partitioning (evaporation, soil moisture, surface runoff and streamflow). Because of the complex model structure and the large number of parameters in LSMs, they are generally more difficult to parameterize. LSM intercomparison experiments have demonstrated large variability in simulated land surface-atmosphere fluxes and streamflow using different LSMs [e.g., Pitman et al., 1999; Wood et al., 1998; Lohmann et al., 2004b] . The original purpose of LSMs was to represent the land surface in (regional) climate simulations used for climate models and numerical weather prediction [e.g., Liang et al., 1994; Koster et al., 2000; Zeng et al., 2002; Dai et al., 2003] . Recently, LSMs have been used for (experimental) streamflow forecasting as well [e.g., Wood et al., 2005] . However, many studies assessing climate change impacts use water balance models, as well as shortterm flood forecasting systems (e.g., in the Netherlands [Sprokkereef, 2001a] ).
[4] To our knowledge, no direct comparison between a water balance model and a LSM in such application has yet been carried out. The purpose of this study is to investigate and compare the accuracy of streamflow simulations of a water balance approach and a more detailed land surface modeling approach, including the energy balance. We use a state of the art LSM (the Variable Infiltration Capacity (VIC) model, version 4.0.5) and a water balance model (STREAM) to simulate hydrological partitioning in the Rhine river basin. STREAM is a distributed water balance model that has been adapted to simulate streamflow at the basin outlet. Previous applications of VIC to a range of catchment scales have used streamflow indicators for verifying simulations and have demonstrated satisfactory results [Nijssen et al., 1997 [Nijssen et al., , 2001 Lohmann et al., 1998b] . In addition to solving the coupled water and energy balance, we applied VIC in the water balance mode (VIC-WB): instead of obtaining surface temperature by solving the energy balance, it is assumed equal to air temperature, thereby avoiding iterative solution of the energy balance. VIC-WB is an intermediate between VIC and STREAM in that it does not solve the coupled water and energy balance but does account for, for example, subgrid variability. In this way the influence of solving the energy balance is separated from that of other differences in the formulation of the models, such as the subgrid variability parameterization in VIC (see section 3), and investigated more specifically. All models are calibrated to a similar extent (as is further explained in section 4) and subsequently applied to the Rhine basin in the period between 1993 and 2003 using RCM output as meteorological forcing [Jacob, 2001] . Within this period, the Rhine basin experienced the nearfloods in 1993 and 1995, as well as a severe low-flow period during the summer of 2003. We compare model simulations for these extreme flows. To evaluate streamflow simulations from all three models, we use observed streamflow data from main tributaries, as well as data from several locations along the main Rhine branch. In addition, lysimeter data is employed to evaluate the simulation of evaporation at specific locations within the basin.
Study Area and Data
[5] The river Rhine originates in the Swiss Alps and drains large parts of Switzerland, Germany and the Netherlands. After crossing the German-Dutch border near Lobith, the river splits into three distributaries before discharging in the North sea. Therefore only the area upstream of Lobith is considered here, which measures about 185,000 km 2 . Streamflow gauges at the mouths of five major tributaries (Lahn, Mosel, Main, Neckar and Ruhr) and at three locations along the main branch (Maxau, Andernach and Lobith) were used to compare the models. In Table 1 streamflow gauges and main streamflow characteristics of the main Rhine tributaries are listed. The Rhine basin and the location of the gauging stations are shown in Figure 1 .
[6] All three models are forced using downscaled ECMWF ERA15 reanalysis data (http://www.ecmwf.int/ research/era/), provided by the Max Planck Institut für Meteorologie, Hamburg, Germany (MPI). Downscaling was carried out at MPI using the regional climate model REMO [Jacob, 2001] . This data set will be referred to as ERA15d hereafter. The data set comprises the years 1993 through 2003, with data available every three hours at a spatial resolution of 0.088 degrees (about 9 km). In Figure 2 monthly climatologies of the seven variables that were used to force VIC and VIC-WB, i.e., precipitation, temperature, specific humidity, surface pressure, incoming longwave and shortwave radiation and wind speed, are shown. To compare this data to observations, an additional meteorological data set is used from the International Commission for the Hydrology of the Rhine basin (CHR), referred to as CHR hereafter. This data set contains daily values of precipitation and temperature and is based on observations from 36 stations throughout the basin [Sprokkereef, 2001b] . 4) . This difference is occurring throughout the basin, but it is smallest in the relatively flat areas. In summer, the difference is maximal (about 2°C). Precipitation differs greatly between both data sets during winter (DJF) in the Alpine area, in some areas up to 200 mm, probably owing to significant amounts of snow that are not measured by the observation network used in the CHR data set. In summer, differences in precipitation are small. It is clear that both data sets have their shortcomings. However, in the remainder of this paper we use the ERA15d because (1) CHR does not contain all input fields to run VIC, (2) only three years of overlapping data (i.e., 1993 -1995) are available and (3) the reanalysis data is similar to RCM output that is generally used to assess the hydrological impacts of climate change.
[7] For land use, the Pan-European Land Cover Monitoring and Mapping database [Mücher et al., 2000] was used. Soil data were taken from the global FAO data set [Reynolds et al., 2000] . Lysimeter data were available for two stations located in very different parts of the basin. Rheindahlen (51. 16°N, 6 .33, elevation about 75 m.a.s.l.) is close to the basin outlet and Rietholzbach (47. 38°N, 8.99 , elevation about 700 m.a.s.l.) is located in the Alpine part of the basin (Figure 1 ). At both lysimeter sites, the dominant vegetation type is grass. More information about the lysimeter station at Rheindahlen is given by Xu and Chen [2005] . Of the four available lysimeters at Rheindahlen, we used lysimeter 3, in accordance with Xu and Chen [2005] . The lysimeter at Rietholzbach is described at http://www.iac.ethz.ch/research/rietholzbach/instruments/.
Description of Models
[8] STREAM (Spatial Tools for River basins and Environment and Analysis of Management options), is a distributed, grid based water-balance model [Aerts et al., 1999 , based on the Rhineflow approach [Kwadijk, 1993] . The water balance is solved for every grid cell in the basin at a daily time step. The model consists of three storage reservoirs: snow storage, soil moisture storage and groundwater storage, dividing outflow into a fast and a slow component. The fast component is affected by soil moisture storage and the slow component by ground water storage, both behaving as linear reservoirs. Potential evapotranspiration is derived from surface temperature, following the approach of Thornthwaite and Mather [1957] . Actual evapotranspiration is calculated using the soil moisture storage and the so-called 'accumulated potential water loss' [see Thornthwaite and Mather, 1957] . Snow accumulation is equal to precipitation when temperature is below zero degrees Celsius, snow melt linearly depends on temperature. Both fast and slow flow are routed to the basin outlet by flow accumulation under the assumption of a constant flow velocity. An overview of parameters typically used for calibration is given in section 4. Because STREAM only needs precipitation and temperature as dynamic input variables, its application is relatively simple. STREAM has been applied to various river basins, including the Krishna river in India ] and many of the major catchments in the world in a study on Holocene and future discharges Ward et al., 2007] .
[9] The Variable Infiltration Capacity (VIC) model [Liang et al., 1994 [Liang et al., , 1996 Liang and Xie, 2001 ] is a variable-layer soil-vegetation-atmosphere transfer (SVAT) scheme for general and regional circulation and weather prediction models. Its most distinguishing aspect in comparison with other LSM is its variable infiltration capacity curve, which is described by
where I and I m are the infiltration capacity and maximum infiltration capacity, respectively. A is the fraction of an area for which the infiltration capacity is less than I and b is a shape parameter. Drainage from the upper to the lower layers is assumed to be driven by gravity only, using the Brooks and Corey [1964] relationship to estimate hydraulic conductivity. Base flow is modeled following the ARNO model formulation [Todini, 1996] . The relation between soil moisture in the lowest layer and base flow is shown in Figure 5 . The parameters in Figure 5 and b, as well as depths of the soil layers, are typically used for model calibration [e.g., Lohmann et al., 1998a] . See section 4 for more details about model calibration. When snow is present on the ground, the model is coupled with a two layer energy-and mass-balance model. Snow can also be intercepted by the canopy, melt from the canopy snowpack is simulated using a simplified energy balance model. VIC can operate in two modes: in the energy balance mode, the energy balance is solved iteratively to obtain the surface temperature, whereas in the water balance mode, surface temperature is assumed equal to air temperature. In both modes, potential evapotranspiration is calculated using the Penman-Monteith equation. In the energy balance mode, a time step of 3 hours is used, in correspondence with availability of forcing data, whereas in water balance mode the model is integrated at a daily time step. Therefore simulation times are drastically reduced compared to the full mode.
[10] Routing of surface runoff and base flow from all models is done by the algorithm developed by Lohmann et al. [1996] , which has been applied in combination with VIC by Lohmann et al. [1998a Lohmann et al. [ , 1998b . The sum of base flow and runoff from the models is convoluted with a normalized impulse response function, based on the linearized St. Venant equation [e.g., Troch et al., 1994] , assuming that water from each grid cell flows into the channel in the steepest direction to one of its eight neighbors.
Model Calibration
[11] All three models were calibrated using daily observed streamflow at Lobith for the year 1993. Only one year was used to limit the amount of calibration time. Because 1993 contains a relatively dry summer, as well as a near flood event, it was considered representative for the total period. Because no data were available before 1993 and, on the basis of preceding streamflow observations, conditions and model storages in October 1993 were assumed to be similar to January 1993, the model states (i.e., moisture contents, snow pack) of October 1993 were used to initialize all model simulations in January 1993. STREAM was calibrated using a built-in optimization routine, iteratively changing the parameters one-at-a-time and minimizing the mean absolute difference between observed and simulated streamflow, and then fine-tuned manually. Four parameters were optimized following, for example, Aerts et al. [2006] : a factor C to adjust the landuse-dependent crop factor that defines potential evapotranspiration for different land use types, a depletion factor D for the groundwater reservoir, a factor X to separate between direct runoff and groundwater recharge, and finally a parameter H that defines the relation between temperature and reference evapotranspiration. To calibrate VIC, seven parameters influencing the shape of the hydrograph and the total outflow volume were subjected to a sensitivity analysis. On the basis of this analysis, the depth of the (very thin) upper layer and the base flow parameter W s (see Figure 5 ) appeared to have no influence on the resulting hydrograph and were therefore left out of the calibration procedure to save computation time. Parameters influencing potential evapotranspiration, differing per vegetation type, were left at their default values. The resulting parameters for optimization are, similar to former applications [Lohmann et al., 1998a; Liang et al., 1994] : D m and D s to define the relation between base flow and soil moisture in the lowest layer (see Figure 5 ), the shape parameter b in equation (1) and the depths of the lower two layers d 2 and d 3 . Because these parameters are not transferable between the full and energy modes, VIC was recalibrated for the water balance mode, using the same parameters. For optimizing the objective function O a power transformation was used to balance sensitivity to peak flows and low flows. The objective function can be written as
where N is the number of time steps and Q obs and Q sim are observed and simulated discharge respectively. Both are raised to the power l which is taken as 0.3 in this study because this gives an optimal balance between sensitivity to peak and low flows [Misirli et al., 2003] .
[12] To calibrate the models to a comparable level, all parameters were kept uniform in space. To enable streamflow comparison at other streamflow gauges than Lobith only, STREAM surface runoff and base flow were routed using the VIC routing algorithm. Figure 6 shows daily streamflow in 1993 for VIC (both modes) and STREAM compared to observations. For STREAM, two hydrographs are plotted: one obtained by routing using the original STREAM routing scheme (STREAM1) and one obtained by routing using the VIC algorithm (STREAM2). The VIC routing algorithm tends to slightly delay runoff peaks compared to the original STREAM routing scheme. Varying celerity and diffusivity in the VIC routing algorithm did not change this behavior. To remove the influence of the routing algorithm that was used, hereafter 10-day averaged streamflow values are evaluated at gauging stations other than Lobith. For analyses at the Lobith gauging station that require daily streamflow (such as peak flow analyses), daily discharge obtained by the original STREAM routing algorithm is used for the STREAM simulations.
[13] In Table 2 , correlation coefficients (r), Nash-Sutcliffe modeling efficiencies (E) [Nash and Sutcliffe, 1970] and relative volume errors (RVE) for both the calibration and validation period are shown for daily discharge at Lobith. During the calibration period, STREAM performs better: E = 0.47 for STREAM, whereas E = 0.29 for VIC. Also r for STREAM is higher (0.77) than for VIC (0.67). As mentioned before and can be seen in Table 3 , routing STREAM output with the VIC algorithm reduces STREAM's performance drastically for daily discharge. The performance of VIC-WB is in between VIC and STREAM with E = 0.39 and r = 0.71. Changing parameters in STREAM has a more direct effect on the resulting hydrograph, whereas in VIC a more extensive calibration including more parameters would have been necessary to obtain similar results. For VIC-WB, changing the calibration parameters has a larger effect compared to VIC yielding better results. The rather poor results in the calibration period in terms of Nash-Sutcliffe values are partly explained by an overestimation of streamflow in summer. The inset of Figure 6 shows that this was mainly caused by too high precipitation in the ERA15d data set.
[14] To investigate the influence of this biased forcing data, VIC and STREAM were also forced by precipitation from CHR. The other required forcing variables are from ERA15d, because they were not available in the CHR data set. Figure 7 shows daily simulated discharges at Lobith for VIC and STREAM, where precipitation from both ERA15d and CHR is used, for the period 1993 through 1995, i.e., the period where both forcing data sets overlap. Note that the models were not recalibrated for the CHR data set. It appears that both models improve drastically when forced with the CHR precipitation: for VIC, E increases from 0.45 to 0.59, for STREAM from 0.47 to 0.56. The correlation coefficient on the other hand increases especially for STREAM; from 0.81 to 0.92, whereas for VIC this increase is much less: from 0.79 to 0.83. In the summer of 1993, VIC with CHR precipitation now simulates discharge very well, while STREAM underestimates discharge, as was to be expected because the model was not recalibrated.
Model Validation
[15] The calibrated models are evaluated using data from the remaining period, i.e., 1994 to 2003. Table 3 shows r, E and RVE for 10-day averaged discharge for all streamflow gauges in this period. During the validation period, VIC (r = 0.74, E = 0.31) and VIC-WB (r = 0.70, E = 0.40) slightly improve with respect to the calibration period, whereas r (0.63) and E (0.14) for STREAM decrease. When considering all streamflow gauges, correlation coefficients and most E values are higher for VIC, although the latter are higher for STREAM at Maxau and Rockenau. For VIC-WB, correlation coefficients are mostly intermediate. E, however, is often higher for VIC-WB compared to VIC, suggesting a more efficient calibration procedure when VIC is run in water balance mode. For Maxau and Rockenau, E values for all models are negative. The mountainous nature of these areas, where complex terrain and snow processes play a larger role than in other parts of the basin, make these areas difficult to simulate for all models. It is assumed, however, that applying distributed parameters in all models would probably significantly improve their performances. From Figure 8 , it appears that these are also the areas where peak flows are most severely overestimated by VIC, which is surprising given the topography of the area where layer thicknesses are most likely overestimated by VIC, because of the uniform layer depths. There are three possible explanations for these overestimations. First, some large Figure 1 . Correlation coefficients (r), Nash-Suthcliffe modeling efficiencies (E), and volumetric errors of simulated discharge relative to observed discharge (RVE) are shown for the full (with energy balance) VIC simulation, the water balance mode simulation (VIC-WB) and STREAM.
surface reservoirs are present in the area, of which Lake Constance (north east Switzerland, see also Figure 1 ) is the largest with a storage volume of 55 km 3 . These reservoirs can have a dampening effect on discharge and are not taken into account in the models. Second, the snow model in VIC (see section 3) is not calibrated because no snowpack data was available, leading to a possible overestimation of snow melt. Third, the ERA15d data set may overestimate precipitation in the periods corresponding to these peak flows, but no additional precipitation data is available to verify this. The fact that VIC also overestimates peak flows at other gauges to a lesser degree, which can be seen in Figure 8 for a peak in early 1999, supports this explanation. In the STREAM simulation these peaks are much less distinct (Figure 8 ), which may be explained by the fact that STREAM is known to slightly underestimate snow melt because at pixels with very high elevations temperature does not exceed 0°C, causing snow to constantly accumulate without melting. During low-flow periods, all models underestimate streamflow frequently, although for STREAM this is slightly more the case than for VIC and VIC-WB.
[16] For Lobith, daily values are analyzed more closely through a peak flow analysis. Because 1993 was a near flood year in the Rhine basin, both the calibration and validation periods are taken into account for this analysis. Table 4 shows the five highest daily discharges and the five lowest monthly discharges, as observed and simulated at Lobith. In addition, two near-floods (1993 and 1995) and the extreme low-flow period of 2003 are plotted in Figure 9 . In Figure 9 , a time window of 20 days before and after the day of the peaks in 1993 and 1995 is shown. For the lowflow period of 2003 the detailed window is 180 days. Also the average discharge during those periods is displayed. The magnitude of the 1993 event is simulated accurately by VIC with a difference of only 1.5% in the peak flow, but the peak is delayed by about 2 days, as is the case for nearly all peaks shown in Table 4 . All models significantly underestimate the magnitude of the 1995 event, especially STREAM with more than 40%. Because the 1993 event is the only significant peak in the calibration period, it influenced the calibration procedure. The accurate simulation of this event is, therefore, not surprising. For the low-flow period in the summer of 2003, all models, especially VIC-WB, overestimate average flow levels and show more variability than the observations. Because all models show a similar pattern this is most likely caused by overestimated precipitation events in the forcing data, although in this period no additional precipitation data is available to verify this possible explanation.
[17] In Figure 10 extreme flows are further analyzed through their return periods. A log-Pearson type III distribution is fitted on the basis of peak discharges to compare and extrapolate extreme peak flows more easily. To fit the distribution, frequency factors were taken from Table 7 .7 of Haan [1977] . Peaks were selected using the peak-over-threshold (POT) approach, where the threshold was defined as the double of the long-term mean, with the constraint that peaks should be at least 20 days apart from each other to maintain independency. This resulted in, on average per simulation, just below two peaks per year. Return periods and Pearson fits were based on maximum 10-day discharges for the eight evaluated streamflow gauges, to remove the influence of streamflow routing, as was discussed in section 4. For Lobith, the same is shown for maximum daily discharges. As can also be seen in Figure 8 , VIC overestimates peak flows especially for Maxau and Rockenau, while for small tributaries, Kalkofen and Hattingen, all models underestimate them. For the most downstream gauging stations, Andernach and Lobith, both data and Pearson fits differ strongly for lower return times, whereas for high return times (up to 11 years in case of data points), models and observations agree quite well. For Maxau, however, the range in simulated and fitted discharges keeps increasing toward higher return times, although for VIC-WB the fit almost coincides with the fit based on observations for Maxau. However, modeling efficiencies for all models including VIC-WB are negative, as was mentioned before. Correlations are also relatively low at this gauge: 0.70, 0.67 and 0.53 for VIC, VIC-WB and STREAM respectively (see Table 3 ). Neither of the models performs very well for this part of the basin, mainly because of three reasons: first, the terrain is very complex, leading to local differences in precipitation and radiation that are not taken into account in the models. Second, although all models account for snow storage and melt to some degree, snow (melt) and glaciers play an important role in this area, which further complicates the situation. Third, there are surface water reservoirs present in this area that are not accounted for in the models. These surface reservoirs explain the fact that VIC overestimates peak flows for this area, especially peaks in 1998 and 1999 that are overestimated by VIC originate in the part upstream of Maxau. For gauges near the outlet of the basin (Lobith and Andernach), STREAM, and to a lesser degree also VIC-WB, underestimate the relatively low maxima. The fitted lines converge toward higher return periods, however. For these gauges, VIC simulates the extremes quite well: the fitted lines practically coincide, only for very high return times the fitted lines slightly diverge.
[18] Figure 11 shows monthly evaporation as observed at the two lysimeters at Rheindahlen and Rietholzbach and simulated by VIC and STREAM. VIC accurately mimics the annual cycle at both lysimeters, hence the high correlations compared to STREAM: 0.97 and 0.80 versus 0.71 and 0.42 for Rietholzbach and Rheindahlen respectively. Again, VIC-WB performs intermediate with 0.63 (Rheindahlen) and 0.83 (Rietholzbach). VIC simulates summer evaporation quite well for both locations, but underestimates winter evaporation, especially for Rheindahlen. For STREAM, modeled evaporation shows more variability and in winter evaporation is mostly overestimated. VIC-WB also shows more variability but simulates average winter evaporation very well at both lysimeters (Table 5) . Both STREAM and VIC-WB underestimate summer evaporation. The smaller amplitude in evaporation cycle for VIC-WB and STREAM can be explained by the fact both models assume the surface temperature to be equal to the air temperature, while VIC computes the surface temperature from the energy balance. In summer, the surface is warmer than the air (giving higher evaporation then when air temperature is used) while in winter the opposite is true. This difference is captured by VIC but neglected by VIC-WB and STREAM. When total annual evaporation is considered, VIC simulated evaporation in Rheindahlen is too low, mainly owing to the underestimation in winter, while evaporation simulated by STREAM and VIC-WB is comparable to observations. VIC's underestimation in winter may partly be explained by vegetation parameters that do not completely correspond to the exact conditions at the lysimeter location, an effect that is masked by the 'dampened' annual cycle in the other models that was mentioned before. Another partial explanation can be in VIC's snow model that was not specifically calibrated and may contribute to the underestimated evaporation in winter. In addition, in Table 5 it can be seen that observed precipitation in Rietholzbach is higher than it is at the corresponding location in the ERA15d data set, however, practically all extra rainfall leaves the lysimeter as outflow, hence evaporation is still similar to simulated values.
Discussion and Conclusions
[19] We applied three models (VIC, VIC-WB and STREAM) with the same meteorological forcing to the Rhine basin and evaluated them using observed streamflow The five highest daily peaks and the five lowest monthly flows from both the calibration and validation period are shown. From top to bottom: observed peak discharge, simulated peak discharge by VIC, VIC-WB and STREAM, relative difference between simulations and observations for VIC, VIC-WB, and STREAM (positive values denote higher simulated values), and, only for peak flows, the time lag (t) of the peaks for all models. A positive time lag denotes a delay in the simulation of the peak. and measured evaporation data from two lysimeters. All models were calibrated to a similar level, using data from only one representative year and keeping calibration parameters uniform over the catchment. STREAM is a simple, relatively easy to calibrate model, needing only temperature and precipitation as input, while VIC is more physically based and requires more parameters and computation time. VIC-WB is an intermediate in that it does not solve the coupled water and energy balance but does account for, for example, subgrid variability. Streamflow at Lobith was simulated best by STREAM during the calibration period. During the validation period, however, the performance of STREAM decreased while VIC and VIC-WB improved, indicating a smaller dependence on calibration for VIC:
while only calibrated to a limited extent, results in the validation period where still acceptable. It should be kept in mind that this relatively simple calibration process still was much more computationally demanding than the STREAM calibration. Especially for the calibration period, most of the difference between observed and simulated discharge for all models were explained by differences between meteorological (reanalysis) forcing data and observed data for the same period. Because only three years of overlapping data and not all the input fields required to run VIC were available as observations, and because the reanalysis data is similar to RCM outputs that are generally used to assess the hydrological impacts of climate change, we used the reanalysis data set to drive the models. This Figure 10 . Peak flows selected using a peak-over-threshold approach and their return periods, as well as a log-Pearson type III distribution fitted through the data points. (top) Eight plots showing the fits at the eight evaluated streamflow gauges, where STREAM is routed using the VIC routing algorithm, based on 10-day discharges. (bottom) The same, only for Lobith, based on daily flows, where STREAM is routed using the original STREAM algorithm.
should be kept in mind while interpreting the results described before. Simulated evaporation was compared to lysimeter observations at two very different locations in the catchment. It appeared that VIC quite accurately mimicked the annual cycle at both locations, but, especially at Rheindahlen, underestimated evaporation in winter. STREAM produced acceptable annual values but poorly reproduced the annual cycle and showed a large short-term variability. Both STREAM and VIC-WB significantly underestimated summer evaporation. This can be explained by the assumption in VIC-WB (and STREAM) that surface temperature is equal to air temperature, whereas VIC derives surface temperature from the energy balance. Because in summer surface temperature is usually higher than air temperature, potential evaporation is underestimated. In this case, the impact of this assumption appears to be significant. In interpreting the lysimeter results, however, it should be kept in mind that vegetation parameters were defined for the most dominant vegetation types in 25 square kilometer grid cells, which do not necessarily have to be the same as these particular lysimeter locations. Besides that, we did not optimize vegetation and evapotranspiration parameters in this study.
[20] Streamflow from various tributaries and the catchment as a whole was generally modeled best by VIC during the validation period. The Alpine part (upstream of Maxau) was not modeled very well by either of the models, STREAM underestimated streamflow especially in spring, indicating underestimation of snow melt by its simple snow melt algorithm. VIC underestimated snow melt much less, and tends to overestimate winter peak flows, owing to reservoirs in this area that are not taken into account in VIC. The extreme events investigated in this study were generally modeled better by VIC when peak flow height was considered, but the timing of peaks was slightly delayed, in spite of varying parameters (celerity, diffusivity) in the routing algorithm. STREAM underestimated especially peak flows with lower return times in the simulated period, although for the most downstream gauging stations fitted log-Pearson curves and data points converged with the observations at higher return periods.
[21] Overall, STREAM systematically underestimated peak flows. Because in the low-flow part of the calibration period streamflow was simulated well, even though input precipitation was partly too high, this suggests that the high precipitation was compensated by the calibration, increasing infiltration capacity and/or evapotranspiration. In this particular period, streamflow simulated by VIC was too high, whereas over the whole period, peak flows were better predicted by VIC. This indicates that VIC is less sensitive to the model calibration and more robust. Overall, performance of all models would most likely be improved by calibrating them in a distributed way, however, especially for VIC this would be computationally very intensive.
[22] Application of STREAM is easier because it requires only precipitation and temperature as input data, and only little computation and calibration time. VIC in full mode, on the other hand, requires more atmospheric input data and relatively long computation times. Therefore, when assessment of the effects of climate change is the objective, involving simulations over long periods (e.g., hundreds of years), running VIC in the full mode at this scale quickly becomes infeasible and one is obliged to use a less complex model. Running VIC in water balance mode significantly reduces computation time (almost by a factor 5) and also reduces the forcing data requirements. The subgrid variability that is accounted for in VIC-WB, as opposed to STREAM, results in improved streamflow simulation compared to STREAM. Similar to STREAM, however, VIC-WB then becomes relatively sensitive to model calibration, the validity of which can be questionable when carried out under current climatic conditions. Including the energy balance further improves extreme streamflow simulation, significantly improves simulation of evapotranspiration and increases the model's robustness. However, long computation times when running VIC in the full mode oblige one to, for example, only simulate the most extreme parts of long climate scenario time series. 
