Even Galois representations and the cohomology of GL(2,Z) by Ash, Avner & Doud, Darrin
ar
X
iv
:1
70
2.
07
41
7v
1 
 [m
ath
.N
T]
  2
3 F
eb
 20
17
EVEN GALOIS REPRESENTATIONS AND THE COHOMOLOGY
OF GL(2,Z)
AVNER ASH AND DARRIN DOUD
Abstract. Let ρ be a two-dimensional even Galois representation which is
induced from a character χ of odd order of the absolute Galois group of a real
quadratic field. After imposing some additional conditions on χ, we attach
ρ to a Hecke eigenclass in the cohomology of GL(2, Z) with coefficients in a
certain infinite-dimensional vector space over a field of characteristic not equal
to 2.
1. Introduction
In this paper a Galois representation will be a continuous representation ρ :
GQ → GL(n,F) where F is either a topological field of characteristic 0 or a finite
field. When the characteristic of F is not two, we say that ρ is odd if the image
of complex conjugation is conjugate to a diagonal matrix with alternating 1’s and
−1’s on the diagonal. If F has characteristic two, every Galois representation is
considered to be odd. When n = 2, ρ is odd, and F is a finite field, Serre’s con-
jecture [13] (now a theorem of Khare and Wintenberger [10, 11]) states that ρ is
attached to a modular form that is an eigenform of the Hecke operators. This
means that the characteristic polynomial of the image of a Frobenius element at
an unramified prime ℓ under ρ equals a certain polynomial created from the eigen-
values of the Hecke operators at ℓ. Other papers [2, 3, 9] conjecture a similar
attachment for n ≥ 2, with modular forms replaced by elements of arithmetic co-
homology groups. Work of Scholze [12] proves that any eigenclass of the Hecke
operators in the cohomology of a congruence subgroup of SL(n,Z) with coefficients
in a finite-dimensional admissible module M over a field F has an attached Galois
representation. For a field F of characteristic 0, this theorem was already proven
in [8] by Harris, Lan, Taylor and Thorne. Caraiani and Le Hung [5] showed that
the representation guaranteed by Scholze’s theorem must be odd. (“Admissible”
means that if F has characteristic 0 then M is an algebraic representation, and if
F has positive characteristic, then the matrices used to define the Hecke operators
act on M via reduction modulo some fixed integer.)
In this paper, we attach certain even Galois representations to eigenclasses in
arithmetic cohomology groups. The details of our main result may be seen in
Theorem 11.1, at the end of the paper. Following [5] we know that we will need to
use a non-admissible, infinite dimensional coefficient module for the cohomology.
We also have to be careful with the exact definition of “attachment”, which we now
explain.
Let f be a modular form of weight k ≥ 0 on the upper half plane, with level
Γ1(N) and nebentype θ, and suppose that f is an eigenform for the Hecke operators
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Tℓ and Tℓ,ℓ for all ℓ ∤ N . Denote the eigenvalue of Tℓ by aℓ, and the eigenvalue of
Tℓ,ℓ by Aℓ. When k ≥ 2, and f is holomorphic, there is a Galois representation ρ
such that for all ℓ ∤ N ,
det(I − ρ(Frobℓ)X) = 1− aℓX + ℓAℓX
2,
where (in this case), Aℓ is easily seen to be equal to ℓ
k−2θ(ℓ).
The cases when k = 0 or 1 are different, because then f is not cohomological. If
k = 1 and f is holomorphic, or if k = 0 and f is a Maass form where the eigenvalue
of the Laplacian is 1/4, there is an attached Galois representation (this is only
conjectural in the Maass form case) with finite image. In both cases, the motivic
weight of f is 0, and the characteristic polynomial of Frobℓ equals
1− aℓX + θ(ℓ)X
2.
These forms of the Hecke polynomials depend on the usual normalization of the
Hecke operators.
In this paper, we will deal with the cohomology of GL(2,Z) with a nonadmissible,
infinite dimensional coefficient module and an even Galois representation. Using the
same normalization of the Hecke operators as in the finite dimensional coefficient
setting, we define attachment of the Galois representation as follows (compare [2,
Def. 2.1]). Note that this definition of “attachment” is for the purposes of this
paper only, although we may guess that it will be the correct definition to use for
all even two-dimensional Galois representations.
Definition 1.1. Let V be a Hecke module over the field F, and let v ∈ V be an
eigenvector for the Hecke operators Tℓ and Tℓ,ℓ for almost all primes. Let aℓ be
the eigenvalue of Tℓ acting on v, and Aℓ the eigenvalue of Tℓ,ℓ acting on v. Let
ρ : GQ → GL(2,F) be a Galois representation. We say that ρ is attached to v if,
for almost all ℓ,
det(I − ρ(Frobℓ)X) = 1− aℓX +AℓX
2.
Our main theorem (Theorem 11.1) then takes the following form.
Let K be a real quadratic field of discriminant d, let F be a field with characteris-
tic not equal to 2, and let χ : GK → F
× be a character with finite image, satisfying
certain conditions (described in Theorem 11.1). Then ρ : GQ → GL(2,F) given by
ρ = Ind
GQ
GK
χ is an even Galois representation, and is attached to a Hecke eigenclass
in H1(GL(2,Z),M∗S,q), where q is a character related to K (see Definition 3.7),
MS,q is defined in Definition 4.1, and the asterisk denotes F-dual.
The coefficient module MS,q that we use is naturally defined in terms of the
field K. It is a non-algebraic infinite-dimensional module somewhat related to the
kind that we we used in [1] to study reducible cases of the Serre-type conjecture
for GL(3)/Q.
Any Maass eigenform with eigenvalue 1/4 is conjectured to have a Galois rep-
resentation attached. Also, the Galois representations we work with in this paper
are known to be attached to Maass forms. Our innovation is to prove attachment
to something cohomological. Besides the intrinsic interest of this, we hope to be
able to use our main theorem, combined with techniques similar to those of [1],
to prove a Serre type conjecture for the sum of ρ and a character such that the
three-dimensional representation as a whole is odd, in the context of GL(3)/Q.
The idea of our proof is the following. We view K as a two-dimensional Q-vector
space. We construct a GL(2,Q) module M consisting of formal sums of homothety
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classes of Z-lattices in K, where the homotheties are given as multiplication by the
elements of a carefully chosen subgroup KS,q of K
×. We use homothety classes,
rather than the lattices themselves, so that the stabilizer of a homothety class in
GL(2,Z) will be an infinite cyclic group generated by the image g of a unit in the
ring of integers of K under an embedding of K into GL(2) as a non-split torus.
This matrix g also stabilizes a closed geodesic in the quotient of the upper half
plane modulo GL(2,Z). Our initial idea was to work with the fundamental classes
of these closed geodesics, but of course we don’t want to view them in the homology
of GL(2,Z) with admissible coefficients for the reasons stated above. Instead we
use the more algebraic approach of this paper.
We focus on the submodule MS,q of M which consists of formal sums that have
finite support modulo the center and which have central character q. As we just said,
the stabilizer of a homothety class of lattices is an infinite cyclic group. This allows
us to use Shapiro’s lemma to write the homology H1 of GL(2,Z) with coefficients
in MS,q in terms of the H1 of these cyclic stabilizers, which is an algebraic version
of the fundamental classes of the corresponding closed geodesics. We then have to
understand how the Hecke operators act.
We use the method of partial Hecke operators described in [1] to get a tractable
formula for the action of a Hecke operator on H1(GL(2,Z),MS,q). Now a class
in that homology group has finite support (modulo the center) on chains, and
the Hecke operators always expand the support. So there will not be any Hecke
eigenvectors in the homology group H1(GL(2,Z),MS,q). We must seek for Hecke
eigenvectors in the dual space H1(GL(2,Z),M∗S,q). We interpret elements of the
dual space as functions on the space of lattices in K. In order for us to construct
such functions in a way that makes it possible to compute the Hecke operators
at ℓ, we use the Bruhat-Tits graph Tℓ for GL(2,Qℓ) or a double cover T
2
ℓ of Tℓ,
depending on whether ℓ is split or inert in K. We then relate the Hecke operators
at ℓ to a Laplacian on Tℓ (or T
2
ℓ ) and to the action of the center. This allows us to
construct lattice functions that have the desired Hecke eigenvalues.
These functions are restricted infinite products over the rational primes of the
local functions we construct on the graphs. Lattices which are fractional ideals in
K play a special role in the study of MS,q and we call them “idealistic” lattices.
The construction of the local functions depends on the crucial distinction between
idealistic and non-idealistic lattices. To define a cohomology class, the infinite
product has to satisfy a certain global invariance property (proved in Section 10),
which is guaranteed by the fact that χ can be viewed as a global character on ideals.
In case F has characteristic 2, where the distinction between odd and even Galois
representations breaks down, a simplified version of our construction works to attach
ρ to a Hecke eigenclass in the cohomology of GL(2,Z) with coefficients in the analog
of MS,q (where now q would be the identity central character.) In this case, we can
work directly with the usual Bruhat-Tits graph for both split and inert primes. We
do not cover this in this paper because when the characteristic of F equals 2, ρ is
deemed to be odd and is known to be attached to a homology class with admissible
coefficients, by the work of Khare and Winteberger [10, 11] referred to above.
We thank Dick Gross, David Hansen, Richard Taylor, and especially Kevin Buz-
zard for helpful comments and answers to questions that arose during the course
of this research.
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2. Lattices and Homotheties in K
Fix a real quadratic field K, its ring of integers O and an element ω ∈ O such
that O = Z[ω]. Let d be the discriminant of K/Q. Let ǫ be a fundamental unit,
i.e. a unit whose image modulo ±1 generates O×/{±1}.
Consider K as a two-dimensional vector space over Q. By a lattice in K, we will
mean a free Z-module of rank 2 contained in K. Such a module has as a Z-basis
two Q-linearly independent elements.
Let Y be the set of all column vectors t(a, b) ∈ K2 with b 6= 0 and a/b /∈ Q.
If we let ω¯ = t(ω, 1) ∈ Y , then every element of Y is of the form γω¯ for some
γ ∈ GL(2,Q). In addition, given y, y′ ∈ Y , there is a unique γ ∈ GL(2,Q) with
y = γy′. There is a natural action of K× by scalar multiplication on Y , which we
write as a right action.
Definition 2.1. Let y = t(a, b) ∈ Y . Define Λy to be the Z-lattice in K generated
by a and b (i.e. the set of all integer linear combinations of a and b).
Note that for α ∈ K×, we have Λyα = αΛy.
Definition 2.2. Let H ⊆ K× be a multiplicative subgroup of K×. Two lattices
Λ1 and Λ2 in K will be said to be homothetic if there is some α ∈ K
× such that
Λ1 = αΛ2. If α ∈ H , we will say that the lattices are H-homothetic.
Homothety and H-homothety of lattices are equivalence relations on the set of
all lattices in K.
Definition 2.3. Let H be a multiplicative subgroup of K×. Define Y/H to be the
quotient of Y with respect to the right action of scalar multiplication by H . The
left action of GL(2,Q) on Y then gives a left action of GL(2,Q) on Y/H .
Lemma 2.4. There is a bijection between GL(2,Z)-orbits of elements of Y/H and
H-homothety classes of lattices in K.
Proof. Denote the set of H-homothety classes of lattices in K by H. Define a map
f : Y/H → H
by setting f(x) equal to the H-homothety class of Λy for any y ∈ Y representing
x ∈ Y/H . Since the various y representing x all differ by scalar multiples by some
element of H , it is clear that f is well defined. Since every lattice in K is of the
form Λy for some y ∈ Y , the map f is surjective. Finally, for γ ∈ GL(2,Z), we
have that γx is represented by γy, and that Λy = Λγy. Hence, f is constant on
GL(2,Z)-orbits, and so induces a surjective map fˆ from the set of GL(2,Z)-orbits
in Y/H to H.
Now suppose that x, x′ ∈ Y/H are represented by y, y′ ∈ Y , and f(x) = f(x′).
Then Λy = αΛy′ = Λy′α for some α ∈ H . Hence, the entries of both y and y
′α are
a basis for Λy. Therefore, there is some γ ∈ GL(2,Z) such that y = γy
′α. Then
x = γx′, so x and x′ are in the same GL(2,Z)-orbit. Hence, fˆ is an injective map
on GL(2,Z)-orbits. 
Lemma 2.5. Let Λ be a lattice in K. Then there is a minimal positive integer m
such that ǫmΛ = Λ.
Proof. Note that if Λ and Λ′ are K×-homothetic, the lemma will be true for Λ if
and only if it is true for Λ′, with the same value of m (since K× is commutative.)
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Hence, we may, without loss of generality, assume that Λ is contained in O. Since Λ
is a rank two Z-submodule ofO, it must have finite index in O. We may thus choose
an N ∈ Z such that NO ⊆ Λ ⊆ O. Since O/NO is finite and multiplication by ǫ
permutes its elements, there is some positive m ∈ Z such that δ = ǫm acts trivially
on O/NO, and hence on Λ/NO. Then δ must take Λ to itself, so δΛ ⊆ Λ. We
must also have δ−1Λ ⊆ Λ, so Λ ⊆ δΛ ⊆ Λ, and therefore δΛ = Λ. The existence of
a minimal positive m satisfying the conditions of the theorem follows immediately
from the existence of some positive m. 
Definition 2.6. Given x ∈ Y/H , we define Γx to be the stabilizer of x in GL(2,Z),
and Γˆx to be the quotient
Γx
Γx ∩ {±I}
.
Definition 2.7. We will say that a subgroup H of K× is unit-cofinite if H ∩O×
has finite index in O×.
Theorem 2.8. Let H be a unit-cofinite subgroup of K×, and let x ∈ Y/H be
represented by y ∈ Y . Then Γˆx is a cyclic group, generated by the image of the
unique element g ∈ Γx satisfying
gy = yδ
where δ = ±ǫm, and m is smallest possible positive integer such that Λy = Λyǫm
and δ ∈ H.
Remark 2.9. The notation in the theorem means that δ = ǫm or δ = −ǫm,
depending on which is in H . If both are in H , then −1 ∈ H and we set δ = ǫm.
If −1 /∈ H , it is possible to have −ǫm ∈ H without having ǫm ∈ H . Hence, it is
necessary to choose δ = ±ǫm with m minimal to get a generator of Γx.
Proof. Let x be represented by y = t(a, b) ∈ Y . Choose the smallest positive m
such that ǫmΛy = Λy and one (or both) of ǫ
m and −ǫm ∈ H . Let δ = ±ǫm ∈ H .
Then δΛy = Λy, so yδ is a basis of Λy. Hence, there is some g ∈ GL(2,Z) such that
gy = yδ. Since δ ∈ H , we see that gx = x.
We now show that every element in Γx is (up to a sign) a power of g. Let η ∈ Γx.
Then, since ηx = x, there is some α ∈ H such that ηy = yα. Now α is an eigenvalue
of η, and η ∈ GL(2,Z), so α ∈ O×. Hence, α = ±ǫr. By the division algorithm and
the minimality of m, we see that α = ±δk for some k. Hence, η = ±gk. If η = gk
we are finished. If η = −gk then −I ∈ Γx and η ≡ g
k modulo Γx ∩ {±I}. 
Certain elements x ∈ Y/H will be quite important to us; for these elements, the
value of m in the previous proof is determined solely by H .
Definition 2.10. Let H be a multiplicative subgroup of K×. If x ∈ Y/H can be
represented by y ∈ Y such that Λy is a fractional ideal in K, then we say that x is
idealistic.
Note that determining whether x is idealistic does not depend on the choice of
y ∈ Y representing x.
Corollary 2.11. Let H be a unit-cofinite subgroup of K×. If x ∈ Y/H is idealistic,
the value of m in Theorem 2.8 is equal to the smallest positive integer k such that
±ǫk ∈ H.
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Definition 2.12. Let H be a unit-cofinite subgroup of K×. For x ∈ Y/H , denote
the positive integerm described in Theorem 2.8 bymx, and the element g described
in Theorem 2.8 by gx.
Corollary 2.13. Let H be a unit-cofinite subgroup of K×. If x, x′ ∈ Y/H are in
the same GL(2,Z)-orbit, then mx = mx′ .
Proof. If x = γx′ for γ ∈ GL(2,Z), then Γx′ = γΓxγ
−1, so gx is conjugate to gx′ .
Then gx and gx′ have the same eigenvalues, so x and x
′ have the same value of
m. 
Assume that H does not contain −1. In this case, Γx does not contain −I, so
Γˆx = Γx is cyclic, generated by gx. Then, there is a canonical isomorphism
Ix : H1(Γx,F)→ Γx ⊗Z F.
Definition 2.14. If −1 /∈ H , and x ∈ Y/H , define zx to be the generator of
H1(Γx,F) such that Ix(zx) = gx ⊗ 1.
3. (S, q)-homotheties
From now on, we fix a field F of characteristic not equal to 2.
Definition 3.1. Let y = t(a, b) ∈ Y . We define an injective homomorphism
ry : K
× → GL(2,Q) by
ry(c)
(
a
b
)
=
(
ac
bc
)
for c ∈ K×.
Definition 3.2. Let M be any positive integer. Define S0(M) to be the largest
subgroup of GL(2,Q) that can be mapped modulo M to GL(2,Z/MZ). Define
S(M) to be the kernel of reduction modulo M from S0(M) to GL(2,Z/MZ).
We note that for any M , S0(M) contains GL(2,Z).
Definition 3.3. Recall that d = disc(K). If the characteristic of F is nonzero, set
p equal to the characteristic of F ; otherwise, set p = 1. Fix positive integers M,N
with M ≥ 3 such that M | pdN . Define S0 = S0(pdN) and S = S(M) ∩ S0(pdN).
Since S is the kernel of the composition
S0 → GL(2,Z/pdNZ)→ GL(2,Z/MZ),
we see that S has finite index in S0. Further, since M ≥ 3, −I /∈ S.
Definition 3.4. Recall that ω¯ = t(ω, 1) ∈ Y . Define
KS0 = {c ∈ K
× : rω¯(c) ∈ S0}
and
KS = {c ∈ K
× : rω¯(c) ∈ S}.
We note that KS0 and KS are multiplicative subgroups of K
×.
Since S ⊆ S0 has finite index, it is clear that KS ⊆ KS0 with finite index.
Lemma 3.5. If α ∈ KS0 , then α is relatively prime to pdN .
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Proof. Since α ∈ K, we may write α = β/n with β ∈ O and n ∈ Z. Since β ∈ O,
we see that rω¯(β) has integer entries. If a prime b|dN and b|n, then, since the
entries of rω¯(α) =
1
n
rω¯(β) can have no denominators divisible by b, it must be the
case that b divides every entry of rω¯(β). This implies that b|β in O. Canceling
(repeatedly, if needed), we may take n to be relatively prime to pdN .
Now NKQ (α) = det(rω¯(α)) = det(rω¯(β))/n
2 = NKQ (β)/n
2 must be relatively
prime to pdN , so NKQ (β) is also relatively prime to pdN . Since β ∈ O, it must then
be relatively prime to pdN , and so α is as well. 
Lemma 3.6. KS is a unit-cofinite subgroup of K
×.
Proof. We note that rω¯(ǫ) ∈ GL(2,Z). Hence, rω¯(ǫ) can be reduced modulo M to
give a matrix in GL(2,Z/MZ). Since GL(2,Z/MZ) is finite, there is some positive
integer k such that
rω¯(ǫ)
k = rω¯(ǫ
k) ∈ S(M).
Since rω¯(ǫ) is also in S0, we see that ǫ
k ∈ KS , so KS is unit-cofinite. 
Definition 3.7. Let Z denote the set of scalar matrices ζr = rI where r ∈ Q
× ∩
KS0. Let θ : Z→ F
× be the quadratic Dirichlet character cutting out K, and define
q : Z → F× by q(rI) = θ(r) for r ∈ Z ∩KS0, extended multiplicatively to Z.
We define q∗ : KS0 → F
× to be the composition of the following multiplicative
maps:
(1) The map taking a ∈ KS0 to the principal fractional ideal (a) ⊂ K,
(2) The map taking a fractional ideal to its prime factorization,
(3) The map taking a product of powers of prime ideals to the subproduct of
powers of inert prime ideals,
(4) The map taking an inert prime ideal (ℓ) to q(ℓI).
We note that q∗ is a homomorphism, and we define KS,q to be the kernel of
q∗|KS . Then KS,q is a multiplicative subgroup of K
× and KS,q has index 2 in KS.
Lemma 3.8. KS,q is a unit-cofinite subgroup of K
×.
Proof. This is true because KS is unit-cofinite, and any unit in KS is in the kernel
of q∗, and so in KS,q. 
Lemma 3.9. For r ∈ Q× ∩KS0 , q(rI) = q
∗(r).
Proof. Let
r =
∏
ℓ prime
ℓnℓ .
Then
q(rI) = θ(r) =
∏
ℓ prime
θ(ℓ)nℓ =
∏
ℓ inert in K
θ(ℓ)nℓ =
∏
ℓ inert in K
q(ℓI)nℓ = q∗(r).
since nℓ = 0 for ℓ ramified in K/Q, and θ(ℓ) = 1 for ℓ split in K. 
Let XS,q = Y/KS,q. Then FY is an (S0,KS,q)-bimodule, and we obtain an
isomorphism
FY ⊗KS,q F
∼= FXS,q ⊗ F = FXS,q
of S0-modules.
Lemma 3.10. Let x ∈ XS,q be represented by y ∈ Y . Then
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(a) Γx = {ry(c) : c ∈ KS,q} ∩GL(2,Z).
(b) If g ∈ Γx, then g = ry(c) for some c ∈ O
×.
(c) −I /∈ Γx and Γx is infinite cyclic.
Proof. (a) Suppose g ∈ Γx. Then we have that gy = yc for some c ∈ KS,q. Since
yc = ry(c)y, and the entries of y are a Q-basis of K, we see that g = ry(c). Hence,
g is in the given intersection, and any g in the given intersection fixes x.
(b) Let g ∈ Γx. Then g = ry(c), for some c ∈ KS,q, and the characteristic
polynomial of g is the same as that of multiplication by c on K. Since g ∈ GL(2,Z),
we see that c ∈ O×.
(c) This follows from Theorem 2.8, Lemma 3.8, and the fact that −1 /∈ KS,q. 
Denote by ω˜ the image in XS,q of ω¯.
Definition 3.11. Define iS = mω˜.
Lemma 3.12. Let x ∈ XS,q.
(i) For any x, iS | mx.
(ii) If x is idealistic, then mx = i
S.
Proof. (i) For any ξ ∈ XS,q, let φξ : Γξ → KS,q be the injective homomorphism
defined by g = rξ(φξ(g)) for g ∈ Γξ. Then the image of φξ is generated by ǫ
mξ .
Now let x ∈ XS,q be represented by y ∈ Y . We have seen that any element of Γx
is of the form ry(c) for some c ∈ O
×. From Lemma 3.10, we see that for c ∈ O×,
ry(c) ∈ Γx =⇒ c ∈ KS,q ⇐⇒ rω˜(c) ∈ Γω˜.
Hence, the image of φx is contained in the image of φω˜. Since both images are
cyclic groups, we see that iS|mx.
(ii) Since x is idealistic, Λy is a fractional ideal of K. Hence, ry(c) ∈ GL(2,Z)
for all c ∈ O×. Therefore, we see that for c ∈ O×,
ry(c) ∈ Γx ⇐⇒ c ∈ KS,q ⇐⇒ rω˜(c) ∈ Γω˜.
Clearly, then, mx = i
S . 
Definition 3.13. For x ∈ XS,q, set m
′
x = mx/i
S.
Finally, we prove the following lemma about the relationship between elements
of Z and elements of KS,q.
Lemma 3.14. Let ζ = rI ∈ Z with r ∈ Q× ∩KS0 , let α ∈ KS,q, and let y ∈ Y . If
ζry(α) ∈ GL(2,Z), then q(ζ) = 1.
Proof. We have that ζry(α) = ry(rα) ∈ GL(2,Z). Since the characteristic polyno-
mial of rα is the same as the characteristic polynomial of ry(rα), we see that rα is
a unit in O. Hence, q∗(rα) = 1. Since q∗(α) = 1, by the multiplicativity of q∗ we
see that q∗(r) = 1. By Lemma 3.9, it follows that q(rI) = q(ζ) = 1. 
4. Defining the coefficient module MS,q
Definition 4.1. Define MS,q to be the F-vector space of formal sums∑
x∈XS,q
cxx
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with cx ∈ F, such that the sum is supported on a finite number of Z-orbits of XS,q,
and such that the coefficients satisfy the relation
cζx = q
−1(ζ)cx
for all ζ ∈ Z.
In this paper q has order 2, but we write q−1 as a check on our computations
and for possible generalizations to characters of higher orders.
Definition 4.2. Define ZS,q = {ζr ∈ Z : r ∈ KS,q}.
Note that ZS,q is a subgroup of finite index in Z (since KS,q has finite index in
KS0). Let B be a collection of coset representatives of ZS,q inside Z.
Now ZGL(2,Z) is a group which acts onXS,q. Hence, we may choose a collection
of representatives of the ZGL(2,Z)-orbits in XS,q. We will denote such a collection
by A.
Note that given any x ∈ XS,q, we may assume (possibly by changing A) that
x ∈ A. For the remainder of this section, we fix a set A of Z GL(2,Z)-orbit
representatives.
Clearly each Z-orbit in XS,q contains at least one element of the form gx with
g ∈ GL(2,Z) and x ∈ A.
Definition 4.3. Let C be a collection of representatives of the Z-orbits in XS,q,
chosen so that each representative in C is of the form gx for g ∈ GL(2,Z) and
x ∈ A.
Remark 4.4. Note that C is not uniquely determined by A. However, once a
choice of C is fixed, any Z-orbit will contain a unique representative gx ∈ C, and
the element x ∈ A and the coset gΓx of g ∈ GL(2,Z) are uniquely defined.
For the remainder of this section, we fix a choice of C corresponding to our choice
of A.
Lemma 4.5. The set 

∑
ζ∈B
q−1(ζ)ζx : x ∈ C


is an F-basis of MS,q.
Proof. For any x ∈ XS,q, the Z-orbit of x is equal to the set {ζx : ζ ∈ B}. By the
relation on the coefficients of an element in MS,q, the coefficient of ζx is equal to
q−1(ζ) times the coefficient of x. Since an element of MS,q is supported on finitely
many Z-orbits, the lemma follows. 
Lemma 4.6. MS,q is an S0-module. For r ∈ Q
× ∩KS0 , the action of ζr on MS,q
is via the scalar q(ζr).
Proof. For s ∈ S0, we have s
∑
cxx =
∑
cxsx ∈ MS,q, since Z is in the center of
S0.
It suffices to prove the statement about the action of ζr on basis elements of the
form ∑
ζℓ∈B
q−1(ζℓ)ζℓx,
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with x ∈ C. For ζ in Z, we will define ζ¯ to be the unique element of B such that
ζ ∈ ζ¯ZS,q. The map from B to B given by ζ 7→ ζζr for a fixed ζr is a bijection. We
also note that q(ζ) = q(ζ) for any ζ ∈ Z.
Setting u = rℓ, we now have
ζr
∑
ζℓ∈B
q−1(ζℓ)ζℓx =
∑
ζℓ∈B
q−1(ζℓ)ζℓζrx
=
∑
ζℓ∈B
q−1(ζℓ)ζℓrx
=
∑
ζu∈B
q−1(ζuζ
−1
r )ζux
= q−1(ζ−1r )
∑
ζu∈B
q−1(ζu)ζux
= q(ζr)
∑
ζℓ∈B
q−1(ζℓ)ζℓx. 
Corollary 4.7. The basis described in Lemma 4.5 is independent of the choice of
C.
Proof. Let C and C′ be two choices of Z-orbit representatives, as in Definition 4.3.
For a given Z-orbit, let gx ∈ C and g′x ∈ C′ (with g, g′ ∈ GL(2,Z)) be the orbit
representatives. Note that they will have the same representative x ∈ A, since they
are in the same ZGL(2,Z)-orbit. Since gx and g′x are in the same Z-orbit, for some
ζ ∈ Z we have ζg′x = gx, so that ζg−1g′x = x, and (choosing a y ∈ Y representing
x) we see that ζg−1g′yα = y for some α ∈ KS,q. Hence, ζry(α) ∈ GL(2,Z), and by
Lemma 3.14 we see that q(ζ) = 1. The corresponding basis elements then differ by
a factor of ζ, so that by Lemma 4.6 they differ by a scalar factor of q(ζ) = 1. 
Lemma 4.8. If we consider MS,q as a GL(2,Z)-module, it is a sum of induced
modules. In fact, we have isomorphisms of GL(2,Z)-modules defined by
e :
⊕
x∈A
F[GL(2,Z)]⊗FΓx F→MS,q,
and
f :MS,q →
⊕
x∈A
F[GL(2,Z)]⊗FΓx F,
such that e and f are inverses of each other.
Remark 4.9. These isomorphisms depend on the choice of A, which we suppress
from the notation.
Proof. On basis elements of the form g ⊗ 1 ∈ F[GL(2,Z)] ⊗FΓx F for x ∈ A, we
define e as
e(g ⊗ 1) =
∑
ζr∈B
q(ζ−1r )ζrgx,
and extend linearly. Since any g ∈ Γx acts trivially on x, this is well-defined, and
it is clearly a homomorphism of GL(2,Z)-modules.
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We define f on basis elements corresponding to gx ∈ C (with x ∈ A and g ∈
GL(2,Z)) by
f

∑
ζ∈B
q−1(ζ)ζgx

 = g ⊗ 1 ∈ FGL(2,Z)⊗FΓx F ⊂⊕
x∈A
FGL(2,Z)⊗FΓx F,
and extending linearly. By Lemma 4.5, this gives a well defined F-linear map from
MS,q to ⊕
x∈A
FGL(2,Z)⊗FΓx F.
One sees that on basis elements, e and f are inverses. Hence, they are inverses
of each other as F-vector space maps. Since e is a GL(2,Z)-module map, so is f
and thus both are GL(2,Z)-module isomorphisms. 
5. Homology with coefficients in MS,q and Hecke operators
In this section, we will fix an element x0 ∈ XS,q, and choose a setA of ZGL(2,Z)-
orbit representatives in XS,q that contains x0.
As a consequence of Lemma 4.8, we have that
MS,q ∼=
⊕
x∈A
Ind
GL(2,Z)
Γx
F.
Hence, by Shapiro’s lemma, we have
H1(GL(2,Z),MS,q) ∼=
⊕
x∈A
H1(Γx,F).
Since Γx is infinite cyclic, we have
H1(Γx,F) ∼= H
0(Γx,F) ∼= F.
For each x ∈ A, we choose a generator zx for H1(Γx,F), as in Definition 2.14.
We now examine an individual Hecke operator. Let s ∈ S0, and let E be a
collection of single coset representatives for GL(2,Z)sGL(2,Z), so that
GL(2,Z)sGL(2,Z) =
∐
sα∈E
GL(2,Z)sα.
Then E is a finite set. At this point, the sα may be altered by left-multiplication by
elements of GL(2,Z). We now adjust the elements of E to make the computation
of Hecke operators easier.
Because of our choice ofA, we have that x0 ∈ A. For convenience in what follows,
we will write Γx0 = Γ0. Recall that A is a collection of Z GL(2,Z)-representatives
of XS,q. Hence, we may write any element of XS,q as ζγx for some x ∈ A, ζ ∈ B
and γ ∈ GL(2,Z). Suppose that for sα ∈ E, we have
sαx0 = ζγx.
We will then adjust sα, replacing it by γ
−1sα, and denote the corresponding ζ by
ζα, and the corresponding x by xα, so that we have
sαx0 = ζαxα.
We now fix this choice of E.
For a given ζ ∈ Z and x ∈ A, we define
E(ζx) = {sα ∈ E : sαx0 = ζx}.
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Since each sαx0 is of the form ζx, we see easily that E is a disjoint union of the
E(ζx) as ζ runs through B and x runs through A (and E(ζx) is empty for all but
finitely many x ∈ A).
Now, let ζ ∈ B, x ∈ A, and (to avoid triviality) assume that for some sα ∈ A,
we have sαx0 = ζx. We will then define Wζx to be the set of all elements g ∈
GL(2,Z)sGL(2,Z) such that gx0 = ζx. This set is nonempty, and stable under
right multiplication by Γ0 and under left multiplication by Γx. Hence, we may
write it as a disjoint union of double cosets
Wζx =
∐
t∈Tζx
ΓxtΓ0,
for some subset Tζx ⊆Wζx.
For each t ∈ Tζx, we may choose a set Bζx,t of single coset representatives and
write the double coset ΓxtΓ0 as a disjoint union of single cosets
ΓxtΓ0 =
∐
tβ∈Bζx,t
Γxtβ .
Lemma 5.1. With the notation described above,
(1) E is a disjoint union of the E(ζx) for ζ ∈ B and x ∈ A.
(2) For each t ∈ Tζx, we may choose Bζx,t to be a subset of E.
(3) With this choice, E(ζx) is the disjoint union of the Bζx,t over all t ∈ Tζx,
and Bζx,t = ΓxtΓ0 ∩ E(ζx).
Proof. First, note that because ζ is central, Γζx = Γx for any x ∈ XS,q.
We have seen (1) above.
For (2), choose t ∈ Tζx, and let Γxu be any single coset in ΓxtΓ0. Then ux0 = ζx,
and u is in some single coset GL(2,Z)sα for some sα ∈ E. Then u = gsα for some
g ∈ GL(2,Z). We then have that
ζx = ux0 = gsαx0 = gζαxα.
This implies that x and xα are in the same ZGL(2,Z)-orbit, and hence equal (since
both come from A). Hence, g ∈ Γx, and consequently ζαx = ζx. Therefore ζαζ
−1 ∈
ZS,q and since ζα, ζ ∈ B, it follows that ζα = ζ. Hence, we have sα ∈ E(ζx), and
Γxu = Γxsα, so we see that we may take the coset representative of Γxu to be
sα ∈ E.
For (3), we first note that any coset Γxt for t ∈ Tx contains exactly one sα: part
(2) shows that it contains at least one; if it contained two, say sα and sδ, then
they would differ by left multiplication by γ ∈ Γx ⊆ GL(2,Z), which would imply
GL(2,Z)sα = GL(2,Z)sδ and therefore sα = sδ. Hence, it suffices to show that
each sα ∈ E(ζx) is contained in Bζx,t for some t ∈ Tζx. This is, however, clear,
since such an sα is contained in
Wζx =
⋃
t∈Tζx
ΓxtΓ0.
The last assertion is now clear. 
From this point on, we will take Bζx,t = ΓxtΓ0 ∩ E(ζx).
We continue to keep a fixed x0. As ζ ∈ B, x ∈ A, and t ∈ Tζx vary, finitely many
Bζx,t will be nonempty. We denote these sets by B1, . . . , BJ for J ∈ Z positive,
and for j ∈ {1, . . . , J} we write xj , ζj , and tj for the corresponding values of ζ, x,
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and t, respectively. In addition, we will write Γj for Γxj . With this notation, we
now have
tjx0 = ζjxj and sαx0 = ζjxj
for all sα ∈ Bj .
We note that for sα ∈ Bj , there exist ηα ∈ Γj and δα ∈ Γ0 such that sα = ηαtjδα.
Lemma 5.2. Fix j ∈ {1, . . . , J}, and for each sα ∈ Bj, write sα = ηαtjδα with
δα ∈ Γ0 and ηα ∈ Γj. Let dj = |Bj |. Then
Γ0 =
∐
sα∈Bj
(t−1j Γjtj ∩ Γ0)δα
so that we have
[Γ0 : t
−1
j Γjtj ∩ Γ0] = dj .
Proof. First we show that the displayed cosets are all different. Suppose sα, sβ ∈ Bj
with δαδ
−1
β = t
−1
j γjtj ∈ t
−1
j Γjtj∩Γ0 for some γj ∈ Γj . Then δα = t
−1
j γjtjδβ . Hence
Γjsα = Γjηαtjδα
= Γjηαtj(t
−1
j γjtjδβ)
= Γjtjδβ
= Γjηβtjδβ
= Γjsβ ,
where we have used that ηα, ηβ , γj ∈ Γj . Hence, sα = sβ , and we see that the cosets
(t−1j Γjtj ∩ Γ0)δα are pairwise disjoint for sα ∈ Bj .
It remains only to show that the union of the cosets is all of Γ0. Let g ∈ Γ0.
Since ΓjtjΓ0 is a disjoint union of cosets of the form Γjsα for some α ∈ Bj , we
have that tjg = γjsα for some γj ∈ Γj and sα ∈ Bj . Then, since sα = ηαtjδα, for
ηα ∈ Γj and δα ∈ Γ0, we have tjg = γjηαtjδα. Hence
gδ−1α = t
−1
j γjηαtj ∈ t
−1
j Γjtj ∩ Γ0,
so g ∈ (t−1j Γjtj ∩ Γ0)δα. 
The Hecke operator Ts = GL(2,Z)sGL(2,Z) acts in the usual way on the ho-
mology H1(GL(2,Z),MS,q) (see below), and hence, via the Shapiro isomorphism
on the group ⊕
x∈A
H1(Γx,F).
We now work out the details of the action on this latter group. To do this, we
use the following lemma concerning transfers and corestrictions. This lemma is
standard, and follows easily from [4, Sec. III.9].
Lemma 5.3. Let A be an infinite cyclic group with generator a, and B ⊂ A a
subgroup of index d, and suppose that A acts trivially on F. For a group G acting
trivially on F, we identify H1(G,F) canonically with G
ab ⊗Z F.
(i) The transfer map tr : H1(A,F)→ H1(B,F) takes the generator a⊗1 to the
generator ad ⊗ 1.
(ii) The corestriction map i : H1(B,F) → H1(A,F) (i.e. the map induced by
the inclusion B ⊂ A) takes the generator ad ⊗ 1 to d times the generator
a⊗ 1.
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With notation as above, we will use the techniques of [1] to write the Hecke
operator Ts (given as a sum of actions of all the sα) acting on a generator z0, as a
sum of partial Hecke operators Utj given as a sum of actions of the sβ,j ∈ Bj , so
that Utj maps H1(Γ0,F) to H1(Γj ,F).
More precisely, if F• is a resolution of F by free FGL(2,Q)-modules, then Ts on
H1(GL(2,Z),MS,q) sends the class of a cycle (using an obvious notation for elements
of F• and MS,q)
∑
f f ⊗FGL(2,Z)m(f) to the class of
∑
α
∑
f sαf ⊗FGL(2,Z) sαm(f).
The partial Hecke operator Utj sends the class of a cycle
∑
f f ⊗Γ0 λ(f) to the class
of
∑
sβ,j∈Bj
∑
f sβ,jf ⊗Γj λ(f).
The following lemma follows immediately from Theorem 3.1 in [1].
Lemma 5.4. Ts composed with the Shapiro isomorphism equals
∑J
j=1 Utj .
From now on we will also use Ts to stand for
∑J
j=1 Utj , depending on the context.
Next, we write the partial Hecke operator in terms of the transfer, corestriction,
and an adjoint map.
Theorem 5.5. Recall that x0 ∈ A, and let z0 be the generator of H
1(Γ0,F) chosen
in Definition 2.14. Then Utj : H1(Γ0,F) → H1(Γj ,F) is given as the composition
of the three maps
H1(Γ0,F)→ H1(Γ0 ∩ s
−1
j Γjsj ,F)
φj
−→ H1(sjΓ0s
−1
j ∩ Γj ,F)→ H1(Γj ,F),
where the first map is the transfer, the second map is the map induced on homology
by the pair of maps (Ad tj , τj), where Ad tj is conjugation by tj on the group,
and τj is multiplication by q(ζj) on the coefficient module, and the third map is
corestriction.
Proof. We take a resolution F• of F by free F[GL(2,Q)]-modules and let Z0 be a cy-
cle representing z0. The map in Shapiro’s lemma takingH1(Γ0,F) intoH1(GL(2,Z),MS,q)
sends Z0 to Z0 ⊗ e∗(I ⊗ 1). Then, on the level of cycles, we have
Ts(Z0 ⊗ e∗(I ⊗ 1)) =
J∑
j=1
∑
sβ∈Bj
sβZ0 ⊗ sβe∗(I ⊗ 1).
If we let wj be the composition of the three maps in the statement of the theorem,
then using Lemma 5.4 we see that what we need to show is that
wj(Z0)⊗ e∗(I ⊗ 1) =
∑
sβ∈Bj
sβZ0 ⊗ sβe∗(I ⊗ 1).
On the level of cycles, using Lemma 5.2, the transfer of Z0 is∑
sβ∈Bj
δβZ0,
where we recall that for sβ ∈ Bj , we have written sβ = ηβtjδβ , with ηβ ∈ Γj and
δβ ∈ Γ0. Applying φj yields
q(ζj)
∑
sβ∈Bj
(tjδβt
−1
j )(tjZ0).
Finally, applying the corestriction gives
q(ζj)
∑
sβ∈BJ
tjδβZ0 = q(ζj)
∑
sβ∈Bj
sβZ0.
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We see that it suffices to show that q(ζj)e∗(I ⊗ 1) = sβe∗(I ⊗ 1).
We have that
sβe∗(I ⊗ 1) = sβ
∑
ζr∈B
q(ζ−1r )ζrx0
=
∑
ζr∈B
q(ζ−1r )ζrsβx0
=
∑
ζr∈B
q(ζ−1r )ζrζjxj
= ζj
∑
ζr∈B
q(ζ−1r )ζrxj
= q(ζj)
∑
ζr∈B
q(ζ−1r )ζrxj
= q(ζj)e∗(I ⊗ 1). 
We now apply Theorem 5.5 to compute Utj (z0).
Corollary 5.6. The partial Hecke operator Utj in Theorem 5.5 satisfies
Utj (z0) = ejq(ζj)zj
where ej = [Γj : tjΓ0t
−1
j ∩ Γj ].
Proof. By definition, dj = [Γ0 : t
−1
j Γjtj ∩ Γ0] and ej = [Γj : tjΓ0t
−1
j ∩ Γj ]. Hence
g
dj
0 is a generator of Γ0∩t
−1
j Γjtj , and g
dj
j is a generator of tjΓ0t
−1
j ∩Γj . Considering
H1(Γ0,F) as Γ0⊗ZF we have z0 = g0⊗1. Hence, by Lemma 5.3(i), the transfer takes
z0 to g
dj
0 ⊗1, which is then mapped to g
dj
j ⊗ q(ζj) by φj . Finally, by Lemma 5.3(ii),
the corestriction maps this to ej(gj ⊗ q(ζj)) = ejq(ζj)(gj ⊗ 1) = ejq(ζj)zj . 
We now compute the value of ej . Recall that tjx0 = ζjxj . For j = 0, . . . , J ,
choose yj ∈ Y such that xj is represented by yj , and recall that Γj is the stabilizer of
xj in GL(2,Z) and ǫ is the fundamental unit of O which we chose at the beginning
of Section 2. Let gj ∈ Γj and mj ∈ Z be defined as in Definition 2.12 (with
H = KS,q). Then gj is a generator of Γj and mj > 0. Set δj = ±ǫ
mj , where the
sign is chosen so that gjyj = yjδj and δj ∈ KS,q.
Lemma 5.7. With notation as above,
ej = LCM(m0,mj)/mj , dj = LCM(m0,mj)/m0,
and ejmj = djm0.
Proof. First, g0y0 = y0δ0. Since tjx0 = ζjxj , we have tjy0 = αjζjyj for some
αj ∈ KS,q. Hence, t
−1
j yj = α
−1
j ζ
−1
j y0.
It follows that tjg0t
−1
j yj = yjδ0. In addition, gjyj = yjδj , g0 generates Γ0, and
gj generates Γj .
We may choose a generator h of Γj ∩ tjΓ0t
−1
j , so that h will be the smallest
power of tjg0t
−1
j that is contained in Γj . This power must be the smallest positive
integer k such that δk0 is a power of δj . Since δ0, δj ∈ KS,q and −1 /∈ KS,q, we
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see that k will be the smallest positive integer such that km0 is a multiple of mj .
Hence, km0 = LCM(m0,mj), and we see that
hyj = yj
(
±ǫLCM(m0,mj)
)
.
It follows that
ej = LCM(m0,mj)/mj .
Reversing the roles of Γ0 and Γj and switching tj and t
−1
j , we obtain
dj = LCM(m0,mj)/m0. 
6. Elements of H1(GL(2,Z),M∗S,q) interpreted as functions on lattices
We now interpret the cohomology of the dual of MS,q as a collection of functions
on a space of lattices.
Definition 6.1. Let Φ be a function from lattices in K to F. We will say that Φ
is q-homogeneous if Φ(αL) = q(αI)Φ(L) for all α ∈ Q× ∩KS0 and all lattices in L.
We will say that Φ is KS,q-invariant if Φ(αL) = Φ(L) for all α ∈ KS,q and all
lattices L.
Remark 6.2. Note that since q is trivial on KS,q, a function Φ can be both
q-homogeneous and KS,q-invariant. In addition, we note that since K is a real
quadratic field, q(−I) = 1. If this were not the case, the fact that −L = L for any
lattice L in K would force all q-homogeneous functions to be identically 0.
Lemma 6.3. There is an isomorphism between H1(GL(2,Z),M∗S,q) and the vector
space of F-valued functions on lattices in K that are q-homogeneous and KS,q-
invariant.
Proof. Choose a set A of representatives of the ZGL(2,Z)-orbits in XS,q. This
choice of A yields an isomorphism of GL(2,Z)-modules
f :MS,q →
⊕
x∈A
FGL(2,Z)⊗FΓx F.
This induces an isomorphism (via Shapiro’s Lemma)
H1(GL(2,Z),MS,q) ∼=
⊕
x∈A
H1(GL(2,Z),FGL(2,Z)⊗FΓx F)
∼=
⊕
x∈A
H1(Γx,F)
∼=
⊕
x∈A
F.
Using the natural duality between H1(GL(2,Z),MS,q) and H
1(GL(2,Z),M∗S,q), we
see that determining an element of H1(GL(2,Z),M∗S,q) is the same as giving a
function from A to F.
We now show that there is an isomorphism between the vector space of functions
from A to F and the vector space of KS,q-invariant q-homogeneous functions on
lattices in K.
Let h be any q-homogeneous KS,q-invariant function on lattices in K. Since
every element in A can be lifted uniquely to a KS,q-homothety class of lattices in
K, h defines a function g on A. Namely, given x ∈ A, lift x to y ∈ Y and set
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g(x) = h(Λy), where Λy is the lattice spanned by the entries of y. Since y is well-
defined up to KS,q-homotheties and h is KS,q-invariant, this gives a well-defined
function g.
Given a function g on A and a lattice L in K, L corresponds (by choosing a
basis y = t(a, b) ∈ Y ) to an element x′ ∈ XS,q, which lies in the ZGL(2,Z)-
orbit of a unique x ∈ A. Let x′ = ζγx, with ζ ∈ Z and γ ∈ GL(2,Z). Define
h(L) = q(ζ)g(x). Note that if x′ = ζ′γ′x with ζ′ ∈ Z and γ′ ∈ GL(2,Z), then
we have (ζ−1ζ′)(γ−1γ′)x = x. Hence, (ζ−1ζ′)(γ−1γ′) = ry(α) for some α ∈ KS,q.
By Lemma 3.14, this implies that q(ζ) = q(ζ′), so h is well defined. Then h is a
q-homogeneous KS,q-invariant function on lattices.
These two maps (taking h to g and g to h) are easily seen to be inverses, and
preserve addition and scalar multiplication. 
7. The Branched Bruhat-Tits graph and the Laplacian
In order to construct functions on lattices that are eigenfunctions of the Hecke
operators, we will use a modification of the Bruhat-Tits building [6, 14], in which
we lift the Bruhat-Tits building to a finite branched cover.
For each prime ℓ unramified in K, let Kℓ denote K ⊗ Qℓ. Then Kℓ is a two-
dimensional vector space over Qℓ.
Definition 7.1. If ℓ is inert, then Kℓ is a quadratic field extension of Qℓ. We fix
the integral basis {1, ω} of K, and we identify Kℓ with Q
2
ℓ by identifying 1 and ω
with the standard basis elements e1, e2 ∈ Q
2
ℓ .
If ℓ splits inK, then (ℓ) = λλ′ for prime ideals λ, λ′ in O lying over ℓ. Each of the
completions Kλ and K
′
λ is then isomorphic to Qℓ. Restricting these isomorphisms
to K, we obtain two distinct Galois conjugate embeddings iλ, iλ′ : K → Qℓ. We
then identify Kℓ = K ⊗Q Qℓ with Q
2
ℓ via the map taking
t⊗ 1 7→ (iλ(t), iλ′(t)).
We abbreviate the notation by writing t 7→ (t, t′).
Definition 7.2. By a lattice in Kℓ, we will mean a rank two Zℓ-submodule of Kℓ.
If L is a lattice in K, then Lℓ = L⊗Z Zℓ is a lattice in Kℓ.
Definition 7.3. Let ℓ be a prime, and n a positive integer. Denote the elements
of Q×ℓ with ℓ-adic valuation divisible by n by Vn. We note that Vn is a subgroup
of index n of Q×ℓ .
Definition 7.4. Let L1 and L2 be lattices in Kℓ. We say that L1 and L2 are
n-homothetic if L1 = αL2 for some α ∈ Vn. Then n-homothety is an equivalence
relation, and we call an equivalence class an n-homothety class of lattices in Kℓ.
Definition 7.5. Let n a positive integer, K a real quadratic field, and ℓ a prime
unramified in K . The branched Bruhat-Tits graph T nℓ is the graph whose vertices
are n-homothety classes of lattices in Kℓ. Two vertices are joined by an edge if
there are representative lattices L1 and L2 of the vertices such that L2 ⊂ L1 or
L1 ⊂ L2 with index ℓ.
Remark 7.6. The Bruhat-Tits tree is a special case of the branched Bruhat-Tits
graph in which n = 1. When n = 1, we may denote T nℓ by Tℓ. When n > 1, we
will typically write vertices of T nℓ with a superscript n, i.e. t
n ∈ T nℓ .
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Definition 7.7. Let L be a lattice in Kℓ. Denote the vertex of T
n
ℓ represented
by L by ̟(L). Denote the vertex of Tℓ represented by L by π(L). Given a vertex
tn ∈ T nℓ , there is a unique vertex s ∈ Tℓ containing t
n; we write s = π(tn).
Note that for any lattice L with ̟(L) = tn, π(tn) = π(L). To keep our notation
less cluttered, if L is a lattice in Kℓ, we will often denote ̟(L) by L, as long as the
context makes this usage clear.
Remark 7.8. We note that for any vertex t ∈ Tℓ, there are exactly n vertices
tn ∈ T nℓ with π(t
n) = t. If L is a lattice in Kℓ representing t, these n vertices of
T nℓ are represented by
L, ℓL, . . . , ℓn−1L.
Definition 7.9. If t is a vertex of Tℓ, we will call the set {t
n ∈ T nℓ : π(t
n) = t} the
fiber of t and also the fiber of tn for any tn in that set .
Definition 7.10. A vertex tn is idealistic if tn is the n-homothety class of Iℓ for
some fractional ideal I of K.
We now review some facts about completions Lℓ of lattices in K. Let ℓ be a
prime of Q.
By [15, V.2, Corollary to Theorem 2], the operations of sum and intersection of
lattices in K commute with completion at ℓ. In addition, by [15, V.3, Theorem 2],
a lattice L in K is determined by its set of completions Lw for all finite places w
of Q. In fact
L =
⋂
w
K ∩ Lw.
Finally, completion at a finite place w of finitely generated Z-modules is an exact
functor [7, Theorem 7.2].
Applying these facts to fractional ideals of K, we note that if I is an ideal of
O of norm prime to ℓ, then Iℓ is an ideal of Oℓ of index prime to ℓ, so Iℓ = Oℓ.
In addition, multiplication of relatively prime ideals (i.e. intersection) commutes
with completion at ℓ. Hence, for an ideal I, the completion Iℓ depends only on the
factors of I of ℓ-power norm.
Now suppose that tn ∈ T nℓ is idealistic. Then we may assume that t
n is repre-
sented by an ideal Iℓ, where I is an ideal with ℓ-power norm in O. If ℓ is inert in K,
such an I must be principal, so Iℓ is Qℓ-homothetic to Oℓ. Hence, t
n is idealistic if
and only if π(tn) is represented by Oℓ.
On the other hand, if ℓ splits in K, then ℓO = λλ′, where λ, λ′ are prime ideals
of O lying over ℓ. We then see that tn ∈ T nℓ is idealistic if and only if π(t
n) is
represented by an ideal of the form λk or (λ′)k. In particular, if π(tn1 ) = π(t
n
2 ),
then tn1 and t
n
2 are either both idealistic, or both nonidealistic.
Lemma 7.11. Let L1 ⊃ L2 be lattices in Kℓ with [L1 : L2] = ℓ. Let t
n
1 = ̟(L1) ∈
T nℓ . Then there are precisely two vertices t
n
2 , t
n
3 ∈ T
n
ℓ with π(t
n
2 ) = π(t
n
3 ) = π(L2),
such that there is an edge between the two pairs (tn1 , t
n
2 ) and (t
n
1 , t
n
3 ). If we let t
n
2 be
represented by L2, then t
n
3 is represented by ℓ
−1L2.
Proof. Clearly, if we take tn2 = ̟(L2) and t
n
3 = ̟(ℓ
−1L2), we see that t
n
2 and t
n
3
are distinct and have the desired properties. It remains to show that there is no
third vertex tn4 , distinct from t
n
2 and t
n
3 , with π(t
n
4 ) = π(L2), and such that there is
an edge between tn4 and t
n
1 .
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Suppose that there is an edge between tn1 and t
n
4 . Then either there is a lattice
L3 representing t
n
4 such that L1 ⊃ L3 and [L1 : L3] = ℓ or there is a lattice L3
representing tn4 such that L1 ⊂ L3 and [L3 : L1] = ℓ.
Now suppose L3 is homothetic to L2, say with L3 = αL2, where α ∈ Q
×
ℓ .
If L1 ⊃ L3 has index ℓ, then we have that ℓ
−1L2 ⊃ L1 has index ℓ and L1 ⊃ αL2
has index ℓ. Hence, multiplying by ℓ, we see that L2 ⊂ ℓαL2 with index ℓ
2. This
implies that vℓ(α) = 0, so that αL2 = L2, so t
n
4 = t
n
2 .
On the other hand, if L1 ⊂ L3 with index ℓ, we have that L2 ⊂ αL2 has index
ℓ2. Hence vℓ(α) = −1, and we see that αL2 = ℓ
−1L2, so t
n
4 = t
n
3 . 
Corollary 7.12. Let n ≥ 1, let tn be a vertex in T nℓ , and let t = π(t
n) ∈ Tℓ. Let
s ∈ Tℓ be a neighbor of t. Then there are exactly two neighbors s
n
1 and s
n
2 of t
n
in T nℓ with π(s
n
1 ) = π(s
n
2 ) = s. If L represents t
n, then exactly one of sn1 and s
n
2
is represented by a sublattice L′ of L of index ℓ; the other is represented by ℓ−1L′,
which contains L with index ℓ.
Definition 7.13. Let n ≥ 1, let tn ∈ T nℓ be a vertex represented by a lattice L
in Kℓ, and let s
n
1 , s
n
2 ∈ T
n
ℓ be two neighbors of tn with π(s
n
1 ) = π(s
n
2 ). Call the
neighbor represented by a sublattice of index ℓ in L a downhill neighbor of tn; call
the other an uphill neighbor of t.
Definition 7.14. Let tn ∈ T nℓ . We define the tier of t
n to be the distance between
π(tn) and π(Oℓ) in Tℓ. A neighbor of t
n of higher tier than tn will be called an
outer neighbor of tn: a neighbor of lower tier will be called an inner neighbor.
Remark 7.15. Each tn ∈ T nℓ has precisely ℓ + 1 downhill neighbors and ℓ + 1
uphill neighbors. The use of uphill and downhill matches our intuition; if sn is a
downhill neighbor of tn, then tn is an uphill neighbor of sn.
Each vertex of positive tier has precisely ℓ downhill outer neighbors, and 1 down-
hill inner neighbor. It also has precisely ℓ uphill outer neighbors, and 1 uphill inner
neighbor.
A vertex of tier 0 has only outer neighbors; ℓ + 1 of them are uphill, and ℓ + 1
are downhill.
There is a natural action of the group GL(2,Qℓ) on Q
2
ℓ , namely matrix multipli-
cation with elements of Q2ℓ considered as column vectors. We transfer this action
to Kℓ via the identification that we have made between Kℓ and Q
2
ℓ . The action of
g ∈ GL(2,Qℓ) is invertible, and preserves Qℓ-linear combinations, so it maps bases
of Q2l to bases, maps lattices to lattices, and preserves n-homothety of lattices.
Hence, multiplication by g defines a bijection from T nℓ to T
n
ℓ .
Definition 7.16. Let F (T nℓ ) be the set of F-valued functions on the vertices of
T nℓ .
Definition 7.17. The Laplace operator ∆nℓ on F (T
n
ℓ ) is defined by
∆nℓ (f)(t
n) =
∑
un
f(un),
where the sum runs over the ℓ+ 1 downhill neighbors un ∈ T nℓ of t
n ∈ T nℓ .
In the next lemma, we describe how the coset representatives for a Hecke operator
act on lattices. Recall Lemmas 5.1, 5.2 and 5.4 for the definition of the sets Bj , the
coset representatives sβ,j, and the integers dj . Note that these definitions depend
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on a choice of an element x0 ∈ XS,q and a choice of ZGL(2,Z)-orbit representatives
A containing x0.
Lemma 7.18. Let x0 ∈ XS,q and let A be a set of Z GL(2,Z)-orbit representatives
containing x0. Let x0 be represented by y = (a0, b0) ∈ Y with a0, b0 ∈ O, and let
L0 = L(a0, b0) be the lattice generated by a0 and b0. Let s = diag(ℓ, 1) and let
GL(2,Z)sGL(2,Z) =
∐
α
GL(2,Z)sα
with the sα chosen and partitioned as described in Section 5.
(i) L = {sαL0} consists of the ℓ+ 1 lattices of index ℓ contained in L0.
(ii) L is partitioned into the subsets
Lj = {sαL0|sα ∈ Bj},
and |Lj | = dj.
(iii) The same is true of the completions at ℓ: Lℓ = {sα(L0)ℓ} consists of the
ℓ + 1 lattices of index ℓ contained in (L0)ℓ, and these are partitioned into
the subsets
Lℓ,j = {sα(L0)ℓ|α ∈ Bj}.
and |Lℓ,j| = dj
Proof. (i) If
sα
(
a0
b0
)
=
(
aα
bα
)
,
then sαL0 = L(aα, bα). Since sα is an integral matrix of determinant ℓ, it
is clear that L(aα, bα) has index ℓ in L0, and all sublattices of L0 of index
ℓ arise this way.
(ii) Since {sα} is partitioned by the sets Bj , it is clear that the lattices are
partitioned as indicated.
(iii) If L has index ℓ in L0, then the completion Lℓ has index ℓ in (L0)ℓ, since
taking completions of finitely generated modules is an exact functor. Given
two lattices L 6= M , each having index ℓ in L0, we note that for all places
w 6= ℓ, Lw =Mw = (L0)w. Since a lattice is determined by its completions
at all finite places, we must have Lℓ 6=Mℓ.

Definition 7.19. Let φnℓ ∈ F (T
n
ℓ ), let x0 ∈ XS,q, and let A be any set of
ZGL(2,Z)-orbit representatives of XS,q containing x0. Define the sets Bj in terms
of x0 and A as in Lemma 7.18. If, for all choices of A and for all y =
t(a0, b0) ∈ Y
with a0, b0 ∈ O representing x0, we have that φ
n
ℓ is constant on the set
{(sβ,jL(a0, b0))ℓ|β = 1, . . . , dj}
of vertices of T nℓ , then we will say that φ
n
ℓ is locally constant relative to Tℓ and x0.
If φnℓ is locally constant relative to Tℓ and all x0 ∈ XS,q, then we say that φ
n
ℓ is
locally constant.
We remark that the condition a0, b0 ∈ O could be relaxed to a0, b0 ∈ K without
effect. This is true because for any pair a0, b0 ∈ K, there is an integer m such that
mna0,m
nb0 ∈ O; then L(a0, b0) and L(m
na0,m
nb0) are n-homothetic and hence
define the same vertex of T nℓ .
Definition 7.20. Let tn0 ∈ T
n
ℓ be the vertex represented by the lattice Oℓ.
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Lemma 7.21. The action of GL(2,Zℓ) on T
n
ℓ permutes the vertices of T
n
ℓ , fixes
vertices of tier 0, and preserves edges (including whether the edge is uphill or down-
hill) and the tier of each vertex.
Proof. Since the action of GL(2,Zℓ) is invertible, it is clear that the map it induces
on vertices is a bijection. In addition, if γ ∈ GL(2,Zℓ), and L1 ⊂ L2 with index ℓ,
then γL1 ⊂ γL2 with index ℓ, so edges are preserved (including whether the edge
is uphill or downhill).
Since the action of GL(2,Zℓ) fixes Z
2
ℓ , which is identified with Oℓ, it fixes vertices
of tier 0. Since it preserves neighbors, a simple inductive argument shows that it
maps each vertex to a vertex of the same tier. 
Lemma 7.22. Multiplication by the fundamental unit ǫ ∈ K ⊂ Kℓ induces a
permutation on the vertices of T nℓ given (on the level of Zℓ-lattices) by multiplication
by a matrix in GL(2,Zℓ).
Proof. Suppose that ℓ is inert in K. In this case (see Definition 7.1), we have
identified Kℓ = Qℓ ⊕ Qℓω with Q
2
ℓ . Since multiplication by ǫ is Q-linear on K
it induces a Qℓ-linear map on Kℓ. Hence, multiplication by ǫ is represented by a
matrix in GL(2,Qℓ). Since multiplication by ǫ is an automorphism of Oℓ, and Oℓ
is identified with Z2ℓ ⊂ Q
2
ℓ , this matrix has entries in Zℓ, and since ǫ has norm ±1,
the matrix must have determinant ±1, and we see that the matrix is in GL(2,Zℓ).
Now suppose that ℓ is split. Referring to Definition 7.1 again, we have identified
Kℓ with Q
2
ℓ , where c ∈ K is identified with (c, c
′) ∈ Q2ℓ . Hence, multiplication by ǫ
is represented by the matrix diag(ǫ, ǫ′), which is in GL(2,Zℓ). 
Lemma 7.23. Let φ ∈ F (T nℓ ) be a function on the vertices of T
n
ℓ . Assume that
for every vertex tn ∈ T nℓ , φ is constant on the set of non-idealistic outer downhill
neighbors un of tn. Then φ is locally constant relative to Tℓ and any x0 ∈ XS,q.
Proof. Assume that φ satisfies the conditions of the lemma. Let x0 ∈ XS,q, choose
any collection A of orbit representatives containing x0, and choose any y =
t(a0, b0)
with a0, b0 ∈ O representing x0. Partition the set {sα} of coset representatives for
the Hecke operator Tℓ as in Lemma 7.18.
Let tn be the vertex of T nℓ represented by L0 = L(a0, b0). For each set Bj , we
wish to show that φ is constant on the set {(sβ,jL0)ℓ|sβ,j ∈ Bj}. Choose any sβ,j
and let un be the downhill neighbor of tn represented by (L1)ℓ, where L1 = sβ,jL0.
Then L1 is homothetic to a lattice with a basis representing xj . We now divide the
proof into 3 cases.
Case 1. Suppose un is idealistic. Then L1 is a fractional ideal of K, and is homo-
thetic to a fractional ideal with basis representing xj ∈ A. Hence, mj = i
S,
so dj = 1 by Lemmas 3.12 and 5.7. Hence, there is only one vertex on which
φ must be constant.
Case 2. Suppose that un is the unique downhill inner neighbor of tn. Recall from
Theorem 2.8 that Γ0 = Γx0 fixes x0 and is generated by an element g0 that
acts on L0 as multiplication by δ0 = ±ǫ
mx with the sign chosen so that
δ0 ∈ KS,q. From Theorem 2.8, we see that
g0L0 = δ0L0 = L0.
Since multiplication by δ0 fixes L0, it also fixes (L0)ℓ = t
n. Multiplication
by δ0 also fixes each element of the fiber of t
n
0 = ̟(Oℓ), so it must fix the
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unique downhill path from tn to the fiber of tn0 . Hence, multiplication by
δ0 must fix u
n.
Now, both L1 and δ0L1 are sublattices of L0 of index ℓ. Since both must
represent un, we see that they are equal. Since δ0L1 = L1, we see that
mj |m0, so that dj = 1. Hence, again, there is only one vertex on which φ
must be constant.
Case 3. Suppose un is a nonidealistic outer downhill neighbor of tn. By cases 1
and 2, no vertex in {(sβ,jL0)ℓ|β ∈ Bj} can be idealistic or a downhill inner
neighbor of tn. Hence, φ is constant (by hypothesis) on all the vertices in
the desired set.

8. Construction of functions on lattices; comparison between the
Laplacian and a Hecke operator
Definition 8.1. Let q : Z → F× be the character defined in Definition 3.7, and let
ℓ be a prime of Z that is unramified in K. We say that a function f ∈ F (T nℓ ) is
q-homogeneous (or just homogeneous, if q is understood) if, for all lattices L in K,
f(ℓLℓ) = q(ℓI)f(Lℓ).
Definition 8.2. For all finite places w of Q unramified in K, let nw = 1 if w is
inert in K, let nw = 2 if w splits in K. Fix a prime ℓ of Q not dividing pdN ,
and let W be the set of all finite places of Q not dividing ℓpdN . For w ∈ W , let
φw ∈ F (T
nw
w ) denote a homogeneous function such that φw(Ow) = 1. We view
the functions φw as fixed by the context, and do not include them in the following
notation for Φ. For any homogeneous φℓ ∈ F (T
nℓ
ℓ ), define the function Φ(φℓ) on
lattices L in K by the formula
Φ(φℓ)(L) = φℓ(Lℓ)
∏
w∈W
φw(Lw).
Lemma 8.3. The infinite product in the definition makes sense and Φ(φℓ) is q-
homogeneous. The map φℓ 7→ Φ(φℓ) is F-linear.
Proof. For any given L, we have that Lw = Ow for almost all w, so the product
is actually finite. The linearity of the map φℓ 7→ Φ(φℓ) is clear. Now suppose
α ∈ Q× ∩KS0 and L is a lattice. Then α is prime to pdN and factors as
α = ℓfℓ
∏
w∈W
wfw .
Then
Φ(φℓ)(αL) = φℓ(αLℓ)
∏
w∈W
φw(αLw) = φℓ(ℓ
fℓLℓ)
∏
w∈W
φw(w
fwLw).
Since φℓ and all the φw are homogeneous, this equals
q(ℓfℓI)φℓ(Lℓ)
( ∏
w∈W
q(wfw I)
)( ∏
w∈W
φw(Lw)
)
= q(αI)Φ(φℓ)(L). 
We now proceed to the main theorem of this section: the comparison between
the Hecke operator and the Laplace operator.
By Lemma 2.5 and the fact that KS,q is unit-cofinite, we see that for any lattice
L ⊆ K, there is a minimal positive integer mL such that ǫ
mLL = L and one of
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±ǫmL ∈ KS,q. If L1 and L2 are K
×-homothetic lattices in K, it is clear that
mL1 = mL2 . Set m
′
L = mL/i
S. By Theorem 2.8, if L = L(a, b) and x is the image
in XS,q of y =
t(a, b) then mL = mx. Therefore, by Lemma 3.12, i
S |mL and m
′
L is
a positive integer.
Definition 8.4. Let ψℓ ∈ F (T
nℓ
ℓ ). We define the transform of ψℓ to be the function
ψˆℓ ∈ F (T
n
ℓ ) given by the formula
ψˆℓ(t
n) = m′Lψℓ(t
n),
where L is any lattice in O of ℓ-power index, such that Lℓ represents t
n.
Lemma 8.5. Given ψℓ ∈ F (T
n
ℓ ), the transform ψˆℓ is well defined.
Proof. We need to show that for tn ∈ T nℓ , the value of mL does not depend on
the lattice L chosen to represent tn. Note that up to homothety by powers of ℓn,
there is a unique lattice Λ ⊆ Kℓ representing t
n. By [15, V.2, Theorem 2] there
is a unique lattice L ⊆ O of ℓ-power index such that Lℓ = Λ. Since Λ is uniquely
defined up to homothety by powers of ℓn, so too is L. Finally, since homothety
does not change the value of mL, we see that mL does not depend on the choice of
L, so m′L does not. 
If ψℓ(Oℓ) = 1, then ψˆℓ(Oℓ) = 1, sincem
′
O
= 1. In addition, if F has characteristic
0, then a function ψℓ is determined by its transform; this fails if any m
′
L is divisible
by the characteristic of F.
Lemma 8.6. Let ℓ ∤ pdN be prime. If ψℓ ∈ F (T
n
ℓ ) is homogeneous, then ψˆℓ is also
homogeneous.
Proof. If tn ∈ T nℓ is represented by Lℓ, with L a lattice of ℓ-power index in O, then
ℓtn is represented by ℓLℓ. Since m
′
L = m
′
ℓL, we have
ψˆℓ(ℓt
n) = m′ℓLψℓ(ℓt
n) = m′Lq(ℓI)ψℓ(t
n) = q(ℓI)ψˆℓ(t
n). 
We now fix a set A0 of representatives of the Z GL(2,Z)-orbits in XS,q. Recall
from Lemma 6.3 that this choice fixes an isomorphism between the cohomology
group
H1(GL(2,Z),M∗S,q)
and q-homogenous, KS,q-invariant functions on lattices.
Theorem 8.7. Let ℓ ∤ pdN be prime. For each finite place w ∈ W , fix a homoge-
neous function φw ∈ F (T
nw
ℓ ), as in Definition 8.2. Let n = nℓ, and let ψℓ ∈ F (T
n
ℓ )
be homogeneous. Assume that Φ(ψˆℓ) is KS,q-homothety invariant. (It will be q-
homogeneous by Lemma 8.3.)
As in Lemma 6.3 and its proof, view Φ(ψˆℓ) as an element of
H1(GL(2,Z),M∗S,q)
∼= H1(GL(2,Z),MS,q)
∗.
That is to say, view Φ(ψˆℓ) as an F-valued functional on H1(GL(2,Z),MS,q), via
the pairing
〈Φ(ψˆℓ), •〉 : H1(GL(2,Z),MS,q)→ F.
If ψℓ is locally constant relative to Tℓ and x0, then
〈Φ(ψˆℓ)Tℓ, z0〉 = m0〈Φ(∆ℓψℓ), z0〉.
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Proof. By Lemma 5.4, Tℓ =
∑J
j=1 Utj . By Corollary 5.6, for 1 ≤ j ≤ J , we have
Utj (z0) = ejq(ζj)zj .
Then
〈Φ(ψˆℓ)Tℓ, z0〉 = 〈Φ(ψˆℓ), Tℓz0〉
=
J∑
j=1
q(ζj)ej〈Φ(ψˆℓ), zj〉
=
J∑
j=1
q(ζj)ejm
′
j〈Φ(ψℓ), zj〉.
We have ejm
′
j = m
′
0dj by Lemma 5.7, so
〈Φ(ψˆℓ)Tℓ, z0〉 =
J∑
j=1
q(ζj)m
′
0dj〈Φ(ψℓ), zj〉.
Now, for a fixed j, we will analyze the term 〈Φ(ψℓ), zj〉. Recall the definition
of the partial Hecke operators Ut,j and of the matrices sβ,j from the paragraphs
before Lemma 5.4. Also recall the matrices tj and the fact that tjx0 = ζjxj from
the paragraphs before Lemma 5.2 .
Because Φ is invariant under KS,q-homothety, we may choose aj, bj ∈ K so
that t(aj , bj) ∈ Y represents xj ∈ XS,q. In fact, we choose a0, b0 ∈ K so that
t(a0, b0) ∈ Y represents x0, and then set(
aj
bj
)
= ζ−1j tj
(
a0
b0
)
.
We then obtain
〈Φ(ψℓ), zj〉 = Φ(ψℓ)(L(aj , bj))
= ψℓ(L(aj , bj)ℓ)
∏
w∈W
φw(L(aj , bj)w).
Since tj is an integral matrix with determinant ℓ, we know that tj ∈ GL(2,Ow) for
all w ∈W . Factor
ζ−1j =
(
ℓfℓ,j
∏
w∈W
wfw,j
)
I.
(By Definition 3.7, primes not in W ∪ {ℓ} cannot divide the numerators or denom-
inators of the diagonal entries of the matrix ζj ∈ Z.)
Then L(aj , bj)w is the same as the lattice w
fw,jL(a0, b0)w. Set
c =
∏
w∈W
φw(L(a0, b0)w).
Since each φw is homogeneous, we obtain
〈Φ(ψℓ), zj〉 = ψℓ(L(aj , bj)ℓ) c
∏
w∈W
q(wfw ,jI).
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Hence, we see that
〈Φ(ψˆℓ)Tℓ, z0〉 =
J∑
j=1
q(ζj)djm
′
0〈Φ(ψℓ), zj〉
= cm′0
J∑
j=1
q(ζj)djψℓ(L(aj , bj)ℓ)
∏
w∈W
q(wfw,j I)
= cm′0
J∑
j=1
q(ℓfℓ,jI)djψℓ(L(aj , bj)ℓ),
where we have used the factorization of ζ−1j .
On the other hand, since ψℓ is assumed to be locally constant with respect to
Tℓ and x0, and any sβ,j takes any vertex to a downhill neighbor, we have that for
each sβ,j ,
ψℓ(sβ,jL(a0, b0)ℓ) = ψℓ(tjL(a0, b0)ℓ)
= ψℓ(ζjL(aj , bj)ℓ)
= ψℓ((ℓ
fℓ,j )−1L(aj, bj)ℓ)
= q((ℓfℓ,j )−1I)ψℓ(L(aj , bj)ℓ),
since ψℓ is homogeneous.
Hence, using the fact that dj = |Bj |, we have that
〈Φ(∆nℓ ψℓ), z0〉 = Φ(∆
n
ℓ ψℓ)(L(a0, b0))
= (∆nℓ (ψℓ)(L(a0, b0)ℓ)
∏
w∈W
φw(L(a0, b0)w)
= c(∆nℓ (ψℓ)(L(a0, b0)ℓ)
= c
J∑
j=1
∑
sβ,j∈Bj
ψℓ(sβ,jL(a0, b0)ℓ)
= c
J∑
j=1
djq((ℓ
fℓ,j )−1I)ψℓ(L(aj , bj)ℓ),
where we have used Lemma 7.18. Multiplying both sides of the last equality by m′0
yields the assertion of the theorem, because q has order 2. 
Corollary 8.8. For any x0 ∈ A0, let z0 ∈ H1(Γx0 ,F) be the corresponding homol-
ogy generator, and let L0 be a lattice corresponding to x0. Assume that ψℓ is locally
constant relative to Tℓ and x0. Further, assume that Φ(ψˆℓ) is q-homogeneous and
KS,q-invariant, and that (∆
n
ℓ ψℓ)((L0)ℓ) = µψℓ((L0)ℓ). Then
〈Φ(ψˆℓ)Tℓ, z0〉 = µ〈Φ(ψˆℓ), z0〉.
26 AVNER ASH AND DARRIN DOUD
Proof. From Theorem 8.7 and linearity we have
〈Φ(ψˆℓ)Tℓ, z0〉 = m
′
0〈Φ(∆ℓψℓ), z0〉
= m′0〈Φ(µψℓ), z0〉
= µ〈Φ(m′0ψℓ), z0〉
= µ〈Φ(ψˆℓ)Tℓ, z0〉. 
Corollary 8.9. Assume that ψℓ is locally constant relative to Tℓ and every x ∈
XS,q, that Φ(ψˆℓ) is q-homogeneous and KS,q-invariant, and that ∆ℓψℓ = µψℓ.
Then Φ(ψˆℓ) is an eigenclass for Tℓ with eigenvector µ and it is an eigenclass for
Tℓ,ℓ with eigenvector θ(ℓ).
Proof. First, we show that Φ(ψˆℓ) 6= 0. By definition,
Φ(ψˆℓ)(L) = ψˆℓ(Lℓ)
∏
w∈W
φw(Lw).
By construction, φw(Ow) = 1 for every w ∈ W and ψℓ(Oℓ) = 1. Since m
′
Oℓ
= 1,
also ψˆℓ(Oℓ) = 1. Therefore, Φ(ψˆℓ)(O) = 1.
For any x ∈ A0, write zx ∈ H
1(Γx,F) for the homology generator corresponding
to x. By Corollary 8.8 and our hypothesis, for each x ∈ A0, we have
〈Φ(ψˆℓ)Tℓ, zx〉 = 〈µΦ(ψˆℓ), zx〉.
Since Φ(ψˆℓ) is in the dual space to H1(GL(2,Z),MS,q), and {zx : x ∈ A0} spans
H1(GL(2,Z),MS,q), we are finished with Tℓ.
As for Tℓ,ℓ, its action is given by the double coset of the central element ℓI.
So this is just a single coset, and its action on homology is given by the central
character q on the coefficient module MS,q. Since q(ℓI) = θ(ℓ),
〈Φ(ψˆℓ)Tℓ,ℓ, zx〉 = 〈Φ(ψˆℓ), Tℓ,ℓzx〉 = 〈Φ(ψˆℓ), θ(ℓ)zx〉 = 〈θ(ℓ)Φ(ψˆℓ), zx〉.
Hence, Φ(ψˆℓ)Tℓ,ℓ = θ(ℓ)Φ(ψˆℓ). 
9. Constructing locally constant eigenfunctions
Recall that θ is the quadratic Dirichlet character associated to the real quadratic
fieldK/Q, and q is the character on Z defined by setting q(rI) = θ(r) for r ∈ Z∩KS0
and extending multiplicatively to Z. Since K is real quadratic, q(−I) = θ(−1) = 1.
Fix an F-valued character χ on the group of ideals of K relatively prime to N for
some positive integer N .
In this section, we will construct locally constant q-homogeneous functions ψ0ℓ
on T nℓℓ that are eigenfunctions of the Laplace operator with eigenvalues related to
χ. We do this first for inert primes ℓ.
Theorem 9.1. Let ℓ be a prime of Q that is inert in K/Q and does not equal
the characteristic of F. Then there is a locally constant q-homogeneous function
ψ0ℓ ∈ F (T
2
ℓ ) that is an eigenvalue of the Laplace operator with eigenvalue 0 and
satisfies ψ0ℓ (Oℓ) = 1.
Proof. We define ψ0ℓ inductively.
For vertices of tier 0, we define ψ0ℓ (Oℓ) = 1 and ψ
0
ℓ (ℓOℓ) = θ(ℓ) = −1. We see
easily that ψ0ℓ is homogeneous on the vertices of tier 0.
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On vertices t2 ∈ T 2ℓ of tier 1, we define ψ
0
ℓ (t
2) = 0. Clearly ψ0ℓ is θ-homogeneous
on vertices of tier 1. In addition, since all downhill neighbors of a vertex of tier 0
have tier 1, we can now compute ∆2ℓ (ψ
0
ℓ ) on vertices of tier 0; we find that its value
is 0, as desired. Finally, ψ0ℓ is constant on all downhill neighbors of vertices of tier
0.
On each vertex t2 ∈ T 2ℓ of tier 2, let u
2 ∈ T 2ℓ be the unique uphill neighbor of t
2
of tier 1, and we let v2 be the unique downhill neighbor of u2 of tier 0. We define
ψ0ℓ (t
2) = −ψ0ℓ (v
2)/ℓ. Because the unique uphill neighbor of ℓt2 of tier 1 is ℓu2,
which has a unique downhill neighbor of tier 0 equal to ℓv2, we see that with this
definition, ψ0ℓ is homogeneous on vertices of tier 1. In addition, for any vertex u
2 of
tier 1, ψ0ℓ is constant on the downhill neighbors of u
2 of higher tier, since its value
on such vertices depends only on its value on the unique downhill inner neighbor
of u2. Finally, we have constructed ψ0ℓ so that
∆2ℓ(ψ
0
ℓ )(u
2) = 0
for each vertex u2 of tier 1.
We continue; for vertices t2 ∈ T 2ℓ of odd tier, we define ψ
0
ℓ (t
2) = 0. This
guarantees that for vertices u2 of even tier, ∆2ℓ(ψ
0
ℓ )(u
2) = 0, and that ψ0ℓ is constant
on all downhill neighbors of u2 of higher tier. Further, with this definition, ψ0ℓ (ℓt
2) =
0 = θ(ℓ)ψ0ℓ (t
2) so that ψ0ℓ is homogeneous on vertices of odd tier.
For a vertex t2 ∈ T 2ℓ of positive even tier, let u
2 be the unique uphill inner
neighbor of t2, and let v2 be the unique downhill inner neighbor of u2. We define
ψ0ℓ (t
2) = −ψ0ℓ (v
2)/ℓ. Clearly ψ0ℓ is constant on all downhill outer neighbors of u
2
(since its value on such neighbors depends only on its value on v2). As in the case of
tier 2, we see that ψ0ℓ (ℓt
2) = θ(ℓ)ψ0ℓ (t
2), and ∆2ℓ(ψ
0
ℓ )(u
2) = ψ0ℓ (v
2)+ℓ(−ψ0ℓ (v
2)/ℓ) =
0.
With this construction, we see that ψ0ℓ is homogeneous, locally constant, and is
an eigenfunction of ∆2ℓ with eigenvalue 0. 
Lemma 9.2. For an inert prime ℓ, the function ψ0ℓ defined above is GL(2,Zℓ)-
invariant.
Proof. The action of GL(2,Zℓ) fixes vertices of tier 0, and preserves uphill and
downhill neighbors, and the tier of each vertex (Lemma 7.21). Since these relation-
ships determine the values of ψ0ℓ , the function is GL(2,Zℓ)-invariant. 
For a prime ℓ that splits in K/Q and does not divide N , we now prepare to
construct a locally constant homogeneous function ψ0ℓ ∈ F (T
1
ℓ ) that is an eigen-
function of ∆ℓ = ∆
1
ℓ . For the remainder of this section, we will assume that ℓ splits
in K, that (ℓ) = λλ′ and that ℓ ∤ N , so that χ(λ) and χ(λ′) are defined. In this
case, the function that we construct will depend not only on the real quadratic field
K/Q, but also on the character χ. Since we work in T 1ℓ = Tℓ, the concepts of uphill
and downhill neighbors coincide.
We begin by defining some terminology and notation for subsets of Tℓ.
Definition 9.3. We take Oℓ as the basepoint of Tℓ and denote it by t0. A descen-
dant of a vertex t ∈ Tℓ is a vertex t1 6= t such that the path from t0 to t1 passes
through t. Denote by C(t) the set of all descendants t′ of t such that every vertex
of the path from t to t′ except possibly t is non-idealistic, and let C(t) = C(t)∪{t}.
We call C(t) the open cohort of t, and C(t) the closed cohort of t.
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Definition 9.4. A simple chain starting at a vertex t ∈ Tℓ is a collection C con-
sisting of t and descendants of t such that for any pair t′, t′′ ∈ C, one of t′, t′′ is a
descendant of the other. An apartment in Tℓ is a union of two infinite simple chains
starting at a vertex t and having no other vertices in common.
Lemma 9.5. Let t be an idealistic point in Tℓ.
(1) If ℓ is inert, then t = t0.
(2) If (ℓ) = λλ′ splits and t is a distance k > 0 from t0, then t = λ
k
ℓ or t = λ
′k
ℓ ,
and both of these points are a distance k from t0.
(3) If (ℓ) splits and k > 0, then λkℓ and λ
′k
ℓ define distinct points in Tℓ.
(4) No descendant of an non-idealistic point in Tℓ is idealistic.
(5) The vertices of Tℓ are partitioned into the closed cohorts C(tI) as tI = Iℓ
runs over the idealistic points of Tℓ (where I is an ideal of O of ℓ-power
norm.)
(6) In the split case, the set of idealistic points of Tℓ form an apartment, namely
{λkℓ |k > 0} ∪ {t0} ∪ {λ
′k
ℓ |k > 0}.
Proof. In the discussion following Definition 7.10, we proved that the set of idealistic
nodes of Tℓ is {t0} if ℓ is inert and {λ
k
ℓ |k > 0} ∪ {t0} ∪ {λ
′k
ℓ |k > 0} if ℓ is split.
Since λk has index ℓ in λk−1, and similarly for the powers of λ′, (1) and (2) are
now clear. As for (3), if λkℓ = λ
′k
ℓ , then λ
k = ℓmλ′k for some integer m, which is
absurd.
If ℓ is inert, (4) and (5) are obvious.
Assume then that ℓ splits. Then the idealistic point λkℓ is at the end of a path
containing the nodes t0, λℓ, . . . , λ
k
ℓ . A similar statement holds for λ
′k
ℓ . Since every
non-idealistic node is a descendant of t0 and Tℓ is a tree, no idealistic point can be
a descendant of a non-idealistic point. Hence (4) holds.
For any node u ∈ Tℓ consider the path from t0 to u (possibly of length 0.) Let tI
be the last idealistic point in this path. Then u ∈ C(tI) is in the closed cohort of
this idealistic point. If u were in the closed cohort of two distinct idealistic points,
there would be a nontrivial loop in Tℓ. Hence, (5) holds.
Finally, (6) is clear, since the set of nonnegative powers of λ and of λ′ each form
a simple chain starting at t0. 
Definition 9.6. Let N be a positive integer and c be an F-valued multiplicative
function on the group IK(N) of nonzero fractional ideals of K relatively prime to
N . Fix a prime ℓ that does not divide N . Assume that c is trivial on the principal
fractional ideal ℓO. Define cˆ ∈ F (Tℓ) by
cˆ(t) =
{
0 if t is non-idealistic,
c(I) if t = Iℓ, where I is an ideal of ℓ-power index in O.
Lemma 9.7. The function cˆ is well defined.
Proof. Suppose I and J are both ideals of O of ℓ-power index, and that Iℓ and Jℓ
are homothetic in Kℓ by a power of ℓ.
If ℓ is inert, then I and J are both powers of ℓ. They are thus both principal,
and we see that c(I) = c(J) = c(O).
If (ℓ) = λλ′ splits, then I = ℓqµa and J = ℓrνb for nonnegative integers a, b, q, r,
and µ, ν ∈ {λ, λ′}. The fact that Iℓ and Jℓ are homothetic implies that µ = ν and
a = b, so I and J differ by a factor of ℓq−r. Since c is trivial on ℓO, c(I) = c(J). 
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Let t ∈ Tℓ. For any x in the open cohort C(t) of t, all of the neighbors of x are in
the closed cohort C(t). Hence, the Laplace operator ∆ℓ defines a linear map from
functions on C(t) to functions on C(t).
Lemma 9.8. Assume that ℓ is not equal to the characteristic of F. Let µ ∈ F, and
let t be an idealistic point of Tℓ with closed cohort C(t). Then there is a unique
F-valued function θt,µ on C(t) with the following properties:
(i) θt,µ(t) = 1,
(ii) θt,µ(s) = 0 for every s ∈ C(t) that is distance 1 from t,
(iii) θt,µ(s) depends only on ℓ, µ, and the distance from s to t,
(iv) ∆ℓ(θt,µ)(s) = µθt,µ(s) for every s ∈ C(t).
Proof. Define a sequence ak ∈ F for k ≥ 0 by the recurrence relation a0 = 1, a1 = 0,
and for k ≥ 2,
ak =
µak−1 − ak−2
ℓ
.
This clearly defines a unique sequence. For s a distance k from t in C(t), set
θt,µ(s) = ak. With this definition, θt,µ satisfies conditions (i), (ii), and (iii).
Given a point s ∈ C(t) a distance k from t, s has one neighbor a distance k − 1
from t, and ℓ neighbors a distance k + 1 from t. Hence
∆ℓ(θt,µ)(s) = ak−1 + ℓak+1
= ak−1 + ℓ
(
µak − ak−1
ℓ
)
= µak
= µθt,µ(s),
so θt,µ satisfies condition (iv).
Conversely, if θt,µ is a function on C(t) satisfying condition (iii), then for any s a
distance k from t, we may define ak = θt,µ(s). If in addition θt,µ satisfies conditions
(i), (ii), (iv), the ak satisfy the recurrence relation given above. The uniqueness of
θt,µ follows from the uniqueness of the sequence {ak}. 
Definition 9.9. Let µ ∈ F, and assume ℓ does not divide N and does not equal
the characteristic of F. We define ψ0ℓ ∈ F (Tℓ) by
ψ0ℓ (s) = χˆ(t)θt,µ(s),
where t ∈ Tℓ is the unique idealistic vertex with s ∈ C(t).
Lemma 9.10. Let µ ∈ F and assume that ℓ does not divide N and does not equal
the characteristic of F.
(1) ψ0ℓ (Oℓ) = 1.
(2) ψ0ℓ is locally constant with respect to Tℓ and any x ∈ XS,q.
(3) Let µ = χ(λ) + χ(λ′). Then
∆ℓψ
0
ℓ = µψ
0
ℓ .
Proof. The first assertion is immediate from the definitions.
Let s be any vertex in Tℓ. We wish to show that ψ
0
ℓ is constant on all non-
idealistic outer downhill neighbors u of s. Then, by Lemma 7.23, part (2) will
hold.
30 AVNER ASH AND DARRIN DOUD
Let s ∈ C¯(t). Then any such u will be in C(t). Since χˆ(t) is constant for all
points in C(t), we need only show that θt,µ(u) is constant for all such u. Letting
the distance from t to s be k − 1, the distance from t to u will be k. Hence, the
desired constancy follows from Lemma 9.8(iii).
Now suppose that s = t = Iℓ is idealistic. Then s has exactly two idealistic
neighbors, namely (λI)ℓ and (λ
′I)ℓ. The nonidealistic neighbors u of s are all in
C(t) and have distance 1 from t; hence θt,µ vanishes on them all. Hence
(∆ℓψ
0
ℓ )(s) = χ(λI) + χ(λ
′I) = (χ(λ) + χ(λ′))χ(I) = µψ0ℓ (t).
Finally, suppose that s is non-idealistic and belongs to the open cohort C(t).
Then
(∆ℓψ
0
ℓ )(s) =
∑
u
ψ0ℓ (u)
=
∑
u
χˆ(t)θt,µ(u)
= χˆ(t)
∑
u
θt,µ(u)
= χˆ(t)(∆ℓθt,µ)(s)
= µχˆ(t)θt,µ(s)
= µψ0ℓ (s),
by Lemma 9.8(iv), where the sums run over all neighbors u of s. 
10. KS,q-invariance
Lemma 10.1. Fix a prime ℓ that is unramified in K, and let n = 1 if ℓ splits in
K and 2 if ℓ is inert. Let L be a Z-lattice in K, and let α ∈ K×. Let sn be the
vertex in T nℓ corresponding to Lℓ, and let u
n be the vertex corresponding to (αL)ℓ.
Factor the fractional ideal αO = I1I2, where I1 has norm a power of ℓ and I2 is
prime to ℓ.
(1) There exists a matrix g ∈ GL(2,Qℓ) depending only on α (independent
of L), such that un = gsn. If ℓ is inert, then g = ℓkg′ with k ∈ Z and
g′ ∈ GL(2,Zℓ).
(2) The vertex sn is idealistic if and only if un is idealistic. If sn corresponds
to Lℓ with L an ideal, then u
n corresponds (I1L)ℓ.
(3) Suppose ℓ is split. Assume that sn is not idealistic, but lies in the open
cohort C(t) of the idealistic point tn =Mℓ, where M is an ideal of ℓ-power
norm. Then un lies in the open cohort C(tn1 ), where t
n
1 = (I1M)ℓ and the
distance between sn and tn is the same as the distance between un and tn1 .
Proof. (1) First, suppose that ℓ is inert. Via our identification of Kℓ with Q
2
ℓ ,
multiplication by α is a Qℓ-linear isomorphism from Q
2
ℓ to Q
2
ℓ ; hence, it is given
by a matrix g ∈ GL(2,Qℓ). We can write α ∈ Kℓ as α = ℓ
kη for some k ∈ Z, and
some unit η ∈ O×ℓ ; multiplication by η is given by a matrix in GL(2,Zℓ).
Now assume that ℓ is split. In this case, we identify Kℓ with Q
2
ℓ by mapping α
to (α, α′). Then multiplication by α is defined by the matrix(
α 0
0 α′
)
,
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which is in GL(2,Qℓ).
(2) L is a fractional ideal if and only if αL is a fractional ideal. If L =MP with
M a fractional ideal of ℓ-power norm, and P a fractional ideal prime to ℓ, then
(aL)ℓ = (I1M)ℓ = (I1L)ℓ.
(3) Let g ∈ GL(2,Qℓ) be the matrix from part (1) corresponding to multiplication
by α. Multiplication by g is then an isometry of Tℓ that takes idealistic vertices to
idealistic vertices, and non-idealistic vertices to non-idealistic vertices. Let R be a
simple path from tn to sn whose only idealistic vertex is tn. Then gR is a simple
path from gtn to un of the same length as R, whose only idealistic vertex is gtn.
Moreover, un lies in the open cohort C(gtn) where gtn = (I1M)ℓ. 
Theorem 10.2. Let F be a field of characteristic 0 or of finite characteristic not
equal to two. If F has characteristic 0, set p = 1, and otherwise let p be the charac-
teristic of F. Assume that χ is trivial on principal ideals generated by elements of
Q× ∩KS0 . Also assume that χ is trivial on principal ideals generated by elements
of KS,q. Let Φ be the function from lattices in K to F defined by
Φ(L) =
∏
w∤pdN
ψˆ0w(Lw).
Then Φ(αL) = Φ(L) for all α ∈ KS,q and all lattices L in K.
Moreover, Φ(αL) = q(αI)Φ(L) for all α ∈ Q× ∩KS0 .
Proof. Let L = L(c, d) be a lattice in K and let α ∈ KS,q. Note that m
′
L = m
′
αL,
since K× is commutative. Hence, there is a single integer m′, such that for each
prime w ∤ pdN , we have
ψˆ0w(Lw) = m
′ψ0w(Lw)
and
ψˆ0w((αL)w) = m
′ψ0w((αL)w).
Assume first that w is inert in K. Then we may factor αO as
αO = wjI2,
with I2 a fractional ideal that is relatively prime to w. By Lemma 10.1(1), we have
(αL)w = w
jgLw
for some g ∈ GL(2,Zw). Since ψ
0
w is homogeneous and is GL(2,Zw)-invariant on
T 2ℓ (by Lemma 9.2), we have
ψˆ0w((αL)w) = m
′ψ0w(w
jgLw) = m
′q∗(wj)ψ0w(Lw) = q
∗(wj)ψˆ0w(Lw).
Now assume that w splits in K. Let s ∈ Tℓ be the vertex corresponding to Lw,
and let u correspond to (αL)w.
If s is idealistic, so is u, and we see that
ψ0w(s) = χˆ(s)θs,µ(s) = χˆ(s) = χ(L) = χ(αL) = χˆ(u) = χˆ(u)θu,µ(u)ψ
0
w(u).
If s is nonidealistic, then so is u, and u = gs for some g ∈ GL(2,Qw). Suppose
s lies in the open cohort C(t) of the idealistic vertex t corresponding to Iw, where
I is an ideal of w-power index in O. By Lemma 10.1(3), u is in the open cohort
C(t1) of the idealistic point t1 corresponding to (I1I)w, where αO = I1I2, with I1
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having norm a power of w, and I2 having norm relatively prime to w. In addition,
the distance from s to t is the same as the distance from u to t1. Hence,
χˆ(t1) = χ(I1I) = χ(I1)χ(I) = χ(I1)χˆ(t)
and
θt,µ(s) = θt1,µ(u).
Therefore,
ψˆ0w((αL)w) = m
′ψ0w(u)
= m′χˆ(t1)θt1,µ(u)
= m′χ(I1I)θt1,µ(u)
= m′χ(I1)χˆ(t)θt,µ(s)
= χ(I1)ψˆ
0
w(Lw).
In all of this, the fractional ideal I1 depends on w; we will call it Iα(w). Then
Iα(w) is a product of powers of primes lying over w; if w is inert, it is clear that
Iα(w) is principal with a generator βα(w) in Q
× ∩KS0, so that χ(Iα(w)) = 1.
Since α ∈ KS,q, α is relatively prime to pdN , so that
αO =
∏
w∤pdN
Iα(w) =
( ∏
w inert
Iα(w)
)
 ∏
w split
Iα(w)

 .
Setting β =
∏
w inert βα(w), we have
βO =
( ∏
w inert
Iα(w)
)
.
Since α ∈ KS,q, q
∗(α) = 1. Because q∗ depends only on inert prime factors, and
the powers of inert primes dividing α and β are equal, we see that
1 = q∗(α) = q∗(β).
In addition, we have that χ(βO) = 1, since β is a product of powers of elements of
Q× ∩KS0 , and we have assumed that χ is trivial on ideals generated by elements
of Q× ∩KS0 . Hence, we see that ∏
w split
Iα(w)
is principal, with generator α/β, so
∏
w split
χ(Iα(w)) =
χ(αO)
χ(βO)
= χ(αO) = 1,
since we have assumed that χ is trivial on principal ideals generated by elements
of KS,q.
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Hence, we obtain
Φ(αL) =
∏
w∤pdN
ψˆ0w((αL)w)
=
( ∏
w inert
ψˆ0w((αL)w)
) ∏
w split
ψˆ0w((αL)w)


=
( ∏
w inert
q∗(βα(w))ψˆ
0
w((L)w)
) ∏
w split
χ(Iα(w))ψˆ
0
w((L)w)


= q∗(β)

 ∏
w split
χ(Iα(w))

 ∏
w∤pdN
ψˆ0w((L)w)
= Φ(L). 
Finally, if α ∈ Q×∩KS0 , it is a product of powers of primes not dividing pdN . We
may thus assume that α is such a prime. The q-homogeneity of Φ then follows by
Lemma 8.3 from the homogeneity of the individual ψ0w functions (see Theorem 9.1
for inert primes, and note that homogeneity is trivial for split primes).
11. Galois representations
We now define the Galois representations to which our main theorem below
applies.
As before, we let K be a real quadratic field of discriminant d, cut out by the
Dirichlet character θ. Let F be a field of characteristic 0 (in which case we set
p = 1) or a field of odd characteristic p, let GK be the absolute Galois group of
K (i.e. Gal(Q¯/K)), and let χ : GK → F
× be a character of GK with finite image.
By class field theory, we can think of χ as a character on the group of the nonzero
fractional ideals of K relatively prime to N for some positive N ∈ Z. Let L be the
fixed field of the kernel of χ. Then L/K is Galois. We fix an M ≥ 3 that divides
pdN and define S0 and S as in Definition 3.3.
We place the following conditions on the character χ.
(1) χ is trivial on the principal fractional ideals of K generated by elements of
KS,q.
(2) χ is trivial on the principal fractional ideals of K generated by elements of
Q× ∩KS0 .
(3) [L : K] is odd.
(4) L/Q is Galois.
An example of such a χ would be any unramified character of GK of odd order;
such a character would be trivial on all principal fractional ideals ofK, and L would
be a subfield of the Hilbert class field of K and hence be Galois over Q.
Let ρ : GQ → GL(2,F) be the induced representation
ρ = Ind
GQ
GK
χ.
Note that this representation will factor through Gal(L/Q). We have an exact
sequence
1→ Gal(L/K)→ Gal(L/Q)→ Gal(K/Q)→ 1;
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since [L : K] is odd, this sequence splits, so there is an element τ of order 2 in
Gal(L/Q) mapping to the nonidentity element of Gal(K/Q); we can lift it to an
element τ ∈ GQ, and we have that τ
2 is the identity modulo GL.
With respect to a suitable basis, it is easy to see that for g ∈ GQ, we have the
following:
(a) If g ∈ GK , then
ρ(g) =
(
χ(g) 0
0 χ(g′)
)
,
where g′ = τ−1gτ .
(b) If g /∈ GK , then g = hτ for some h ∈ GK , and
ρ(g) =
(
0 χ(h′)
χ(hτ2) 0
)
,
where h′ = τ−1hτ .
If we now let g be a Frobenius element in GQ for some prime ℓ of Q not dividing
pdN (so that ℓ is unramified in L/Q), then we have the following two cases.
If ℓ splits in K and ℓ ∤ N , then g ∈ GK . If we write ℓO = λλ
′ with λ, λ′ primes
in K, then we may take g to be a Frobenius in GK of λ; a Frobenius of λ
′ will be
g′. Hence, we have
Tr(ρ(g)) = χ(g) + χ(g′) = χ(λ) + χ(λ′),
and
det(ρ(g)) = χ(g)χ(g′) = χ(λ)χ(λ′) = χ(λλ′) = χ(ℓO) = 1
by condition (2) on the character χ.
On the other hand, if ℓ is inert in K and ℓ ∤ N , write g = hτ as above. Then
Tr(ρ(g)) = 0
and det(ρ(g)) = −χ(hτ2)χ(h′) with h′ = τ−1hτ . We note that g2 is a Frobenius of
ℓO in GK . Hence, we have
det(ρ(g)) = −χ(hτ2)χ(h′) = −χ(hτ2h′) = −χ((hτ)2) = −χ(g2) = −χ(ℓO) = −1,
where we have again used condition (2) on χ.
Note that in each case, when g is a Frobenius inGQ of ℓ, we have det(ρ(g)) = θ(ℓ).
Now we check that ρ is even. Let c ∈ GQ be a complex conjugation. Since c has
order 2 and χ has odd order, χ(c) = χ(τ−1cτ) = 1. From the formula in (a), since
c ∈ GK , ρ(c) is the identity matrix.
Theorem 11.1. Let K be a real quadratic field of discriminant d, let F be a field
of characteristic 0 or a finite field of odd characteristic. In the first case set p = 1
and in the second case let p be the characteristic of F. Let χ : GK → F
× be a
character with finite image. Let L be the fixed field of the kernel of χ and choose
N ∈ Z so that L/K is unramified outside primes of K dividing N . Let M ≥ 3,
S0 = S0(pdN), S = S(M) ∩ S0, θ the Dirichlet character cutting out K, q the
character of Z determined by q(rI) = θ(r) for all r ∈ Z ∩ KS0, and MS,q the
module defined in Definition 4.1. Assume
(1) χ is trivial on the principal fractional ideals of K generated by elements of
KS,q.
(2) χ is trivial on the principal fractional ideals of K generated by elements of
Q× ∩KS0 .
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(3) [L : K] is odd.
(4) L/Q is Galois.
Then ρ : GQ → GL(2,F) given by ρ = Ind
GQ
GK
χ is an even Galois representation,
and is attached to a Hecke eigenclass in H1(GL(2,Z),M∗S,q).
Proof. Given χ satisfying the conditions of the theorem, we define
Φ(L) =
∏
w∤pdN
ψˆ0w(Lw)
where ψ0w is the function constructed in the proof of Theorem 9.1 for w inert in K
and prime to pN , and the function defined by Definition 9.9 for w splitting in K
and prime to pN .
By Theorem 10.2, Φ is KS,q-invariant and q-homogeneous. Hence, by Lemma 6.3
we may consider it as an element of H1(GL(2,Q),M∗S,q). By Corollary 8.9, com-
bined with Lemma 9.10 and Theorem 9.1 we see that for all ℓ unramified in L/Q,
Φ is an eigenvector for Tℓ and Tℓ,ℓ, and that the eigenvalues of Tℓ match the trace
of ρ(Frobℓ). The q-homogeneity of Φ shows that the eigenvalues of Tℓ,ℓ match the
determinant of ρ(Frobℓ) for all ℓ unramified in L/Q. Hence, Φ is attached to ρ. 
References
[1] Avner Ash and Darrin Doud. Reducible Galois representations and the homology of GL(3,Z).
Int. Math. Res. Not. IMRN, (5):1379–1408, 2014.
[2] Avner Ash, Darrin Doud, and David Pollack. Galois representations with conjectural connec-
tions to arithmetic cohomology. Duke Math. J., 112(3):521–579, 2002.
[3] Avner Ash and Warren Sinnott. An analogue of Serre’s conjecture for Galois representations
and Hecke eigenclasses in the mod p cohomology of GL(n,Z). Duke Math. J., 105(1):1–24,
2000.
[4] Kenneth S. Brown. Cohomology of groups, volume 87 of Graduate Texts in Mathematics.
Springer-Verlag, New York-Berlin, 1982.
[5] Ana Caraiani and Bao V. Le Hung. On the image of complex conjugation in certain Galois
representations. Compos. Math., 152(7):1476–1488, 2016.
[6] Bill Casselman. The Bruhat-Tits tree of SL(2). Unpublished, 2016. Available from
https://www.math.ubc.ca/∼cass/research/pdf/Tree.pdf.
[7] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995.
[8] Michael Harris, Kai-Wen Lan, Richard Taylor, and Jack Thorne. On the rigid cohomology of
certain Shimura varieties. Res. Math. Sci., 3:Paper No. 37, 308, 2016.
[9] Florian Herzig. The weight in a Serre-type conjecture for tame n-dimensional Galois repre-
sentations. Duke Math. J., 149(1):37–116, 2009.
[10] Chandrashekhar Khare and Jean-Pierre Wintenberger. Serre’s modularity conjecture. I. In-
vent. Math., 178(3):485–504, 2009.
[11] Chandrashekhar Khare and Jean-Pierre Wintenberger. Serre’s modularity conjecture. II. In-
vent. Math., 178(3):505–586, 2009.
[12] Peter Scholze. On torsion in the cohomology of locally symmetric varieties. Ann. of Math.
(2), 182(3):945–1066, 2015.
[13] Jean-Pierre Serre. Sur les repre´sentations modulaires de degre´ 2 de Gal(Q/Q). Duke Math.
J., 54(1):179–230, 1987.
[14] Jean-Pierre Serre. Trees. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2003.
Translated from the French original by John Stillwell, Corrected 2nd printing of the 1980
English translation.
[15] Andre´ Weil. Basic number theory. Classics in Mathematics. Springer-Verlag, Berlin, 1995.
Reprint of the second (1973) edition.
36 AVNER ASH AND DARRIN DOUD
Boston College, Chestnut Hill, MA 02467
E-mail address: Avner.Ash@bc.edu
Brigham Young University, Provo, UT 84602
E-mail address: doud@math.byu.edu
