A half factorial domain (HFD) R is an atomic domain where, for any collection of irreducibles 
Introduction and background
In this paper, all rings are assumed to be commutative with identity. By N, Z, and Q, we mean the natural numbers, the integers, and the rational numbers (respectively). If S is a subset of a ring R, then by S * we mean S \ {0}.
We begin by recalling that an atomic domain is a domain where each nonzero nonunit can be written as a (finite) product of irreducibles (or atoms).
An atomic domain R is called a half factorial domain (HFD) if, given any collection {α 1 , α 2 , . . . , α m , β 1 , β 2 , . . . , β n } of irreducible elements of R with
we have n = m.
Zaks introduced the term "half factorial domain" in [8] , although they were first studied by Carlitz in [2] . In [6] , the author used the following tool to study overrings of a general HFD. It is easy to see that ∂ R is a homomorphism of abelian groups. Also, given any x ∈ R * , ∂ R (x) counts out the number of irreducibles in any irreducible factorization of x, and for all x ∈ R * , ∂ R (x) = 0 if and only if x ∈ U(R).
Two classes of overrings defined with respect to the boundary map were studied in [6] . They are redefined here for the sake of completeness. Definition 1.2. Let R be an HFD with quotient field K, and let T be an overring of R. We call T a boundary positive overring of R if for all nonzero x ∈ T , ∂ R (x) 0.
Other equivalent terminology to that expressed in Definition 1.2 would be that R ⊆ T is a boundary positive extension or T is boundary positive over R. Definition 1.3. Let R be an HFD with quotient field K, and let T be an overring of R. We say that T is a boundary complete overring with respect to R if x ∈ T with ∂ R (x) = 0 implies x ∈ U(T ).
In other words, T is boundary complete over R if no nonunit of T has zero boundary (over R, of course). Other equivalent terminology to that expressed in Definition 1.3 would be that R ⊆ T is boundary complete, or T is boundary complete over R.
In [6] , we found the following example of an HFD that had a boundary positive overring that was not boundary complete. This example is an example of a domain that is "almost" a valuation domain. We explore the properties of these HFDs in the next section. Example 1.4. Let F be any field, and let K = F (x). Set R = F + tK❏t❑. It is easy to see that R is an HFD, and, in fact, any irreducible of R is of the form ut for u ∈ U(K❏t❑). Consider the overring T = F [x] + tK❏t❑. It is an easy check to see that T is boundary positive over R, since T ⊆ K❏t❑ and K❏t❑ is a boundary positive overring of R. However, T is not boundary complete, since x ∈ T * \ U(T ) and
Also, given any α in the quotient field of R, we may write α = ut n where u ∈ U(K❏t❑) and n = ∂ R (α). It is clear that if ∂ R (α) > 0 then α ∈ R, and if ∂ R (α) < 0, then α −1 ∈ R.
Boundary valuation domains
Example 1.4 motivates the following definition. Definition 2.1. Let R be an HFD with quotient field K. We say that R is a boundary valuation domain (BVD) if for every α ∈ K * with ∂ R (α) = 0, either α or α −1 is in R.
We give here an example of an HFD that is not a BVD.
Example 2.2. Let R = Z. Then it is clear that R is an HFD. However, R is not a BVD, for given primes p, q, and r with r pq, we see that ∂ R (pq/r) = 0, but pq/r, r/(pq) / ∈ R.
In this section, R is an HFD with quotient field K. Also, R will denote the complete integral closure of R. Theorem 2.3. The following three conditions are equivalent:
Furthermore, conditions (1)-(3) imply the following two conditions: (4) Given any boundary positive extension R T and x
∈ R, then, since R is a boundary valuation domain, we must have x/y ∈ R. However, ∂ R (x/y) < 0, which is a contradiction, since no element of R can have negative boundary over R. Therefore y/x ∈ R, xy/x = y, and x | y in R.
(
(1)-(3) ⇒ (4), (5) . The proof of this assertion is obvious, and is left to the reader. ✷
Corollary 2.4. Let R be a BVD with boundary complete overring T (T = K).
Then T is quasi-local and dim(T ) = 1. In particular, R is quasi-local and dim(R) = 1.
Proof. Let T be a boundary complete overring of R with T = K. Note that T is also boundary positive by [6, Theorem 3.2] , and T is atomic by [6, Proposition 3.11] . It suffices to show that given any nonzero prime ideal P of T , P contains all irreducible elements of T .
So, let P be any nonzero prime ideal of T . Then P must contain an irreducible element of T , call it x. Let y be any other irreducible element of T . Clearly, ∂ R (x), ∂ R (y) > 0, and by Theorem 2.3, x, y ∈ R.
So, choose n such that ∂ R (x) < ∂ R (y n ). Then, by Theorem 2.3, x | y n in R. Thus, there exists r ∈ R such that xr = y n , which implies that y n ∈ P, whence y ∈ P. Since y was an arbitrary irreducible element of T , P contains all irreducibles of T , whence P is the unique nonzero prime ideal of T . ✷ Before we continue, we present a result from [6] that we will need for the next theorem.
Proposition 2.5. Let R be an HFD. Then any almost integral extension of R is boundary positive.
Proof. Let T be any almost integral overring of R, and let x ∈ T . Then there exists r ∈ R * such that rx n ∈ R for all n 0. Thus
and, since this works for all n 0, we see that ∂ R (x) 0. ✷
Theorem 2.6. Let R be a BVD with quotient field K and complete integral closure R . Let
T be an overring of R. Then:
(1) R is the unique maximal boundary positive overring of R, and is boundary complete.
is boundary positive, but not boundary complete, then T is not atomic. (4) If T is an HFD, then T is a BVD. (5) If T is boundary complete over R, then T is a BVD.
Proof. For (1), suppose A is a boundary positive overring of R, and choose x ∈ A. If ∂ R (x) > 0, then x ∈ R and x ∈ R all the more so. If ∂ R (x) = 0, then, by Theorem 2.3, given any y ∈ R with ∂ R (y) > 0, we have, for all n 0, ∂ R (yx n ) = ∂ R (y) > 0, whence yx n ∈ R. Thus x ∈ R , and A ⊆ R . Thus any boundary positive overring is contained inside of R , whence R is the unique maximal boundary positive overring of R. The fact that R is the unique maximal boundary positive overring of R implies that R is also boundary complete. For if R is not boundary complete, consider the overring R S of R , where S = {x ∈ R | ∂ R (x) = 0}. It is clear that R S is boundary complete and boundary positive, and that R ⊆ R S . But then we must have R = R S , by maximality of R , whence R is boundary complete.
, then given any y ∈ R * with ∂ R (y) > 0, we have, for all n ∈ N, ∂ R (yα n ) = ∂ R (y) > 0 which implies that yα n ∈ R. Thus α ∈ R . So, since R is boundary positive and boundary complete, it must be atomic [6, Proposition 3.11]). Therefore R is a Rank 1 DVR.
For (3) , assume that T is boundary positive and not boundary complete. Let x be a nonzero nonunit of T with ∂ R (x) = 0, and let y ∈ R be irreducible. Since T is boundary positive, y must be a nonunit of T . If T is atomic, then we may write
where each π i is irreducible in T . Since ∂ R (y) = 1 and ∂ R (π i ) 0 for each i, we may say-without loss of generality-that ∂ R (π 1 ) = 1 and ∂ R (π i ) = 0 for 2 i n. Then, π 1 /x is a nonunit of R (since ∂ R (π 1 /x) = 1), whence it is a nonunit of T . This, however, gives us that π 1 = x(π 1 /x), and we have written π 1 as a product of two nonunits in T , a contradiction. Thus T is not atomic.
For (4), let α ∈ K * , with ∂ R (α) = 0. Since R is a boundary valuation domain, either α or α −1 is an element of R. Thus, either α or α −1 is an element of T , and since T is an HFD, this implies that T is a boundary valuation domain.
For (5), the result holds vacuously if T = K, so we may (by [6, Theorem 3.2] ) assume that T = K, whence T is boundary positive and boundary complete over R. We know, by [6, Proposition 3 .11] that T is atomic. So, let x be any irreducible element of T . We must
where π is an irreducible of R. But then x = xπ/π and we have written x as a product of two nonunits of T , a contradiction. Thus ∂ R (x) = 1, and by [6, Lemma 3.12], T is an HFD, whence T is a BVD by (4). ✷
We now give an example of an HFD that is not a BVD, and whose complete integral closure is a Rank 1 DVR. Before we do this, we will use the following lemma that is part of Lemma 6.6 in [1] .
Lemma 2.7 [1] . Let F ⊆ K be an extension of fields. Let V ⊆ K be a vector space over F with
Proof. It suffices to show that every irreducible element has "least degree" 1-i.e. every irreducible element of R is of the form xg(x) where g(0) ∈ V * . Let f (x) = a 2 x 2 + a 3 x 3 + · · · ∈ R. Since a 2 ∈ K = V 2 , we may write a 2 = αβ for some α, β ∈ V . Thus f (x) = (αx)(βx + a 3 x 2 + · · ·) is not irreducible. ✷ Example 2.8 [1, Example 6.7] . Let y be a root of the polynomial X 4 + X + 1 ∈ F 2 [X], and let {1, y, y 2 , y 3 } be a basis of K = F 16 over F = F 2 . Let V be the vector space over F with basis {1, y, y 2 }. Let R = F + xV + x 2 K❏x❑. It is an easy check to see that V 2 = K. Thus R is an HFD by Lemma 2.7.
Also, it is an easy check to see that the complete integral closure of R is R = K❏x❑, which is a Rank 1 DVR.
However, ∂ R (x/y) = 1 > 0, but if x/y ∈ R, then we must have 1/y ∈ V . But if we write 1/y = α 0 + α 1 y + α 2 y 2 where α i ∈ F , then 1 = α 0 y + α 1 y 2 + α 2 y 3 , violating the linear independence of {1, y, y 2 , y 3 }. Thus x/y / ∈ R, and R is not a BVD.
In [3] , the author asks if T is an atomic overring of an HFD R, then is T boundary complete? Theorem 2.6 allows us to answer this in the affirmative when R is a BVD. Proof. There are two cases.
First, suppose T is boundary positive. If T is not boundary complete, then by Theorem 2.6, T is not atomic, a contradiction.
So, suppose T is not boundary positive. Then, R T ⊆ K. But R is a Rank-1 DVR, by Theorem 2.6. However, the only overring that strictly contains a Rank-1 DVR is its quotient field, whence T = K. ✷
Corollary 2.10. Let R be a noetherian boundary valuation domain. Then every boundary positive overring of R is a BVD.
Proof. Let T be a boundary positive overring of R. Since R is one-dimensional and noetherian, every overring of R must also be noetherian and of dimension at most 1 [5, Theorem 93]. Thus T is atomic, whence T is boundary complete. Hence, T is a BVD by Theorem 2.6. ✷
Corollary 2.11. Let R be a BVD with a boundary positive overring T . Then the following are equivalent: (1) T is boundary complete over R. (2) T is a BVD. (3) T is quasi-local and dim(T ) = 1.

Proof. (1) ⇒ (2). This is merely a restatement of Theorem 2.6(4).
(2) ⇒ (3). Since T is atomic, T must be boundary complete by Theorem 2.6. Thus, by Corollary 2.4, T is quasi-local and one-dimensional.
(3) ⇒ (1). Let M be the unique nonzero prime ideal of T . Consider S = {x ∈ T * | ∂ R (x) = 0}. It is easy to see that S is a multiplicative subset of T . Since T is boundary positive, it is also easy to see that S is saturated. Thus S = T \ M = U(T ), and T is boundary complete. Therefore, by Theorem 2.6, T is a BVD. ✷
Theorem 2.12. The following conditions on a BVD R are equivalent: (1) R is completely integrally closed. (2) There exists a nonzero prime element of R. (3) R is a Dedekind domain. (4) R is a Rank 1 DVR.
Proof. (1) ⇒ (2).
Since R = R is a Rank 1 DVR (which contains a nonzero prime), it follows that R contains a nonzero prime element.
(2) ⇒ (3). Let x ∈ R * be a prime element of R. Let y ∈ R be any irreducible element. Then ∂ R (x) = 1 < 2 = ∂ R (y 2 ) which, since R is a boundary valuation domain, implies that x | y 2 in R. But x is prime, so x | y. Since x and y are both irreducible elements, and one divides the other, we conclude that x and y are associates. Since any associate of a prime element is again prime, we conclude that y is prime. Therefore R is a PID, and hence a Dedekind domain.
(3) ⇒ (4). Suppose R is a Dedekind domain. Since R is one-dimensional and quasilocal, it follows that R is a Rank 1 DVR.
(4) ⇒ (1). This assertion clearly follows. ✷
The boundary map and the group of divisibility
Recall that, given a domain R with quotient field K, then the group of divisibility of R is the abelian group
. This is a partially ordered group under the operation , where aU (R) bU(R) if and only if a | b in R, or equivalently, b/a ∈ R. Also, we denote the positive elements of G(R)
Note that the coset representatives of G + are precisely the nonzero elements of R.
It is easy to prove that the group of divisibility of any Rank-1 DVR is Z under the usual order. For excellent discussions of groups of divisibility, see [4, 7] .
The following theorem essentially says that if R is an HFD, then the boundary map can be extended to the group of divisibility in a very natural way.
Theorem 3.1. Let R be an HFD with quotient field K, and let G = G(R) be the group of divisibility of R. Then the map
∂ R : U(K)/U(R) = G −→ Z
given by ∂ R (αU (R)) = ∂ R (α) is a well-defined homomorphism of abelian groups.
Proof. Let αU (R)
and ∂ R is well-defined.
The fact that ∂ R is a homomorphism on G follows from the fact that ∂ R is a homomorphism on K * and the fact that, in G, we have the operation (αU (R))(βU (R)) = αβU (R). ✷
Proposition 3.2. Let R be an HFD with quotient field K, and group of divisibility G(R). Then αU (R) βU (R) implies that ∂ R (αU (R)) ∂ R (βU (R)).
We will characterize BVD's via their groups of divisibility. Our process requires several steps. 
Proof. Note that in Z ⊕ (U (R )/U (R)), we denote the operation by addition, but within 2-vectors, we write the second coordinate multiplicatively as
uvU (R)).
Recall that R is a Rank-1 DVR. So, let z be the unique prime of R (up to a unit in R ). Any nonunit of R is of the form uz n for n > 0 and u ∈ U(R ). Therefore, any element of K * is of the form uz n for z ∈ Z and u ∈ U(R ).
Consider the map φ : G(R) → Z⊕(U (R )/U (R)) given by φ(uz n U(R)) = (n, uU (R)). It is clear that this is a well defined function.
To show that φ is a homomorphism, simply observe that if
whence φ is a homomorphism.
φ is clearly onto, for given (n, uU (R)) ∈ Z ⊕ (U (R )/U (R)), φ(z n uU (R)) = (n, uU (R)).
If z n uU (R) ∈ Ker(φ), then z n uU (R) → (0, U (R)), implying that n = 0 and u ∈ U(R), whence z n uU (R) = U(R). Therefore Ker(φ) is trivial, and φ is one to one.
The verification of the ordering on G(R) is left to the reader. ✷ Now we work our way to the converse-that is, if R is a domain with quotient field K and complete integral closure R , and if G = G(R) = Z ⊕ (U (R )/U (R)) (with the partial ordering (1)), then R is a BVD.
In G, we will denote the element (n, uU (R)) by (n, u), suppressing the implicit fact that u is a coset representative of a coset of U(R )/U (R). Also, as in the proof of Theorem 3.3, we will denote the addition of two elements of G by addition in the first coordinate and multiplication in the second coordinate.
Before continuing, we recall that an element of R is irreducible if and only if its coset representative is a minimal (strictly) positive element in G. (1, u) implies uv −1 ∈ U(R), whence vu −1 ∈ U(R). Therefore (1, u) (1, v) , and we see that (1, u) = (1, v) . Thus x = y, and (1, u) is minimal positive.
On the other hand, let (n, u) be minimal positive. Then we must have n = 1; otherwise (0, u) < (n − 1, u) < (n, u), violating the minimality of (n, u). Thus (n, u) = (1, u) is of the required form. Now, consider an element of the form (0, u). If we choose a positive element of the form (1, v) , we see that for each n ∈ N,
Thus given the element α of K * corresponding (up to a unit in R) to (0, u), we see that we can find some r ∈ R such that rα n ∈ R for all n 0. Thus α ∈ R , and by the exact same argument, α −1 ∈ R . Thus α ∈ U(R ). Now, choose α ∈ U(R ), and let (n, u) correspond to α in G. Suppose n > 0. Then α −1 ∈ R and α −1 corresponds to (−n, u −1 ) ∈ G. There exists some r ∈ R * such that for any k 0, rα −k ∈ R. Let r correspond to (m, v) . Pick k such that m − kn < 0. Then rα −k ∈ R, but in G, rα −k corresponds to (m − kn, vu −k ) ∈ G + . This is a contradiction. Thus we must have n 0, and a symmetric argument gives us that we must have n 0. Therefore α must correspond to an element of the form (0, u). ✷ Lemma 3.5. Let R be as in Lemma 3.4. Then R is an HFD.
Proof. The idea of the first part of the proof is nearly identical to that of the proof of Proposition 3.11, part (i) of [6] .
Let y be any nonzero nonunit element of R, and let y = (n, u) in G with n > 1. Suppose y cannot be written as a product of irreducibles in R. Then, we may write y = α 1 β 1 with α 1 , β 1 nonunits of R, and (without loss of generality) β 1 cannot be written as a product of irreducibles of R.
Since β 1 cannot be factored into irreducibles, we may likewise write β 1 = α 2 β 2 with α 2 , β 2 ∈ R \ U(R) and (without loss of generality) β 2 cannot be written as a product of irreducibles of R.
Continue this process. At the kth step for k n, we have
This is a contradiction, since n k + k i=1 m i > n. Therefore R is atomic. To see why R is an HFD, let Proof. By Theorem 3.3, the condition on G is necessary. We now show that it is sufficient. By Lemma 3.5, R is an HFD, so let α ∈ K * be such that ∂ R (α) = n > 0. Then, in G, α is of the form (n, u) for some u ∈ U(R ). However, this implies that (0, 1) (n, u) and (n, u) is a positive element of G, which is to say α ∈ R. So, by Theorem 2.3, R is a BVD. ✷
