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Knowledge acquisition technique from the observation data with rough set 
theory. 
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Abstract 
In this studies, I describe about a fundamental general idea of rough set that attracted 
attention as foundations technology to treat the knowledge that can't be distinguished in 
observation data, and possibility of application of rough set in acquisition of experienced 
knowledge in observation data. And, I extract very small decision algorithm in observation 
data of collapse danger degree diagnosis of nature slope, and suggest a method to guide a 
rules using the result. At the same time, observation data include the case that contradic-
tion is contained, and it is necessary to expel these observation data which contradicted 
when take down judgment. So, I show it using real observation data about a method to 
extract these contradiction. 
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1． まえがき
自然斜面の崩壊危険度を判定することは，斜面崩壊から保全対象を保護する対策工を施工す
る優先順位などの決定において重要である．斜面崩壊の危険度の判定については，各省庁や団
体によって判定方法［建設省83,林野庁82,高速道路調査会77］が提案されているが，これら
のいずれの判定方法も適用にあたっては，専門家の経験的知識を必要とし，土木技術者が誰で
も容易に取り扱うことは困難である． また，斜面崩壊の危険度を判定する方法として，その原
因となるすべての要因を明らかにし，その機構を究明することによって予知モデルを作成しよ
うとする考え方がある．現在， これは多変量解析［沖村79］などを使って行われており，この
考え方に従ったいくつかの予知モデルが提案されている． しかし， これらのモデルは現地での
数多くの要因に関する情報が正確に入手できるという仮定のもとに考えられた方法であり，実
際には現地での正確な情報というのは入手できない場合が多い． このため， これらの方法によ
る予知モデルでは予知の信頼性が劣るか，あるいは予知できない現象が生じることになる．
最近では， このような問題を解決するために，エキスパートシステム(ExpertSystem;以
下, ESと略す）が注目を集め，初級の技術者でも専門家と同程度の斜面崩壊の危険度診断を
可能にしようという研究[Okimura93,西92,広兼93]が数多くされてきた.ESの構築は，
対象となる問題に関する知識を獲得する過程力§最も重要であり困難とされている．人工知能の
分野においても知識の獲得は最重要課題とされ，最近では，事例から分類木を作成し知識を整
理する方法など，事例の中に内在する専門知識や経験的知識を獲得し，そこで得られた知識を
利用する方法［斉藤92］が研究され,ESを構築するための一手法として期待されている．
人工知能の基礎的研究として，あいまいな知識，不正確な知識，はっきりしない知識，あら
い知識などを取り扱い，その上での推論，決定，帰納，学習などが考えられている． この中で，
はっきりしない知識を取り扱う基礎技術としては， ファジィ理論がある程度の実績を示してい
るが，あらい知識については，それを取り扱う基礎技術が確立されていないのが現状である．
あらい知識とは，ある斜面を観測し，その結果に基づき危険度を診断するための要因を見直し
た場合，その観測結果からは決定できなかった要因や誤って判断される要因が含まれる可能性
があるということである． また，その観測自体における誤りが各要因の判断に反映される場合
もある．実際の観測においてはこのようなことはよくあることで，矛盾を含んでいる判断から
矛盾を取り除き，現状の観測結果からできるだけ正確な判断が必要とされる．
本研究では，観測結果に含まれるあらい知識を取り扱う基礎技術として注目されてきたラフ
集合[Pawlak91,Pawlak93,中村94a,中村94b,横谷94,谷田94]の基本的な概念につい
てまとめ，観測データに内在する経験的知識の獲得におけるラフ集合の適用可能性について述
べる． また， 自然斜面の崩壊危険度診断という観測データを使って，実際に診断するための極
小決定アルゴリズムを抽出し，その結果を用いて自動的にルールを誘導する方法を提案する．
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同時に，観測データには矛盾が含まれている場合があり， これらの矛盾した観測データは，な
んらかの判断を下す時に排除するか，あるいは修正する必要がある．そこで， これらの矛盾を
抽出する方法についても実際の観測データを用いて具体的に示す．
2． ラフ集合
ラフ集合の概念は， 1982年にポーランドの計算機学者ZdzislawPawlakが最初に導入した
[Pawlak82]もので，一言でいうと類別と近似である．人間が観測によって得られるいくつ
かの情報をもとに判断するとき，それらの情報の主語（対象物）を属性に従って類別する作業
を行っている．対象物がこの類別結果に対して同じものであれば，それらの対象物は識別する
ことができず，同じものとして取り扱い，推論したり決定したりしている．たとえば， 自然斜
面の形状を識別しようとする際， 「斜面の高さ」という属性だけに注目した場合，同じ5mの高
さを持つ斜面は識別できず，すべて同じものとして取り扱われる．同様に7mの高さを持つ斜
面についても同一物として論じられる． この識別不能性がラフ集合理論の最も基本的な概念で
ある． また，一般的に知識はこのようなものを識別することであり，経験をつめばつむほど知
識は洗練されたものになる．すなわち，物事を理解し判断するためには，その物を正確に識別
することが必要となり，容易に判断できる属性の種類を増やしていけば， これまで識別できな
かった問題も識別することができるようになる．たとえば， 「斜面の高さ」という属性に「斜面
の勾配」という属性を追加すれば，斜面の形状もさらに特定されたものとなり，識別できる斜
面の数もかなり増えてくる． このような考え方からラフ集合という概念が現実的な手法として
提案されている．
2 ． 1 ラフ集合の基本概念
ここでは、ラフ集合の定義を斜面の形状に関する具体例を用いて説明する． まず，斜面の集
合を
U={Xi,Xh,Xh,X4,XE,Xb,XT,Xh}
と表わす． これらの斜面を「斜面の高さ｣， 「斜面の勾配｣， 「斜面の長さ」で類別することを考
える．仮に， これらの斜面が観測結果から，表－1に示すような値になっていたと仮定する。
この表は, ｢Xiという斜面は，高さが3mで，勾配が45.で，長さが5mである.」ということを
表している． ここで， ｛斜面の高さ，斜面の勾配，斜面の長さ｝を属性の集合と呼びAで表すこ
とにして，関数
/:U×A→V
を考える．ただし,Vは値の集合とする．たとえば，斜面Lの勾配は30.であり，
／（脇，斜面の勾配)=30｡
と表される． このとき，
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表－1 斜面の形状に関する情報システム
(x,y)ER】台/(",斜面の高さ)=/(y,斜面の高さ）
(",y)ER2e/(",斜面の勾配)=/(y,斜面の勾配）
(x,y)ER3@/(",斜面の長さ)=/(y,斜面の長さ）
と定義すれば,R11R21R3は同値関係であり，
U/R,={{Xi,X3,X7},{ Z,Xl},{Xb,Xb,X@}}
U/R2={{Xi,X3,X5},{ h,Xg},{Xl,X7,Xb}}
U/R3={{Xi,X3,X,Xb,Xb},{Xh 7,Xb}
となる． また， これらは知識ベース
K=(U,{R1,R2,&})
におけるRi－初等カテゴリー(i=1,2,3)であり，これらのRi－初等カテゴリーのある
共通集合が基本カテゴリーになる．たとえば，
{Xi,X3,X7}n{XI,XP,X@}={X7}
{XZ,Xl}n{XZ,Xb}={Xb}
｛必,Xb,Xb}n{XI,XP,X@}={Xh}
は, {R1,R@}－基本カテゴリーであり，それぞれ「高さが3mで勾配が25｡｣，「高さが5mで
勾配が30｡｣，「高さが7mで勾配が25｡｣となる斜面の集合を表わしている．ここで，いくつかの
カテゴリーは，
{XZ,Xl}n{Xi,Xh,Xb}=j
{Xi,X3,"}n{XZ,Xb}=j
などのように共通集合が空集合(妙）となり， この知識ベースでは用いられていないことを示し
ている．すなわち， 「高さが5mで勾配が45｡｣，「高さが3mで勾配が30｡」となる斜面は存在し
ないことを示している． このように知識ベースの基本的な考え方は類別であるということがで
き、カテゴリーは対象を特徴づけるためのものである．対象となる集合Uのある部分集合が，
与えられた知識ベースにおいて定義できないとき， この知識ベースにおける近似の概念が必要
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斜面 斜面の高さ (m)斜面の勾配（。 ） 斜面の長さ (m)
Xi 3 45 5
脇 5 30 10
足 3 45 5
憩 5 25 5
斑 7 45 5
Xb 7 30 5
Xケ 3 25 10
X§ 7 25 10
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となる． この近似概念は，知識をラフ集合で扱う際に重要な役割を果たす考え方である．
RをU上の同値関係の集合とすれば,nRも同値関係となり，このRによる類別の集まりが
知識ベースとなり，
K=(U,R)
で表わされることになる． ここで， もしPER(P≠j）のとき
IND(P)=nP
と表せば, IND(P)も同値関係となり,Pについての識別不能関係ということができる．
また,XEUとして,Rを同値関係とすると,Xが幾つかのカテゴリーの合併集合のとき，
XはR－定義可能集合(R－正確集合）と呼ばれ，それ以外のとき,XはR－定義不可能集合
(R一不正確集合,R－ラフ集合）と呼ばれる．ここで,XがR一正確集合になるようなIND
(K)に属する同値関係尺が存在して，どんなRに対してもR－ラフ集合のときXをKのラフ集
合と呼ぶ．上述の斜面の例でいえば，
X={Xi,Xb,Xh}EU
は
K=(U,{R,,R2,R3})
のラフ集合であるということができる．
2．2 ラフ集合と推論
前節で述べたことをシステムと考え，別の表現方法を使って，
S=(OB,AT,{VAL(a)}EAT,/)
と表わすことにする． これが情報システムあるいは知識システムと呼ばれているものである．
ここで,OBは対象の集合,ATは属性の集合,VAL(a)は各aEATに対する値の集合を
それぞれ表している． また, UVAL(a)[ EAT]をVALで表すと,/はOB×ATから
VALの中への写像となる．
斜面の形状に関する具体例を， この表現方法で記述すると，
OB=U={xi,Xb,x@,xI,xh,Xb,X7,xE}
AT=A={斜面の高さ，斜面の勾配，斜面の長さ｝
VAL(斜面の高さ)={3m,5m,7m}
VAL(斜面の勾配)={25｡,30｡,40｡}
VAL(斜面の長さ)={5m,10m}
となり,OB×ATからVALの中への写像は表-1で示すことができる．
次に， この知識システムにおける推論を考える．上述の例の属性「斜面の高さ」をαとし，
「斜面の勾配」を6とし， 「斜面の長さ」をcとする． さらに, "(i),6(i),c(i)はそれ
ぞれ属性α, 6,cの値がiである対象を表すものとする．そして，これを原子命題と呼び，
この原子命題から論理演算
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司（否定):､pは「，でない」という命題．
v(または):pv9は「pまたは9の少なくとも一方が成り立つ」という命題
八（かつ):p八9は「，と9の両方が成り立つ」という命題
→（ならば):p→9は「，が成り立てば9も成り立つ」という命題
を用いて論理式を定義する．論理式Aに対して,|A|はAを満たす対象の集合を表すものと
する． これらの論理式について斜面の形状に関する例を用いて具体的に示すと，
| "(3)V(6(45)八c(5))|={xi,xS,xb,L}
｜司("(5)A6(30))|={Xi,Xj,Xh,Xb,Xb,XP,Xh}
となる．
一般的に情報システム
K=(U,A,V)
が与えられたとき，情報システムKのP－基本式は，
zzVi八6昭八・……………･…･ハルI/h
で表され,P－特性式は，これらの基本式を6GV"で結んだ式となる．特に,P=Aとなると
き， この式を情報システムKの特性式という． これらの式について斜面の形状に関する例を用
いて具体的に示すと,P一基本式は，
α（3）八6(45)八c(5)
となり，特性式は
"(3)6(45)c(5)V"(5)6(30)c(10)V"(3)6(45)c(5)
V"(5)6(25)c(5)V"(7)6(45)c(5)Va(7)6(30)c(5)
V"(3)6(25)c(10)V"(7)6(25)c(10)
で与えられる．
次に，表－1に示す斜面の形状を表す属性に， 「危険度(α)」という属性が加わり，この属性
が, ",6,cという属性に依存するものと仮定したとき， ‘としてどのような値をとること
ができるかを考える．すなわち, ",6,cという条件をもとにどのような結論が推論できる
かという問題である． ここで，条件となる属性の集合をPとし，結論となる属性の集合をQと
すると，
P={zz,6,c}
Q={d}
となり， このような斜面の危険度に関する情報システムが，表－2に示すような形で表された
と仮定する．
一般に， このような情報システムを考えたとき物， 今をそれぞれP－基本式,Q－基本式と
して，沙→亭をPQ－決定規則と呼び,PQ－決定規則の有限集合をPQ－決定アルゴリズム
と呼ぶ． これらの規則について，斜面の危険度に関する例を用いて具体的に示すと,PQ－決
定規則は，
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表－2 斜面の危険度に関する情報システム
"(3)6(45)c(5)→α(A)
となり， これらの有限集合
"(3)6(45)c(5)→d(A)
"(5)6(30)c(10)→‘(B)
などが,PQ－決定アルゴリズムとなる．情報システムが与えられ，すべてのxEOBに対応
して,PQ－決定規則（並→ど）があるとき，そのPQ－決定アルゴリズムはSにおいて完全
であるといい,PQ－決定規則がないときを不完全であるという．さらに, Sにおけるすべて
のPQ－決定規則が真のとき,そのPQ－決定アルゴリズムはSにおいて無矛盾であるといい，
PQ－決定規則の中にひとつでも偽となるものが含まれているとき，矛盾であるという。表一
2に示した情報システムにおいて，
a(3)6(45)c(5)→α(A)
"(5)6(30)c(10)→‘(B)
a(3)6(45)c(5)→‘(B)
"(5)6(25)c(5)→d(C)
"(7)6(45)c(5)→‘(A)
a(7)6(30)c(5)→α(A)
"(3)6(25)c(10)→d(C)
"(7)6(25)c(10)→‘(B)
はSにおいて完全なPQ－決定アルゴリズムといえるが，
a(3)6(45)c(5)→‘(A)
"(3)6(45)c(5)→‘(B)
という，ふたつのPQ－決定規則を含んでいるため，矛盾している．これらは，同じ条件から
異なる結論を導きだしている点からみても容易に理解することができる．
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斜面 斜面の高さ (m)斜面の勾配（。 ） 斜面の長さ (m)危険度
Xi 3 45 5 A
L 5 30 10 B
X§ 3 45 5 B
通 5 25 5 C
Xb 7 45 5 A
Xも 7 30 5 A
為 3 25 10 C
脇 7 25 10 B
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2 ． 3 情報システム（決定表）
前述した斜面の危険度に関する情報システムは，表－2に示すような形で表現されるため，
決定表と呼ばれている． この決定表は多くの分野において応用されているもので，ある条件が
満たされたとき， どのような決定を下すべきであるかを規定したものである． また， このよう
に決定を下す必要がある問題のほとんどが，決定表による定式化が可能であり， ラフ集合理論
の概念を使った方法は意志決定などの問題に効果的であるということができる． さらに，意志
決定に関する問題は，与えられた決定表から最適な決定アルゴリズムを見つけ出すという共通
の目標を持っているということもできる．
前節の表－2で示した情報システム
S=(U,44 {VAL(a)}EAT,/)
において, C,DにA)をそれぞれ条件属性，決定属性と呼ばれる属性からなるAのふたつ
の部分集合とする． このようにふたつの異なる属性の部分集合をもつ情報システム
S=(U,A)
を決定表と呼び，
T=(U,A,C,D)
と表す． ここで，すべての力EU,aEUUDに対して，
血(")=/(x,") VAL=UVAL(a)["EA]
で定義されるAからVALへの関数伽を付随させると，この関数伽はTにおける決定規と呼
ぶことができる．また，伽が決定規則であるとき，伽のCへの制限を伽Ic,血のりへの制
限を血|Dと書き，これらを血の条件と呼ぶ．
決定規則血がTにおいて無矛盾であるということは,y≠妬なるすべてのyに対して，
"Ic=Ciylc→血ID=cjylD
が成り立つときをいい，上式が成り立たないとき，その決定規則は矛盾しているということが
できる． ここで，決定表における無矛盾性と属性間の従属性との関係を示すふたつの命題（性
質）を示しておく．
命題1 以下は同値である．
1）決定表T=(U,A,C,D)が無矛盾である．
2)C=>Dが成り立つ．
3)POSc(D)=Uが成り立つ．
ここに，
POSc(D)=UIND(C)(X)[XEU/IND(D)]
であり, CがDに対して従属度kである(C=>k･D)とは，
k=IPOSc(D)|/IU|
が成り立つことをいう． この命題は，条件属性と決定属性の間の従属度を計算すれば，決定表
の無矛盾性を調べることができるということを示している．従属度が“1”の場合は，その決
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定表はまったく矛盾していない（無矛盾） ということができ，従属度が“0”の場合は，その
決定表は完全に矛盾しているということができ，それ以外の場合は，その決定表は矛盾してい
るということができる．
命題2
任意の決定表
T=(U,A,C,D)
は，ふたつの決定表
T,=(U1,A,C D),T2=(U2,A,C,D)
へとただひとつに分離できる．
ここに,T]においてC今1．，が成り立ち,T2においてC今0．，が成り立ち，
U,=POSC(D),U2=UBN{IND(C)}(X)[XEU/IND(D)]
である． BN{IND(C)}はR－境界といい,IND(C)という知識を用いて,Xの要素と類別
され得るものから確実なものを取り除いた集合である． この命題は，条件属性と決定属性の間
の従属度が計算され，その値から決定表に矛盾があると判明した場合， この決定表を，従属度
“0，，の完全に矛盾している決定表と，従属度“1”の無矛盾な決定表に分離することができ
るということを示している．
ここで，表－2について考えてみる.tz,6,cは条件属性であり,"は決定属性である．
この決定表においては，
"(3)6(45)c(5)→"(A)
"(3)6(45)c(5)→‘(B)
というふたつの決定規則が矛盾していたので， この決定表を表－3と表－4に示すような決定
表－3 斜面の危険度に関する無矛盾な決定表
表－4 斜面の危険度に関する完全に矛盾している決定表
－51－
斜面 斜面の高さ (m)斜面の勾配（． ） 斜面の長さ (m)危険度
避 5 30 10 B
腿 5 25 5 C
腿 7 45 5 A
Xb 7 30 5 A
脇 3 25 10 C
避 7 25 10 B
斜面 斜面の高さ (m)斜面の勾配（． ） 斜面の長さ (m)危険度
Xi 3 45 5 A
遥 3 45 5 B
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表に分解してみる．すると，表－3は無矛盾であり，表－4は完全に矛盾しているということ
ができる． これは命題2を適用したもので， この命題を使うことにより，矛盾する不完全な決
定表から無矛盾な部分を分離することができる．
次に，決定表に関する重要な問題とされている，決定表の簡約化について説明する．簡約化
するということは，決定表に記述されている決定のために不要な要素を削除していくというこ
とである． ここでは，簡約化の一例として，決定表における条件属性の簡約化について説明す
ることにする．簡約化された決定表においては， より少ない条件に基づいて同一の決定を下す
ことができるという利点がある．
前節で用いた表－2に示す斜面の危険度に関する情報システム（決定表）を例として，決定
表を簡約化する手順を以下に示す．
1）決定属性Q={d}が，条件属性P={",6,c}に従属しているか否かを決定する必
要がある． ここでは，矛盾しているふたつの決定規則があり，表－3と表－4に示すよう
な決定表に分離することができる．あるいは，無矛盾となるように決定表における条件属
性を新たに追加する必要がある．
2）無矛盾な決定表（表－3）について見ていき，条件属性の集合が不要なものを含んでいる
か否かを決定する必要がある． ここでは， これらを判断するために，表－3における「斜
面の高さ」という属性を取り除き，表－5に示すような決定表を作成する．表－5におい
表－5 「斜面の高さ」という属性を取り除いた決定表
て, 6(25)c(10)→"(C)と6(25)c(10)→d(B)のふたつの決定規則は矛盾しているの
で， 「斜面の高さ」という属性は取り除けないことになる．同様に， 「斜面の勾配」という
属性を取り除いてみると，無矛盾の決定表が得られ， 「斜面の長さ」という属性を取り除い
ても，無矛盾の決定表が得られる． さらに， 「斜面の勾配」と「斜面の長さ」というふたつ
の属性を同時に取り除いてみると，矛盾している決定規則が存在していることになり， 「斜
面の勾配」と「斜面の長さ」というふたつの属性のうち， どちらか一方は取り除いても矛
盾が生じないということになる．そこで， 「斜面の長さ」を取り除くことにすると，表－6
に示すような無矛盾な決定表を作ることができる．
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斜面 斜面の勾配（・ ） 斜面の長さ (m)危険度
脇 30 10 B
弧 25 5 C
腿 45 5 A
Xも 30 5 A
賂 25 10 C
X§ 25 10 B
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表－6 「斜面の長さ」という属性を取り除いた決定表
3）最後に,最も簡約化した決定表を得るために，表－6における余計ないくつかの条件属性
値を取り除くことができるか否かを決定する必要がある． ここでは，決定表から各属性値
を取り除き，その値と同じ行の残りの値がその行の決定属性を一意的に決定しているかど
うかを調べていく． まず，表－6における｛脇｝の行について， 「斜面の高さ（α)」に対す
る属性値“5”を取り除いてみると， 「斜面の勾配(6)」の属性値"30''に対する決定属性
として"B''とGGA''のふたつが存在することになり，これらの決定規則に矛盾が生ずる．
また， 6に対する属性値“30”を取り除いたみると，αの属性値“5”に対する決定属性
としてGGB''と"C"のふたつが存在することになり，これらの決定規則にも矛盾が生じ
る． したがって， ｛脇｝の行におけるa（5）と6(30)の属性値は取り除くことができない．
同様に，すべての行の属性値について調べていき， ｛斑｝の行におけるa(7),{X7}の行
における6(25)の属性値は取り除いても決定表に矛盾が生じないという結果を得ることが
できる． このようにして無矛盾な決定表（表－7）を得ることができる．
表－7 極小決定アルゴリズム
以上のような手順で得られた決定表（表－7）は，極小なものとなり，極小決定アルゴリズ
ムと呼ばれている． また，表－7の決定アルゴリズムは
"(5)6(30)→‘(B)
a（5）6(25)→‘(C)
6（45） →α(A)
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斜面 斜面の高さ (m)斜面の勾配（。 ） 危険度
脇 5 30 B
Xl 5 25 C
斑 7 45 A
避 7 30 A
賂 3 25 C
Xも 7 25 B
斜面 斜面の高さ (m)斜面の勾配（。 ） 危険度
脇 5 30 B
腿 5 25 C
脇 ■■■■■■■■ー 45 A
脇 7 30 A
船 3 一一一 C
脇 7 25 B
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α（7）6(30)→α(A)
a（3） →‘(C)
a（7）6(25)→‘(B)
となり， これらは容易にIF～THEN形式のルールで
IF斜面の高さ=5mAND斜面の勾配=30｡THEN
IF斜面の高さ=5mAND斜面の勾配=25｡THEN
IF 斜面の勾配=45｡THEN
IF斜面の高さ=7mAND斜面の勾配=30｡THEN
IF斜面の高さ=3m THEN
IF斜面の高さ=7mAND斜面の勾配=25｡THEN
と記述することができる．
危険度=B
危険度=C
危険度=A
危険度=A
危険度=C
危険度=B
3． 自然斜面の崩壊危険度診断に関する観測データへの適用
極小決定アルゴリズムの抽出手順を説明するため，粘板岩を主体とする自然斜面の崩壊危険
度を診断した観測データを使用する． この観測データは，高速道路調査会の判定方法［高速道
路調査会77］に従い，危険度を診断したものである．表－8は，この判定方法を地質(粘板岩）
や地形などの特性から，すべての斜面について選択される項目が共通となる条件属性などは除
外し, (a)崩壊地の有無,(b)崩壊前兆の有無など12の属性にまとめたものである．条件属性
(a)に対しては,(1)大規模崩壊地がある,(2)崩壊地が多くある,(3)崩壊地が少しある，
(4)崩壊地がないという4つの属性値があり,各条件属性に対して該当する属性値を決定する．
決定した属性値に対応する危険ランク (a,b,c,d)を数量化(7,5 3,1)して，
その合計得点より各斜面の総合的な危険度(A,B,C)を判定する評価点法を使っている．
表－9はある地域の斜面を30の小ブロックに分割し，分割した30の斜面について，条件属性
に対する属性値と危険度をまとめたものである． これらの属性値の決定においては，専門家が
実際に斜面を観測し，すべての属性について該当する属性値を判断したものである．たとえば，
斜面番号1は,条件属性(a)に対して属性値は(2)であり,条件属性(b)に対して属性値は(1)
と判断されたものである． これらの属性値に対応する危険ランクを数量化することにより，評
価点法を使って総合的な危険度はAと診断されている．以下で，表－9に示す自然斜面の崩壊
危険度の観測データをもとに，極小決定アルゴリズムを誘導し, ESの構築で必要となるルー
ルの自動生成を行う方法について説明する．
3 ． 1 決定属性の条件属性に対する従属性
まず最初に，観測データとして取り上げている決定表（表－9）において，決定属性が条件
属性に従属しているか否かを調べる必要がある．個々の斜面の決定規則について見ていき，同
一54－
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じ条件属性の組み合わせに対して，異なった決定属性を持っているものを抽出する． もし， こ
こで同じ条件属性の組み合わせから異なった決定属性を持っている斜面が存在していれば,｢斜
面の崩壊危険度」という決定属性を決定するためには， ここで取り上げた条件属性だけで判断
することができないということを示しているもので，新たな条件属性を追加したり，条件属性
の属性値を修正する必要がある． また，極小決定アルゴリズムを抽出していくためには，当面
このような矛盾を含む決定規則を取り除き，無矛盾となる決定表を作成してから，以降の作業
表－8 自然斜面の崩壊危険度診断の条件属性
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条件属性 属性値 危険ランク
(a)崩壊地の有無 （1）大規模崩壊地がある
(2)崩壊地が多くある
(3)崩壊地が少しある
(4)崩壊地がない
??????
(b)崩壊前兆の有無 (1)段落ち，亀裂，構造物の変位などの前兆がある
(2)上記の前兆がない
???
(c)崖錘など不安定土
塊の存在状況
（1）厚く存在する
(2)薄く存在する
(3)存在しない
??‐?
(d)風化，変質の激し
い岩の有無
(1)風化，変質の激しい岩があり，上部は集水地形
(2)風化，変質の激しい岩があるが，（1）以外の場合
(3)風化，変質の激しい岩がない
???。
(e)破砕帯の有無 (1)破砕帯がある （2）破砕帯がない bツ ．
(f)自然斜面の勾配 （1）オーバハング状 （2）35.以上
（3）25｡～35° （4）25.以下
??
????
(9)ガリーの有無 （1）ある （2）ない b， ．
(h)斜面上沢状窪みの
有無
（1）沢状窪みの出口が道路より上部に位置する
(2)沢状部の表土，風化土かず周辺部より比較的厚い
(3)沢状窪みはあるが，（2）以外の場合
（4）沢状窪みがない
?????．
(i)斜面上部地形 （1）凹型（集水地形） （2）平型
（3）凸型
bツ
．
C
(j)斜面の縦断形 （1）オーバーハング状
(2)斜面途中および上部に平坦地がある
（3）明瞭な遷急点，遷緩点がある
(4）（1）～（3）以外
??，???
(k)湧水の状況 （1）多量の湧水がある
（2）浸出し程度の湧水がある
（3）湧水がない
???
(1)道路による斜面の
切り取り状況
（1）厚い不安定土塊を切り取っている
(2)風化，変質の激しい岩盤を切り取っている
(3)比較的新鮮な岩盤を切り取っている
???
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を進める必要がある．そこで，表－9の観測データを見たところ，矛盾している決定規則は存
在せず，決定属性は条件属性に従属しているということが分かる．
また，表－9の観測データに同一の決定規則が含まれている場合， これらの決定規則につい
自然斜面の崩壊危険度診断に関する観測データ表－9
斜面番号
条件属性
(a)(b)(c)(d)(e)(f)(9)(h)(i)(j)(k)(1)危険度
Xi 2 1 1 2 2 2 2 4 2 2 3 1 A
斑 4 2 1 2 2 2 2 4 2 2 2 1 B
脇 4 2 2 3 2 2 2 4 3 4 3 2 C
殖 4 2 1 2 1 3 2 2 2 3 3 3 B
斑 3 2 1 1 2 2 2 4 1 3 3 1 A
遜 3 1 1 1 2 2 2 4 3 2 1 1 A
Xツ 4 2 2 2 2 2 2 4 2 4 3 3 C
脇 4 2 2 2 2 2 2 4 2 4 3 3 C
脇 3 1 1 2 2 4 2 3 1 4 3 3 B
Xi0 3 1 1 3 2 4 2 3 1 4 3 3 B
Xi1 4 2 1 3 2 4 2 4 2 3 3 3 C
Xi2 4 2 1 3 2 4 2 3 1 3 3 3 B
Xi3 4 2 1 3 2 2 2 4 2 3 1 1 B
Xi4 3 2 2 3 2 2 1 4 1 4 2 3 B
Xi5 4 2 1 3 2 4 1 4 2 4 3 3 C
Xi6 4 2 1 3 2 2 2 4 3 4 1 1 B
Xi7 4 1 1 3 2 4 2 3 1 3 2 3 B
Xi8 3 1 1 2 2 2 1 4 1 3 2 1 A
Xi9 4 2 2 2 2 2 2 4 3 3 3 2 C
XZ0 4 2 1 3 2 3 2 3 1 3 3 3 B
L】 3 1 1 3 2 2 2 4 2 3 3 3 B
XZ2 4 2 2 3 2 2 2 4 3 3 3 3 C
脇3 4 2 2 3 2 3 1 4 1 3 3 3 C
遥4 4 1 1 2 2 4 2 3 1 4 3 1 B
遇5 4 2 2 1 1 2 2 4 1 4 1 1 A
L6 4 2 2 2 2 2 1 3 1 4 1 1 B
脇7 4 1 2 3 2 2 2 4 3 4 3 3 C
Xb8 2 1 1 1 1 2 2 4 2 4 3 1 A
遇9 2 1 1 1 1 2 2 4 2 4 3 1 A
遥o 2 1 1 1 2 2 1 4 3 3 3 2 A
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ては，いづれかひとつの決定規則を評価していけばよい．そこで，賂と避，およびL8と脇9
は，それぞれ同一の決定規則に従っており,Xもと腿9の決定規則については，この表から削除し
て，あらたに表-10の決定表を作成することができる．以下の極小決定アルゴリズムを抽出し
ていく作業は，表-10に示した決定表をもとに行っていくことができる．
同一決定規則を取り除いた決定表表－10
－57－
斜面番号
条件属 』性
(a)(b)(c)(d)(e)(f)(9)(h)( i)(j) (k)(1)危険度
X 2 1 1 2 2 2 2 4 2 2 3 1 A
脇 4 2 1 2 2 2 2 4 2 2 2 1 B
腿 4 2 2 3 2 2 2 4 3 4 3 2 C
私 4 2 1 2 1 3 2 2 2 3 3 3 B
XG 3 2 1 1 2 2 2 4 1 3 3 1 A
Xb 3 1 1 1 2 2 2 4 3 2 1 1 A
為 4 2 2 2 2 2 2 4 2 4 3 3 C
蝿 3 1 1 2 2 4 2 3 1 4 3 3 B
Xio 3 1 1 3 2 4 2 3 1 4 3 3 B
Xi1 4 2 1 3 2 4 2 4 2 3 3 3 C
Xi2 4 2 1 3 2 4 2 3 1 3 3 3 B
Xi3 4 2 1 3 2 2 2 4 2 3 1 1 B
Xi4 3 2 2 3 2 2 1 4 1 4 2 3 B
Xi5 4 2 1 3 2 4 1 4 2 4 3 3 C
Xi6 4 2 1 3 2 2 2 4 3 4 1 1 B
Xi7 4 1 1 3 2 4 2 3 1 3 2 3 B
Xi8 3 1 1 2 2 2 1 4 1 3 2 1 A
Xi9 4 2 2 2 2 2 2 4 3 3 3 2 C
逓。 4 2 1 3 2 3 2 3 1 3 3 3 B
通 1 3 1 1 3 2 2 2 4 2 3 3 3 B
逓2 4 2 2 3 2 2 2 4 3 3 3 3 C
脇3 4 2 2 3 2 3 1 4 1 3 3 3 C
遥4 4 1 1 2 2 4 2 3 1 4 3 1 B
私5 4 2 2 1 1 2 2 4 1 4 1 1 A
脇6 4 2 2 2 2 2 1 3 1 4 1 1 B
逓7 4 1 2 3 2 2 2 4 3 4 3 3 C
脇8 2 1 1 1 1 2 2 4 2 4 3 1 A
X§0 2 1 1 1 2 2 1 4 3 3 3 2 A
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3 ． 2 条件属性の取り消し
次に，表－8に示す条件属性の中から決定属性に関与していないものを見つけだす必要があ
る．そこで，表一10から任意の条件属性を取り除き，各斜面の決定規則に矛盾が含まれていな
いことを確認する．
たとえば，条件属性(h),(i)を取り除き，表-11に示すような新たな決定表を作成して，
表－11条件属性(h),(i)を取り除いた決定表
－58－
斜面番号
条件属 』性
(a)(b)(c)(d)(e)(f)(9)(j)(k)(1)危険度
Xi 2 1 1 2 2 2 2 2 3 1 A
Xb 4 2 1 2 2 2 2 2 2 1 B
脇 4 2 2 3 2 2 2 4 3 2 C
私 4 2 1 2 1 3 2 3 3 3 B
X§ 3 2 1 1 2 2 2 3 3 1 A
避 3 1 1 1 2 2 2 2 1 1 A
為 4 2 2 2 2 2 2 4 3 3 C
遥 3 1 1 2 2 4 2 4 3 3 B
Xi0 3 1 1 3 2 4 2 4 3 3 B
＊Xi』 4 2 1 3 2 4 2 3 3 3 C
＊Xi2 4 2 1 3 2 4 2 3 3 3 B
Xi3 4 2 1 3 2 2 2 3 1 1 B
Xi4 3 2 2 3 2 2 1 4 2 3 B
Xis 4 2 1 3 2 4 1 4 3 3 C
Xi6 4 2 1 3 2 2 2 4 1 1 B
Xi7 4 1 1 3 2 4 2 3 2 3 B
Xi8 3 1 1 2 2 2 1 3 2 1 A
Xi9 4 2 2 2 2 2 2 3 3 2 C
足0 4 2 1 3 2 3 2 3 3 3 B
遥】 3 1 1 3 2 2 2 3 3 3 B
足2 4 2 2 3 2 2 2 3 3 3 C
迅3 4 2 2 3 2 3 1 3 3 3 C
L4 4 1 1 2 2 4 2 4 3 1 B
逓5 4 2 2 1 1 2 2 4 1 1 A
避6 4 2 2 2 2 2 1 4 1 1 B
L7 4 1 2 3 2 2 2 4 3 3 C
L8 2 1 1 1 1 2 2 4 3 1 A
X§0 2 1 1 1 2 2 1 3 3 2 A
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この決定表に矛盾が含まれているか否かについて，すべての斜面に対する決定規則を検討して
いく． ここで，矛盾が含まれていれば，条件属性(h),(i)のいづれかは核をなす属性である
と考えることができる．実際に，表-11においては,Xi!とXizの決定規則に矛盾が生じている．
したがって， この表における決定属性は条件属性(h),(i)のいづれかに従属しているという
ことができる．
このように，条件属性の組み合わせを考えて， これらの条件属性を取り除いた場合の決定属
性の条件属性に対する従属性を調べていく． この組み合わせの数は
12Cl+12C2+12C3+12C4+12C5+12C6+12C7+12C8+12C9+12C10+12C11=4094
で計算でき，すべての組み合わせを考えると4094通りの取り除き方が考えられる．これらすべ
ての組み合わせを条件属性から取り除き，個々の斜面について矛盾が含まれているか否かを検
討する． これらの検討より，条件属性の数が最小となる組み合わせは，
{(a),(c),(h),(k)}
{(a),(c),(h),(l)}
{(a),(d),(h),(k)}
{(a),(d),(h),( 1 )}
{(a),(e),(h),(k)}
{(a),(e),(h),( l )}
{(a),(h),(i),(k)}
{(a),(h),(i),( 1 )}
{(a),(h),(j),(k)}
{(a),(h),(j),(l)}
{(b),(e),(i),(1)}
{(b),(h),(i),( 1 )}
{(d),(f),(i),(k)}
の13通りとなった．したがって，今回使った自然斜面の崩壊危険度診断に関する観測データに
ついては， これらの条件属性の組み合わせで，矛盾なく決定属性が類別できることになる． こ
れれらの条件属性の組み合わせの中から，条件属性の出現頻度の多い組み合わせとして，
{(a),(h),( i),( I )}
の組み合わせを採用することにして， これら以外の条件属性を取り除いた決定表（表-12）を
得ることができる． この表において，決定属性の条件属性に対する従属性をみていくと,Xiと
脇81逓とXi3などが同一の決定規則に従っており，これらの同一の決定規則については，いづ
れかひとつの決定規則を残し，あとは表-12から削除して，表-13に示すような決定表を得る
ことができる．以下の極小決定アルゴリズムを抽出していく作業は，表-13に示した決定表を
もとに行っていくことができる．
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3 ． 3 属性値の取り消し
条件属性の取り消しから得られた決定表（表-13）を使って，すべての条件属性値について
調べていく必要がある． ここでは，属性値をひとつづつ取り除き，決定表に矛盾が含まれてい
るか否かを検討する．ある属性値を取り除き，決定表の中に矛盾が生じた場合は，取り除いた
属性値は極小決定アルゴリズムのために必要な属性値であると判断でき，矛盾が生じなかった
表－12条件属性の取り消し後の決定表
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斜面番号
条件属性
(a)(h)(i)(1)危険度
Xi 2 4 2 1 A
XZ 4 4 2 1 B
X§ 4 4 3 2 C
私 4 2 2 3 B
Xb 3 4 1 1 A
腿 3 4 3 1 A
為 4 4 2 3 C
X§ 3 3 1 3 B
Xi2 4 3 1 3 B
Xi4 3 4 1 3 B
Xi6 4 4 3 1 B
脇】 3 4 2 3 B
Xb2 4 4 3 3 C
避3 4 4 1 3 C
通4 4 3 1 1 B
脇5 4 4 1 1 A
足0 2 4 3 2 A
斜面番号
条件属性
(a)(h)(i)(1)危険度
Xi 2 4 2 1 A
通 4 4 2 1 B
鬼 4 4 3 2 C
Xh 4 2 2 3 B
遥 3 4 1 1 A
Xも 3 4 3 1 A
賂 4 4 2 3 C
X§ 3 3 1 3 B
Xio 3 3 1 3 B
Xi1 4 4 2 3 C
Xi2 4 3 1 3 B
Xi3 4 4 2 1 B
Xi4 3 4 1 3 B
Xi5 4 4 2 3 C
Xi6 4 4 3 1 B
Xi7 4 3 1 3 B
Xi8 3 4 1 1 A
Xi9 4 4 3 2 C
脇0 4 3 1 3 B
Xb] 3 4 2 3 B
乃2 4 4 3 3 C
逓3 4 4 1 3 C
腿4 4 3 1 1 B
避5 4 4 1 1 A
逓6 4 3 1 1 B
足7 4 4 3 3 C
足8 2 4 2 1 A
X30 2 4 3 2 A
ラフ集合を用いた観測データからの知識獲得手法について（広兼）
その属性値は極小決定アルゴリズムのために不必要な属性値であると判断することが場合は，
できる．
表－14
たとえば,表-13におけるXi斜面の条件属性(a)に対する属性値を取り除くと，表-14に示
すような決定表が得られる．個々の斜面に対する決定規則を見ていくと,Xiの条件属性(h),
( i),(l)に対する属性値は，それぞれ4,2,1であり,これに対して決定属性である危険
度はAと診断されている． しかし，遥の条件属性(h),( i),(l)に対する属性値は，それぞ
れXiと同じ値(4,2,1)であるにもかかわらず，決定属性である危険度はBと診断されて
いる．したがって,Xi斜面の条件属性(a)に対する属性値は取り除くことができず，極小決定
アルゴリズムのために必要な属性値であると判断することができる．
以上のように,属性値を取り除き矛盾の有無を検討することで，最終的に表-15に示すよう
な極小決定アルゴリズムが得られる．
ここで得られた極小決定アルゴリズムをルールで記述することにより，観測データの中に含
まれている経験的知識を獲得することができ，ルール型ESの構築のために必要となるルール
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斜面番号
条件属 』性
(a)(h)(i)(1)危険度
Xi ■■■■■■■ 4 2 1 A
逓 4 4 2 1 B
遥 4 4 3 2 C
私 4 2 2 3 B
腿 3 4 1 1 A
X6 3 4 3 1 A
賂 4 4 2 3 C
遥 3 3 1 3 B
Xi2 4 3 1 3 B
Xi4 3 4 1 3 B
Xi6 ． 4 4 3 1 B
足！ 3 4 2 3 B
脇2 4 4 3 3 C
脇3 4 4 1 3 C
脇4 4 3 1 1 B
脇5 4 4 1 1 A
X§0 2 4 3 2 A
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極小決定アルゴリズム
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表－15
が自動的に誘導されたことになる．
4．あとがき
いくつかの条件属性からある決定属性を判断する問題は， ここで説明してきた地盤工学以外
の分野でも数多く存在し，本研究で述べた方法は， これらの問題に対しても適用することがで
きる．
属性値の取り除きは，今回は最初からひとつひとつの属性値を見ていき，見ていった順番で
矛盾の有無を検討しているが，属性値についても組み合わせとしての取り除きかたを検討すべ
きであり，今後の課題としたい． このような組み合わせの問題は，事例力§増えれば増えるほど
検討に時間がかかるので， ここでは，事例数を限定し，最も単純な検討方法を使い，ラフ集合
の有用性について検討した．
条件属性を取り除いたときに生じる矛盾の有無について調べることで，その条件属性が決定
属性を決定するために必要であるか否かを判断している． これらの作業より核となる条件属性
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斜面番号
条件属 』性
(a)(h)(i)(1)危険度
Xi 2 － 一 － A
脇 4 － 2 1 B
X§ 4 一 一 2 C
通 － 2 一 一 B
X§ － 4 1 1 A
Xも 3 － － 1 A
為 4 4 ■■■■■■■ 3 C
Xb ﾛ■■■■■■ 3 － － B
Xi2 ■■■■■■■ 3 － － B
Xi4 3 ■■■■■■■ ■■■■■■■ 3 B
Xi6 4 ■■■■■■■ 3 1 B
避』 q■■■■■■ 4 2 3 B
L2 1■■■■■■ ■■■■■■■ 3 3 C
Xh3 4 4 － 3 C
鴎4 － 3 _ _ B
遥5 － 4 1 1 A
X30 2 _ － _ A
ラフ集合を用いた観測データからの知識獲得手法について（広兼）
は決定できるが，それらの条件属性に対する重みについては決定することができない．今後，
これらの条件属性に対する重み付けも考慮できるような手法を確立していく必要がある．たと
えば，組み合わせで考えた時，ある条件属性が必要であると判断された回数から重みを決定す
る方法，あるいはS－P表を使って注意係数を求め，その注意係数の値から重みを決定する方
法［広兼93］などが考えられる．
さらに，事例が増えた場合，この決定表は更新されるべきであり，今後の追跡調査を含めて，
事例の収集を行っていく必要がある． また同時に， ここで得られた極小決定アルゴリズムの妥
当性について評価するために,得られたアルゴリズムをもとにルールを記述しESを構築する．
構築したESを用いて，地質などが同じ条件を保有している斜面について危険度を診断し，そ
の結果について評価を重ねていく必要がある．
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