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In this paper, we consider discrete time random walks on the pseudofractal scale-free web (PSFW)
and we study analytically the related first passage properties. First, we classify the nodes of the
PSFW into different levels and propose a method to derive the generation function of the first
passage probability from an arbitrary starting node to the absorbing domain, which is located at
one or more nodes of low-level (i.e., nodes with large degree). Then, we calculate exactly the first
passage probability, the survival probability, the mean and the variance of first passage time by
using the generating functions as a tool. Finally, for some illustrative examples corresponding to
given choices of starting node and absorbing domain, we derive exact and explicit results for such
first passage properties. The method we propose can as well address the cases where the absorbing
domain is located at one or more nodes of high-level on the PSFW, and it can also be used to
calculate the first passage properties on other networks with self-similar structure, such as (u, v)
flowers and recursive scale-free trees.
PACS numbers: 05.45.Df, 05.40.Fb, 05.60.Cd
We consider a recursively-grown complex net-
work, able to model scale-free networks with
small-world effect. This kind of topology is known
to be widespread in biological, social as well as
technological systems, and it is often hard to deal
with analytically.
As for the network under investigation (and dy-
namical processes embedded in it), due to its self-
similarity, it is feasible for exact analytical inves-
tigations. In particular, we consider the random
walk process and we focus on the probability for
the walker to first reach a given absorbing domain
at a given time. Such a first passage problem un-
derlies many stochastic processes where the event
is triggered by a proper variable reaching a spec-
ified value for the first time.
Most works dealing with random walks and first
passage properties just focus on the mean first
passage time, which, being just the first moment
of the probability distribution, is not a sufficient
measure to fully characterize the first passage dy-
namics of a system.
Here, we propose a method to derive the exact
generation function of the first passage probabil-
ity from an arbitrary starting node to the absorb-
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ing domain, and we calculate explicitly the first
passage probability, the survival probability, the
mean and the variance of the first passage time
by using the generating functions as a tool.
The method we propose can address even more
general topologies still exhibiting a self-similar
structure.
I. INTRODUCTION
Random walks on complex media have been exten-
sively studied in the past several years [1–6]. How long
does it take a random walker to reach a given absorb-
ing domain (or a trap)? This time is known in the ran-
dom walk literature as first passage time (FPT) or trap
time [7, 8]. Its importance lies in the fact that first pas-
sage underlies many stochastic processes in which the
event, such as a dinner date, a chemical reaction, the fir-
ing of a neuron, or the triggering of a stock option, relies
on a variable reaching a specified value for the first time.
Therefore FPTs have generated a considerable amount
of work over the last decade [9–13]. A first step con-
sists in the analysis of the mean of this random vari-
able, the mean first-passage time (MFPT). Noting that
the MFPTs are deeply affected by the structural proper-
ties of the complex systems [3, 4], lots of endeavors have
been devoted to derive the exact result of the MFPT to
some special nodes and the MFPT averaged over all the
starting nodes (also called mean trap time) on different
2networks, such as Sierpinski gaskets [14, 15], Apollonian
network [16], Koch networks [17], deterministic recur-
sive trees [18–27] and some deterministic scale-free net-
works [28, 29]. There are also some efforts devoted to
exactly calculate the MFPT between any pair of nodes
and the MFPT averaged over all the starting nodes or
target nodes on some special trees [30, 31].
However, the MFPT, being just the first moment of
the probability distribution of the FPT, is not a suffi-
cient measure to fully characterize the first passage dy-
namics of a system. One should further analyze the first
passage probability (FPP), i.e., the probability that the
random walker first reaches the absorbing domain at time
n (0 < n <∞). In general, the FPP is deeply affected by
the topology of the underlying structure, by the location
of the starting site, and by the location of the absorbing
domain. Recently, Ref. [32] has presented a method to
calculate the asymptotic form of the FPP between any
pair of nodes in confined media. The method can be
applied to various models of disordered media, such as
fractal networks and percolation clusters. However, when
focusing on finite graphs and finite times, the exact cal-
culation of the FPP is still difficult. Up to now, explicit
results for the FPP have been obtained in 1 dimension,
effectively 1 dimension geometries and some tree or comb
structures, such as Cayley trees, hierarchical trees and hi-
erarchical combs. [7]. But for structures with more com-
plicated typology, to the best of our knowledge, explicit
results for the FPP are far more elusive [33].
The pseudofractal scale-free web (PSFW) considered
here is a deterministically growing network which was in-
troduced to model scale-free networks with small-world
effect [34]. Due to its self-similarity, the PSFW is feasi-
ble for exact analytical and precise numerical investiga-
tions and, in fact, in the past several years, much effort
has been devoted to the study of its properties, such as
degree distribution, degree correlation, clustering coef-
ficient [34, 35], diameter [35], average path length [36],
and the number of spanning trees [37]. As for random
walks on the PSFW, the MFPTs from any starting node
to the hub nodes (i.e., nodes which have maximum de-
gree) and the mean trap time to a given hub node (i.e.,
the MFPT to the hub node averaged over all the starting
nodes) were obtained in Ref. [39]. However, the FPP is
still unresolved.
In this paper, we study discrete time random walks
on the PSFW, aiming at deriving the rigorous solutions
of the first passage properties, such as the first passage
probability (FPP), the survival probability and the mean
first passage time (MFPT). First, we classify the nodes
of the PSFW into different “levels” (briefly, a lower level
corresponds to a larger degree, vide infra) and propose
a method to derive the generating function of the FPP
from an arbitrary starting node to a given absorbing do-
main. Then, exploiting the generating function tool, we
can obtain the FPP, the survival probability, the mean
and the variance of the first passage time.
In particular, we focus on some illustrative examples,
t=0
t=1
t=2
FIG. 1. The construction of the PSFW with generation t =
0, 1, 2. At any iteration, each link is replaced by a triangle,
in such a way that, for each link, a new node and two new
links are introduced. As a consequence, at any iteration, the
degree of the existing nodes is doubled.
corresponding to the case that the absorbing domain is
located at nodes of low levels. Remarkably, in all these
cases, we evidenced that the variance of the first passage
time scales quadratically with the mean itself, similarly
to what happens in finite-degree self-similar graphs (see
e.g., [40]).
This article is organized as follows. Section II presents
the network model of the PSFW and some preliminary
material on generation function. Section III introduces
a convenient labelling of nodes, which shall be useful in
the following calculations. Section IV proposes the gen-
eral method to calculate the first passage properties from
an arbitrary node to the absorbing domain. Section V
presents the exact and explicit results for the first passage
properties in the case the absorbing domain is located at
a main hub. Section VI presents the exact and explicit
results of the first passage properties in the case there
are two absorbing nodes located at two given highly-
connected nodes. Finally, Section VII contains conclu-
sions and discussions. Technical and lengthy calculations
are collected in the Appendices.
II. PRELIMINARIES
A. The pseudofractal scale-free web
The PSFW we studied is a deterministically growing
network constructed iteratively [34]. Let G(t) denote
the PSFW of generation t (t ≥ 0). For t = 0, G(0) is
a triangle. For t ≥ 1, G(t) is obtained from G(t − 1):
for any edge of G(t − 1), a new node is added, which is
attached to both the end nodes of the edge. Fig. 1 shows
the construction of the PSFW of generation t = 0, 1, 2.
By construction, it is easy to see that the total number
of nodes Vt for G(t) grows exponentially with the number
of iterations, being Vt = (3
t+1 + 3)/2.
The network also has an equivalent construction
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FIG. 2. Alternative construction of the PSFW which high-
lights self-similarity: the network of generation t, denoted by
G(t), is composed of three copies of G(t − 1) labeled as Γ1,
Γ2, Γ3. Each copy displays three main hubs (say A,B,D in
Γ1), which are topologically equivalent due to the intrinsic
symmetry of the model. Of these main hubs, two are selected
(say A and B in Γ1) and connected pairwise with the other
selected hubs in the other copies. The resulting structure dis-
plays A,B,C as main hubs, while nodes labeled by D, E, F ,
are the second most connected nodes.
method which highlights its self-similarity [37, 38] 1. Re-
ferring to Fig. 2, in order to obtain G(t), one can make
three copies of G(t− 1) and join them at their hubs (i.e.,
nodes with highest degree) denoted by A,B,C.
A large class of scale-free networks, built recursively in
this way and denoted (u, v) − flowers, was introduced
in [43]; the case analysed here corresponds to the (1, 2)−
flower.
As anticipated, the PSFW is a scale-free network with
small-world effect [34, 36]. More precisely, the diame-
ter of the graph increases logarithmically with its size
Vt and, for large networks, the number m(k, t) of nodes
with degree k decreases as a power of k [34]. Actually, the
degree spectrum of this graph is discrete, but one can by-
pass the discreteness of m(k, t) by using the cumulative
distribution, hence deriving that the exponent gamma
characterizing the degree distribution (hence recovering
the expression for the continuous case P (k) ∼ k−γ) is
γ = 1 + log 3/ log 2 ≈ 2.585. Remarkably, values of
γ ∈ (2, 3) are often evidenced in real growing scale-free
networks [34].
We finally notice that the graph exhibits a high clus-
tering coefficient and that it contains numerous loops and
hence it is very far from tree-like.
B. The probability generating function
Let ξ be a discrete random variable which takes only
non-negative integer values, and whose probability distri-
1 Actually, the PSFW is self-similar in a weak sense: it contains
subgraphs that resemble the whole, but lacks the affine transfor-
mation of scale associated with self-similarity in fractals. In fact,
its dimension is infinite and this is why the name pseudofractal.
bution is pk (k = 0, 1, 2, · · · ), meaning that the variable
ξ assumes value k with probability pk. The probability
generating function of ξ is defined as
φξ(z) =
+∞∑
k=0
zkpk. (1)
The probability generating function of ξ is determined
by the probability distribution and, in turn, it uniquely
determines the probability distribution. If ξ1 and ξ2 are
two random variables with the same probability generat-
ing function, then they have the same probability distri-
bution. Given the probability generating function φξ(z)
of the random variable ξ, we can obtain the probability
distribution pk (k = 0, 1, 2, · · · ) as the coefficient of zk in
the Taylor’s series expansion of φξ(z) about z = 0. This
can be restated as pk = (∂
kφξ(z)/∂z
k)z=0/k!.
Also, the n-th moment 〈ξn〉 ≡∑+∞k=0 knpk, can be writ-
ten in terms of combinations of derivatives (up to the n-th
order) of φξ(z) calculated in z = 1. In particular,
〈ξ〉 = ∂φξ(z)
∂z
∣∣∣
z=1
, (2)
〈ξ2〉 = ∂
2φξ(z)
∂z2
∣∣∣
z=1
+
∂φξ(z)
∂z
∣∣∣
z=1
. (3)
Finally, we list some properties of the probability gen-
erating function [41], which shall be useful in the follow-
ing:
• Let ξ1 and ξ2 be two independent random variables
with probability generating functions φξ1(z) and
φξ2 (z), respectively. Then, the generating function
of the distribution of ξ1 + ξ2 reads as
φξ1+ξ2(z) = φξ1(z)φξ2(z). (4)
• Let N , ξ1, ξ2, · · · be independent random variables.
If ξi (i = 1, 2, · · · ) are identically distributed, each
with probability generating function φξ(z), and, be-
ing φN (z) the probability generating function of N ,
the random variable defined as
SN = ξ1 + ξ2 + · · ·+ ξN (5)
has probability generating function
φSN (z) = φN (φξ(z)). (6)
III. LABELLING FOR THE SUBUNITS AND
THE NODES OF THE PSFW
As shown in Fig. 2, the PSFW G(t) is composed of 3
subunits which are copies of G(t − 1), and G(t − 1) is
in turn also composed of 3 subunits which are copies of
G(t−2). For convenience, we classify these subunits into
different levels and let Λk denote any subunits of level
k (k ≥ 0). More precisely, G(t) is said to be subunit
4of level 0, i.e. Λ0, then, recursively, for any k ≥ 0, the
three subunits of Λk are said to be subunits of level k+1.
Thus, Λ0 is G(t) itself, Λ1 is a copy of G(t − 1), and Λk
(k ≥ 0) is a copy of G(t− k).
Similarly, we classify also the nodes of G(t) into differ-
ent levels. For any k (k ≥ 0), the hubs of any subunit
Λk are said to belong to level k and nodes belonging to
level k also belong to any level n ≥ k; of course, as k gets
larger, the hubs in Λk display a smaller and smaller de-
gree and, for k = t, “hubs” only display two neighbours.
Thus, nodes of level 0 are just the three hubs of G(t),
and any node of G(t) belongs to level t.
From another perspective, namely following the build-
ing procedure described in Fig. 1, the nodes present at
iteration t = 0 belongs to level 0; at the next iteration,
the newly added nodes belong to level 1, and so on. In
this way, nodes present at the k-th iteration are said to
be of level k. As a consequence, nodes belonging to low
levels exhibit a high degree.
Now, starting from G(t), for any k ≥ 0, 3k subunits
Λk are present. In order to distinguish similar subunits,
analogously to the method of Ref [42], we label the sub-
unit Λk (1 ≤ k ≤ t) by a sequence {i1, i2, ..., ik}, where
ij ∈ {1, 2, 3}, (1 ≤ j ≤ k) labels its location in its parent
subunit Λj−1. FIG. 3 shows the construction of Λk−1
and the relation between the value of ik and the location
of subunit Λk in its parent subunit Λk−1: all subunit Λk
are represented by a triangle, the one represented by solid
red triangle are the subunit Λk corresponding to value of
ik = 1, 2, 3.
For convenience, we label the three hubs of subunit Λk
as Ak, Bk, Ck and build the mapping between hubs of
Λk−1 and those of Λk as shown in Fig. 3. While Fig. 4
shows the detailed construction of the PSFW with gen-
eration 3 and gives some examples to illustrate the labels
of the subunits and their hubs.
IV. THE GENERAL METHOD
In this section we derive an exact expression for the
generating function of the first passage probability, by fo-
cusing on several cases, corresponding to different choices
of the starting node and of the absorbing domain. In par-
ticular, the absorbing domain, referred to as D, is taken
to be a subset of the set Ω including all the nodes of
level 1 (i.e. nodes with the largest and the second largest
degree). In this section the treatment is kept as general
as possible, while in the next section we will fix the spe-
cific absorbing nodes and we will derive the explicit ex-
pression of the related first passage probability, survival
probability, mean and variance of the first passage time.
We stress that these choices are just meant to provide
illustrative examples, while the method proposed can be
applied in full generality.
Ak−1 Bk−1
Ck−1
Ak
Ck
Bk
ik = 2
Ak Ck Bk
ik = 1
Ck
Ak
Bk
ik = 3
FIG. 3. The relation between the value of ik and the loca-
tion of subunit Λk in Λk−1. Subunit represented by solid red
triangle is the subunit Λk corresponding to value of ik below.
The hubs labeled as Ak−1 and Bk−1 in Λk−1 are also the hubs
of Λk labeled as Ak and Bk while ik = 1; the hubs labeled
as Ak−1 and Ck−1 in Λk−1 are also the hubs of Λk labeled as
Ak and Bk while ik = 2; the hubs labeled as Bk−1 and Ck−1
in Λk−1 are also the hubs of Λk labeled as Ak and Bk while
ik = 3.
A2 B2
A2
C2
C2
B3
C3
A3
FIG. 4. The detailed construction of the PSFW with genera-
tion 3. In the PSFW, the structure represented by the dashed
blue triangle is a subunit of level 3 with label {2, 2, 3}, its three
nodes are labeled by A3, B3, C3; the structure represented by
the dashed red geometry is a subunit of level 2 with label
{1, 1}; the structure represented by the dashed green geome-
try is a subunit of level 2 with label {3, 1}. The hubs of the
two subunits of level 2 are labeled by A2, B2, C2.
5A. First passage from a node of level 0 to any
other nodes of level 0
In this special case the starting node and the absorbing
nodes are all main hubs of the PSFW (namely A,B,C
in Fig. 2) and it constitutes a reference framework useful
for more general cases considered in the following sub-
sections.
In order to calculate the probability generating func-
tion from one hub to any of the other two hubs, we as-
sume that D = {A,B} and the starting node is C. Of
course, this choice is completely general due to the sym-
metry of the underlying structure.
Now, let ξ(t) denote the first passage time from hub C
to D and let Q(t, n) denote the FPP (i.e., the probability
that ξ(t) = n). Then, the generating function for the
probability distribution of ξ(t) is:
θ(t, z) =
+∞∑
n=0
znQ(t, n), (7)
where t represents the generation of the PSFW.
As anticipated, we denote with Ω the set of nodes
{A,B,C,D,E, F}, namely all and only those nodes of
level 1. For any path pi from C to the absorbing domain,
we call vj the node in G(t) reached at time j, in such a
way that pi = (v0 = C, v1, · · · , vξ(t) = A (or B)). Also,
we introduce the observable τi = τi(pi), representing the
time taken to reach for the i-th time any node in Ω along
the path pi. This time can be defined recursively as fol-
lows:
τ0(pi) = 0, (8)
τi(pi) = min{k : k > τi−1, vτi ∈ Ω, vτi 6= vτi−1}, (9)
Then, we call N = min{i : vτi = A (or B)}. Otherwise
stated, N − 1 represents the number of times that the
random walker has visited any node in Ω\{A,B}, before
reaching A or B for the first time. Considering only the
set Ω, the path pi can be restated into a “simplified path”
defined as
σ(pi) = (vτ0 , vτ1 , · · · , vτN ). (10)
The path σ(pi) includes only nodes of level 1 and the
time interval between two steps is stochastic (while the
time interval between two steps in the path pi is trivially
one). Thus, σ(pi) is just a path (from C to absorbing
hubs) on the PSFW of generation 1, and N is the first-
passage time from hub C to any of the other two hubs
on the PSFW of generation 1. Therefore, the probability
generating function of N is θ(1, z).
Now, let us denote with ηi (i = 1, 2, · · · , N) the time
taken to move from vτi−1 to vτi , namely ηi = τi − τi−1,
which, as highlighted above, is stochastic. In general,
N , η1, η2, · · · are independent random variables and the
first-passage time from hub C to the absorbing hubs on
G(t) satisfies
ξ(t) = τN − τ0 = η1 + η2 + · · ·+ ηN . (11)
Note that nodes A,B,C,D,E, F are hubs of Γ1, Γ2, Γ3,
which are copies of the PSFW of generation t− 1. Then
ηi (i = 1, 2, · · · , N) are identically distributed random
variables, each of them is the first-passage time from hub
C to any of the other two hubs on the PSFW of genera-
tion t−1. Therefore, the probability generating function
of ηi (i = 1, 2, · · · , N) are θ(t− 1, z).
Thus, we can obtain from Eqs. (5), (6) and (11) that
the probability generating function of ξ(t) satisfies
θ(t, z) = θ(1, θ(t− 1, z)). (12)
As for θ(1, z), we can calculate it through the transition
probability matrix for random walks on the PSFW with
generation 1. As derived in Appendix A (see Eq. A4),
θ(1, z) = z/(2− z), therefore,
θ(t, z) =
z
2t − z(2t − 1) . (13)
By expanding θ(t, z) we find
Q(t, n) = (2t − 1)
(
1− 1
2t
)n
. (14)
We can also obtain that the derivative of θ(t, z) is
∂
∂z
θ(t, z) =
2t
[z(2t − 1)− 2t]2 . (15)
By posing z = 1 in Eq. (15), we obtain the first moment
of FPT, i.e.,
〈TC→{A,B}〉 = 〈ξ(t)〉 =
∂
∂z
θ(t, z)
∣∣∣∣
z=1
= 2t, (16)
where we denoted with 〈TC→{A,B}〉 the mean first pas-
sage time from C to any node of the absorbing domain
D = {A,B}. Similarly, the second moment reads as
〈T 2C→{A,B}〉 =
∂2
∂z2
θ(t, z)
∣∣∣∣
z=1
+
∂
∂z
θ(t, z)
∣∣∣∣
z=1
= 2t(2t+1 − 1).
One can see that the FPT TC→{A,B} scales quadratically
with its mean value, suggesting that the MFPT provides
a good estimate only for the expected characteristic order
of the first passage time.
B. First passage from a node of level 0 to the
absorbing domain
In this subsection we generalize the results of Sec. IVA
by letting the absorbing domainD generic, but still made
by a subset of Ω = {A,B,C,D,E, F}, namely nodes of
level 1, as shown in Fig. 2. In the next sections we will
treat in detail the cases D = {A} and D = {D,E}.
Let ζx(t) denote the first passage time from node x to
the absorbing domain and let Px(t, n) denote the FPP
6that a random walker, starting at node x, first reaches
the absorbing domain at time n (i.e., the probability that
ζx(t) = n). Then, the corresponding probability gener-
ating function is defined by:
φx(t, z) =
+∞∑
n=0
znPx(t, n). (17)
For node x of level 0, if x is an absorbing node, it is
straightforward to see that φx(t, z) = 1. Thus, we only
calculate φx(t, z) for x being a non-absorbing hub. With-
out loss of generality, we assume that the hub C is non-
absorbing node, we obtain
φC(t, z) = φC(1, θ(t− 1, z)). (18)
The detail derivation of Eqs (18) is presented in Ap-
pendix B and θ(t− 1, z) can be calculated from Eq. (13).
As for φC(1, z), we can calculate it through the transi-
tion probability matrix for random walks on the PSFW
with generation 1. The detail method are presented in
Appendix A (see Eqs. A5-A8), for different choices of the
absorbing set.
Calculating the first and second order derivative with
respect to z on both sides of Eq. (18) and letting z = 1,
we obtain
〈TC→D〉 = 2t−1 × ∂
∂x
φC(1, x)
∣∣∣∣
x=1
. (19)
and
〈T 2C→D〉 = 2t
[
∂2
∂x2
φC(1, x) + 2(2
t − 1) ∂
∂x
φC(1, x)
]
x=1
,
(20)
where 〈Tx→D〉 and 〈T 2x→D〉 denote the first and second
moments of the FPT from node x to the absorbing do-
main D.
C. First passage from an arbitrary node to the
absorbing domain
In this subsection we generalise the result of Sec. IVB,
by letting the starting node be arbitrary. The absorb-
ing domain is still meant to be made up of the nodes
in D ⊆ Ω = {A,B,C,D,E, F} belonging to level 1.
We therefore aim to calculate the probability generating
function φx(t, z) which was defined in Eq. 17.
For any subunit Λk (k ≥ 0), its three hubs are labeled
by Ak, Bk and Ck. As derived in Appendix C,
φCk(t, z) =
1
2
θ(t− k, z)[φAk(t, z) + φBk(t, z)]. (21)
Note that we have calculated φA(t, z), φB(t, z) and
φC(t, z) in Sec. IVB, that is to say that φA1(t, z) and
φB1(t, z) are obtained for any i1 = 1, 2, 3. Posing k = 1 in
Eq. (21), we gain φC1(t, z) which also shows that φA2(t, z)
and φB2(t, z) are obtained for any i2 = 1, 2, 3. Using
Eq. (21) recursively, we can calculate the Green function
φx(t, z) for any node x of the PSFW.
We also find that the first and second moments satisfy
the following recursive formulas:
〈TCk→D〉 =
1
2
[〈TAk→D〉+ 〈TBk→D〉] + 2t−k (22)
and
〈T 2Ck→D〉 =
1
2
[〈T 2Ak→D〉+ 〈T 2Bk→D〉] + 22(t−k)+1
+ 2t−k[〈TAk→D〉+ 〈TBk→D〉]− 2t−k. (23)
The detail derivation of Eqs (22) and (23) are presented
in Appendix C.
If we can calculate 〈Tx→D〉 for nodes of level 0, that is
to say that 〈TA1→D〉 and 〈TB1→D〉 are obtained for any
i1 = 1, 2, 3. Let k = 1 in Eq. (22), we gain 〈TC1→D〉
which also shows that 〈TA2→D〉 and 〈TB2→D〉 are ob-
tained for any i2 = 1, 2, 3. Using Eq. (22) recursively, we
can calculate 〈Tx→D〉 for any node x of the PSFW.
Similarity, if we can calculate 〈Tx→D〉 and 〈T 2x→D〉 for
nodes of level 0, using Eq. (23) recursively, we can calcu-
late 〈T 2x→D〉 for any node x of the PSFW.
V. FIRST PASSAGE PROPERTIES IN THE
PRESENCE OF A SINGLE ABSORBING HUB
In this section, we analyse the case of diffusion in a
PSFW where one of its main hub, say A (see Fig. 2) is
absorbing. We consider in detail two different cases: the
random walker starts from another main hub (i.e., either
B or C) and the random walker starts from an arbitrary
node of level k > 0. For both cases we calculate explicitly
the first-passage probability, the survival probability and
the MFPT averaged over starting nodes of level k (0 <
k ≤ t) 2.
A. First passage properties for a random walker
starting from a node of level 0
Let us assume that the node A is absorbing and let us
fix as starting node C. We therefore need to calculate
PC(t, n) (of course, by symmetry, PB(t, n) = PC(t, n)).
To this aim, let us recall the result found in Sec. IVB
for the generating function φC(t, z) in the presence of
a generic boundary set D ⊆ Ω, that is φC(t, z) =
φC(1, θ(t−1, z)) (see Eq. 18). Here, D = {A}, for which,
as derived in Appendix A, φC(1, z) = z(4− 3z).
Therefore, by merging Eq. 13 and Eq. 18, we get
φC(t, z) =
z
2t+1 − z(2t+1 − 1) . (24)
2 When k = 0 the starting nodes are two and topologically equiv-
alent, therefore the average over starting nodes simply returns
the mean time obtained for any of the two starting nodes.
7Now, the first passage probability PC(t, n) can be ob-
tained by expanding φC(t, z) into a power series of z,
as
φC(t, z) =
+∞∑
n=1
zn
1
2t+1
[
2t+1 − 1
2t+1
]n−1
. (25)
Therefore, the FPP from hub C to the absorbing hub A
at time n (n ≥ 1) is just the coefficient of zn, i.e.,
PC(t, n) =
1
2t+1
(
1− 1
2t+1
)n−1
, (26)
which shows that the FPP decreases exponentially with
the number of steps. In fact, in the limit of large
size (i.e., t ≫ 1), we can reshuffle this expression as
PC(t, n) ≈ 2−(t+1) exp[−(n − 1)/2t+1], suggesting that
the characteristic time for the event to occur scales as
2t+1.
We can also obtain the survival probability (i.e., the
probability that a random walker has not hit the absorb-
ing hub A by time n) as
SC(t, n) = 1−
n∑
k=0
PC(t, k)
=
(
1− 1
2t+1
)n
. (27)
Therefore, the survival probability converges exponen-
tially to zero, as expected for finite size structures.
As for the MFPT, it is easy to derive that
∂
∂z
φC(1, z) =
4
[3z − 4]2 . (28)
Thus, recalling Eq. (19), the MFPT from C to A reads
as
〈TC→{A}〉 = 2t−1 ×
∂
∂x
φC(1, x)
∣∣∣∣
x=1
= 2t+1. (29)
Since the volume of the underlying structure scales as
Vt ∼ 3t for large sizes, the previous expression can be
restated as
〈TC→{A}〉 = V log3 2t = V 1/(γ−1)t , (30)
namely the MFPT scales sublinearly with the volume
(1/(γ − 1) ≈ 0.63). Of course, such a fast dynamics is
due to the centrality of the absorbing site.
The second moment turns out to be
〈T 2C→{A}〉 =
∂2
∂z2
φC(t, x)
∣∣∣∣
z=1
+
∂
∂z
φC(t, x)
∣∣∣∣
z=1
(31)
= 2t+1(2t+2 − 1). (32)
Therefore, again, we have that the standard deviation of
the first passage time scales linearly with the mean.
This calculation can be extended to higher moments,
leading to 〈T qC→{A}〉 ∼ 〈TC→{A}〉q, for finite q ∈ N, con-
sistently with the result found in [40] for exact self-similar
structures with finite degree.
B. First passage properties for a random walker
starting from an arbitrary node of level k
Besides nodes of level 0, we can also derive the first-
passage properties for a random walker starting from
some nodes of level k (0 < k ≤ t), still keeping as ab-
sorbing domain D = {A}.
For example, we derive the first-passage properties for
a random walker starting from the hub Ck (0 < k ≤ t) of
subunit Λk labeled by {i1, i2, ..., ik} = {1, 1, · · · , 1︸ ︷︷ ︸
k
} (e.g.,
Fig. 4 shows the subunit labeled by {1, 1} in the PSFW
of generation 3).
Note that Aj ≡ Aj−1, Bj ≡ Bj−1 while ij = 1. Thus,
if {i1, i2, ..., ik} = {1, 1, · · · , 1︸ ︷︷ ︸
k
}, we have
Aj ≡ A0 ≡ A,Bj ≡ B0 ≡ B, j = 1, 2, · · · , k. (33)
Substituting θ(t− k, z) from Eq. (13) in Eq. (21),
φCk(t, z) =
1
2z
2t−k − z(2t−k−1)
+
1
2z
2
[2t−k − z(2t−k−1)][2t+1 − z(2t+1−1)] .(34)
It is worth noting that
1
2z
2t−k − z(2t−k − 1) =
+∞∑
n=1
zn
1
2t−k+1
[
2t−k − 1
2t−k
]n−1
,
(35)
and that
1
2z
2
[2t−k − z(2t−k−1)][2t+1 − z(2t+1−1)]
=
z2
22t−k+2
{
2k+1 − 2t+1
2k+1 − 1
+∞∑
n=0
zn
[
2t−k − 1
2t−k
]n
+
2t+1−1
2k+1−1
+∞∑
n=0
zn
[
2t+1−1
2t+1
]n}
. (36)
Inserting Eqs. (35) and (36) into in Eq. (34) and calcu-
lating the coefficient of zn, we obtain the FPP from Ck
to the absorbing hub A, i.e.
PCk(t, n) =
1
2t−k(2k+1 − 1) (37)
×
[
(2k − 1)
(
1− 1
2t−k
)n−1
+
1
2
(
1− 1
2t+1
)n−1]
Therefore, the survival probability is
SCk( t , n) = 1−
n∑
i=0
PCk(t, i)
=
−1
2k+1−1
[
1− 1
2t−k
]n
+
2k+1
2k+1−1
[
1− 1
2t+1
]n
,(38)
8and it is vanishing exponentially with time, as expected.
Calculating the derivative of φCk(t, z) with respect to
z and posing z = 1, we obtain the MFPT from Ck to the
absorbing hub A as
〈TCk→{A}〉 =
∂
∂z
φCk(t, z)
∣∣∣∣
z=1
= 2t(1 + 2−k). (39)
Notice that for low degree nodes, corresponding to large
k, the MFPT is smaller. In fact, starting from these
nodes, it is less likely to “get lost” without ever reaching
the hub. Also, 〈TCk→{A}〉 still scales sub linearly with
the volume size.
The second moment reads as
〈T 2Ck→{A}〉 =
∂2
∂z2
φCk(t, z)
∣∣∣∣
z=1
+
∂
∂z
φCk(t, z)
∣∣∣∣
z=1
= 2t[2t+1(2 + 2−k + 2−2k)− 1− 2−k].(40)
The variance turns out to be 〈T 2Ck→{A}〉 −
〈TCk→{A}〉2 = 22t(3 + 2−2k) − 〈TCk→{A}〉, in such
a way that, in the limit of large size, the ratio√
〈T 2Ck→{A}〉 − 〈TCk→{A}〉2/〈TCk→{A}〉 grows with k
and, for large k, it saturates to
√
3. Therefore, the
estimate provided by the MFPT is worse when Ck is a
low-degree node pertaining to peripheral subunit.
C. MFPT averaged over starting nodes of level k
Since nodes of level k are, by definition, the hubs of
subunits of level k, they can be labeled as Ak, Bk, and
Ck in each subunit. For convenience, let
T (k) ≡

 〈TAk→D〉〈TBk→D〉
〈TCk→D〉

 . (41)
In order to calculate the MFPT averaged over all staring
nodes of level k (k > 0), we must calculate the sum of the
MFPT over all starting nodes of level k. Since each sub-
unit of level k is in one to one correspondence with a se-
quence {i1, · · · , ik}, one has to calculate
∑
{i1,··· ,ik}
T (k).
Let
Σk =
3∑
j=1

 ∑
{i1,··· ,ik}
T (k)


j
, (42)
where the second summation is run over all the subunits
of level k (i.e., let {i1, · · · , ik} run over all the possible
values), and the first summation just adds the three en-
tries of the vector
∑
{i1,··· ,ik}
T (k) together. As derived
in Appendix D,
Σk = 3
k(2t+2 + 2t − 2t−k). (43)
But the MFPT 〈Tx→{A}〉 for each starting node x of level
i (0 < i ≤ k) appears many times in Σk. We must take
into account the repetitions of 〈Tx→{A}〉 in Σk when we
calculate the average of the MFPT over all the starting
nodes of level k. We find that 〈Tx→{A}〉 for each starting
node x of level i (0 < i ≤ k) appears 2k−i times in Σk
and it appears just once in Σk−
∑k−1
i=0 Σi. Therefore, the
average of the MFPT over all the starting nodes of level
k is
〈T 〉(k) = Σk −
∑k−1
i=0 Σi
Vk − 1
= 2t
[
1 +
2
3
× 1 + 2
−k
1 + 3−k−1
]
. (44)
By posing k = t in Eq. (44), we obtain the MFPT av-
eraged over all the starting nodes of PSFW. The result
is consistent with that obtained in Ref. [39] and the cor-
rectness of our method is verified.
Since the volume of the underlying structure scales as
Vt ∼ 3t for large sizes, Eq. (44) can be restated as
〈T 〉(k) ≈ V 1/(γ−1)t
[
5
6
+
1
3× 2k +
1
2× 3k+1
]
, (45)
which shows that 〈T 〉(k) also scales sublinearly with the
volume, but it decreases with k.
VI. FIRST PASSAGE PROPERTIES IN THE
PRESENCE OF TWO ABSORBING NODES
In this section, we assume that D = {D,E}, namely
that only the two nodes labeled by D and E, as shown in
Fig. 2, are absorbing nodes. Similar to Sec. V, we calcu-
late the first-passage probability, the survival probability
and the MFPT averaged over starting nodes of level k
(0 < k ≤ t).
A. First passage properties for a random walker
starting from a node of level 0
In this case, all the three nodes of level 0 (i.e. the
three hubs A, B, C of the PSFW) are non-absorbing
hub. By symmetry, φC(t, z) = φB(t, z). Thus, we only
need to calculate φA(t, z) and φC(t, z). As derived in
Appendix A, φA(1, z) = [z(2− z)]/(4− 3z) (see Eq. A6)
and φC(1, z) = z/(4− 3z) (see Eq. A8). Therefore
φA(t, z) = φA(1, θ(t− 1, z))
=
z[2t−z(2t − 1)]
[2t−1 − z(2t−1−1)][2t+1 − z(2t+1−1)] , (46)
and
φC(t, z) = φC(1, θt−1(z)) =
z
2t+1 − z(2t+1 − 1) . (47)
We find that φC(t, z) is the same as the result of Sec. VA,
namely the FPP (and all the related properties) from hub
9C to D = {D,E} and from hub C to D = {A} are the
same.
Expanding φA(t, z) into power series of z,
φA(t, z) =
+∞∑
n=1
zn
3× 2t
{
2
[
2t−1−1
2t−1
]n−1
+
[
2t+1−1
2t+1
]n−1}
,
and the FPP from hub A to the absorbing domain at
time n (n ≥ 1) is just the coefficient of zn, i.e.,
PA(t, n) =
1
3× 2t
[
2
(
2t−1−1
2t−1
)n−1
+
(
2t+1−1
2t+1
)n−1]
.
(48)
The survival probability is
SA(t, n) = 1−
n∑
k=0
PA(t, k)
=
1
3
(
1− 1
2t−1
)n
+
2
3
(
1− 1
2t+1
)n
. (49)
Moreover, it is easy to derive that
∂
∂z
φA(1, z) = (2z−2)(3z−4)−1+z(z−2)(3z−4)−2. (50)
Thus, recalling Eq. 19, the MFPT from hub A to the
absorbing domain is
〈TA→{D,E}〉 = 2t−1 ×
∂
∂x
φA(1, x)
∣∣∣∣
x=1
= 3× 2t−1, (51)
and, again, it scales sublinearly with the volume.
The variance reads as
〈T 2A→{D,E}〉 =
∂2
∂z2
φA(z, x)
∣∣∣∣
z=1
+
∂
∂z
φA(z, x)
∣∣∣∣
z=1
= 2t−1(11× 2t + 3). (52)
Also in this case, the estimate provided by the mean
〈TA→{D,E}〉 scales linearly with the related standard de-
viation.
B. First passage properties for a random walker
starting from an arbitrary node of level k
In general, being D = {D,E} we can also derive the
first-passage properties for a random walker starting from
any arbitrary node of level k (0 < k ≤ t). For example,
we derive the first-passage properties for a random walker
starting from the hub Ck (0 < k ≤ t) of subunit Λk la-
beled by {i1, i2, ..., ik} = {3, 1, · · · , 1︸ ︷︷ ︸
k
} (e.g., Fig. 4 shows
the subunit labeled by {3, 1} in the PSFW of generation
3). Note the following mappings for this case
Aj ≡ C,Bj ≡ B, j = 1, 2, · · · , k. (53)
Similar to the derivation of Eq. (34), we have
φCk(t, z) =
− 12z
z(2t−k − 1)− 2t−k [φB(t, z) + φC(t, z)]
=
z2
[2t−k − z(2t−k −1)][2t+1 − z(2t+1−1)] .(54)
Similar to the derivation of Eq. (37), expanding φCk(t, z)
into a power series of z and calculating the coefficient of
zn, we obtain the FPP from Ck to the absorbing domain,
i.e.
PCk(t, n) =
1
2t+1−2t−k
[(
1− 1
2t−k
)n−1
+
(
1− 1
2t+1
)n−1]
.(55)
Therefore, the survival probability is
SCk(t, n) = 1−
n∑
i=0
PCk(t, i)
=
2k−1
2k+1−1
[
1− 1
2t−k
]n
+
2k
2k+1−1
[
1− 1
2t+1
]n
. (56)
Following the mappings shown as Eq. (53), we get
〈TAk→{D,E}〉 = 〈TC→{D,E}〉 and 〈TBk→{D,E}〉 =
〈TB→{D,E}〉, hence, replacing 〈TB→{D,E}〉 and
〈TC→{D,E}〉 from Eq. (29) in Eq.(22), we obtain
〈TCk→{D,E}〉 =
1
2
[TAk→{D,E} + TBk→{D,E}] + 2
t−k
= 2t+1 + 2t−k. (57)
C. MFPT averaged over starting nodes of level k
In the case that nodes D, E are absorbing nodes, the
method for calculating the MFPT averaged over starting
nodes of level k is similar to the case where A is the
absorbing node. As derived in Sec. VIA, 〈TA→{D,E}〉 =
3 · 2t−1, 〈TB→{D,E}〉 = 〈TC→{D,E}〉 = 2t+1. Therefore
Σ0 = 〈TA→{D,E}〉+〈TB→{D,E}〉+〈TC→{D,E}〉 = 11×2t−1.
For 0 < k ≤ t, as derived in Appendix E,
Σk = 3
k(2t+2 + 2t − 2t−k). (58)
Therefore, the average of the MFPT over all the starting
nodes of level k (0 < k ≤ t) is
〈T 〉(k) = Σk −
∑k−1
i=0 Σi
Vk − 2
= 2t+1
5
2 · 3k +
(
3
2
)k − 1
3k+1 − 1
≈ V 1/(γ−1)t
[
5
6
+
1
3× 2k −
1
3k+1
]
. (59)
Also in this case, 〈T 〉(k) scales sublinearly with the vol-
ume and decreases with k.
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VII. CONCLUSIONS
We have proposed a general method to calculate ex-
actly the first passage probability for random walks on
the PSFW in the presence of an absorbing domain lo-
cated at some nodes of high coordination. From the
knowledge of the first passage probability one can de-
rive a detailed description of the problem, getting, for
instance, the survival probability, the mean and the vari-
ance of first passage time. We calculated explicitly re-
sults of the first passage properties for some illustrative
examples, corresponding to the case that the absorbing
domain is located at one of the three main hubs and to
the case that there are two absorbing nodes located at
two nodes among those with the second largest degree. In
all these cases we evidenced that the variance of the first
passage time scales quadratically with the mean itself.
Of course, the method proposed here is also suitable
for other cases where the absorbing domain is located
at one or more nodes of low-degree on the PSFW. The
method can also be used on other self-similar graph such
as (u, v) flower, T-graph, recursive fractal scale-free trees,
the recursive non-fractal scale-free trees and etc.
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Appendix A: PGF of FPP on the PSFW of
generation 1
The PSFW of generation 1, has just 6 nodes. Let
Π = (Pxy)6×6
be the transition probability matrix for random walks on
the PSFW of generation 1. This means
Pxy =
{
1
dx
if x ∼ y, and x is not an absorbing node
0 others
,
(A1)
where x ∼ y means that there is an edge between x and
y and dx is the degree of node x.
Therefore we can calculate the probability generating
function of the first passage time directly by
Φ(z) =
+∞∑
n=0
(zΠ)n = (I − zΠ)−1, (A2)
where Φ(z) = (φxy(z))6×6 and φxy(z) is the probability
generating function of passage time from node x to y.
But if y is an absorbing node, φxy(z) is just the proba-
bility generating function of first passage time from node
x to y.
Exact calculation of θ(1, z). Let two hubs B and C be
the absorbing nodes. Then, all coordinates of the second
and the third row of the transition probability matrix Π
are assigned 0. That is
Π =


0 14
1
4
1
4
1
4 0
0 0 0 0 0 0
0 0 0 0 0 0
1
2
1
2 0 0 0 0
1
2 0
1
2 0 0 0
0 12
1
2 0 0 0

 . (A3)
Inserting Eq. (A3) into Eq. (A2), we obtain Φ(z) for this
case. Then, the probability generating function of the
FPT from one hub (i.e. hub A ) to any of the other two
hubs (i.e. hub B or C) is
θ(1, z) = φ12(z) + φ13(z) =
−z
z − 2 . (A4)
Exact calculation of φC(1, z) while hub A is an absorb-
ing node. Let two hub A be the absorbing node. Then,
all coordinates of the first row of the transition proba-
bility matrix Π are assigned 0. Calculating Φ(z) from
Eq. (A2) we obtain
φC(1, z) = φ31(z) =
−z
3z − 4 . (A5)
Exact calculation of φA(1, z), φB(1, z) and φC(1, z)
while nodes D, E are absorbing nodes. Let D and E be
the absorbing nodes. Then all coordinates of the 4 − th
and 5− th row of the transition probability matrix Π are
assigned 0. Calculating Φ(z) from Eq. (A2) we obtain
φA(1, z) = φ14(z) + φ15(z) =
z(z − 2)
3z − 4 , (A6)
φB(1, z) = φ24(z) + φ25(z) =
−z
3z − 4 , (A7)
and
φC(1, z) = φ34(z) + φ35(z) =
−z
3z − 4 . (A8)
Appendix B: Derivation of Eq. (18)
Let ζC(t) denote the FPT from C to the absorbing
domain. Similar to Subsection IVA, we can find inde-
pendent random variables N , η1, η2, · · · , such that
ζC(t) = η1 + η2 + · · ·+ ηN , (B1)
where ηi (i = 1, 2, · · · ) are identically distributed random
variables, each with probability generating function θ(t−
1, z), and N is the first-passage time from hub C to the
absorbing domain on the simplified path including only
nodes of level 1. Therefore, the probability generating
function of N is φC(1, z).
Thus, we can obtain from Eqs. (5), (6) and (B1) that
the probability generating function of ζC(t) satisfies
φC(t, z) = φC(1, θ(t− 1, z)). (B2)
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Appendix C: Derivation of Eqs. (21), (22) and (23)
Before proceeding, a remark is in order. For a random
walker on G(t), let Px|y(t, n) (x, y = A or B) denote
the splitting probability that the walker starting from
the hub C reaches the absorbing hub x at time n in the
presence of another absorbing hub y. By symmetry, we
have PA|B(t, n) = PB|A(t, n). Therefore, we can simply
useQ(t, n) (defined in Sec. IV A) to denote the sum of the
two splitting probabilities, namely Q(t, n) = PA|B(t, n)+
PB|A(t, n) = 2PA|B(t, n).
Now, we present the method to derive Eqs. (21), (22)
and (23). Because any subunit Λk (k ≥ 0) is a copy of the
PSFW of generation t− k, the splitting probability that
a random walker starting from the node Ck reaches the
absorbing node Ak at time n in the presence of another
absorbing node Bk is equal to
1
2Q(t− k, n). Noting that
Λk is connected to the two subunits of the PSFW by its
two hubs Ak and Bk, a random walker, starting from Ck,
must pass through either Ak or Bk before first reaching
the absorbing domain which is not located in the starting
subunit Λk. Thus,
PCk(t, n) =
1
2
n∑
j=0
Q(t− k, j)PAk(t, n− j)
+
1
2
n∑
j=0
Q(t− k, j)PBk(t, n− j). (C1)
Therefore, Eq. (21) is obtained according to the prop-
erties of generating function [41].
By taking the first order derivative on both sides of
Eq. (21)and posing z = 1, we obtain Eq. (22).
By taking the second order derivative on both sides of
Eq. (21) and letting z = 1, we obtain
∂2
∂z2
φCk(t, z)
∣∣∣∣
z=1
=
1
2
[
∂2
∂z2
φAk(t, z)
∣∣∣∣
z=1
+
∂2
∂z2
φBk(t, z)
∣∣∣∣
z=1
]
+ 2t−k[〈TAk→D〉+ 〈TBk→D〉]
+ 22(t−k)+1 − 2t−k+1. (C2)
Therefore, Eq. (23) is obtained from Eq. (C2) and the
following equation.
〈T 2Ck→D〉 =
∂2
∂z2
φCk(t, z)
∣∣∣∣
z=1
+ 〈TCk→D〉. (C3)
Appendix D: Derivation of Eq. (43)
Note the following mappings between hubs of Λk−1 and
hubs of Λk (shown in FIG. 3). For any k > 0, Eq. (22)
implies
T (k) =MikT (k−1) + V(k) ik = 1, 2, 3, (D1)
where
M1=

 1 0 00 1 0
1
2
1
2 0

 , M2=

 1 0 00 0 1
1
2 0
1
2

 , (D2)
M3=

 0 0 10 1 0
0 12
1
2

 , V(k) =

 00
2t−k

 . (D3)
Using Eq. (D1) recursively, for any k > 0,
T (k) =MikMik−1 · · ·Mi1T (0)
+
k−1∑
l=1
MikMik−1 · · ·Mil+1V(l) + V(k). (D4)
As derived in Sec. (VA), 〈TA→{A}〉 = 0, 〈TB→{A}〉 =
〈TC→{A}〉 = 2t+1. Therefore T (0) is known. Analogously
to the method of Ref [30], we obtain
∑
{i1,··· ,ik}
T (k) =MktotT (0) +
k∑
l=1
3lMk−ltot V(l), (D5)
where
Mtot =M1 +M1 +M3. (D6)
Substituting Mi from Eqs. (D2) and (D3) in Eq. (D6),
and orthogonal decomposing Mtot, we obtain
MktotT (0) =

2k + 2× 3k−12× 3k−1 − 2k
2× 3k−1

× 2t+1, (D7)
and
k∑
l=1
3lMk−ltot V(l) = 3k−1(2t − 2t−k)

11
1

. (D8)
Inserting Eqs. (D7) and (D8) into Eq. (D5) and calcu-
lating the sum of the three entries of
∑
{i1,··· ,ik}
T (k), we
obtain
Σk = 3
k(2t+2 + 2t − 2t−k). (D9)
Appendix E: Derivation of Eq. (58)
The method to derive Eq. (58) is similar to that of
Eq. (43). The difference is that we must calculate T (1)
directly in the case that nodes D, E are absorbing nodes
because absorbing nodes are located at nodes of level 1.
It is straightforward that 〈TD→{D,E}〉 = 〈TE→{D,E}〉 =
0. As derived in Sec. (VIA), 〈TA→{D,E}〉 = 3 × 2t−1,
〈TB→{D,E}〉 = 〈TC→{D,E}〉 = 2t+1. Then,
〈TF→{D,E}〉 = 5× 2t−1.
12
Therefore T (1) is known for all the cases of i1 = 1, 2, 3.
Similar to the derivation of Eq. (D4), we have
T (k) =MikMik−1 · · ·Mi2T (1)
+
k−1∑
l=2
MikMik−1 · · ·Mil+1V(l) + V(k). (E1)
Thus,
∑
{i1,··· ,ik}
T (k) =Mk−1tot
3∑
i1=1
T (1) +
k∑
l=2
3lMk−ltot V(l). (E2)
Similar to the derivation of Eq. (D9), we have
Σk = 3
k(2t+2 + 2t − 2t−k). (E3)
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