A method based on the Daubechies scale function has been devised to solve numerically a class of second kind integral equations with a Cauchy type kernel. The convergence associated to the method has been established. The method is illustrated with integral equations in this class whose exact solutions are known. The numerical results obtained by the present method are seen to differ negligibly from the exact results.
Introduction
The theory of integral equations is an important topic in both pure and applied mathematics. Integral equations arise in various areas of mathematical physics, particularly in the solution of boundary value problems involving ordinary or partial differential equations [1, 2] . It may be noted that there is somewhat less emphasis on the study of integral equations arising in physical problems compared to differential equations associated with them. This seems to be due to an insufficiency of efficient tools to solve them. Thus, it is desirable to search for an efficient method which can provide an approximate solution of integral equations with the desired accuracy.
The theory of wavelets, developed mostly over the last three decades, has created a tremendous amount of interest in many areas of research in mathematics, physics, computer science, engineering, etc. The continuous wavelet transform was developed by Grossmann and Morlet [3] and the orthogonal one by Lamarie and Meyer [4] . Daubechies [5] constructed a compactly supported wavelet basis with the purpose to serve the multiresolution analysis (MRA) of L 2 (ℜ). It has been found that although the Daubechies scale function can generate sets of orthonormal basis for multiresolution approximation of any function f ∈ L 2 (ℜ) defined over the entire real line ℜ, it loses this aspect whenever the domain of definition becomes finite. The origin of this difficulty lies in the loss of the translational invariance of the scale functions near the edges of the finite interval. Consequently, straightforward use of MRA is no longer possible. To overcome such hindrance, Cohen et al. [6] [7] [8] , Anderson et al. [9] and other researchers [10] tried to regain MRA either with the aid of a biorthogonal system or by constructing a set of orthonormal basis with the help of the scale functions having full and partial supports within the finite domain. Unfortunately, the process of construction of the orthonormal basis obscures many advantages of the method achieved in the case of the whole real line. In their investigation, Jia et al. [11] observed that ''orthogonality is no longer a significant issue for wavelet bases of Sobolev spaces. Instead, the size of the support of wavelet turns out to be an important criterion for its performance. From a numerical point of view, a wavelet with smaller support usually generates more efficient algorithms for wavelet transforms than that with a larger support''. They exercised this principle over functions on the Sobolev space defined over the entire real line ℜ. It is found that the above observation of Jia et al. holds good for approximating functions defined over a finite domain. Very accurate numerical estimates of definite integrals have been obtained with a scale function based quadrature rule which depends on the set of independent but nonorthogonal scale functions [12, 13] .
Here we explore the possibility of this independent set of scale functions with a one-point quadrature rule to be useful in solving numerically singular integral equations of the second kind with a Cauchy kernel. We have organized the paper as follows. A brief introduction to the basic properties of the Daubechies scale function is presented in Section 2. The subsequent section deals with the transformation of the integral equation to a set of linear algebraic equations of the raw image of the solution through its expansion in terms of nonorthogonal Daubechies-K scale functions. The matrix elements of such equations are derived in Section 4 and the bound of error has been estimated in Section 5. This method has been illustrated in Section 6.
Basic properties of Daubechies scale function
Here we present the precise description of the basic properties of the Daubechies scale function with a compact support within a finite interval I ⊂ ℜ.
Two-scale relations
The Daubechies scale function in ℜ is discussed in most of the texts on wavelets. These functions have compact support, fractal nature, and a complex structure at all resolutions. These amazing properties of such a function hold through the linear renormalization group equation [14] , also known as the refinement equation or two-scale relation
with the normalization
In Eq. (2.1), D is the unitary scaling operator
which squeezes or stretches (according as j > 0 or j < 0) the support of the function f (x) by a factor 2 j , thus giving a new function f j (x) with a modified support. The operator T in the same equation is the unitary unit translation operator
which shifts the support of the function by l unit distance. The coefficients h l 's, known as mask or scaling coefficients, are real numbers satisfying the conditions
K is a natural number, which gives [0, 2K − 1] as the support of the scale function ϕ(x). The translates of scaling functions are orthonormal in each of a particular resolution j, viz.,
But, in the finite interval [a, b] , translational property (2.4) does not hold good for all l ∈ Z as well as orthonormalization properties (2.5) have been destroyed for some ϕ j l 's. Absence of these two properties for some scale functions at each resolution j compels one to divide the translates of ϕ(x) at a particular resolution j into three classes [15, 16] 
The abbreviations L and R in (2. 
Moments of scale functions
Here we just outline the recursive formulae for evaluation of moments of scale functions belonging to all three classes
Moments for
The kth moment, M k for the scale function ϕ(x) can be obtained by using the two-scale relation (2.1) in the formula
jl of translated and dilated scale functions ϕ jl (x) of ϕ are given by the formula
Formulae (2.11) and (2.12) are essential to determine moments of scale functions in the classes Λ L j and Λ R j .
Moments of scale functions
If we denotẽ
for the scale functionsφ 
and 
(2.20)
The method of approximation
Let us consider the singular integral equation of the second kind with a Cauchy kernel
Here a and b are integers. If a and b are not (say fractions), then by appropriate transformation it is trivial to make the upper and lower limits of this integral to be integers. We now express f (x) in terms of Daubechies scale functions ϕ s jk (x) at resolution j as
with raw images f j k 's. Integrating both sides of (3.1) between a and b after substituting from (3.2) for f (x) and multiplying by ϕ
where
and index set Λ j is given by
Eq. (3.3) is a set of linear simultaneous equations of the form
where the elements of the matrix
and by the formula (3.4c) respectively. Once the
∈ Λ j of the system (3.6a) has been obtained the approximate numerical solution f (x) of Eq. (3.1) can be obtained by using the one-point quadrature rule
at the nodes
Here ⟨x⟩ stands for L
Evaluation of matrix elements
The technique for calculating overlap integrals N s j; k ′ k appears in the formula (3.4a) has been discussed extensively in the article of Chen et al. [18] and Kessler et al. [17] . Thus, the prime task for the scale function based algorithm for numerical solution of (3.1) is the numerical evaluation of the double integrals
) through the use of their asymptotic values
in their two scale relation
on the entire plane is well developed and discussed extensively by Beylkin et al. [19] and Kessler et al. [17] . Recently, Xiao et al. [20] , and Li and Chen [21] developed a wavelet Gauss quadrature rule for evaluation of Cauchy singular integrals which appears to be somewhat elaborate compared to the one-point quadrature rule used here. However, all of these developments are focused on the integrals containing a single Daubechies scale function on ℜ. But to treat Eq. (3.1) involving integrals in a finite interval one necessitates to consider integrals in (3.4b) involving two scale functions with partial support whose evaluation, to the best of our knowledge, is yet to be explored. We thus now evaluate the Cauchy principal value integrals I 
In this case the integral I C j; k ′ k in (4.1) can be reduced to
The asymptotic values and two scale relations for I Table 1 .
Here the integral in (4.1) can be expressed as 6) where
Using the two scale relation for ϕ s (x) and ϕ r (y) in (4.6), the recurrence relation for I C s r can be found as Table 2 .
Following the transformation y → v = y − 2 j a − r and x → u = x − 2 j b − s after substituting k = 2 j a + r and (−1)
The error in evaluating I C s r with the help of (4.11a) and (4.11b) can be made as small as one desires by increasing the values of r Max 1 appropriately.
k ∈
In this case the integral in (4.1) can be written in the form Table 3 for the Daubechies-3 scale function.
Evaluation of g j; k 's
Given the exact values of moments of ϕ j; k 's having full or partial support within the domain of integration, it is possible to evaluate g j; k 's of (3.4c) approximately by using the one-point quadrature rule ). We are now equipped with the scheme for evaluation of data appearing in the linear simultaneous Eq. (3.6a) once the function g(x) of the singular integral equation (3.1) is known. We now estimate the error in the numerical evaluation f j; k by solving Eq. (3.6a).
Estimate of error
It appears that the scale function based algorithm for numerical evaluation of the integral equation of the second kind with a Cauchy kernel has been reduced to solve a system of linear simultaneous equations (N +Ĩ C )f =g. 
It is a priori known that δI C can be made as small as one desires. So, we may disregard δI C . It can be shown that
We want to estimate a bound of error δf whenever the approximate valuef of f was obtained by solving Eq. (5.1). Using This can be proved as in Lemma 6.5 given in p. 455 of Frazier [22] .
Illustrative examples
To test the efficiency of the Daubechies scale function based algorithm developed here for numerical solution of the singular integral equation of the second kind we consider two types of examples. Example 1. Consider Eq. (3.1) with λ = 1 and µ = 1/π with nth degree polynomial inhomogeneous term
The solution f (x) of Eq. (3.1) bounded on (−1, 1) with g(x) given above can be found as 4) and, the coefficient of
The notations (n) k and 2 F 1 (·, ·; ·; ·) represent the Pochhammer symbol and the Hypergeometric function respectively.
For the bounded solution (6.2), all the coefficients g i 's of (6.1) are not independent. We assume here the coefficient g 0 can be expressed in terms of other coefficients g i 's through the consistency condition
For the sake of comparison, we consider up to a six degree polynomial in g(x) with g i = 1 for i ̸ = 0 and the corresponding values of g 0 from Table 4 (obtained by using (6.6)). The raw image of the solution of Eq. (3.1) for g(x) given in (6.1) with coefficients mentioned above are obtained by solving Eq. (3.6a) for n = 1, 2, . . . , 6 at resolution j = 8. From the absolute error of the raw images presented in Fig. 1 for n = 1, 3, 5 and in Fig. 2 for n = 2, 4, 6 it appears that raw images of f (x)
obtained by using the Daubechies-3 scale function based algorithm provides a result correct up to O(10 −3 ) in most of the domain for n = 1, 2.
Example 2. We consider another example [23] with nonpolynomial inhomogeneous term g(x) = 1 + in Eq. (3.1). Certainly, the weight factor involved with the characteristic equation for (3.1) with λ and µ given above is complex as is evident from the exact solution bounded at both ends given by [23] 
We have calculated the approximate solution of this equation by using the scale function based technique proposed here and with the aid of a Legendre polynomial based scheme of Abdou et al. [24] and the method based on the Chebyshev polynomial of Abdulkawi et al. [25] given in the Appendix. The scheme in Appendix A.1 is a corrected version of that for the bounded solution given in [24] . All the algorithms are executed in Mathematica [26] in order to compare the CPU time required for their calculation and to get the condition number of the coefficient matrix of the associated linear simultaneous Eq. (3.6a) and (A.1.3) respectively, in a straightforward way. The absolute error in the approximate solution obtained by three methods as well as their CPU times and condition numbers for the coefficient matrices are presented in Table 5 . From comparison of the data in Table 5 it appears that in spite of apparently high condition number for the coefficient matrix A j in (3.6a) the scale function based algorithm provides a more accurate result at the cost of less computational time than the method of Abdou et al. [24] as well as the Chebyshev polynomial based approximation scheme. The source of desperately high condition numbers of A j are the small overlap integrals observation suggests that such apparently logical discomfort over large condition number can be resolved by transforming the independent truncated scale functions ∈ Λ L j , Λ R j to a system of orthonormal system of scale functions. However, the condition number for the coefficient matrix C in (A.1.3) for Legendre or Chebyshev polynomial based approximation schemes escalated with the increase of the degree of polynomials in the approximations. Moreover, the rate of convergence of the Chebyshev polynomial based approximation is found to be too slow in comparison to the approximate solution depending on the scale function.
Conclusion
From Figs. 1 and 2 and Table 5 it appears that the numerical solutions of the second kind of integral equations with Cauchy type kernels computed by the Daubechies scale function based algorithm are very accurate. The solutions of the integral equations considered here are required to be bounded at both end points. However, if we require the solution to be unbounded at one or both end points as well as to keep the condition numbers of the coefficient matrices small, then the Daubechies scale function based algorithm is to be suitably modified. This modification involves integrals of the product of three scale functions and the use of orthonormal boundary scale functions. This will be considered in our future work.
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Appendix. Scheme for solving the second kind Cauchy singular integral equations

A.1. Method based on Legendre polynomial P n (x)
The Legendre polynomial based scheme for solving a second kind Cauchy singular integral equation whose solution is bounded at both ends is provided below. The scheme developed in [24] appears to contain an error arising due to a mistake in using the series expansion for log 1−x 1+x . The integral equation in (3.1) is written as
(A.1.1)
f (x) is approximated by a finite series involving Legendre polynomials P n (x) as given by f (x) ≈ N  n=0 a n P n (x). given in [24] is erroneous and because of this the expression for c m n in (3.12) of [24] , (c m n in (A.1.4) here) appears to be incorrect. In the numerical calculation here for the Legendre polynomial based approximate solution of (3.1), the expression (A.1.4) for c m n is employed.
A.2. Method based on Chebyshev polynomial U n (x)
In order to obtain the approximate solution of the Cauchy singular integral equation of the second kind bounded at both ends in terms of Chebyshev polynomials of the second kind U n (x)'s, we write f (x) in (3.1) as
a n U n (x). Numerical evaluation of the integral in (A.2.4) is straightforward since the integrand involved is a polynomial of degree m + n + 1. The integral in g m can be evaluated by using any quadrature formulae for nontrivial g(x).
