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Large space structures, or any mechanically flexible structures, are inherently
Ž .distributed parameter systems DPSs whose dynamics are modeled by partial,
rather than ordinary, differential equations. Such DPSs are described by operator
Ž .equations on an infinite-dimensional Hilbert or Banach space. However, any
Ž .feedback controller for such a DPS must be a finite-dimensional and discrete-time
Ž .system to be implemented with on-line digital computers and a finite small
number of actuators and sensors. There are many ways to synthesize such con-
trollers; we will emphasize the Galerkin or finite-element approach. Although the
overall performance of finite-dimensional controllers is important, the first consid-
eration is their stability in closed-loop with the actual DPS. The analysis of DPSs
makes use of the theory of semigroups on the infinite-dimensional state space. We
will present stability bounds in both the time and frequency domains for infinite-di-
mensional systems. Currently, the frequency domain approach appears to yield
more easily tested stability conditions than the time domain approach; however, we
will show some relationships between these two methods and emphasize the role
played by the DPS semigroup and its properties. It seems to us that such stability
conditions are essential for the planning and successful operation of complex
systems like large aerospace structures. Q 1998 Academic Press
1. INTRODUCTION
Almost every engineering system will exhibit some distributed parameter
behavior if one looks at its dynamics in great detail. Consequently, the
Ž .dynamical behavior of such a distributed parameter system DPS would
need to be modeled by partial, rather than ordinary, differential equations
to be correctly represented. Of course, in many cases, such detail is not
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necessary for the successful operation of the system, and a lumped
Ž .parameter ordinary differential equation model is satisfactory. Neverthe-
less, a large number of current and newly proposed systems, such as
industrial processes and mechanically flexible spacecraft and satellites, are
so thoroughly distributed parameter in nature that it is impossible to
ignore this in modeling and control.
Ž .There are many new problems and some compounding of old ones in
Ž .feedback control of DPS. The main questions that concern us are 1 how
to synthesize finite-dimensional controllers that can be implemented by a
small number of actuators and sensors and on-line computers of limited
Ž .word length; 2 how to assess the stability and performance of these
controllers in a closed loop with the actual DPS, which is infinite-dimen-
sional. A great deal of thought has gone into DPS control because of the
proposed construction and operation in orbit of large flexible spacecraft
and satellites in the near future. Quite a large number of control schemes
Žhave been considered for these large space structures e.g., see the survey
w x. Ž .in 2 , and new ones or major revisions of the old ones are being
developed daily. This kind of activity has been helpful, we believe, because
it has called the control system community's attention to systems whose
high performance and reliability are essential for successful operation, and
has focused it on some of the important ``gaps'' between control theory
and engineering practice. To be sure, other applications, e.g., Tokomak
fusion reactors and large-scale electric power distribution networks, are
having a similar effect.
In past work, we have been strongly in favor of a more practical theory
of DPS control that incorporates some of the natural system constraints
and uses ideas in infinite dimensions that appeal to the intuition and
Žexperience of the modern control engineer. We have taken some although
. w xnot necessarily the only definitive steps in that direction 3 . In this paper,
we intend to continue in that spirit and focus on the stability question of
finite-dimensional controllers for infinite-dimensional DPS. Our analysis
here will emphasize stability results in both the time and frequency
domains and some of the relationships between these results. The unifying
concepts of operator equations on Hilbert spaces and the C semigroup0
for DPS will be stressed; however, the resulting stability tests will only
involve only data which, it is reasonable to assume, would be available or
could be estimated.
This infinite-dimensional approach will yield results that can be used
effectively in large-scale finite-dimensional systems as well. One very
important consideration in large-scale or distributed parameter systems is
Ž .to avoid a dependence on precise knowledge of a the total system
Ž .dimension and b the full system parameters, especially those residual
parameters that are not used in the synthesis of the controller. Using an
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Ž . Ž .infinite-dimensional approach obviates a , and for b we shall only need
to be able to estimate the norms of certain of the residual data.
In previous work, we have emphasized the internal or time-domain
viewpoint of exponential stability of the closed-loop system, i.e., the effect
of impulsive disturbances on the state decays exponentially to zero. How-
ever, another viewpoint is the external or frequency-domain view, which
describes the effect of persistent disturbances on the system outputs. Here
our main results in the frequency domain give conditions under which the
closed-loop system is bounded input-bounded output stable in the L2
Ž 2 . 2sense L -BIBO stable . This means any persistent L disturbance, which
is bounded, can only produce L2 outputs, which are also bounded. While
the former looks at the DPS from a state]space viewpoint, the latter looks
at it from an input]output standpoint. Both approaches have their strengths
and weaknesses, and they are interrelated, as we shall point out later.
ŽIn lumped paramater systems, the BIBO approach is very popular e.g.,
w x w x w x w x.see 9 ] 11 , 14 , 15 , where it appears to lead to easily verified stability
w x w xtests. For infinite-dimensional systems, see 8 and 18 . These ideas are
w xapplied to the control of large space structures in 13 . There is also some
w xuse of positivity concepts for structures 5 ; these yield special conditions
under which the closed-loop system is ``dissipative'' and hence BIBO
stable. Much is made of the ``robustness'' of the BIBO designs, i.e., their
placidity in the presence of uncertain system parameters. However, it
should be pointed out that the BIBO approach involves one of several very
useful perturbation methods and has no intrinsic robustness properties;
robustness under uncertainty can be assessed with all perturbation tech-
niques with varying degrees of difficulty. The relative ease of BIBO
methods is what recommends them in lumped parameter systems and
suggests their utility for DPS as well.
In Section 2, the general DPS mathematical framework of this paper is
presented. Basic ideas of reduced-order modeling and control appear in
Section 3, and the concepts of stability for DPS appear in Section 4. Our
Ž .main results on time-domain exponential stability tests for the closed
Ž .loop appear in Section 5, and the new results on frequency domain BIBO
stability are in Section 6. Our conclusions are presented in Section 7.
2. DPS DESCRIPTIONS
We will consider DPSs with the following form:
¡› ¤ tŽ .
s A¤ t q Bf t q G f tŽ . Ž . Ž .D~ 2.1Ž .› t¢y t s C¤ t ; ¤ 0 s ¤ .Ž . Ž . Ž . 0
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Ž .The system state ¤ t will lie in a Hilbert space H with inner product
Ž . 5 5denoted by ?, ? and corresponding norm denoted by ? . The operator A
is an unbounded, closed, time-invariant, linear differential operator whose
Ž .domain D A is dense in H; furthermore, A generates a C semigroup0
Ž . AtU t . This semigroup is the analogue of the matrix exponential e for
finite-dimensional systems. The input and output operators B and C are
linear, bounded and finite rank M and P, respectively. The external
Ž .disturbances on the system are represented by the persistent term G f t ,D
where G has rank M and the impulsive term ¤ . This is becoming aD 0
standard representation for many DPS applications involving interior
control and measurement; some boundary control applications are equiva-
Ž . w xlent to 2.1 4 .
Ž w x w x.From the Hille]Yoshida Theorem e.g., 7 or 17 , the operator A
Ž .generates a C semigroup U t satisfying0
ys tU t F Ke , 2.2Ž . Ž .
where K G 1 and s is real, when
Kn
R l, A F ; n s 1, 2, . . . 2.3Ž . Ž .Ž . n
l q sŽ .
for all complex l with real part )ys in the resolvent set of A. The
Ž . Ž .y1operator R l, A s lI y A is the resolvent operator for A; by defini-
tion, it is a bounded linear operator for each l in the resolvent set of A.
In the special case, where A is dissipative, i.e.,
A¤ , ¤ q s ¤ , ¤ F 0Ž . Ž .
2.4Ž .U½ A ¤ , ¤ q s ¤ , ¤ F 0,Ž . Ž .
Ž . Ž U . Ufor all ¤ in D A or D A , where A is the adjoint of A, the constant
Ž . w xK s 1 in 2.2 ; see 17, Theorem 3.2 .
Ž .When s ) 0 in 2.2 , A generates an exponentially stable semigroup
Ž . Ž .U t whose stability margin is s . The pair of operators A, B is exponen-
Ž .tially stabilizable when there is a bounded linear gain operator G : H “
R M such that operator A q BG generates an exponentially stable semi-
group. There are other types of mathematical stability and stabilizability
defined for DPSs; some of these ideas will be discussed in Section 4.
Ž . Ž U U .When A, B and A , C are exponentially stabilizable and there are
Ž Ž . . w xno persistent disturbances i.e., f t s 0 , it has been shown in 3 thatD
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the infinite-dimensional controller
¡f t s G¤ tŽ . Ž .Ã
› ¤ tŽ .Ã~ 2.5Ž .s L¤ t q Ky tŽ . Ž .Ã
› t¢¤ 0 s 0,Ž .Ã
Ž . Ž .where L s A q BG y KC with domain D L s D A , exists, and, in
Ž .closed loop with 2.1 , it produces an exponentially stable system. The gain
operators G and K exist and stabilize the operators A q BG and A y KC.
This controller is mathematically interesting but not very useful from an
Ž .engineering standpoint, since 2.5 cannot be implemented with a finite-di-
mensional system. In the next section, the concepts of model reduction
w xand reduced-order control are reviewed from 3 .
Before closing this section, we want to point out that without any loss of
Ž .generality, we can and will assume in 2.1 that
G s B. 2.6Ž .
Ž . Ž . Ž .This is possible because F t ’ Bf t q G f t can be rewritten asD
Ä Ä ÄF t s B f t q f t , 2.7Ž . Ž . Ž . Ž .Ž .D
where
Ä w xB s BG ,
IMÄf t s f t ,Ž . Ž .
0
and
0Äf t s f t .Ž . Ž .D DIMD
Ž . Ž .Therefore, we will assume 2.6 and, henceforth, 2.1 will be given by
¡› ¤ tŽ .
s A¤ t q B f t q f tŽ . Ž . Ž .Ž .D~ 2.8Ž .› t¢y t s C¤ t ; ¤ 0 s V ,Ž . Ž . Ž . 0
where now the rank M of B reflects the total number of actuators and
disturbance inputs. This representation will be very convenient later.
DISTRIBUTED PARAMETER SYSTEMS 149
3. MODEL REDUCTION AND FINITE-DIMENSIONAL
DPS CONTROL
Ž .To produce finite-dimensional controllers for the DPS 2.8 , we must
make a lumped parameter approximation of it. This is done when numeri-
cal methods such as finite elements or finite differences are used to
discretize the spatial variables. In general, such an approximation or
Ž . Ž .reduced-order model ROM is a not necessarily orthogonal projection of
Ž .2.8 onto an appropriate finite-dimensional subspace H of H; usually weN
Ž .will assume H : D A . The ROM subspace H has dimension N, andN N
its projection is denoted by P ; the residual subspace H associated withN R
H completes the decomposition H s H [ H , and its projection isN N R
denoted by P . The total DPS state ¤ can be written asR
¤ s ¤ q ¤ , 3.1Ž .N R
where ¤ s P ¤ and ¤ s P ¤. The choice of the subspaces H and HN N R R N R
is usually dictated by the physical application andror the numerical
procedures available for integrating the DPS. When feedback control is
the ultimate purpose of the model redution, certain choices of subspaces
will yield advantages.
A modal subspace H consists of linear combinations of a finite numberN
of modes or eigenfunctions of the operator A. Modal subspaces have very
special properties in control applications, e.g., A s 0 and A s 0 inNR R N
Ž .3.2 later. However, since most engineering applications are too complex
for the exact modes to be known, these subspaces are more conceptually,
Ž .rather than practically, useful. The Galerkin or finite element method is
the approach used most often.
Ž .The projection of the DPS 2.8 onto the subpsaces H and HN R
decomposes the system into the following:
› ¤¡ N Ž .3.2as A ¤ q A ¤ q B f q fŽ .N N NR R N D› t~ › ¤R Ž .s A ¤ q A ¤ q B f q fŽ . 3.2bR N N R R R D› t¢ Ž .3.2cy s C ¤ q C ¤ ,N N R R
where A s P AP , A s P AP , etc. The terms A ¤ and A ¤N N N NR N R NR R R N R
Ž .are called modeling error, and the terms B f q f and C ¤ are calledR D R R
w xcontrol and obser¤ation spillo¤er, respectively 3 . The reduced-order model
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Ž . Ž .ROM is obtained from 3.2 by ignoring the residuals:
› ¤¡ N s A ¤ q B fN N N~ 3.3Ž .› t¢y s C ¤ .N N
In any choice of model reduction scheme, it makes no sense if the
residuals are unstable; therefore, we will assume that A generates a CR 0
Ž .semigroup U t with the propertyR
5 5 e
ys R tU t F K , t G 0, 3.4Ž . Ž .R R
with K G 1 and s ) 0. Such a condition is naturally satisfied in practice,R R
as long as one is careful in the selection of H and H ; in theory, oneN R
Ž .must obtain K and s from the Hille]Yosida or dissipativity tests, 2.3R R
Ž .and 2.4 .
Ž .To control the DPS 2.8 , a finite-dimensional controller is generated
Ž .from the ROM 3.3 :
¡f s G ¤ÃN N
› ¤ÃN~ 3.5s A ¤ q B f q K y y y Ž .Ž .Ã ÃN N N N› t¢y s C ¤ ; ¤ 0 s 0.Ž .Ã Ã ÃN N N
This is the most obvious candidate for a feedback controller; however,
Ž .there are many ways in which 3.5 can be modified and improved, as
w x Ž .pointed out in 3 . Nonetheless, 3.5 is a good starting point for the
controller synthesis; it is, in fact, what most control system designers do
with both large-scale and distributed parameter systems. The conditions
under which a reasonable controller design can be achieved are essentially
Ž .that A , B , C be controllable and observable in the finite-dimensionalN N N
sense. Such conditions indicate the minimum number of control devices
necessary for the task and the possible locations for these devices.
Another approach is to obtain a finite-dimensional controller by per-
Ž .forming a model reduction on the infinite-dimensional controller 2.5 . But
w x Ž .this yields 3 a controller whose form is the same as that of 3.5 ; hence,
our later analysis will be unchanged.
4. STABILITY AND STABILIZABILITY CONCEPTS FOR DPSS
In infinite-dimensional spaces there are many ways to define the con-
cept of stability. In this section we shall emphasize the two most useful
ones for engineering systems: exponential stability and L2-BIBO.
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Ž .The linear DPS 2.8 is said to be exponentially stabilizable when there
exists a full-state feedback law:
f t s G¤ t , 4.1Ž . Ž . Ž .
M Ž .where G : H “ R is a linear finite-rank gain operator such that 2.8
becomes
¡› ¤ tŽ .
s A ¤ t q Bf tŽ . Ž .0 D~ 4.2Ž .› t¢y t s C¤ t ; ¤ 0 s ¤ ,Ž . Ž . Ž . 0
Ž .where A ’ A q BG generates a C semigroup U t that is exponentially0 0 0
stable, i.e.,
5 5 ys 0 tU t F K e , t G 0, 4.3Ž . Ž .0 0
with constants K G 1 and s s 0. This is a time-domain or state]space0 0
Žconcept which says that, in the absence of any persistent disturbances i.e.,
Ž . .f t ’ 0 , the effects of all impulsive disturbances decay to zero exponen-D
tially, i.e.,
5 5 ys 0 t¤ t F K e “ 0 as t “ ‘ 4.4Ž . Ž .0
Ž .The rate of convergence or stability margin is s in 4.3 .0
Ž .There are other types of stabilizability for 2.8 ; these depend on the
different types of convergence possible in infinite-dimensional spaces. For
Ž . Ž .example, 2.8 is strongly stabilizable when 4.1 yields an A that gener-0
Ž . Ž . Ž Ž . .ates U t such that ¤ t converges strongly to zero when f t ’ 0 , i.e.,0 D
5 5lim U t ¤ s 0 4.5Ž . Ž .0 0
t“‘
for all ¤ in H.0
Ž . Ž . Ž .Alternatively, 2.8 is weakly stabilizable when 4.1 causes ¤ t to
converge weakly to zero, i.e.,
lim U t ¤ , ¤ s 0 4.6Ž . Ž .Ž .0 0
t“‘
for all ¤ and ¤ in H. In these last two types of mathematical stabilizabil-0
ity, no rate of convergence is available; consequently, they are not of much
practical interest for engineering systems. Therefore, we will emphasize
Ž .the exponential stability of 4.3 with its stability margin s , which be-0
comes essential, as we shall see later. When H is finite-dimensional, all of
the above stability concepts are equivalent.
Ž .Note that the feedback law 4.1 is only of theoretical interest. It cannot
be implemented in practice, since it requires instantaneous knowledge of
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Ž .the infinite-dimensional state ¤ t ; except for a few very special gain
operators G, this is never practical. The actual control law must be
Ž .generated by a finite-dimensional system 3.5 ; for this we need the
concept of stabilizing subspaces.
Ž . Ž .We will say that A, B in 2.8 has a pair of stabilizing subspaces HN
and H , if, in addition to the model reduction requirements of Section 3,R
they also satisfy A s A q BG exponentially stable with a desired stability0
margin s for some G : H “ R M such that0
G s GP s G . 4.7Ž .N N
Ž .Note that 4.7 says that G s GP s 0, i.e., A is stabilized by a gain thatR R 0
is restricted to the finite-dimensional subspace H . This situation oftenN
occurs when modal reducing subspaces are used in ``parabolic'' or ``hyper-
bolic'' problems, but it can also occur in other model reduction schemes
for DPS. It means that all but a finite number of the states of the system
have the desired stability margin s , and those that do not may be0
Ž . Ž .stabilized by the gains 4.7 . Furthermore, using 4.7 , we obtain
A q B G AN N N NRA s . 4.8Ž .0 A q B G AR N R N R
Ž . Ž . 5 5From 4.8 , it is easy to see that if A , B is controllable and A isN N NR
small, then the model reduction subspaces H and H are stabilizingN R
subspaces. Furthermore, it seems unlikely that a finite-dimensional con-
Ž . Ž .troller 3.5 can ever stabilize exponentially an infinite-dimensional DPS
w xwithout the existence of stabilizing subspaces; see 4 .
w xThe stabilizing subspace idea was used in 1 to unify stability and
controller synthesis for discrete and continuous-time DPSs. As we shall
see, it is also useful for interrelating time and frequency domain stability
bounds.
4.1. L2-Bounded-Input Bounded-Output Stability
In the previous subsection, stability is treated as an internal or
Ž .state]space property of the DPS. Alternatively, the stability of 4.2 may be
looked at from an external or input]output viewpoint, i.e., what is the
Ž . Ž .behavior of the output y t for a given disturbance input f t ? TheD
p Ž p .concepts of L -bounded input, bounded output L -BIBO stability have
wbeen used for both lumped and distributed parameter systems; see e.g., 9,
x w x w x w x w x Ž .Chapt. 5 8 , 18 , or 16, Chapt. 6 . Following 18 , we shall say 4.2 is
p Ž . Ž .L -BIBO stable for 1 - p F ‘ when, for ¤ s 0, we have a if f ? is in0 D
pŽ M . Ž . P Ž P . Ž .L R, R , then y ? is in L R, R and b there exists a constant
M - ‘ such that0
5 5 5 5y ? F M f ? , 4.9Ž . Ž . Ž .p p0 D
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P Ž q.  Ž . < qwhere, for any positive integer q, L R, R ’ g ? g : R “ R and
‘ 5 Ž .5 p 4 5 Ž .5 Ž ‘ 5 Ž .5 p .1r pH g t dt - ‘ , with g ? ’ H g t dt for 1 F p - ‘ orpy‘ y‘
‘Ž q.  Ž . < q 5 Ž .5 4y‘ 5 Ž .5L R, R ’ g ? g : R “ R and sup g t - ‘ with g ? ’‘t g R
5 Ž .5 psup g t . These L -spaces are Banach spaces with the given normst g R
5 5 q 5 Ž .5 Ž T Ž . Ž ..1r2? and the R -norm taken to be g t ’ g t g t ; when p s 2,p
L2 is a Hilbert space.
In much of the finite-dimensional control literature, bounded input,
Ž w x.bounded output stability is a fundamental concept see, e.g., 6, Chapt. 4 .
The version that is often seen is L‘-BIBO stability, where a bounded
disturbance produces a bounded output when the initial condition is zero.
w x xIt is shown in 6 , Theorem 3, p. 197 that exponential stability of A0
implies L‘-BIBO stability; the proof is for finite dimensions, but it extends
directly to infinite dimensions. In fact, for finite dimensions, the two
Ž .concepts are equivalent when A, B, C is controllable and observable; this
is not necessarily the case in infinite dimensions.
Ž w x w x w x w x w xHowever, in more recent literature e.g., 5 , 8 ] 11 , 13]15 , 18 ,
L2-BIBO stability is much more popular. The main reason for this is the
Fourier]Plancherel Theorem, which says that the Fourier transform,
‘1
yj v tg v ’ g t e dt , 4.10Ž . Ž . Ž .Ã H'2p y‘
is a unitary operator on L2, i.e.,
5 5 5 5g v s g t , 4.11Ž . Ž . Ž .Ã 2 2
Ž .where the integral in 4.10 is taken in the sense of ``limit in the mean,''
w x Ž .i.e., it is taken over the bounded interval yN, N and converges to 4.10
2 Žin the L -norm as N “ ‘. The proof of this result sometimes known as
. w x w xParseval's Theorem is given in 12, p. 259 or 9, Appendix B.2 . Further-
more, the inverse Fourier transform is given by
‘1
jv tg t ’ g v e dv . 4.12Ž . Ž . Ž .ÃH'2p y‘
This provides a way to transform from time to frequency domain and
return without changing the L2-norm; hence, we have the following result:
Ž . 2THEOREM 1. The DPS 4.2 is L -BIBO stable if
5 5sup T v F M - ‘, 4.13Ž . Ž .0 0
y‘-v-‘
where
Ãy v s T v f v , 4.14Ž . Ž . Ž . Ž .Ã 0 D
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Ž . Ž .where T v is the P = M transfer matrix for 4.2 and M is the same0 0
Ž .constant as in 4.9 when p s 2.
Ž . 2Ž M . Ž . Ž .Proof. Let f ? be in L R, R . Consider, from 4.11 and 4.14 , thatD
‘
2 2 2Ã5 5 5 5 5 5y ? s y ? s T v f v dvŽ . Ž . Ž . Ž .Ã2 2 H 0 D
y‘
‘
2 2Ã5 5 5 5F T v f v dv . 4.15Ž . Ž . Ž .H 0 D
y‘
Ž . Ž .We use 4.13 in 4.15 to obtain
‘
2 2 2 22 2 2Ã Ã5 5 5 5 5 5 5 5y ? F M f v dv s M f v s M f ? ,Ž . Ž . Ž . Ž .2 H 2 20 D 0 D 0 D
y‘
and the desired result follows.
Ž . 2Therefore, the sufficient condition 4.13 for L -BIBO stability is
5 5T v F M for all real v , 4.16Ž . Ž .0 0
where
5 5 1r2 UT v ’ l T v T v , 4.17Ž . Ž . Ž . Ž .Ž .0 max 0 0
Ž . U Ž .l Q is the largest eigenvalue of the Hermitian matrix Q, and T v ismax 0
Ž . Ž .the conjugate transpose or adjoint of the matrix T v for each v. The0
singular values of a matrix L are the square roots of the eigenvalues of the
U Ž w x.Hermitian matrix L L see, e.g., 15 , and they can be efficiently numeri-
Ž . Ž .cally calculated. Therefore, 4.16 ] 4.17 can be written as
5 5T v ’ s¤ T v F M for all real v , 4.18Ž . Ž . Ž .Ž .0 0 0
Ž .where s¤ Q indicates the largest singular value of Q. This makes the
2 Ž .determination of L -BIBO stability a bit simpler, even for DPS; so, 4.18
Ž .is a frequency domain condition for the stability of 4.2 .
Ž . Ž .We can obtain the transfer matrix T v for 4.2 from0
T v s CR jv , A B , 4.19Ž . Ž . Ž .0 0
where
y1R l, A s lI y A 4.20Ž . Ž . Ž .0 0
is the resolvent operator for A , which is a bounded linear operator on H0
Ž .  < Ž .for each l in the resolvent set r A ’ l complex R l, A is a bounded0 0
4 Ž . Ž .coperator on H . The spectrum of A is given by s A s r A ; in0 0 0
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infinite-dimensional spaces it can be quite complicated, since A is an0
unbounded operator, in general.
Furthermore, the resolvent operator is the Laplace transform of the C0
Ž . Žw x .semigroup U t generated by A 12 , p. 482 :0 0
‘
yl tR l, A s U t e dt , Rel ) 0. 4.21Ž . Ž . Ž .H0 0
0
This leads to a relationship between exponential and L2-BIBO stability:
Ž . Ž .THEOREM 2. If the DPS 4.2 is exponentially stable, then jv is in r A0
and
K0
5 5R jv , A F , for all real v , 4.22Ž . Ž .0 s0
Ž . Ž . Ž .where the constants K , s are obtained from 4.3 and, from 4.22 , the0 0
2 Ž .DPS in L -BIBO with M in 4.9 is gi¤en by0
5 5 5 5M s C B K rs . 4.23Ž .0 0 0
Ž .Proof. Take l s « q jv, with « ) 0, and l is in r A by the0
Ž .Hille]Yosida Theorem. From 4.21 , we obtain
‘ ‘ K0y« t yjv t yŽs q« . t05 5 5 5R « q jv , A F U t e e dt F K e dt F .Ž . Ž .H H0 0 0 « q s0 0 0
Ž . Ž .Now, let « “ 0, to obtain 4.22 . From 4.19 , since B and C are bounded
linear operators, we have
5 5 5 5 5 5 5 5T v F C B R jv , AŽ . Ž .0 0
5 5 5 5F C B K rs .0 0
Ž .By 4.16 and Theorem 1, we have the desired result.
Ž . w xSee also the inequality 1.39 in 12, p. 485 . It is not clear under what
conditions the converse of Theorem 2 holds for DPS.
Later, we shall need to consider L2-BIBO stability for feedback forms,
i.e.,
y1H v s I y Q v , 4.24Ž . Ž . Ž .Ž .
Ž .where Q v is a bounded linear operator for each real v on an appropri-
Ž . 2ate Hilbert space. The stability of H v in the L -BIBO sense translates
Ž .into H v causal and bounded. However, we will not need to worry about
Žw x w x.causality 8 or 9 because our control systems will be designed to be
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causal in the time domain; hence, our analysis of stability will only need to
Ž .verify the boundedness of H v . Almost all results in BIBO stability make
Ž .use of the following result sometimes known as the Small Gain Theorem :
Ž .THEOREM 3. If Q v : H “ H is a bounded linear operator on the
normed space H for each real v, and
5 5Q v - 1, for all real v , 4.25Ž . Ž .
where
5 5 < 5 5 5 5 4Q ’ inf M Q¤ F M ¤ for all ¤ in H , 4.26Ž .
Ž . Ž Ž ..y1then H v ’ I y Q v is also a bounded linear operator on H for each
real v and
y15 5 5 5H v F 1 y Q v , for all real v . 4.27Ž . Ž . Ž .
w xThe proof of this result can be obtained from 12, p. 30 . It uses the
Neumann series:
‘
y1 kI q Q s Q ,Ž . Ý
ks0
Ž . Ž .which is absolutely convergent when 4.25 is satisfied; 4.27 follows also.
Ž . Ž . Ž .When Q v is an N = N matrix i.e., dim H s N , then 4.25 becomes
s¤Q v - 1, for all real v . 4.28Ž . Ž .
4.2. Robustness of Stability to Regular Perturbation
Theorem 3 is used in much of the literature to study the effect of
regular perturbations on L2-BIBO stability. Consider
Q v s Q v q DQ v , 4.29Ž . Ž . Ž . Ž .0
Ž Ž ..y1 Ž Ž ..y1where I y Q v is known to be bounded, then I y Q v is also0
Ž .bounded from Theorem 3 when the parameter uncertainty DQ v satisfies
y1y15 5DQ v - I y Q v , 4.30aŽ . Ž . Ž .Ž .0
or, for matrices,
s¤ DQ v - s¤ I y Q v , 4.30bŽ . Ž . Ž .Ž . Ž .0
Ž . Ž .for all real v, where s¤ ? denotes the smallest singular value and s¤ ? the
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Ž . Ž .largest one. The inequality 4.30b follows from 4.30a , the definition of
w xsingular values, and the property 15 that
1y1s¤ I y Q s 4.31Ž . Ž .
s¤ I y QŽ .
Ž .In lumped parameter systems, 4.30b is particularly easy to evaluate}
hence the popularity of this approach for robust control design under
parameter uncertainty. However, for DPSs, the effect of parameter uncer-
tainty or other perturbations on L2-BIBO stability can be assessed with
Ž . Ž .4.30a . Loosely stated, 4.30 is the ``gain stabilization'' of the feedback
system.
The corresponding situation with robustness of exponential stability is
given by the semigroup Perturbation Theorem:
Ä Ä Ž .THEOREM 4. Let A generate the C semigroup U t satisfying the0 0 0
exponential stability property
ysÄ t0Ä Ä5 5U t F K e , t G 0 4.32Ž . Ž .0 0
where K G 1 and s ) 0. Then the perturbed operator,0 0
&Ä ÄA s A q D A, 4.33Ž .c 0
& Ä Ž .where D A is a bounded operator, generates the C semigroup U t satisfying0 c
ysÄ tcÄ Ä5 5U t F K e , t G 0, 4.34Ž . Ž .c c
where
Ž .4.35a¡Ä ÄK s Kc 0~ ,&¢ Ž .Ä 5 5 4.35bs s s y K D AÄ Äc 0 0
ÄŽ . Ž . Ž .with the constants K , s gi¤en in 4.32 . The perturbed system 4.33 isÄ0 0
exponentially stable if
Ä Ä5 5D A - s rK . 4.36Ž .Ä0 0
w xThe proof of this theorem is given in 7, p. 210 ; it is a direct consequence
of the well-known Gronwall Inequality. To us, Theorem 4 seems to be one
of the essential tools for establishing the closed-loop stability of DPS with
Ž w x.finite-dimensional controllers e.g., 3 . In the next two sections, we shall
use Theorems 3 and 4 to establish and interrelate some closed-loop
stability results for DPS.
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5. CLOSED-LOOP STABILITY FOR DPS: TIME
DOMAIN CONDITIONS
In Section 3, model reduction is used to obtain a finite-dimensional
Ž . Ž .controller 3.5 for the infinite-dimensional DPS 2.8 . In this section, we
Ž .consider the closed-loop stability of the DPS with the controller 2.8 ; this
stability is not always guaranteed, as various computer simulations and
w xlaboratory experiments with flexible structures have demonstrated 2 . We
Äwant to use Theorem 4, of course, but the main difficulty is to obtain K0
Ž .and s in 4.32 ; our stability lemma in this section gives some reasonableÄ0
bounds for this data.
We make the following assumptions:
Ž . Ž . Ž .a The ROM A , B , C in 3.3 is controllable and observable.N N N
Ž . Ž .b The estimator gain K in 3.5 is chosen so that the spectrum ofN
Ž .A y K C is to the left of a vertical line through ys , 0 in theN N N N
Ž .complex plane; i.e., A y K C generates the matrix exponential U tN N N N
satisfying
Ä ys N t5 5U t F K e , t G 0, 5.1Ž . Ž .N N
Äwhere K G 1 and s ) 0.N N
Ž . Ž .c The residual subsystem satisfies 2.4 .
Ž .d The subspaces H and H used in the model reduction proce-N R
Ž .dure are stabilizing subspaces for A, B , as described in Section 4; hence,
Ž . Ž .A generates the C semigroup U t satisfying 4.3 .0 0 0
Ž . Ž .e s - s by the choice of K in 3.5 .0 N N
Ž . Ž .f f t ’ 0, i.e., there are no persistent disturbances.D
Ž .The controller 3.5 can be designed by standard finite-dimensional tech-
niques.
Ž . Ž .Let e s ¤ y ¤ and obtain, from 2.8 and 3.5 ,ÃN N N
Ž .5.2a¡f t s G¤ t s G¤ t q G e tŽ . Ž . Ž . Ž .N N N N~ › e tŽ .N Ž .s A y K C e t q K C y A P ¤ t . 5.2bŽ . Ž . Ž . Ž .¢ N N N N N R NR R› t
Ž .Note that we may omit P from 5.2b , since it is already incorporated intoR
Ž . Ž . ŽC and A . The closed-loop system 2.8 and 3.5 can be written fromR NR
Ž ..5.2 as
¡› ¤ tŽ .
s A ¤ t q BG e tŽ . Ž .0 N N› t~ 5.3Ž .
› e tŽ .N s K C y A ¤ t q A y K C e t .Ž . Ž . Ž . Ž .¢ N R NR N N N N› t
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We have the following closed-loop stability result:
Ž . Ž .THEOREM 5. If assumptions a ] f are satisfied, then the gain K mayN
Ž .be chosen so that the finite-dimensional controller 3.5 produces an exponen-
Ž . 5 5tially stable closed-loop system 5.3 when K C y A is sufficientlyN R NR
small.
The proof of Theorem 5 is obtained directly by taking A s A ,11 0
A s BG , A s K C y A , and A s A y K C in the follow-12 N 21 N R NR 22 N N N
w xing stability lemma, the proof of which uses Theorem 4 and appears in 3 :
LEMMA 1. Consider
›v A A11 12Äs A v s v , 5.4Ž .c A A› t 21 22
Ž .where A are bounded for i / j, and A generates the C semigroup U ti j i i 0 i
with the growth property
5 5 ys i tU t F K e , t G 0 5.5Ž . Ž .i 1
Ä Ä Ž .for i s 1, 2. Assume s / s . Then A generates the C semigroup U t1 2 c 0 c
with the growth property
ysÄ tcÄ Ä5 5U t F K e , t G 0, 5.6Ž . Ž .c c
where, for exponential stability,
Ä 5 5s s s y K A ) 0, 5.7Ž .Ä Äc 0 c 21
with
Ž .5.8as s min s , sŽ .Ä0 1 2
1r22½ ÄK s K K 1 q c q c F K K 1 q c Ž .Ž .Ž . 5.8bc 1 2 1 2
and
5 5A 1r212 2 25 5 5 5 5 5c s , where v ’ v q v .Ž .2 2< <s y s1 2
Ž . Ž .The dual result with A and A interchanged in 5.7 ] 5.8 is also12 21
Ž . Ž 2 . Ž .2true. The inequality in 5.8b follows from 1 q a q a F 1 q a when
a ) 0.
Ž . Ž .Because of assumption e and 5.8a , we have
s s s , 5.9Ž .Ä0 0
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and the exponential stability bound of Theorem 5 becomes
Ä5 5K C y A - s rK , 5.10Ž .N R NR 0 c
Ä Ž .with K given by 5.8b andc
y15 5c s BG ? s y sŽ .N N 0½ ÄK K s K K ,1 2 N 0
ÄŽ . Ž . Ž . Ž .where K , s and K , s are given in 5.1 and 4.3 , respectively.N N 0 0
These constants can either be obtained from the finite-dimensional con-
troller design or from the stabilizing subspace calculations of Section 4.
Ž .The stability test 5.10 involves the norm
5 5 5 5 5 5 5 5K C y A F K C q A . 5.11Ž .N R NR N R NR
Hence, with only a knowledge of the norms of C and A , we canR R N
ensure closed loop exponential stability when
Ä5 5 5 5 5 5K C q A - s rK . 5.12Ž .N R NR 0 c
ÄNote that K involves the normc
5 5 5 5 5 5BG F B G . 5.13Ž .N N
6. CLOSED-LOOP STABILITY FOR DPS: FREQUENCY
DOMAIN CONDITIONS
In Section 5, the internal stability of the closed-loop system was guaran-
Ž .teed by a test of the form 5.12 involving the norms of the residual data.
In this section, we consider the closed-loop stability from an external
Ž . Ž .standpoint and use Theorem 3. We assume here a ] e of Section 5 and
Ž . Ž .g ¤ ’ 0 in 2.8 , i.e., there are no impulsive disturbances. The finite-di-0
Ž .mensional controller 3.5 remains unchanged.
Ž . Ž .The closed loop system consisting of 2.8 and 3.5 may be written as
¡› ¤ tŽ .
Ž .6.1as A ¤ t q BG e t q Bf tŽ . Ž . Ž .0 N N D› t
› e tŽ .N~ Ž .s K C y A ¤ tŽ . Ž . 6.1bN R NR› t
q A y K C e t y B f tŽ . Ž . Ž .N N N N N D¢ Ž .y t s C¤ t .Ž . Ž . 6.1c
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Ž .The initial conditions are g and
e 0 s ¤ 0 y ¤ 0 s yP ¤ s 0. 6.2Ž . Ž . Ž . Ž .ÃN N N N 0
Ž .Note that the term B f appears in 6.1b because the controller does notN D
Žknow the persistent disturbance; this seems to be the most realistic and
. Ž . Ž .the most difficult situation to analyze. From 6.1a and g , by taking
Fourier transforms, we have
Ã¤ v s R jv , A B G e v q f v Ž .Ž . Ž . Ž . Ž .Ã Ã 6.3a0 N N D½ Ž .y v s C¤ v , 6.3bŽ . Ž .Ã Ã
Ž . Ž .y1 Ž . Ž .where R jv, A s jv y A . Furthermore, 6.1b and 6.2 yield0 0
Ãe v s R v D ¤ v y B f v , 6.4Ž . Ž . Ž . Ž . Ž .Ã ÃN N NR N D
where
Ž .¡R v ’ R jv , A y K C 6.5aŽ . Ž .N N N N
y1~ Ž .R l, A y K C ’ lI y A y K CŽ . Ž . 6.5bN N N N N N N¢D ’ K C y A . Ž .6.5cNR N R NR
This is illustrated in Fig. 1, which suggests defining
Ã ÃE v ’ G e v q f v . 6.6Ž . Ž . Ž . Ž .ÃN N D
Ž . Ž .From 6.3 and 6.6 , we have
Ž .Ã 6.7a¤ v s R jv , A BE vŽ . Ž . Ž .Ã 0½ Ã Ž .6.7by v s T v E v ,Ž . Ž . Ž .Ã 0
where
T v ’ CR jv , A B. 6.8Ž . Ž . Ž .0 0
Ž . Ž . Ž .Furthermore, from 6.4 and 6.7a in 6.6 , we obtain
Ã ÃE ÃE v s f v q G L v E v , 6.9Ž . Ž . Ž . Ž . Ž .D N
where
L v ’ R v D R jv , A B , 6.10Ž . Ž . Ž . Ž .N NR 0
EŽ .and the equivalent disturbance f v isD
ÃE Ãf v ’ I y G R v B f v . 6.11Ž . Ž . Ž . Ž .Ž .D M N N N D
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Ž .Therefore, from 6.9 ,
Ã ÃEE v s S v f v , 6.12Ž . Ž . Ž . Ž .D
where
y1
S v ’ I y G L v , 6.13Ž . Ž . Ž .Ž .M N
Ž .which is the inverse of the return difference operator I y G L v .M N
Ž . Ž .Furthermore, from 6.7b and 6.12 , we have the closed-loop input]output
relationship:
ÃEy v s T v f v , 6.14Ž . Ž . Ž . Ž .Ã c D
where the P = M closed-loop transfer matrix is
T v ’ T v S v 6.15Ž . Ž . Ž . Ž .c 0
Ž .whenever S v exists.
Ž .Note that, even in the ideal case, when D s 0, 6.14 becomesNR
ÃEy v s T v f v , 6.16Ž . Ž . Ž . Ž .Ã0 0 D
ÃEŽ . Ž . Ž . Ž .with T v given by 6.8 and f v given by 6.11 . This is not surprising,0 D
Ž .because there is still a term due to the unknown disturbance f t enteringD
Ž .the state estimator error equation 6.1b . If this disturbance were com-
pletely known, then a counteracting term could be added to the controller
ÃE ÃŽ . Ž . Ž . Ž .3.5 , and 6.11 would reduce to f v s f v . However, in most practi-D D
cal problems, the disturbance would not be completely known; hence, we
Ž . Ž . 2must have 6.11 . It is clear that, if f t is an L -bounded disturbance,D
EŽ .then so is the equivalent disturbance f t ; this can be obtained fromD
Ž . Ž .4.11 and the fact that using Theorem 2
Ä5 5R v F K rs for all real v , 6.17Ž . Ž .N N N
ÄŽ . Ž .where K , s are given in 5.1 .N N
This leads to our main result for DPS stability in the frequency domain:
Ž . Ž . Ž .THEOREM 6. If the assumptions a ] e in Section 5 and g in Section 6
are satisfied, and if
s sN 0
5 5K C y A - , 6.18Ž .N R NR Ä 5 5 5 5K K B GN 0 N
ÄŽ . Ž . Ž . Ž .where K , s are gi¤en in 5.1 and K , v are gi¤en in 4.3 , then theN N 0 0
Ž . 2finite-dimensional controller 3.5 produces an L -BIBO stable closed-loop
Ž .system 6.1 .
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Proof. From the discussion preceding the statement of this theorem,
Ž . Ž .we need only show that the operator S v in 6.13 exists and is bounded
Ž .uniformly for all real v. Then, by Theorem 1 and the condition 4.16 , the
desired result will follow.
However, by Theorem 3, we need only show that
5 5G L v - 1 for all real v , 6.19Ž . Ž .N
Ž .for S v to exist and be bounded. But, from Theorem 2, we have
K0
5 5R jv , A F , 6.20Ž . Ž .0 s0
because A generates an exponentially stable semigroup due to assump-0
Ž . Ž . Ž . Ž . Ž .tions c and d . Moreover, from assumptions a and b , 6.17 is
satisfied. Note that the spectra of A and A y K C are in the open0 N N N
left half of the complex plane; hence jv is in the resolvent set of both
operators. Therefore,
K KN 0
5 5 5 5 5 5 5 5G L v F G D B - 1 by 6.18Ž . Ž .N N NRs sN 0
and the desired result holds.
Ž .Of course, when 5.10 holds, the closed-loop system is exponentially
stable by Theorem 5, and consequently, by Theorem 2, it is also L2-BIBO
Ž . Ž .stable. However, we would like to compare 5.10 with 6.18 to see if the
condition for Theorem 6 is easier to satisfy than that for Theorem 5. The
Ž .answer is yes, if we bound K in 5.10 byc
5 5 5 5B GNÄ ÄK F K K 1 q , 6.21Ž .c N 0 ž /s y sN 0
Ž . Ž . Ž . Ž .which is obtained from 5.8b , 5.11 , and 5.13 . Then 5.10 is satisfied
when
s0
5 5K C y A - . 6.22Ž .N R NR 5 5 5 5B GNÄK K 1 qN 0 ž /s y sN 0
Ž .Now, the right-hand side of 6.22 is less than or equal to the right-hand
Ž . Ž .side of 6.18 , i.e., from assumption e we have
s s y s s y s 1N N 0 N 0G G s , 6.23Ž .
a a a q s y s 1 q ar s y sŽ . Ž .N 0 N 0
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5 5 5where a ’ B G , and, therefore,N
s s s0 N 0G . 6.24Ž .Ä ÄK K a K K 1 q ar s y sŽ .Ž .N 0 N 0 N 0
Ž . Ž . Ž .This says that, when 6.21 is used in 5.10 , the resulting condition 6.22
Ž .for exponential stability is more stringent than the condition 6.20 for
L2-BIBO stability of the closed-loop DPS.
7. CONCLUSIONS
Our main results Theorems 5 and 6, presented in Sections 5 and 6, give
Ž . 2tests for exponential stability time domain and L -BIBO stability
Ž .frequency domain of closed-loop DPS with finite-dimensional controllers.
For the time domain test, an internal view of the system is taken, and
exponential decay of the effects of any impulsive disturbance on the full
infinite-dimensional state is required. However, for the frequency domain
test, an external view is taken, and bounded input]bounded output behav-
ior in the L2 sense is expected for any square-integrable persistent
disturbance. The time domain result is a consequence of regular perturba-
tion of the C semigroup generated by the system. The frequency domain0
Ž .result is obtained via the Fourier]Plancherel or Parseval Theorem for
Fourier transforms and a version of the Small Gain Theorem; in this case,
the system resolvent operator, which is the Laplace transform of the
semigroup, becomes the important concept.
It was expected that L2-BIBO stability would yield a less stringent test,
Ž .since it is weaker for DPS than exponential stability see Theorem 2 . This
was shown to be true for some choices of bounds on the data used for
Theorem 5; however, it may not always be so. It should be noted that both
approaches are regular perturbation methods, where a nominally stable
Ž .system e.g., the closed loop DPS with A s 0 and C s 0 is perturbedNR R
by a bounded term; bounds on the size of this term, for which stability is
maintained, produce the closed-loop stability tests.
The stability results presented here for the time and frequency domain
are related by
Ž .a The C -semigroup of the system and its Laplace transform, the0
resolvent operator.
Ž .b Regular perturbation theory.
Ž .c The concept of stabilizing subspaces for DPS.
Ž .It seems to us that, without property c , a DPS would have little or no
Ž 2 .chance of being stabilized either exponentially or L -BIBO by a finite-di-
w xmensional controller 4 .
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Finally, we note that the controller design was not considered the focus
of this paper. The designs can all be based on finite-dimensional, reduced
order models; hence, many time or frequency domain techniques are
available. Furthermore, to be implementable with a digital computer, the
Ž . Ž .controller 3.5 should be discrete rather than continuous time. However,
the main conclusions, with which we hope the reader will agree, are that
closed-loop stability analysis should be an intrinsic part of any attempt to
produce finite-dimensional, practical controllers for infinite-dimensional
DPS, and that such an analysis can be carried out with perturbation
techniques in many disguises.
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