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Abstract
In the context of stochastic gradient descent
(SGD) and adaptive moment estimation (Adam),
researchers have recently proposed optimization
techniques that transition from Adam to SGD with
the goal of improving both convergence and gen-
eralization performance. However, precisely how
each approach trades off early progress and gen-
eralization is not well understood; thus, it is un-
clear when or even if, one should transition from
one approach to the other. In this work, by first
studying the convex setting, we identify poten-
tial contributors to observed differences in per-
formance between SGD and Adam. In particular,
we provide theoretical insights for when and why
Adam outperforms SGD and vice versa. We ad-
dress the performance gap by adapting a single
global learning rate for SGD, which we refer to as
AdaSGD. We justify this proposed approach with
empirical analyses in non-convex settings. On
several datasets that span three different domains,
we demonstrate how AdaSGD combines the bene-
fits of both SGD and Adam, eliminating the need
for approaches that transition from Adam to SGD.
1. Introduction
Many machine learning tasks require the choice of an op-
timization method. In general, this choice affects not only
how long it takes to reach a reasonable solution, but also the
generalizability of that solution. In recent years, many adap-
tive gradient methods, such as AdaGrad (Duchi et al., 2011),
RMSProp (Tieleman & Hinton, 2012), and Adam (Kingma
& Ba, 2015), have been proposed. Such methods, which
adapt the learning rate for each parameter, have become the
benchmark in many applications. In particular, Adam is
widely used, since in practice its default learning rate works
well across many problems (Karpathy, 2019; Harutyunyan
et al., 2017; Xu et al., 2015; Oh et al., 2017). However,
there remain settings in which state-of-the-art performance
is achieved by applying SGD with momentum (Cubuk et al.,
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2018; Gastaldi, 2017; Huang et al., 2018). Given these ob-
served differences, researchers have started to investigate
transition rules to switch from Adam to SGD (Luo et al.,
2019; Keskar & Socher, 2017). However, there are still gaps
in our understanding of when and why Adam outperforms
SGD and vice versa. Consequently, it remains unclear as to
whether or not transitional approaches are even required.
In this paper, we present a rigorous empirical comparison of
SGD with momentum (referred to as SGD throughout for
simplicity) and Adam. We aim to increase our understand-
ing of the strengths and weaknesses of each approach, so
that we can make informed choices. Through theoretical
analyses in the convex setting and a series of experiments
on both synthetic and real non-convex data, we demonstrate
that by adapting a single global learning rate within SGD,
the gap between SGD and Adam can be reduced. The con-
tributions are summarized below.
• To build intuition, we show how and why Adam and
SGD can fail in the least squares regression setting
and then extend this intuition to SGD with logistic and
exponential loss.
• Based on the intuition, we propose a simple modifi-
cation of SGD, AdaSGD, that results in many of the
good properties enjoyed by SGD and/or Adam both
theoretically (in the convex setting) and empirically
(using deep networks of various architectures across
domains). The modification isolates the contribution
of adapting the learning rate on a per parameter basis
versus globally.
• Compared to previously proposed transitional methods
from Adam to SGD, AdaSGD has fewer hyperparame-
ters and we show that it is more robust to hyperparam-
eter selection.
The rest of the paper is organized as follows. Following a
review of related work (Section 2), we introduce our pro-
posed approach in Section 3. Then, we identify desirable
properties of Adam and SGD on the synthetic data (Section
4) and verify those properties on real data (Section 5). Over-
all, this work demonstrates that a simple modification to
SGD can greatly reduce the gap between SGD and Adam,
without introducing new hyperparameters to tune, obviating
the need for transitional approaches.
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2. Preliminaries and Background
Before presenting our empirical and theoretical findings, we
first introduce the problem setup and notation used through-
out. Then, we give a brief overview of related work, provid-
ing additional context.
Problem setup. We consider a scenario in which
the goal is to optimize some objective function
minθ E(x,y)∼DL(x, y;θ) for some distribution D and loss
function L. Given n labeled training examples, where
{(x(i), y(i)) : i ∈ [1, · · · , n]} are sampled i.i.d. from D,
we aim to minimize empirical risk 1n
∑n
i=1 L(x
(i), y(i);θ).
Throughout, we use bold font to denote vectors.
In this work, we first build intuition on the differences be-
tween Adam and SGD, by restricting L to be a strongly con-
vex quadratic function. Then, we consider settings where L
corresponds to the non-convex loss associated with the out-
put of a deep neural network, verifying intuition established
from solving a convex optimization problem.
Optimization Algorithms. We focus on comparing SGD
and Adam, two of the most commonly used optimization
algorithms in machine learning (and specifically deep learn-
ing (Bottou et al., 2018)). SGD updates its model parame-
ters according to the gradient of the loss with respect to a
randomly sampled example (xt, yt) from the training set:
θt+1 = θt − η∇θL(xt, yt ; θt) , where θt ∈ Rd is the pa-
rameter vector at iteration t, η ∈ R+ is the learning rate, and
d is the dimensionality of the feature vector. For brevity, we
shorthand L(xt, yt ; θt) with L(θt). Following common
practice, we add momentum to SGD.
SGD with momentum: θt+1 = θt − ηm(∇θL(θt))
where m(gt) = β1m(gt−1) + gt with m(g0) = 0.
Throughout, we refer to SGD with momentum as SGD.
In contrast, Adam adapts the learning rate for each parame-
ters separately according to the following update rule:
Adam: θt+1 = θt − η Eβ1(∇θL(θt))√Eβ2([∇θL(θt)]2) + 
√
1− (β2)t
1− (β1)t
with element-wise division. Eβ(wt) = βEβ(wt−1) + (1−
β)wt is the 0 initialized exponential average (Eβ(w0) = 0)
with a non-negative hyperparameter scalar β. β1, β2,  are
also hyperparameters, typically set to some default. The last
term corrects bias due to 0 initialization. This adaptation
scheme can be interpreted as approximating second order
methods with a diagonal Hessian.
Convergence Properties. For many years, researchers have
studied the convergence properties of SGD (Bubeck, 2015;
Bottou et al., 2018; Ruder, 2016). Notably, in a convex
setting, SGD has a regret bound that depends on d, whereas
AMSGrad (Reddi et al., 2018), a variant of Adam, does not.
Instead, AMSGrad’s bound depends on
∑d
i=1 ‖g1:T,i‖2.
This suggests that AMSGrad may converge faster when the
gradient is sparse. We will derive a similar bound for our
proposed method to show convergence. Extending beyond
the convex setting, recently, researchers have started to an-
alyze the convergence properties of adaptive methods in
non-convex settings (Chen et al., 2019; Zhou et al., 2018a;
Li & Orabona, 2018), and empirically have demonstrated
that adaptive methods have a faster initial progress during
training. However, given a standard training budget, SGD is
often able to catch up towards the end (Wilson et al., 2017;
Luo et al., 2019; Chen et al., 2019). Here, we focus on
progress made near the end of the training, using a train-
ing budget explored in previous work (training curves are
included in Appendix B).
Generalization Performance. Empirically, researchers
have observed that in some cases SGD produces solutions
that generalize better compared to Adam (Luo et al., 2019;
Keskar & Socher, 2017; Wilson et al., 2017; Loshchilov &
Hutter, 2017). One explanation is that SGD is algorithmi-
cally stable (i.e., the solution is robust to perturbations of
the training data) (Hardt et al., 2016). We will show that
Adam is not. Moreover, in the least squares regression set-
ting, each step in gradient descent (GD), starting from the
origin, corresponds to a point in the parameter space that
approximates a solution with some amount of L2 regulariza-
tion (Goodfellow et al., 2016). We empirically show that
SGD follows the same path but Adam does not. Further-
more, if the linear model is over-determined and initialized
in the span of the data, SGD converges to the minimum
L2 norm solution, unlike Adam (Zhang et al., 2017; Reddi
et al., 2018).
Closing the gap. Previously, researchers have shown that
the performance gap between SGD and Adam can be closed
if one tunes some default hyperparameters of Adam. For
example, with large , Adam becomes SGD and thus it is
not surprising that tuning  for each problem would bridge
the gap (Choi et al., 2019). Similarly, instead of taking
the square root of the exponential average for the square of
the gradient, a smaller exponent (say 1/8 instead of 1/2)
brings Adam closer to SGD (note: Adam is equivalent to
SGD when the exponent is 0) and is shown to perform well
on computer vision tasks (Chen & Gu, 2018). Instead of
tuning more hyperparameters, which can be expensive, we
aim to understand why the gap exists and can we bridge
the gap with minimal tuning. Our explanation offers a
different point of view on why tuning  and the exponent
helps.
Transitional Methods. Another line of work that aims to
close the gap proposes methods that transition from Adam
to SGD (Luo et al., 2019; Keskar & Socher, 2017), with
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the goal of leveraging the faster initial progress of Adam,
before switching to SGD for a more generalizable solu-
tion. AdaBound (Luo et al., 2019) and Swats (Keskar
& Socher, 2017) are two ‘transitional’ approaches with
different criteria for when to switch. AdaBound uses a
‘soft’ transition scheme. It defines an upper bound function,
ηu(t) = ηsgd · (1 + 1/(γ · t)), and a lower bound function,
ηl(t) = ηsgd ·(1−1/(γ ·t+1)), on the current iteration num-
ber t to clip the adaptive learning rate within the bounds with
parameters γ, ηsgd ∈ R+. When t = 0, the bound is loose
(0,∞), so AdaBound initially behaves like Adam. As t ap-
proaches∞, η = ηsgd, so the algorithm converges to SGD.
Unlike AdaBound, Swats determines ηsgd and the switching
point automatically. It starts with Adam and switches to
SGD when the magnitude of changes in Adam’s update pro-
jected onto the direction of the gradient stabilizes. It then
uses this stabilized learning rate as ηsgd and transitions to
SGD. Though both approaches have been shown to work in
certain settings, we will show in this work that Adam is
not always faster than SGD. Thus, starting with Adam and
then switching to SGD may not be beneficial. Moreover, as
highlighted above, AdaBound requires specifying additional
hyperparameters: the learning rate for Adam (before transi-
tion) ηadam, the learning rate for SGD (after transition) ηsgd,
and the switching point γ. On real datasets, we compare
the performance of Swats and Adabound to SGD, Adam,
and our proposed approach. Moreover, we compare their
robustness to hyperparameter selection.
3. Proposed approach – AdaSGD
As Adam and SGD have been found to be favorable in
different settings, we provide a middle ground, AdaSGD,
that combines features from both. Our proposed method,
AdaSGD, combines SGD’s property of implicit regulariza-
tion and Adam’s ability to adapt step sizes to the loss surface.
The main idea involves adapting a global learning rate for
SGD, increasing its robustness across problem settings. Pre-
vious work provides a rich theoretical motivation for step
size adaptation, especially for adapting a global learning rate
(Vaswani et al., 2019; Li & Orabona, 2018). For example,
Li and Orabona analyzed the converegence of a global step
size adaptation of SGD based on AdaGrad in non-convex
settings. In contrast, we base our adaption on Adam due
to its popularity and show empirically that it works better
than Li’s approach across datasets (Appendix A). Proofs
for the properties of our proposed approach are included in
Appendix E.
Update rules: AdaSGD uses the following rules to adapt
the learning rate and update model parameters:
AdaSGD: θt+1 = θt − ηtm(∇θL(θt))
where m is the momentum function, ηt = η
√
1−(β2)t√
vt/d
is a
scalar, vt = Eβ2(‖∇θL(θt)‖22), v0 = 0, and η > 0 is a
hyperparameter. Note that AdaSGD is different from Adam
in that it adapts only the global learning rate η instead of
adapting each parameter’s learning rate. That is for one di-
mensional problems, AdaSGD and Adam are almost equiv-
alent (‘almost’ because AdaSGD uses momentum while
Adam uses exponential average of the gradient; we don’t
expect this to make a difference in practice). We adapt the
learning rate based on Adam as a mechanism to explore the
differences between SGD and Adam; We do not claim the
adaptation scheme to be optimal. We note that AdaSGD
is a special case of AdaShift (Zhou et al., 2018b) (without
the decorrelation operation, with a global learning rate, and
uses the L2 function to aggregate second moment estima-
tion spatially, instead of the max used in AdaShift). These
simplifications allow us to pinpoint the potential reason that
Adam performs poorly in some settings, namely fitting to
directions associated with small eigenvalues. While we’d
expect layer-wise adaptation (as used in AdaShift) to better
cope with different statistics across layers, normalization
techniques could solve the problem for deep networks even
though AdaSGD only uses a global learning rate.
For the same reason that Adam fails to converge, AdaSGD
does not converge with convex loss. Thus, to better un-
derstand the properties of AdaSGD, we use the same trick
introduced in Reddi et al., 2018, i.e., we analyze a close
variant AdaSGDMax instead. In AdaSGDMax, we have
ηt = η/
√
vˆt/d where vˆt = max{vˆt−1, vt/(1 − (β2)t)}
and vˆ0 = 0. In the case of constrained optimization, i.e., ∀t,
θt ∈ F where F is some constrained set, we project θt to
ΠF (θt) := miny∈F ‖θt − y‖2 to satisfy the constraint.
Theorem 3.1 (AdaSGDMax is robust to the choice
of learning rate). With strongly convex deterministic
quadratic loss and bounded gradient, AdaSGDMax with
β1 = 0 converges for all η > 0 unless limt→∞ ηt = 2λmax .
AdaSGDMax greatly expands SGD’s convergent range. The
exceptional case can be easily avoided by decaying the
learning rate once the loss stops decreasing. Note that SGD
with any learning rate decay that has a positive final learning
rate in the convergent range will converge regardless of the
initial learning rate. However, a learning rate that is too
small could lead to slow convergence. A nice property
of AdaSGDMax, as shown in the proof, is that it will not
decrease the learning rate once ηt is in SGD’s convergent
range, preventing it from suffering slow convergence due
to a small learning rate. A byproduct of the proof is that
AdaSGDMax converges linearly (like SGD). It spends little
time in the non-convergent region of SGD.
Theorem 3.2 (AdaSGDMax has sublinear regret). Con-
sider a constrained online optimization problem with a
convex constraint set F , convex loss function ft with
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‖∇ft(θ)‖∞ ≤ G∞ for all t ∈ [T ] and θ ∈ F ,
we aim to minimize the regret RT :=
∑T
i=1 ft(θt) −
minθ∗∈F
∑T
i=1 ft(θ
∗). Assuming F has bounded diam-
eter D∞ (i.e., D∞ = maxx,y∈F ‖x − y‖∞) and ηt =
η/
√
tvˆt/d AdaSGDMax has regret
RT ≤ D
2
∞
√
dvˆTT
2η
+
d3/2G2∞η(2
√
T − 1)
2
√
vˆ1
Corollary 3.2.1. Setting ηt = ηD∞/(G∞
√
tvˆt), we have
RT ≤ dD∞G∞
√
vˆTT
2η
+
dD∞G∞η(2
√
T − 1)
2
√
vˆ1
Here, we study the same online optimization problem as
in Reddi et al., 2018 and Luo et al., 2019. Sublinear con-
vergence in this setting implies convergence in the empir-
ical risk minimization setting (Reddi et al., 2018). Note
that our bound is comparable to SGD’s regret bound of
dD∞G∞
√
T
2η +
dD∞G∞η(2
√
T−1)
2 (Hazan, 2014). When vˆT is
small and vˆ1 is large, AdaSGDMax can make faster progress
compared to SGD. When the gradient is sparse, however,
AMSgrad (a variant of Adam that is guaranteed to converge
with convex loss) can converge faster. However, we will
show that such scenarios rarely occur in the least squares
regression setting. Moreover, in a non-convex setting using
real data, given a standard number of training epochs, Adam
does not lead to a lower training loss compared to AdaSGD.
AdaSGD v.s. AdaSGDMax: The only difference between
AdaSGD and AdaSGDMax is that in the former the learning
rate can increase. Empirically, this leads to good solutions
faster, since the algorithm can accelerate in flat regions and
slow down when the gradient changes quickly. The next
theorem shows that even with the ability to increase the
learning rate, AdaSGD has bounded error for deterministic
strongly convex quadratic problems.
Theorem 3.3 (AdaSGD reaches a solution close to the
optimal solution). The distance from AdaSGD’s solution θ
to the optimal solution θ∗ for deterministic strongly convex
quadratic problems with η > 0 and bounded gradient is
bounded by ‖θ − θ∗‖2 ≤
√
dηK
2(1−β2) , where K = λmax/λmin
is the condition number.
A consequence of Theorem 3.3 is that decaying the learning
rate will lead AdaSGD to a more accurate solution.
4. Lessons from convex quadratic loss
Before examining the performance on real datasets and deep
networks, we first explore properties of Adam, SGD, and
AdaSGD in a simpler setting using synthetic data. Following
previous work (Wilson et al., 2017; Zhang et al., 2017), we
consider a setting in which one aims to minimize a convex
Implicit regularization Robustness to η
SGD X 7
Adam 7 X
AdaSGD X X
Table 1. A comparison among SGD, Adam, and AdaSGD.
quadratic loss function. While deep networks generate more
complex loss surfaces, a convex quadratic loss is a good
local approximation. In addition, as we will show, using
a convex quadratic loss, one can reproduce much of the
phenomena observed in training deep networks using SGD
or Adam. Further theoretical insights for SGD that extend
beyond quadratic loss are also discussed in this section.
We begin by formally introducing the problem setup spe-
cific to quadratic loss and our data generation process. For
settings in which Adam has favorable properties compared
to SGD, we show that AdaSGD has similar properties. In
parallel, for settings in which SGD has favorable properties
compared to Adam, we show that AdaSGD maintains those
properties. Table 1 provides an overview of the properties.
Least squares regression. Here, we minimize the squared
loss over the training set L(θ) = 12‖Xθ − y‖22, where
X ∈ Rn×d is the design matrix. Note that XᵀX = QᵀΛQ
for an orthonormal matrix Q and a diagonal matrix Λ (spec-
tral theorem). Furthermore, all entries of Λ are non-negative.
We denote λmax and λmin as the largest and smallest eigen-
values of XᵀX respectively (that is the largest and small-
est diagonal entries of Λ). If XᵀX is invertible (diagonal
entries of Λ are all positive), then the optimal solution is
θ∗ = (XᵀX)−1Xᵀy. The condition number, a proxy for
the difficulty of the task, is denoted as K := λmax/λmin. In
the following sections, we will explore how Adam and SGD
perform on this task as we vary the condition number.
Evaluation. Since both Adam and SGD converge slowly
with a large condition number (Rahimi & Recht, 2017), in-
stead of measuring time to convergence, we compare their
performance by measuring loss after a fixed number of pa-
rameter updates (3, 000), well after the loss stops changing
for problems with small condition numbers. The results
when sweeping the number of parameter updates is in Ap-
pendix B and are consistent with the conclusions drawn in
this section. Furthermore, since different tasks have differ-
ent minimum attainable losses, to account for task difficulty,
we report the regret in loss, i.e. L(θ)− L(θ∗), and refer to
it as ‘loss’ throughout this section.
Data generation. To explore situations in which SGD out-
performs Adam and vice versa, we generate synthetic data
for which we know the true underlying solution, θ∗. As
described above, we focus on least squares. To generate
a least squares problem, we first specify X and y, where
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(a) (b) (c) (d)
Figure 1. Adam has an advantage when the Hessian of the problem is nearly diagonal (which is a rare event). (a) Angle alignment
illustration with three differently colored contour plots, and (b) comparison of different optimization approaches applied to problems with
varying angle alignment on 2D data with K = 104, λmin = 1, ηsgd = 1/λmax, ηAdaSGD = 0.0005, and ηAdam = 0.005. (c) AdaSGD
with a single learning rate (η = 0.01) has similar loss compared to Adam with a single learning rate (η = 0.1). (d) A near diagonal
Hessian becomes increasingly rare as the number of dimensions increases.
X = V ΣQ, with V and Q being orthonormal matrices, and
Σ ∈ Rn×d being a diagonal matrix with ΣᵀΣ = Λ. Since
we are interested in how performance varies with different
K, we vary λmax and λmin. To generate a diverse set of
least squares problems, given λmax and λmin, we fill the
diagonal entries of Λ by placing λmax at the first entry, λmin
at the last entry, and selecting the remaining values from a
uniformly spaced log scale. We sample Q and V uniformly
in the orthogonal group O(n) and y ∼ N (0, 30)d, inducing
a relationship between X and y. We initialize parameters
θ0 ∼ N (0, 1)d. Following convention, we set β1 = 0.9
and β2 = 0.999. We set n = 300 and d = 100. For both
SGD and Adam, at each iteration, we uniformly sample a
single data point to compute an estimate of the gradient.
4.1. When Adam has an edge over SGD
Compared to SGD, Adam often leads to a faster initial
decrease in training loss (Wilson et al., 2017) and has a
default learning rate that works well across problem settings.
4.1.1 Advantage Adam: Adam achieves lower loss with
a fixed number of iterations compared to SGD when the
Hessian associated with the problem is diagonal.
Justification: Since Adam adapts each parameter’s learning
rate separately, we expect quick convergence for problems
with a diagonal Hessian, i.e., when the axes of the ellipsoidal
contour associated with the quadratic problem are aligned
with the standard basis. Figure 1(a) illustrates the angle of
alignment α. As expected, when we vary α from 0 to 45
degrees (45 to 90 degrees is a mirror image) in Figure 1(b),
Adam performs the best when α is close to 0 degree.
Solution - AdaSGD: Admittedly, AdaSGD does not close
the gap between SGD and Adam on problems with a diago-
nal Hessian, but a near diagonal Hessian becomes increas-
ingly rare as d increases (Figure 1(d)). Here, we define
the alignment angle of a unit vector v as cos−1(‖v‖∞).
Then, for a uniformly random unit vector (a row of Q), as
we increase d, the probability of having a large coordinate
(small alignment angle) decreases exponentially. Even when
one considers all eigenvectors (rows of a uniform randomly
generated orthonormal matrix Q), as d increases, nearly no
eigenvectors are axis-aligned.
4.1.2 Advantage Adam: Adam’s learning rate is robust to
varying λmax, whereas SGD’s is not.
Justification: A big advantage of using Adam is that a sin-
gle learning rate (Karpathy, 2019) achieves similar losses in
many settings given conventional training budget, whereas
SGD does not (Figure 2). This phenomena is not solely
due to SGD diverging with a large learning rate (which can
be solved by learning rate decay) as even in the convergent
regions, SGD with a single learning rate is far from optimal
(comparing Figure 2b and 2c).
Solution - AdaSGD: SGD is not inherently slower than
Adam. By making SGD’s learning rate problem dependent,
in this case η = 1/λmax, SGD achieves a loss similar to the
loss achieved by Adam after a fixed number of iterations
(Figure 2(c)). In contrast, AdaSGD can find such a problem
dependent learning rate automatically, which is desirable
in scenarios with unknown λmax or more complex settings.
As shown in Figure 1(c), AdaSGD achieves a training loss
comparable to Adam. This result suggests that at least with
convex quadratic loss, there is little advantage in adapting
each dimension’s learning rate separately. This increased
robustness to learning rate is supported by Theorem 3.1.
4.2. When SGD has an edge over Adam
Here, we show how both SGD and AdaSGD benefit from
implicit regularization, whereas Adam does not. In partic-
ular, SGD has a close connection with the minimum norm
solution in the least squares regression setting. Furthermore,
for many commonly used loss functions (i.e., quadratic loss,
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(a) (b) (c)
Figure 2. We randomly generated least squares problems with λmax and K in the range [1, 108] and d = 100. For each setting of λmax
and K, we averaged training loss over 30 different randomly generated datasets with n = 300. We used η = 0.1 for Adam, and η = 0.01
for SGD. These learning rates were chosen to minimize average loss across tasks. Here, we show log loss plot of (a) Adam (η = 0.1), (b)
SGD (η = 0.01), and (c) SGD (η = 1
λmax
). 50 denotes diverged solutions. SGD is not robust as we vary λmax, but with an appropriate
learning rate, it can be just as fast as Adam.
(a) (b)
Figure 3. An illustration of why SGD may lead to better general-
ization performance compared to Adam. (a) With multiple global
minimums, SGD initialized in the row space of X chooses the
minimum norm solution. (b) SGD, initialized at 0, follows the
path of L2 regularization solutions. A complete description of the
plot is included in Section 4.2.
logistic loss, and exponential loss), as we will show, SGD’s
update rule has an intuitive connection to principal compo-
nent analysis (PCA). This parallel also connects SGD for
training a deep neural network with nonlinear PCA, suggest-
ing that SGD implicitly performs dimensionality reduction.
4.2.1 Advantage SGD: SGD initialized in the row space of
X converges to the minimum L2 norm solution when XᵀX
is not invertible (Zhang et al., 2017; Wilson et al., 2017).
Justification: We illustrate this phenomenon through Fig-
ure 3(a), where λmin = 0 (because XᵀX is not invertible).
The loss contours are parallel due to the extra degree of
freedom caused by the dependent columns of X . SGD takes
a direct path to the solution. In contrast, Adam magnifies
the gradient along the y-axis because of its smaller size, and
thus, drifts along the 0 eigenvalue direction (the red line).
Solution - AdaSGD: AdaSGD also does not update in the
directions associated with the 0 eigenvalue, thus converging
to the minimum L2 norm solution.
4.2.2 Advantage SGD: SGD’s optimization path corre-
sponds to different L2 regularization values, whereas
Adam’s optimization path does not.
Justification: Not only does SGD have an implicitly reg-
ularized solution, the solution path of SGD is also implic-
itly regularized. For deterministic quadratic loss with 0
initialized model parameters, SGD with early stopping is
equivalent to L2 regularization (Goodfellow et al., 2016). In
Figure 3(b), we show that this relation approximately holds
for a stochastic setting as well (each yellow block corre-
sponds to a solution with a different regularization strength).
Adam, on the other hand, takes an opposite route when
approaching the solution. It tends to increase the learning
rate along directions associated with small eigenvalues, and
thus misses the true solution. Here, we generate 300 data
points randomly according to our data generation procedure
described earlier, with λmin = 1 and λmax = 10. Then,
we randomly sample 10 data points as training data. The
small red dots correspond to the optimal solutions for 50
different random samples. The black star is the optimal
point for all 300 data points (black lines are the loss contour
for the true optimal point, whereas green lines correspond to
the loss contour for a random sample). Along the direction
associated with the smallest eigenvalue, the variance of the
solution is the greatest. In this case, although SGD is slower
in arriving at the training solution (Newton’s method is the
fastest as it converges in one step), if stopped early, it leads
to better generalization performance compared to Adam and
Newton’s method.
Solution - AdaSGD: AdaSGDMax follows the same opti-
mization path as SGD, once in SGD’s convergent range.
With η  1, in the deterministic strongly convex quadratic
setting, we have Q(θt+1 − θ∗) = (I − ηtΛ)Q(θt − θ∗).
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That is, the error goes to 0 the fastest along the direction
associated with the largest eigenvalue, just like SGD.
Why is fitting small eigenvalue directions bad for gener-
alization? Empirical evidence on MNIST and CIFAR-10
is given in Appendix C. Here, we give two explanations,
one related to L2 regularization and the other related to
PCA. First, observe that with regularization strength α > 0,
QθL2 = (Λ + αI)
−1ΛQθ∗, where θL2 is the regularized
solution and θ∗ is the unregularized solution. That is, the so-
lution along the smallest eigenvalue direction is suppressed
compared to an unregularized solution. Given the success of
L2 regularization, we prefer to follow directions associated
with large eigenvalues.
Second, for the least squares setting, if the data are zero
centered, the eigenvectors with large eigenvalues are the
principal components of XᵀX . In other words, SGD pri-
oritizes optimizing high variance directions. This intuition
carries over if we treat all but the last layer (assumed to
be linear) of a deep neural network as feature transforma-
tions. The principal components identified at the last layer
define a data manifold when viewed in the input space, ef-
fectively corresponding to nonlinear PCA. Fortunately, this
phenomena is not tied specifically to squared loss. Consider
a binary classification problem (i.e., Y ∈ {−1, 1}) and de-
fine vi = y(i)θᵀx(i). For logistic loss, the Hessian becomes
XᵀΓlogX , with the ith entry of the diagonal matrix Γlog
being e
vi
(1+evi )2 . Observe that due to the squared term in
the denominator, Γlog places more weight on samples with
larger loss (i.e., vi < 0). Similarly, for exponential loss,
the Hessian is XᵀΓexpX , with the ith entry of the diagonal
matrix Γexp being e−vi . Again, more weight is placed on
misclassified points.
The message is clear: with logistic and exponential loss,
SGD prioritizes optimizing along the components with the
greatest variance with respect to ‘misclassified’ points. One
should note that this interpretation requires the data to be
zero centered and that the Hessian does not differ much
along the path between the current point and the optimal
point. The first requirement can be justified with data nor-
malization, while the second is an approximation that New-
ton’s method also assumes (Bradie, 2006).
5. Closing the gap on real datasets
Based on the insights gained from synthetic data, we ex-
plore the benefits of AdaSGD in more realistic settings,
using three datasets across domains. We compare the perfor-
mance of SGD, Adam, AdaSGD, with transitional methods
(AdaBound and Swats), and demonstrate that transitional
methods add little benefit compared to AdaSGD.
5.1. Experimental setup
We consider three datasets: MIMIC-3 (Johnson et al., 2016;
Harutyunyan et al., 2017), CIFAR-10 (Krizhevsky & Hinton,
2009), and WikiText-2 (Merity et al., 2016), selected be-
cause they are common benchmarks within their respective
domains, namely healthcare, computer vision, and natural
language processing. For MIMIC-3, we convert the pipeline
in (Harutyunyan et al., 2017) from Keras to PyTorch. For
CIFAR-10, we use code provided in (Luo et al., 2019). For
WikiText-2, we adapt code provided in the PyTorch tutorial
on language modeling. The architectures used are a 2 layer
LSTM (Hochreiter & Schmidhuber, 1997), a ResNet, and a
1 layer LSTM respectively. We initialize θ0 with PyTorch’s
default initialization (Paszke et al., 2017). We include our
anonymized code in the Supplementary material.
In each experiment, we use the validation set to tune the
L2 regularization and the learning rate. The search ranges
are included in Appendix A. We run our experiments on
the MIMIC-3 dataset with 5 different random seeds and
experiments on the other two datasets with 3 random seeds.
The reported results are for a model selected based on val-
idation performance. Note that since CIFAR-10 does not
have a validation set, we randomly fix 20% of the training
data as the validation data. Based on previous work and
our preliminary results, we run an LSTM on MIMIC-3 for
60 epochs. We run ResNet on CIFAR-10 for 200 epochs
and decay its learning rate by a factor of 10 at epoch 150.
We run an LSTM on WikiText-2 for 15 epochs decaying its
learning rate by 10 at epoch 10. Decaying the learning rate
helps the algorithm stabilize around the solution.
For MIMIC-3, we report the area under the receiver operat-
ing characteristic curve (AUC). For CIFAR-10, we report
accuracy. For WikiText-2, we report the perplexity of the
learned language model (lower is better).
5.2. Results & Discussion
Table 2 summarizes results. We group them into two sec-
tions. The first section displays results when we performed
a full grid search tuning both the learning rate and L2 reg-
ularization. The second section presents results with a
fixed learning rate selected based on validation performance
across datasets. We observe the following.
AdaSGD closes the gap when Adam performs better
than SGD. On the WikiText-2 dataset, AdaSGD clearly
closes the gap when Adam outperforms SGD. AdaSGD and
Adam yield comparable performance on the three datasets,
when the learning rate and regularization strength are tuned
via grid search (upper half of the table).
While SGD is sensitive to the learning rate, AdaSGD
and Adam are more robust. When we use a fixed (i.e., not
problem specific) learning rate with decay, SGD’s perfor-
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Table 2. A comparison of optimization algorithms. In the first section of the table, we display results that correspond to a full grid search
for learning rate η and L2 regularization strength α. In the second section of the table, we show how AdaSGD is more robust to a single
learning rate compared to SGD. In parentheses we include 95% bootstrapped confidence intervals. For each dataset, we bolded the best
result and underlined the worst result in each section.
Hyperparameters Methods MIMIC (AUC) CIFAR-10 (accuracy) WikiText-2 (perplexity)
Tuned
SGD 0.852 (0.839, 0.870) 94.20 (93.74, 94.62) 123.52 (121.89, 125.26)
Adam 0.847 (0.825, 0.863) 93.43 (92.96, 93.88) 108.37 (106.69, 109.89)
AdaSGD 0.849 (0.826, 0.868) 94.00 (93.52, 94.46) 109.96 (108.38, 111.56)
Swats 0.846 (0.826, 0.862) 93.29 (92.83, 93.76) 122.77 (120.81, 124.42)
AdaBound 0.850 (0.825, 0.866) 94.82 (94.37, 95.25) 267.43 (263.26, 271.19)
Fixed
SGD (η = 0.1) 0.841 (0.820, 0.859) 94.20 (93.76, 94.63) 171.60 (168.95, 174.10)
AdaSGD (η = 10−4) 0.849 (0.825, 0.869) 93.87 (93.40, 94.33) 109.96 (108.38, 111.56)
Adam (η = 10−3) 0.847 (0.827, 0.869) 93.43 (92.95, 93.89) 123.69 (121.99, 125.46)
(a) (b)
Figure 4. (a) CIFAR-10: AdaBound is sensitive to the final learning rate, ηsgd. (b) WikiText-2: AdaBound is sensitive to the final learning
rate and the transition scheme γ.
mance varies relative to its performance when the learning
rate is tuned in a problem specific manner. Tuning the learn-
ing rate for AdaSGD leads to only a minimal improvement
in performance compared to using a single learning rate.
This implies that Adam’s robust learning rate is not due to
its ability to adjust the learning rate separately for each di-
mension, since adjusting η alone (as is the case in AdaSGD)
can achieve a similar effect.
Transitional methods do not appear to have a consistent
edge over their prototypes. Comparing AdaBound and
Swats to SGD and Adam (all tuned for the learning rate and
the regularization strength, and setting remaining hyperpa-
rameters to their defaults), it is not clear that transitional
methods have any advantage. While Swats has the worst per-
formance on two of the datasets, AdaBound’s performance
also varies. While AdaBound achieves the best accuracy
on CIFAR-10, it also performs the worst on the WikiText-2
dataset. The reason for this lower performance is due in part
to its sensitivity to both ηsgd and γ. As shown in Figure 4(a)
and 4(b), AdaBound’s default hyperparameters (the center
block in Figure 4(b)) are far from optimal.
In addition to the three datasets reported here, we also ran
baselines on the Tiny ImageNet dataset, experimented with
a 100-layer densenet on the CIFAR-100 dataset, and applied
a variational autoencoder on the MNIST dataset. The results
are consistent with our finding above, and are documented
in (Appendix D.
6. Conclusion
Using a convex quadratic loss to build intuition, we demon-
strated both empirically and theoretically how SGD benefits
from implicit regularization, while Adam does not. We also
showed how Adam is more robust to the choice of learn-
ing rate compared to SGD. Based on these observations,
we proposed a variant of SGD, AdaSGD. By adapting a
global learning rate, AdaSGD combines the benefits of both
Adam and SGD with minimal tuning. On synthetic and real
datasets, we showed how AdaSGD can close the gap in per-
formance between Adam and SGD. Moreover, this simple
yet effective change yielded performance that is on par if
not better than recently proposed ‘transitional’ approaches.
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We note a few limitations of this study. First, though empiri-
cal results are encouraging, we do not claim that AdaSGD
is the optimal way to adapt the learning rate. Second, in
settings where one can identify important dimensions and
align the axis of the parameter space with the eigenvectors
of those dimensions, then Adam could still have an edge
over AdaSGD (i.e., converge faster). (Wilson et al., 2017).
Nonetheless, AdaSGD helps bridge the gap between these
two commonly used stochastic optimization approaches.
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A. Hyperparameter search range and result
for (Li & Orabona, 2018)
In this work, we tuned hyperparameters η and λ in the
following ranges.
ηsgd ∈ {10, 1, 0.1, 0.01, 0.001}, ηadasgd ∈
{0.0003, 0.0001, 0.00003, 0.00001, 0.000003},
ηadabound ∈ {0.01, 0.001, 0.0001, 0.00001, 0.000001},
ηswats ∈ {0.01, 0.003, 0.001, 0.0003, 0.0001},
ηadam ∈ {0.01, 0.003, 0.001, 0.0003, 0.0001}
λsgd ∈ {10−7, 10−6, 10−5, 10−4, 10−3},
λadasgd ∈ {10−7, 10−6, 10−5, 10−4, 10−3},
λadabound ∈ {0.0001, 0.003, 0.001, 0.003, 0.01},
λswats ∈ {10−7, 3 · 10−7, 10−6, 3 · 10−6, 10−5},
λadam ∈ {10−7, 3 · 10−7, 10−6, 3 · 10−6, 10−5}
None of the results reported used hyperparameters at the
boundaries of the search ranges.
B. Training curves across datasets
In this section, we show the training curves for synthetic
datasets in Figure 5 and training curves for the real datasets
in Figure 6. On the synthetic datasets, unless the Hessian
is diagonal, there’s no difference in the convergence speed
between AdaSGD and Adam. On the real datasets, given
the number of epochs for training reported in previous work
Harutyunyan et al., 2017 for MIMIC3, Luo et al., 2019
for CIFAR-10, and PyTorch’s language modeling tutorial 1,
AdaSGD performs on par with SGD and Adam at the end
of training.
C. Fitting in directions associated with small
eigenvalues could lead to poor
generalization
Stable algorithms lead to better generalization (Bousquet &
Elisseeff, 2002). Here we show that for a convex quadratic
loss, directions associated with small eigenvalues are not
stable, so fitting them will likely lead to overfitting. In
particular, we show that swapping out a single point in the
training data leads to a large change in the solution (as
measured by Euclidean distance and change in loss) along
the directions associated with small eigenvalues.
We use the notation X−i to denote the replacement of the
ith row of the design matrix with a different data point
drawn i.i.d from D. We are interested in the change in
the solution as X changes into X−i (denote the solutions
as θ and θ−i respectively). We measure the change in the
1https://github.com/yunjey/
pytorch-tutorial/blob/master/tutorials/
02-intermediate/language_model/main.py
solution in the basis of the eigenvectors asQ(θ−θ−i). This
choice of basis is natural, because we can link changes in
solution to eigenvalues.
To test our hypothesis on real data, we randomly sampled
500 data points from the CIFAR-10 and Fashion MNIST
datasets (Xiao et al., 2017). The swapping procedure is
done by randomly choosing a data sample from the sam-
pled points and replacing it with a new sample from the
corresponding original dataset. We then solve for θ and θ−i
for the sampled and swapped dataset, treating them as least
squares problems (in the degenerative case, i.e. λmin = 0,
we solve for the minimum L2 norm solution). We then re-
port |Q(θ−θ−i)| averaged for 10 random swappings. Note
that the result is a vector. We present the results in Figure
7.
In addition to presenting the absolute change in solution,
|Q(θ − θ−i)|, we also show the result of change in loss
along each eigenvector, i.e., L(θ−i)j := λj(Q(θ−i − θ))2j
where j is the index of the eigenvector. Note that this quan-
tity is interesting because L(θ−i) =
∑
j L(θ
−i)j . That is
the loss for the sample solution can be decomposed into
each individual eigenvector direction. Both plots show the
same trend of instability (largest change in solution and loss)
along directions associated with small eigenvalues. Note
that for the Fashion MNIST dataset, eigenvalue indices of
500 and above have eigenvalues of 0, making it unrespon-
sive to swapping data because we use the minimum L2
norm solution for the degenerative case.
Given that fitting in directions associated with small eigen-
values could lead to poor generalization, we want to examine
each methods’ dependence on small eigenvalue directions.
We quantify each optimizer’s dependence on small eigen-
value directions by computing ‖P (θt+1 − θt)‖2/‖(θt+1 −
θt)‖2, where P is a projection onto eigenvectors associated
with the largest (in absolute value) 10 eigenvalues and θt
represents the model parameters at iteration t (a method pro-
posed in (Ghorbani et al., 2019)). We then average this value
for all iterations. The higher the score, the less the model
depends on directions associated with small eigenvalues. Ta-
ble 3 shows the results on ResNet18 for CIFAR-10. We ob-
serve that Adam depends on directions associated with small
eigenvalues significantly more compared to AdaSGD and
SGD (consistent with the result in (Gur-Ari et al., 2018)).
Table 3. Methods’ dependence on large eigenvalue directions for
ResNet18 on CIFAR-10. Adam depends on directions associated
with small eigenvalues significantly more compared to AdaSGD
and SGD.
SGD AdaSGD Adam
0.0311 0.0502 0.0006
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5. Training curves averaged over 30 runs for experiments in Section 4. Note that across settings, AdaSGD and Adam are
comparable on every epoch (our choice of 3, 000 updates used in Section 4 is chosen arbitrarily). Further notice that when SGD is set to
the optimal learning rate, it converges faster than both Adam and AdaSGD.
(a) (b) (c)
Figure 6. Test accuracy across training epochs for the fixed learning rate experiment in Section 5 with (a) CIFAR-10, (b) MIMIC3 and (c)
wikitext-2 datasets. Note that despite the initial faster progress of Adam, AdaSGD would eventually catch up the performance gap within
conventional training epochs.
(a) (b) (c) (d)
Figure 7. Absolute changes in parameters along each eigenvector’s direction for (a) CIFAR-10 and (b) Fashion MNIST. Note that for
Fashion MNIST, eigenvalue indices of 500 and above have eigenvalues of 0. A similar trend is observed for loss on (c) CIFAR-10 and (d)
Fashion MNIST.
AdaSGD: Bridging the gap between SGD and Adam
D. Results on Additional Baselines, Datasets,
and Architectures
To further validate our findings, we included more baselines
on MIMIC-III, CIFAR-10, and WikiText-2. In particular, we
compare to (Li & Orabona, 2018) (a method that modifies
the learning scheme of Adagrad instead of Adam), AdaS-
GDMax (provably convergent version of AdaSGD), and
AMSgrad (provably convergent version of Adam). Table 4
shows the results.
Note that AdaSGD based methods are never performed
worse than the baselines. In addition, we compared to base-
line methods on the Tiny ImageNet dataset, ran a larger
model on the CIFAR-100 dataset, and ran baselines on an
unsupervised task on MNIST.
Following the results observed on CIFAR-10, WikiText-2,
and MIMIC-3, we compare baseline methods on the Tiny
ImageNet dataset, as ImageNet is a another common bench-
mark in computer vision. We used a ResNet18 architecture,
adapting the ImageNet training code provided in the Py-
Torch examples repository2.
As the test set provided with Tiny ImageNet is unlabelled,
we used Tiny ImageNet’s validation set as our test set. We
randomly fixed 20% of the Tiny ImageNet training data as a
validation set and used Top-1 accuracy on this validation set
to search for the best L2 regularization strength and learning
rate from the same ranges as our previous experiments. We
randomly searched these ranges, training each pair of reg-
ularization strength and learning rate on one random seed.
Based on when the validation accuracy and training loss
plateaued during several initial test runs, we trained each
setting for a maximum of 40 epochs and decayed the learn-
ing rate by a factor of 10 after 30 epochs. Given the best
model for each optimizer, we reported the Top-5 accuracy
on the test set in Table 5 and the top 1 result in Table 6.
To verify our findings on a larger model, we applied a 100
layer densenet to the CIFAR-100 dataset. Test accuracies
(%) are summarized in Table 7. AdaSGD outperforms
transitional approaches and is competitive with SGD.
As an additional task, we applied a 2 layer variational au-
toencoder (VAE) on MNIST. Table 8 shows the test recon-
struction error. Again AdaSGD outperforms transitional
approaches.
E. Theoretical properties
Empirically, we observe that AdaSGD is robust to the choice
of learning rate and has a similar optimization trajectory to
SGD. In this section, we provide a theoretical analysis sup-
2https://github.com/pytorch/examples/
tree/master/imagenet
porting those observations. For the same reason as Adam,
AdaSGD does not converge with convex loss. Thus, to
better understand properties of AdaSGD, we use the same
trick introduced in Reddi et al., 2018, i.e., we analyze a
close variant AdaSGDMax instead. Note - proofs remain
unchanged with momentum, bias correction, and initializa-
tion, but those factors are excluded here for simplicity. We
denote the stochastic gradient of the loss function at time
t as gt, model parameters at time t as θt, the optimal so-
lution as θ∗, and the number of parameters as d, AdaSGD
updates as follows: θt+1 = θt − ηtgt, ηt = η/
√
vt/d,
vt = βvt−1 + (1 − β)‖gt‖22. In AdaSGDMax, we have
ηt = η/
√
vˆt/d and vˆt = max{vˆt−1, vt}. In the case of con-
strained optimization, i.e., ∀t θt ∈ F where F is some con-
strained set, we project θt to ΠF (θt) := miny∈F ‖θt−y‖2
to satisfy the constraint.
Theorem 3.1 (AdaSGDMax is robust to learning rate).
With strongly convex deterministic quadratic loss and
bounded gradient, AdaSGDMax with β1 = 0 converges
for all η > 0 except when limt→∞ ηt = 2/λmax.
Proof. Denote error at time t as et = θt − θ∗. We first
derive the convergence range of SGD in the strongly convex
deterministic (gradient descent instead of stochastic gradient
descent) problem to be (0, 2/λmax). We then show that ηt
in AdaSGDMax converges to a value in (0, 2/λmax]. We
then show that any value other than those on the boundary
will lead AdaSGDMax to converge, since after reaching a
value in (0, 2/λmax), AdaSGDMax behaves like SGD.
Consider an arbitrary strongly convex quadratic function
L(θ) = (θ − θ∗)ᵀQᵀΛQ(θ − θ∗) + c where Q is an or-
thonormal matrix, Λ is diagonal matrix with maximum
eigenvalue λmax and minimum eigenvalue λmin > 0, and
c ∈ Rd is an offset constant. Then we have
et+1 = θt − ηt∇L(θt)− θ∗ − ηt∇L(θ∗) (1)
= θt − θ∗ + ηt∇2L(z)(θt − θ∗) (2)
where z is some point in the feature space given by Taylor
expansion. Therefore,
et+1 = (I − ηtQᵀΛQ)et (3)
rearrange and get,
Qet+1 = (I − ηtΛ)Qet (4)
To converge, we just need ηt > 0 and 1 − ηtλmax < −1,
that is ηt ∈ (0, 2/λmax).
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Table 4. Comparison with additional baselines
Methods MIMIC-III (AUC) CIFAR-10 (accuracy) WikiText-2 (perplexity)
AdaSGD 0.849 94.00 109.96
(Li & Orabona, 2018) 0.842 93.62 115.19
AdaSGDMax 0.851 94.06 110.96
AMSgrad 0.850 93.02 117.38
Table 5. A comparison of optimization algorithms on Tiny ImageNet. Intervals listed are 95% confidence intervals constructed by
bootstrapping the test set.
Methods Tiny ImageNet Top-5 Test Accuracy
SGD 80.92 (80.28, 81.56)
Adam 80.16 (79.37, 80.95)
AdaSGD 81.34 (80.69, 81.99)
Swats 80.44 (79.66, 81.21)
AdaBound 80.59 (79.87, 81.30)
Table 6. Top 1 accuracies (%) on TinyImagenet
SGD AdaSGD Adam Swats AdaBound
58.68 58.95 57.50 58.25 56.10
Table 7. Test accuracy (%) for a 100-layer densenet on CIFAR-100.
AdaSGD outperforms transitional approaches and is competitive
with SGD.
SGD AdaSGD Adam AdaBound Swats
74.82 73.41 71.04 67.34 66.59
Note that ηt is monotonically non-increasing because vˆt
cannot decrease due to the max operation. Furthermore,
ηt > 0 for all t. Thus, by the monotone convergence
theorem, ηt will converge. We denote the converging
value η∗ := limt−>∞ ηt. Since the gradient by assump-
tion is bounded, η∗ 6= 0. Then our task is to prove
η∗ ∈ (0, 2/λmax].
Before going further, we set up notations to simplify the
proof. Denote eˆ := Qeˆ, we have eˆt+1,i = (1 − ηtλi)eˆt,i
where λi is the ith eigenvalue and eˆt,i is the error at time
t along the ith eigenvector directions where the indices
follows the rule: i < j =⇒ λi ≥ λj . Without loss of
generality, we assume eˆ1,1 6= 0, which means that the error
along the max eigenvalue direction is not vanishing. If this
does not hold, we can reorder the indices, starting from
the largest eigenvalue whose associated error is not 0. We
further define s = {i : |1 − ηtλi| ≤ 1}as the set of index
with non expanding coefficients and s = {i : |1− ηtλi| >
1} as the set of index with expanding coefficients.
We first deal with the case where ηt ∈ (0, 2/λmax]. We
show that in this case, for all t′ > t, ηt′ = ηt, i.e., η∗ ∈
(0, 2/λmax]. Using the fact that in this case |1− ηtλmax| ≤
1, we have
Table 8. Test reconstruction error of a VAE on MNIST. AdaSGD
outperforms transitional approaches.
SGD AdaSGD Adam AdaBound Swats
77.51 77.59 77.33 203.38 83.09
‖∇L(θt+1)‖22 = ‖∇L(θt − ηt∇L(θt))‖22 (5)
= ‖∇L(θt)− ηt∇2L(z)∇L(θt)‖22 (6)
= ‖(I − ηtQᵀΛQ)∇L(θt)‖22 (7)
≤ ‖(I − ηtΛ)‖22‖∇L(θt)‖22 (8)
< ‖∇L(θt)‖22 (9)
that is vt will decrease and thus vˆt will stay the same, which
means ηt = ηt+1. In other words, once AdaSGDMax enters
SGD’s rance of convergence, it will behave exactly like
SGD and converge to the optimal solution thereafter.
For the case where ηt > 2/λmax, we prove by contradic-
tion, assuming that η∗ > 2/λmax, then |1 − ηtλmax| ≥
|1 − η∗λmax| > 1. We have two cases: ‖et+1‖2 > ‖et‖2
or ‖et+1‖2 ≤ ‖et‖2. Note that 1 ∈ s as otherwise we
contradict the assumption.
case 1: ‖et+1‖2 ≤ ‖et‖2
We show that we can only stay in this case for at most
log|1−η∗λmax|(‖et‖2/|eˆt,1|) steps before transitioning to
case 2. First, observe that staying in case 1 means error
can at most be reduced by ‖et‖2. However, each time
step will boost error along the first eigenvector by at least
|1 − η∗λmax|. Note that error along the first eigenvector
dimension is non zero because eˆ1,1 6= 0 and 1 ∈ s. Thus
we want find t′ such that eˆt+t′,1 ≥ |1− η∗λmax|t′ |eˆt,1| ≥
‖et‖2. Solving the inequality gives the desired result.
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case 2: ‖et+1‖2 > ‖et‖2
We prove that we can only transition out of this case at most
t1 = dlog1+ ηt(λ1−c)ηtc−1 {
2d‖eˆt‖2∞
eˆ2t,1η
∗λ1(η∗λ1−2)}e times. The idea
of the proof is to show that after t1 steps, one additional
update will increase eˆt+t1+1,i from eˆt+t1,i by an amount
great enough that deduction in all other errors will not be
enough to compensate.
‖et+t1+1‖22 − ‖et+t1‖22 =
d∑
i=1
(eˆ2t+t1+1,i − eˆ2t+t1,i)
≥ eˆ2t+t1+1,1 − eˆ2t+t1,1 −
∑
j 6=1
eˆ2t+t1,j
= ((ηt+t1λ1 − 1)2 − 1)eˆ2t+t1,1−
eˆ2t+t1,1 −
∑
j 6=1
eˆ2t+t1,j
= (ηt+t1λ1(ηt+t1λ1 − 2))eˆ2t+t1,1−∑
j 6=1
eˆ2t+t1,j
The second step comes from the fact that error cannot be
negative and thus the amount of decrease in error cannot be
too large. We define k = max{i : λi < λ1}. If k does not
exist, i.e., all eigenvalues are the same, then t1 = 0 because
every update will increase error along all dimensions and the
error increment is at least ‖et+t1+δ+1‖22 − ‖et+t1+δ‖22 ≥
(η∗λ1(η∗λ1−2))‖e2t+t1+δ‖22 ≥ (η∗λ1(η∗λ1−2))(η∗λ1−
1)2δ‖e2t+t1‖22. This also shows that the increment in error is
exponential with time after t+ t0. If k does exist, we define
c > 0 such that η∗ > 2/c and λk ≤ c < λ1. c must exist as
c = max{1/η∗ + λ1/2, λk}would satisfy the criteria. We
introduce c so that we can have a upper bound on the second
term in the last equation. Expanding out the error along t,
we have
‖et+t1+1‖22 − ‖et+t1‖22 ≥ (ηt+t1λ1(ηt+t1λ1 − 2))·
Πt1−1t′=0 (ηt+t′λ1 − 1)2eˆ2t,1
− d‖eˆt‖2∞Πt1−1t′=0 (ηt+t′c− 1)2
We want the righthand side to be greater than 0. However,
for convenience later, we require the righthand to be greater
than ηt+t1λ1(ηt+t1λ1 − 2)eˆ2t+t1,1/2 where the 2 in the de-
nominator is arbitrary as long as it is greater than 1. That is,
we want to find t1 such that
ηt+t1λ1(ηt+t1λ1 − 2)eˆ2t+t1,1/2 < (ηt+t1λ1(ηt+t1λ1 − 2))·
Πt1−1t′=0 (ηt+t′λ1 − 1)2eˆ2t,1
− d‖eˆt‖2∞Πt1−1t′=0 (ηt+t′c− 1)2
Rearrange the terms to get
Πt1−1t′=0 (1 +
ηt+t′(λ1 − c)
ηt+t′c− 1 )
2 >
2d‖eˆt‖2∞
eˆ2t,1ηt+t1λ1(ηt+t1λ1 − 2)
(10)
Note that each term in the lefthand side is a monotonically
decreasing function with respect to ηt+t′ (prove this by
showing that its derivative is negative) and that ηt ≥ ηt+a
for all a ≥ 0. We just need to find t1 such that a lower
bound of the lefthand side is greater than an upper bound of
the righthand side. A lower bound of the lefthand side is
Πt1−1t′=0 (1 +
ηt+t′(λ1 − c)
ηt+t′c− 1 )
2 ≥ Πt1−1t′=0 (1 +
ηt(λ1 − c)
ηtc− 1 )
2
(11)
= (1 +
ηt(λ1 − c)
ηtc− 1 )
2t1 (12)
An upper bound of the righthand side is
2d‖eˆt‖2∞
eˆ2t,1ηt+t1λ1(ηt+t1λ1 − 2)
≤ 2d‖eˆt‖
2
∞
eˆ2t,1η
∗λ1(η∗λ1 − 2) (13)
Combine the lower and upper bound, and take the log to get
t1 > log1+ ηt(λ1−c)ηtc−1
{ 2d‖eˆt‖
2
∞
eˆ2t,1η
∗λ1(η∗λ1 − 2)} (14)
This means that after t1 steps, we are guaranteed to get
‖et+t1+δ+1‖22 − ‖et+t1+δ‖22 > ηt+t1+δλ1(ηt+t1+δλ1 −
2)eˆ2t+t1+δ,1/2 for δ ∈ N. Expanding along time we get
‖et+t1+δ+1‖22 − ‖et+t1+δ‖22 > ηt+t1+δλ1(ηt+t1+δλ1 − 2)·
eˆ2t+t1+δ,1/2
≥ η∗λ1(η∗λ1 − 2)(η∗λ1 − 1)2δ·
eˆ2t+t1,1/2
The last equation shows that error is growing exponentially
with respect to δ.
Next, we show that in this case, ηt will decrease by a re-
spectable amount after a fixed iteration by first proving
‖∇L(θt+1)‖22 > ‖∇L(θt)‖22.
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2‖∇L(θt+1)‖22 − 2‖∇L(θt)‖22 = ‖QᵀΛQet+1‖22
− ‖QᵀΛQet‖22
= eˆt+1Λ
2eˆt+1 − eˆtΛ2eˆt
=
d∑
i=1
(eˆ2t+1,i − eˆ2t,i)λ2i
=
∑
i∈s
(eˆ2t+1,i − eˆ2t,i)λ2i
+
∑
i∈s
(eˆ2t+1,i − eˆ2t,i)λ2i
Denote λimin = min{λi : i ∈ s} and λimax = max{λi :
i ∈ s}. Observe that λimin > λimax because only large
eigenvalues can fall out of the convergence region. Thus
using the fact that ∀i ∈ s, eˆ2t+1,i − eˆ2t,i ≤ 0 and ∀i ∈ s,
eˆ2t+1,i − eˆ2t,i > 0, we have
2(‖∇L(θt+1)‖22 − ‖∇L(θt)‖22) ≥
∑
i∈s
(eˆ2t+1,i − eˆ2t,i)λ2imax
+
∑
i∈s
(eˆ2t+1,i − eˆ2t,i)λ2imin
≥
d∑
i=1
(eˆ2t+1,i − eˆ2t,i)λ2imin
= λ2imin(‖eˆt+1‖22 − ‖eˆt‖22)
= λ2imin(‖et+1‖22 − ‖et‖22)
> 0
After t1 steps, we are stuck in this case. Combine the last
equation with the exponential growth of error difference, we
have
‖∇L(θt+t1+δ+1)‖22 − ‖∇L(θt+t1+δ)‖22 ≥ c1(η∗ − 1)2δ
(15)
where c1 > 0 is a constant. Thus we have
vt+t1+δ+1 = β2vt+t1+δ + (1− β2)‖∇L(θt+t1+δ)‖22
(16)
≥ (1− β2)c1(η∗ − 1)2(δ−1) (17)
= c2(η
∗ − 1)2(δ−1) (18)
Similarly,
√
vˆt grows exponentially, which means that ηt
will decay exponentially eventually bringing ηt ≤ 2/λmax,
contradicting the hypothesis.
AdaSGDMax greatly expands the range of learning rate in
which SGD converges. Note that in the converging range of
SGD, AdaSGDMax share the same trajectory as SGD. The
exceptional cases can be easily avoided by decreasing the
learning rate once the loss stops going down. One should
note that any learning rate decay scheme that have final
learning rate bigger than 0 but way smaller than 1 for SGD
will converge, regardless of the initial learning rate. A nice
property about AdaSGDMax, as shown in the proof, is that
it will not decrease learning rate once ηt is in SGD’s conver-
gence range, preventing it from suffering slow convergence
due to too small learning rate.
Next, we show that AdaSGDMax converges for the online
optimization setting in (Reddi et al., 2018; Luo et al., 2019).
Sublinear convergence in this setting implies convergence
in the empirical risk minimization setting. Please refer to
(Reddi et al., 2018) for a quick review of online optimiza-
tion.
Theorem 3.2 (AdaSGDMax has sublinear regret). Con-
sider a constrained online optimization problem with a
convex constraint set F , convex loss function ft with
‖∇ft(θ)‖∞ ≤ G∞ for all t ∈ [T ] and θ ∈ F ,
we want to minimize regret RT :=
∑T
i=1 ft(θt) −
minθ∗∈F
∑T
i=1 ft(θ
∗). Assuming F has bounded diam-
eter D∞ (i.e., D∞ = maxx,y∈F ‖x − y‖∞) and ηt =
η/
√
tvˆt/d (i.e., decay learning rate by
√
t), AdaSGDMax
has regret
RT ≤ D
2
∞
√
dvˆTT
2η
+
d3/2G2∞η(2
√
T − 1)
2
√
vˆ1
Proof. By convexity, we have
RT =
T∑
i=1
ft(θt)− min
θ∗∈F
T∑
i=1
ft(θ
∗) (19)
≤
T∑
i=1
gt · (θt − θ∗) (20)
Using the update rule for θt+1, we have
‖θt+1 − θ∗‖22 = ‖ΠF (θt − ηtgt)− θ∗‖22 (21)
≤ ‖θt − ηtgt − θ∗‖22 (convexity of F)
(22)
= ‖θt − θ∗‖22 + η2t ‖gt‖22 − 2ηtgt · (θt − θ∗)
(23)
Rearranging terms we have
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gt · (θt − θ∗) ≤ (‖θt − θ∗‖22 − ‖θt+1 − θ∗‖22)/(2ηt)
+ ηt‖gt‖22/2 (24)
≤ (‖θt − θ∗‖22 − ‖θt+1 − θ∗‖22)/(2ηt)
+ ηtdG
2
∞/2 (25)
Combined with Equation 20, we have
RT ≤
T∑
i=1
gt · (θt − θ∗)
≤
T∑
i=1
(‖θt − θ∗‖22 − ‖θt+1 − θ∗‖22)/(2ηt)
+
dG2∞
2
T∑
i=1
ηt
≤ ‖θ1 − θ∗‖22/(2η1) +
T∑
i=2
‖θt − θ∗‖22(1/(2ηt)
− 1/(2ηt−1)) + dG
2
∞
2
T∑
i=1
ηt
Using the fact that ηt monotonically decreases, we have
RT ≤ dD
2
∞
2η1
+
dD2∞
2
T∑
i=2
(1/ηt − 1/ηt−1) + dG
2
∞
2
T∑
i=1
ηt
(26)
=
dD2∞
2ηT
+
dG2∞
2
T∑
i=1
ηt (27)
Using the definition of ηt
RT ≤ D
2
∞
√
dvˆTT
2η
+
dG2∞
2
T∑
i=1
η/
√
tvˆt/d (28)
=
D2∞
√
dvˆTT
2η
+
dG2∞η
√
d
2
T∑
i=1
1/
√
tvˆt (29)
≤ D
2
∞
√
dvˆTT
2η
+
dG2∞η
√
d
2
T∑
i=1
1/
√
tvˆ1 (30)
≤ D
2
∞
√
dvˆTT
2η
+
d3/2G2∞η(2
√
T − 1)
2
√
vˆ1
(31)
Corollary 3.2.1 Setting ηt = ηD∞/(G∞
√
tvˆt), we have
RT ≤ dD∞G∞
√
vˆTT
2η
+
dD∞G∞η(2
√
T − 1)
2
√
vˆ1
This bound is comparable to SGD’s regret bound of
dD∞G∞
√
T
2η +
dD∞G∞η(2
√
T−1)
2 .
Theorem 3.3 (AdaSGD reaches a solution close to the
optimal solution). The distance from AdaSGD’s solution θ
to the optimal solution θ∗ for deterministic strongly convex
quadratic problems with η > 0 and bounded gradient is
bounded by ‖θ − θ∗‖2 ≤
√
dηK
2(1−β2) , where K = λmax/λmin
is the condition number.
Proof. Consider an arbitrary strongly convex quadratic func-
tion L(θ) = 0.5(θ − θ∗)ᵀQᵀΛQ(θ − θ∗) + c where Q is
an orthonormal matrix, Λ is diagonal matrix with maxi-
mum eigenvalue λmax and minimum eigenvalue λmin > 0,
and c ∈ Rd is an offset constant. We have ∇L(θt) =
QᵀΛQ(θt − θ∗). Rewriting it, we have
‖θt − θ∗‖2 ≤ ‖Λ−1‖2‖∇L(θt)‖2 (32)
= 1/λmin‖∇L(θt)‖2 (33)
We then bound ‖∇L(θt)‖2 by considering two cases (note
that ηt 6= 0 because η 6= 0 and the gradient is bounded).
In case 1, ηt < 2/λmax, the error will keep decreasing
because it is in the converging range of SGD. In case 2, ηt ≥
2/λmax. Expanding out the definition of ηt and rearrange,
we get vt ≤ (ηλmax/2)2d. Since vt = β2vt−1 + (1 −
β2)‖∇L(θt)‖22, we have ‖∇L(θt)‖2 <
√
dηλmax
2(1−β2) . Thus
combined with Equation 33, we have
‖θ − θ∗‖2 ≤
√
dηK
2(1− β2) (34)
Empirically, AdaSGD performs better than AdaSGDMax.
The only difference between AdaSGD and AdaSGDMax is
that in the former the learning rate is allowed to decrease.
Empirically, this leads to good solutions faster, since the
algorithm can accelerate in flat regions and slow down when
the gradient changes quickly.
