With the emerging Internet-of-Things (IoT) services, massive machine-to-machine (M2M) communication will be deployed on top of human-to-human (H2H) communication in the near future. Due to the coexistence of M2M and H2H communications, the performance of M2M (i.e., secondary) network depends largely on the H2H (i.e., primary) network. In this paper, we propose ambient backscatter communication for the M2M network which exploits the resources of the H2H network, referring to traffic applications and popularity. In order to maximize the harvesting and transmission opportunities offered by varying traffic resources of the H2H network, we adopt a Bayesian nonparametric (BNP) learning algorithm to classify traffic applications (patterns) for secondary user (SU). We then analyze the performance of SU using the stochastic geometrical approach, based on a criterion for optimum traffic pattern selection. Results are presented to validate the performance of the proposed BNP classification algorithm and the criterion.
Backscatter communications, classified as bistatic scatter (BS) and ambient backscatter (AB), are low-power low-cost communication techniques, which are recognized as a key enabler for battery-free communication [4] . The AB and BS communications were developed for passive communications by utilizing ambient and dedicated RF signals, respectively, as the only source of energy during absorbing state while transmitting information by simply choosing between the absorbing and reflecting states via antenna impedance switching [5] . Especially, to realize the AB communication, there is no need to install additional infrastructure in the network, and it can be more cost effective than the BS communication.
Hardware prototypes for tag-to-tag AB communication were first developed in [6] . The transmitter utilizes ambient TV signal for transmission, and the receiver averages out its received signal for information decoding due to which low data rate (∼10kbps) and short-range communication (1m) can only be supported. To increase the data rate as well as for an increased range, [7] developed multiple receive antennas (µmo) and novel coding (µcode) techniques which can support up to 1Mbps and 30m operating range respectively.
Besides, there are works such as [1] , [4] , [5] , and [8] which studied backscatter communications for battery-free massive M2M communication. In [8] , AB was introduced for overlay and underlay RF-powered cognitive radio networks to overcome the range discrimination of HTT protocol. In addition, a multiple access scheme for AB assisted WPCN was analyzed in [5] . To ensure both uniform coverage and rate distribution for WPCNs, [4] proposed hybrid of AB and BS for wireless-powered heterogeneous networks (WPHetNets). Especially, dual mode operation was proposed which utilizes AB and BS as the secondary access on top of the primary HTT protocol. The dual mode operation was optimized by maximizing the overall throughput of WPHetNets.
Meanwhile, authors in [1] invoke stochastic geometry to analyze AB communication networks. In order to analyze the impact of environment factors such as the distribution, spatial density, and transmission load of ambient transmitters, ambient transmitters were modelled by repulsive point process. To realize flexible adaption to various environments, two mode selection protocol were designed, termed power thresholdbased protocol and SNR threshold-based protocol. The impact of environment factors and the validity of the two protocols were investigated.
The analysis made in [1] may not be sufficient enough to reflect the entire features of H2H network since only popularity was considered. In fact, traffic resources of the H2H network should also be taken into account as an important feature with the popularity. In this paper, we apply traffic classification following [9] for the network model in [1] . For this, we adopt a Bayesian nonparametric (BNP) learning algorithm to classify traffic applications, so as to maximize the harvesting/transmission opportunities for AB communication. This will allow in-depth analysis of AB communication for the M2M network coexisting with the H2H network.
The rest of this paper is organized as follows. Section II describes the network and traffic model for the H2H network. In section III, optimal and suboptimal traffic pattern selection criterion are determined by using the BNP learning algorithm with stochastic geometrical approach. Section IV presents numerical and simulation results to show the validity of the BNP learning algorithm and traffic pattern selection criterion. Concluding remarks are given in Section V.
II. SYSTEM MODEL
We consider a pair of secondary users (SUs) 1 employing low-power AB communication in WPHetNets where there exists the primary user (PU) network, comprising of WiFi access points (APs) or cellular base stations (BSs) and primary users (PUs). SUs are assumed to be passive tags which are not equipped with the battery for communication and may not collect any information about the PU network. In this situation, SUs attempt to select an optimal traffic application offered by PUs in order to maximize the harvesting/transmission opportunities for AB communication. To enable this function, SUs are required to learn the characteristics of the traffic resources in the PU network, such as traffic applications and popularity. Since SUs may obtain these information based only on their observations, an unsupervised BNP learning algorithm is appropriate to extract such information. Through the BNP learning algorithm, SUs can not only classify traffic applications (i.e., patterns), but also obtain key network parameters which help to improve the performance of SUs. As for the performance metrics, energy outage probability and coverage probability will be analyzed by using the stochastic geometrical approach [10] . We will then formulate an optimal traffic pattern selection criterion. To begin with, the PU network and its traffic resources are modelled in the sequel.
A. Network Model
In this paper, we consider a WPHetNet in which PUs deliver various traffic applications (patterns) in the PU network, as illustrated in Fig. 1 . The whole PU network Φ is modeled by homogeneous PPP which is defined as Φ = {X, ζ, T }. X = {x i |i = 1, 2, · · · } represents the locations of PUs where x i ∈ R 2 , ζ denotes the spatial density, and T = {T i |i = 1, 2, · · · } denotes the traffic indicator for the ith PU where T i ∈ {1, 2, · · · , k, · · · }. Then, we can define the kth traffic 
k} denotes the locations of PUs delivering the kth traffic pattern, ζ k and p k b indicate the spatial density and busy period statistics for the kth traffic pattern, respectively. Further, the SU transmitter (ST) is assumed to be located at the origin of R 2 plane and the SU receiver (SR) is located near ST.
B. Traffic Model
We introduce the packet/energy arrival based traffic model for which ST examines the packet header of PUs to identify the packet arrivals. We assume that ST identifies a total of N PUs deployed in the PU network Φ with various traffic applications. Traffic patterns show unique behavior in terms of their features [9] . Here, to properly classify traffic patterns, we consider the following three features: packet length ( p
, and variance in packet length
, where n ∈ {1, 2, · · · , N } and r ∈ {1, 2, · · · , R} denote the PU and observation indexes, respectively. We define P (n) len , P (n) inter , and ∆ (n) as packet length vector, packet interarrival time vector, and variance in packet length vector for the nth PU. Then, they can be defined as P
denotes the temporal variance of packet length in a window W r of size r, spanning over the [1, 2, · · · , r]th observations. We denote y r as the feature space vector with the rth training feature point, which is defined by
Here, the matrix Y represents an observation matrix as the set of feature points.
III. OPTIMAL TRAFFIC SELECTION A. Traffic Classification
We assume that the set of data follows a specific generative model. As for the generative model, we adopt the finite Gaussian-mixture model (FGMM) which is frequently used to model an arbitrary multi-modal probability density function (pdf) and infinite Gaussian-mixture model (IFGMM) to handle the case when the number of traffic applications is unknown. First, we define the general Gaussian-mixture model (GMM). Let {z r } R r=1 be the traffic assignment indicators for all observations, then the general GMM is given by
where p k (x r |θ k ) is the Gaussian pdf for the kth cluster (traffic pattern) with multivariate Gaussian parameter
∆ denote the means of packet length, packet interarrival time, and variance in packet length, respectively. Σ k denotes the mean and covariance for cluster k, and
is the collection of the Gaussian-mixture weights where π k = Pr(z r = k), representing the prior probability that the feature point was generated from the kth traffic pattern.
1) FGMM/IFGMM: To complete the above modeling, it is required to find the model parameters Θ and their prior probability vector ⃗ π for the FGMM. According to Bayes' rule, the posterior distribution of the model M given Y is
The FGMM model is then defined below. Definition 1:
The first term of Definition 1 stands for the probability of choosing a given collection of K clusters from infinite number of clusters with repetitions and the probabilities of each choice given by ⃗ π. In order to define priors on the model parameters, we perform the maximum a posteriori (MAP) estimation with Markov chain Monte Carlo (MCMC) method. To do this, we use Dirichlet distribution for ⃗ π and Normal times Inverse Wishart for the Normal parameters Θ which are the conjugate priors to the multinomial and multivariate normal distributions, respectively. The conjugate priors are important in performing the marginalization steps in estimating the posterior distribution of the model [9] . Finally, we can define the generative model below. 
where the parameters α, Λ −1 0 , ν 0 , ⃗ µ 0 , κ 0 are hyperparameters. The Dirichlet prior α encodes our prior knowledge about the number of traffic applications. Another parameters are the hyperparameters for the Inverse-Wishart H = {Λ −1 0 , ν 0 , ⃗ µ 0 , κ 0 } which encode our prior belief about the traffic application variability [9] . By exploiting the dependence among random variables in Fig. 2 , the joint distribution of the data and model parameters can be found, and Bayes' rule gives the posterior probability conditioned by the observed data and hyperparameters. By marginalizing out ⃗ π as K → ∞, we can derive the IFGMM to apply for the unknown number of traffic patterns. Detailed derivations are omitted here due to the limited space.
2) Inference: To estimate the posterior distribution for the IFGMM, we can use two inference methods: one is a samplingbased MCMC method which is also known as collapsed Gibbs sampling, and the other is a variational inference. There exists the trade-off between classification accuracy and convergence speed for the two methods. The former has higher classification accuracy while suffering lower convergence speed because of the sampling based approach. To the contrary, the latter has lower accuracy but higher speed because it simplifies a complicate optimization problem with an approximation. In this paper, we resort to the collapsed Gibbs sampling method for traffic classification which is described in Algorithm 1.
Algorithm 1 Collapsed Gibbs Sampler for IFGMM
Initialize the traffic assignments {z r } randomly. Repeat the following Gibbs iteration: repeat Randomly select y r . Fix all other z j for every j ̸ = r : Z −r . Sample Z r ∼ P (Z r |Z −r , Y) using Chinese restaurant process. until Convergence 3) Network Parameter: Using the collapsed Gibbs sampling, we can obtain information about the number of traffic patterns (K) and clustered results. Using the results, we can estimate the network parameters such as p k b and ζ k . First, to obtain p k b , ST observes a number of packet arrivals carrying a specific kth traffic pattern within a time slot T slot . This can be calculated by summing up all packet interarrival times during the time slot, and then normalizing it with the mean value of packet interarrival times of the kth traffic pattern, namely
Therefore, the busy period channel statistics for the kth traffic pattern can be calculated as
Next, the density of the kth traffic pattern ζ k can easily be estimated, given SU has learned the traffic pattern information, i.e., the number of PUs delivering the kth traffic pattern.
B. AB Communication
After classifying traffic patterns, ST determines an optimal traffic pattern being utilized for AB communication. For this, we first look into the performance of AB communication associated with each traffic pattern. Let us analyze the incident RF signal density at ST from PUs which deliver the kth traffic application, which is given by
where P P U , G P U , d 0 , µ, and h i are the transmit power of PUs, antenna gain of PUs, reference distance, path-loss exponent, and channel gain between the ith PU and ST, respectively.
Here we assume Rayleigh fading channel, and hence h i is an exponentially distributed random variable. The RF power harvested by ST, from the PU signals carrying the kth traffic pattern, is determined by considering the effective aperture of antenna A (j) e,ST and RF-to-DC conversion efficiency η, which is given by
where j is the binary symbol index. The effective aperture of antenna at ST is defined as A
where λ is the wavelength of RF signal and Γ j ∈ {0, −1} is the reflection coefficient for symbol j [11] . Assume that ST transmits equally-likely binary symbols, then the RF power harvested by ST, from the PU signals carrying the kth traffic pattern, can be rewritten as
For binary backscatter communication, the differential radio cross section (RCS) of the antenna determines the power of the backscattered signal [12] . Thus, the transmit power of the reflected signal at ST which utilizes the kth traffic pattern can be expressed as
where the differential RCS of the antenna is defined as ∆σ = [12] . To transmit information, ST should satisfy the following two conditions as:
• Energy causality (C E ): ST should harvest enough energy to operate backscatter communication. If we denote ρ B as the threshold for enabling this, then
• Interference constraint (C I ): ST is allowed to transmit information when the transmit power does not cause critical interference to PUs. For the maximum transmit power denoted by P max , we set
If the above two conditions are satisfied, then ST can send information via ambient RF signals, for which the received signal-to-noise ratio (SNR) at SR can be expressed as
for the effective aperture at SR A e,SR , which is defined by A e,SR = λ 2 G SR 4π . 2 Here, h T R , N 0 , G SR , and d T R are the channel gain between ST and SR, power spectral density (psd) of channel noise, antenna gain of SR, and distance between ST and SR. We assume that the channel between ST and SR also follows Rayleigh fading. To decode information at SR, the following constraint needs to be satisfied:
• SNR constraint (C S ) : If the received SNR ν k B is greater than a threshold τ B , SR can decode information from ST, which can be expressed as
(16)
C. Performance Analysis 1) Performance Metrics:
We evaluate the following two metrics: energy outage probability and coverage probability which are defined as:
• Energy Outage : The energy outage happens when ST does not harvest enough energy to activate backscatter communication from ambient RF signals. The energy outage probability of traffic application k is defined as
• Coverage Probability : The coverage probability or equivalently the decoding success probability at SR is the one of the three constraints C E , C I , and C S above being satisfied, which is defined as
2) Analysis: Since these constraints (i.e., energy causality, interference and SNR constraints) can be expressed with the signal strength of the incident RF signal, we need to find its probability distribution. For this, we first evaluate its characteristic function through the Laplace transform as
, which is derived in Theorem 1.
Theorem 1:
Since h i ∼ exp(1) and all PUs are distributed in R 2 plane, the characteristic function as given in [10] is evaluated as
where
Here, to gain insights, we introduce a k µ which is defined as
Then the characteristic function (19) can be simplified to
The coefficient a k µ will play an important role to determine an optimal/suboptimal traffic pattern. Detailed traffic pattern selection criterion is described in Section III-D.
The pdf and cumulative density function (cdf) of P k I can be derived by taking the inverse Laplace transform of the characteristic function, which are evaluated as f P k
, respectively. Here L −1 (·) denotes the inverse Laplace transform [1] . Hence the energy outage probability can be evaluated as:
Proposition 1:
for P low = 8πρ B ηλ 2 G ST . Similarly, the coverage probability can be evaluated as:
Proposition 2:
for c 0 = ∆σA e,SR d µ T R N0 . Proofs are omitted due to limited space. To gain useful insights, we derive a closed-form solution for some special case, which gives rise to Corollary 1.
Corollary 1: When µ = 4, P k I follows Lévy distributed, whose pdf and cdf can be evaluated as
where erfc(x) = 2 √ π ∫ ∞ x exp(−t 2 )dt. The energy outage and coverage probabilities O k B and C k B can be evaluated as
D. Traffic Pattern Selection
Based on Corollary 1, we can draw an interesting observation such that the performance metrics of energy outage and coverage probabilities are largely influenced by the key parameter a k 4 when µ = 4. In fact, we observe that the energy outage probability decreases while the coverage probability increasing as a k 4 increases. This suggests that the PU signal carrying the specific traffic pattern with maximum a k 4 be selected for optimal AB communication. The detailed procedure for traffic classification at the first stage and traffic pattern selection at the second stage through estimating the key parameter a k 4 is illustrated in Fig. 3 . If µ = 4, we can formulate the criterion for optimal traffic pattern selection as
In general, it is not allowed to derive the closed-form solutions for the performance metrics analyzed in Corollary 1 when µ = 4. Therefore, we develop a general procedure for suboptimal traffic pattern selection below.
Claim 1: For a general path-loss exponent µ, the suboptimal traffic pattern k * can be selected by the following criterion
We will prove Claim 1 in terms of the accuracy and usefulness of such suboptimal traffic pattern selection criterion through simulations in the sequel.
IV. RESULTS In this section, we present numerical and simulation results about traffic-aware AB communication with proposed traffic pattern selection criterion in Claim 1. The frequency band for PU network is assumed to 1.8GHz. The transmit power and antenna gain for PU are set to 0.2W and 6dBi, respectively, while the transmit and receive antenna gains for SU is set to 1.8dBi. P max , ρ B , and τ B are set to 0.2W, -36dBm [6] , and 3dB, respectively. Finally, d T R and the noise power spectral density are set to 3m and -130dBm/Hz, respectively.
For traffic applications, we use real wireless traces such as VoIP, Game, and UDP whose dataset are available in [13] . The hyperparameters are set to H = {Λ −1 0 , ν 0 , ⃗ µ 0 , κ 0 } = {Identity(3), 4, Zeros(3, 1), 0.5}, and α = 1. We assume the density of each traffic as 0.005, 0.01, and 0.015, respectively. Fig. 4 (a) and (b) show the energy outage probability of ST and the coverage probability of AB communication with increasing path-loss exponent, respectively. We evaluate the performance with Gibbs sampling method applied, and then compare those with nonparametric mean-shift (MS) clustering [9] and ideal one used, where the ideal one means all traffic information of PU network known to a pair of ST and SR. We also validate the proposed traffic pattern selection criterion by comparing with an exhaustive search method which selects traffic pattern with maximum theoretical coverage probability, namely k * = arg max k C k B . In the figures above, we see that the performance improves (e.g., increasing the coverage probability and decreasing the energy outage probability) for the low path-loss exponent. We also see that the Gibbs sampling method yields better performance than the MS clustering, as the former classifies traffic applications more accurately than the MS clustering.
Moreover, we see that the performances of two traffic selection methods (i.e., the proposed one and exhaustive search) are comparable. This confirms that the key parameter a k µ plays a crucial role in selecting optimal traffic pattern with far reduced complexity. Especially, through the definition of a k µ , we see that the performance of AB communication depends largely on the user density and busy period statistics of the selected traffic application. This is because AB communication uses the incident RF signal for modulation in the air, which can be harmful interference to conventional communication.
V. CONCLUSION In this paper, we have proposed traffic-aware AB communication for WPHetNets. A pair of SUs utilized the traffic resource of PU network in order to operate AB communication. Toward this, the BNP learning algorithm was employed to classify traffic applications, and then the optimal traffic pattern selection criterion was obtained by the stochastic geometrical analysis. The validity of the BNP learning algorithm was shown through numerical analysis by comparing with the wellknown MS clustering method. Because of intractable analysis, we further developed a general procedure for suboptimal traffic pattern selection criterion whose validity was demonstrated by comparing its performance with that of the exhaustive search through simulations. Future work will perform the analysis of a network with multiple SU pairs for practical scenario.
