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Abstract
Using the DAMA/LIBRA anomaly as an example, we formalise the notion of halo-independence
in the context of Bayesian statistics and quantified maximum entropy. We consider an infinite set
of possible profiles, weighted by an entropic prior and constrained by a likelihood describing noisy
measurements of modulated moments by DAMA/LIBRA. Assuming an isotropic dark matter (DM)
profile in the galactic rest frame, we find the most plausible DM profiles and predictions for unmodulated
signal rates at DAMA/LIBRA. The entropic prior contains an a priori unknown regularisation factor,
β, that describes the strength of our conviction that the profile is approximately Maxwellian. By
varying β, we smoothly interpolate between a halo-independent and a halo-dependent analysis, thus
exploring the impact of prior information about the DM profile.
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1 Introduction
The DAMA/LIBRA search for dark matter (DM) saw an intriguing modulated signal above known
backgrounds [1–3]. Although the statistical significance of the effect, about 9σ, is beyond doubt, there
is controversy about whether the signal is consistent with competing experiments such as XENON [4, 5]
and LUX [6], and whether it is an effect of DM or an unidentified seasonal systematic error. The velocity
profile of DM is an important component of any DM explanation of the DAMA/LIBRA anomaly. We
expect that it is approximately a truncated Maxwell-Boltzmann distribution,
m(v) ∝
v2e
−
(
v
v0
)2
v < vesc
0 v ≥ vesc
, (1)
where vesc and v0 are the escape and modal velocities, respectively, and
∫
vm(v)dv = 1. This is consistent
with a self-gravitating isothermal sphere with a density profile ρ(r) ∝ 1/r2 and agrees reasonably with
N -body DM only simulations [7]. In the last 10 years, an effort was made to analyse direct detection
experiments, including DAMA/LIBRA, in a so-called halo-independent manner by isolating the impact of
the DM velocity profile and making no restrictive assumptions about it (see e.g., Ref. [8–13]).
The DAMA/LIBRA experiment reported counts with uncertainties for a modulated signal per unit
detector mass per day binned with respect to energy (see Tab. 1). The counts from a DM model can be
predicted from moments of the velocity profile. As recognised in Ref. [14], the problem is essentially a noisy
moment problem: we wish to find a profile f(v) that is consistent with DAMA/LIBRA measurements of
its moments, ∫
v
f(v)wi(v)dv = µi ± σi, (2)
where wi(v) are the moment functions and µi ± σi are their measurements and experimental errors. Since
the interval v is bounded by zero and the escape velocity, the problem is related to the Hausdorff moment
problem, and would be the Hausdorff moment problem if the moment functions were wi(v) = vi.
An exact solution to the moment problem may not exist and may not be unique. The Padé approximation
is a common technique in which one expresses the density as a finite sum of Dirac delta functions,
f(v) =
∑
i
κiδ(v − vi), (3)
and solves for the unknown parameters κi and vi. This represents the DM velocity profile as a sum of
discrete streams. Although this is an a priori implausible description of the profile, it may be used to
estimate further moments. The Padé approximation in fact extremises further moments, which was utilised
in Ref. [14] in the context of a frequentist analysis of DAMA/LIBRA and in Ref. [15, 16]. That approach
is halo-independent since it extremises further moments upon an infinite set of profiles, permitting the
calculation of confidence intervals for e.g., the unmodulated signal rates at DAMA/LIBRA.
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We, on the other hand, advocate investigating the impact of background knowledge about the profile
with a non-parametric Bayesian analysis. In fact, by altering a regularisation factor in an entropic prior, we
may smoothly interpolate between a halo-independent and halo-dependent analysis. To elaborate further
in Sec. 2 we first introduce pertinent aspects of Bayesian statistics and the principle of quantified maximum
entropy. Readers familiar with quantified maximum entropy should skip to Sec. 3, in which we present our
maximum entropy DM profiles. We conclude in Sec. 4.
2 Bayesian statistics and quantified maximum entropy
We wish to apply Bayes’ theorem in the form,
p(f | data, prior knowledge) ∝ p(data | f) · p(f | prior knowledge), (4)
to infer the most plausible DM velocity profile f in light of our prior knowledge, favouring a truncated
Maxwell-Boltzmann distribution, and noisy measurements of its moments by DAMA/LIBRA, under the
assumption that the profile is isotropic in the galactic rest frame. The principle of maximum entropy was
proposed by Jaynes in 1957 [17] by building upon Shannon’s information theory [18]. Just as Bayes’ theorem
is a unique law that satisfies Cox’s axioms, the relative entropy generalised to continuous distributions,1
S[f,m] = −
∫
f(v) ln
(
f(v)
m(v)
)
dv (5)
is a unique quantity that satisfies desiderata about a measure of information in a distribution f(v) relative
to a distribution m(v). By Gibbs’ inequality, S[f,m] ≤ 0, which is saturated when f(v) = m(v).
To apply the principle of maximum entropy, one finds a distribution f(v) that maximises the entropy
in Eq. (5) subject to moment constraints on f(v),∫
v
f(v)wi(v)dv = µi. (6)
By using Lagrange multipliers, it can be shown that the solution is of the form (see e.g., Ref. [19]),
f(v) ∝ m(v) exp
(∑
i
λiwi(v)
)
. (7)
The relative entropy is a strictly convex function such that the maximum entropy solution is unique.
1When applied to the DM profile, Eq. (5) implicitly assumes isotropy. Without that assumption, we would have to
compute a three-dimensional integral for the entropy,
S[f,m] = −
∫
f(~v) ln
(
f(~v)
m(~v)
)
d3v.
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There is controversy about the relationship between maximum entropy and Bayesian statistics (see
e.g., Ref. [20, 21]). We, in fact, favour constructing an entropic prior that penalises deviations from our
prior knowledge m(v). This approach — known as quantified maximum entropy — was developed by
Skilling [22]. Our prior must be a monotonic function of the relative entropy between the profile and a
truncated Maxwell-Boltzmann. As shown by Skilling’s “monkey” argument [22], we find that
p(f | prior knowledge) ∝ eβS[f,m]. (8)
The regularisation parameter β describes the strength of our prior information: β = 0 corresponds to
no prior information, whereas β →∞ is so strong that f(v) = m(v) regardless of any other information
or measurements. This entropic prior favours minimal information in the profile relative to background
knowledge (see Chap. 12 of Ref. [23] for a review).
In the noisy moment problem, the posterior for the profile in Eq. (4) contains a factor from our prior
knowledge and a chi-squared factor from the noisy moment measurements;
p(f | data, prior knowledge) ∝ eβS[f,m]− 12χ2[f ], (9)
where
χ2[f ] =
∑
i
(∫
v f(v)wi(v)dv − µi
σi
)2
. (10)
The sum of the entropy and the chi-squared is a strictly convex function. If there is a stationary point, it
is unique. As discussed in Ref. [24, 25], there is a trade-off between penalties from the entropic prior for
deviating from the prior information and penalties from the chi-squared for deviating from the measured
moments. We can interpret β by noting that an n nat (natural unit of information) departure from m(x)
is punished by a factor equivalent to a chi-squared of 2βn. The change in results with β is known as a
maximum entropy trajectory.
In the limit in which experimental uncertainties vanish, σ → 0, the mode in this distribution is the
maximum entropy distribution. In the general case, mode is of the form2
f(v) ∝ m(v) exp
(∑
i
κiwi(v)
)
, (11)
where ∫
v
f(v)wi(v)dv = µi − βκiσ2i . (12)
As noted in Ref. [25], the coefficients κi play the role of the Lagrange multipliers in Eq. (7) for modified
constraints. The maximum entropy solution in the noiseless moment problem is thus approximately the
mode in the noisy moment problem when σ ≈ 0. The frequentist analysis in Ref. [14] roughly corresponds
2We note that the maximum entropy profile resembles parametric forms of profile considered in Eq. 4 of Ref. [26].
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to β → 0. Though for β = 0 the solution is not unique since the chi-squared is not strictly convex, we
find the solution of the form in Eq. (11), which is unique. We could, in principle, marginalise β (see e.g.,
Ref. [27]).
We fix v0 = 225 km/s and vesc = 550 km/s in m(v) in Eq. (1) (see e.g., Ref. [28]). We could,
in principle, treat the escape and modal velocities in the truncated Maxwell-Boltzmann as nuisance
parameters and marginalise them or use a numerical form of the profile from simulations in Fig. 1c for
m(v). In the former case, however, we note that incidentally, the Maxwell-Boltzmann distribution is
itself a maximum entropy distribution. With m(vx, vy, vz) = const. and a constraint on the expected
kinetic energy, 〈v2〉 = (3pi− 8)/(2pi)v20 , we recover the Maxwell-Boltzmann distribution.3 We could e.g., fix
m(vx, vy, vz) = const. and marginalise any uncertainty in 〈v2〉. We assumed that the profile was isotropic
and used angle-averaged moment functions in the galactic rest frame, wi(v), from Ref. [14]. The moment
functions in the galactic rest frame are not isotropic. The distribution m(v) could be a further source of
anisotropy, but we picked a truncated Maxwell-Boltzmann distribution, which is isotropic.
To consider uncertainties, we must switch from a continuum to a discrete number of velocity bins of
width ∆v. From a Gaussian approximation of the posterior described in Ref. [25], we find the uncertainty
in the profile,
(∆f(vi))2 ≈
∑
j
eˆ2ij(vi)
λj(vi)
, (13)
where eˆ and λ are the unit eigenvectors and eigenvalues of the positive-definite matrix
Rij = β∇i∇jS[f,m] + 12∇i∇jχ
2[f ] = 1
f(vi)
βδij∆v +
∑
k
wk(vi)wk(vj)
σ2k
(∆v)2, (14)
where ∇i = ∂/∂f(vi). We must stress that this uncertainty vanishes in the limit in which the strength
of our prior information diverges, β →∞, since in that case the profile is fixed by the prior information,
and that the uncertainty diverges as ∆v → 0. The latter limit reflects the fact that on microscopic scales
∆v ∼ 0 the profile may vary wildly, despite our prior information and since the moments constrain only
the macroscopic behaviour of the profile. The calculations of further moments, such as unmodulated
signal rates at DAMA/LIBRA, however, reflect macroscopic rather than microscopic structure [27]. Thus
the uncertainty in an expectation such as 〈g〉 = ∑ g(vi)f(vi)∆v, found by propagating errors in a linear
function,
(∆〈g〉)2 = g(vi)R−1ij g(vj)(∆v)2, (15)
is finite in the continuum limit ∆v → 0.
3The peculiar factor in 〈v2〉 = (3pi − 8)/(2pi)v20 simply results from the relation between the modal velocity v0 and the
RMS velocity.
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(a) β = 10.
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(b) β = 104.
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(c) Via Lactea simulations [7].
Figure 1: Velocity distribution and uncertainty from (a) truncated Maxwell-Boltzmann distribution with
entropic prior reflecting mistrust of background information; (b) truncated Maxwell-Boltzmann distribution
with entropic prior calibrated calibrated by picking β to roughly match uncertainty in simulation; and (c)
simulations of Via Lactea [7].
In Fig. 1 we calibrate β by finding β such that the uncertainty in the truncated Maxwell-Boltzmann
distribution with no moment constraints is similar to the uncertainty in the profile from N -body simu-
lations in Ref. [7]. We estimate the uncertainty at a resolution of about ∆v ≈ 5 km/s from the Laplace
approximation in Eq. (13) and find that β ≈ 104.
We note that the uncertainty in the simulation results from considering the velocities of about n = 104
DM particles repeated about 100 times. If the velocities were independently sampled from the same
distribution m(v) in each repeat, as in the “monkey” argument, we would obtain
p(f) ∝ enS[f,m]. (16)
That is we would derive β ≈ 104 and its physical interpretation would be the number of DM particles that
were sampled to determine f(v). This is not, however, the uncertainty that we wish to describe: we wish to
describe uncertainty in the distribution m(v) rather than the statistical uncertainty in an estimate of m(v)
from a finite number of samples drawn from m(v). The distribution m(v) is in fact known from simulations
with millions of particles and β  104 may be a fairer reflection of uncertainty in m(v) determined from
DM only simulations.
Although our focus is estimating the profile and unmodulated moments for DAMA/LIBRA, we note
that we can calculate evidences for the DAMA/LIBRA excess from a Gaussian approximation [18],
p(DAMA/LIBRA moments |DM, β) = 1√
(2pi)n
1√
detσ2
1√
detZ
eβS[fˆ ,m]−
1
2χ
2[fˆ ], (17)
where fˆ is the maximum entropy solution for that β and
Zij = δij +
1
2β (∇i∇kS[f,m])
−1/2 (∇k∇lχ2[f ]) (∇l∇jS[f,m])−1/2∣∣∣
fˆ
. (18)
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E (keVee) Sm (1/day/kg/keV)
2.25 0.016± 0.0039
2.75 0.026± 0.0044
3.25 0.022± 0.0044
3.75 0.0084± 0.0040
4.25 0.0110± 0.0036
4.75 0.0054± 0.0032
5.25 0.0089± 0.0032
5.75 0.0039± 0.0031
6.25 0.00018± 0.0031
6.75 0.00018± 0.0028
7.25 0.0015± 0.0028
7.75 −0.0013± 0.0029
Table 1: Noisy measurements of modulated moments from DAMA/LIBRA [2] with 1.17 tonne-years of
exposure reproduced from Tab. 1 of Ref. [14]. The energy bin width was 0.5 keVee.
This matrix depends on the strength of our prior information, governed by β, and diverges in the limit
β → 0, such that the evidence vanishes. This reflects the fact that without prior information the space
of possible functions is improper. The ratio of evidences for two models is known as a Bayes factor and
reflects the change in relative plausibility of the models in light of data (see e.g., Ref. [29]). That is,
P (DM |DAMA/LIBRA moments, β)
P (no DM |DAMA/LIBRA moments) =
p(DAMA/LIBRA moments |DM, β)
p(DAMA/LIBRA moments | no DM) ·
P (DM | β)
P (no DM) . (19)
where the factor on the right-hand-side is a Bayes factor. We do not specify the ratio of priors for the
models and thus do not calculate the posterior odds on the left-hand-side.
3 Method and results
We focus upon a DM mass of 10GeV as favoured by the DAMA/LIBRA anomaly. Our moment functions
are angle-averaged modulated (Hm) and unmodulated (H0) detector response functions in the galactic rest
frame for spin-independent elastic scattering with sodium in DAMA/LIBRA. The functions were calculated
in Fig. 1 and Fig. 2 in Ref. [14] and incorporate all velocity dependence except for that in the profile itself.
The moment functions depend upon DM properties, such as its mass, local density and scattering cross
section through a single multiplicative factor. We treat this factor as a nuisance parameter. The kernels of
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(a) Unmodulated moment functions.
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(b) Modulated moment functions.
Figure 2: Angle-average galactic rest frame (a) unmodulated and (b) modulated moment functions for the
energy bins in Tab. 1 for a DM mass of 10GeV from Ref. [14]. The moment functions must be multiplied
by an a priori unknown factor reflecting DM and detector properties, which is profiled in our analysis.
the moment functions are plotted in Fig. 2. Thus the constraints from the unmodulated moments are
Sim = k
∫
v
Him(v)f(v)dv = µi ± σi (20)
where Sim denotes a count rate per day per kg per keV in an energy bin i = 1, 2, . . . , 12; µ and σ are the
experimental measurements and uncertainties in Tab. 1; and k is the aforementioned multiplicative factor.
Finding the quantified maximum entropy profiles requires us to maximise Eq. (9) with the ansatz in
Eq. (11). Thus we must maximise a function of twelve Lagrange multipliers that correspond to twelve
moment constraints. We fix the multiplicative factor to
k =
∑
i µiS
i
m/σ
2
i∑
i(Sim/σi)2
(21)
to minimise the chi-squared given the predicted moments. We find the maximum with MultiNest [30]
and polish it with BFGS and Powell’s method [31]. We find a minimum χ2 = 7.03, which is in reasonable
agreement with Fig. 5 in Ref. [14]. The slight difference may originate from minor differences in the
moment functions.
We calculate the maximum entropy profile for many choices of β in Fig. 3. The choice of β spans β ≈ 0,
which discards prior information about the profile, to β ≈ 104, which was calibrated to reflect the uncertainty
in estimates of the profile from simulations. Intermediate values of β reflect a cautious interpretation of
simulations and mistrust of information about the profile. The maximum entropy trajectory interpolates
7
0 100 200 300 400 500 600
v (km/s)
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
p(
v
)
(1
/k
m
/s
)
Truncated
Mawell-Boltzmann
β = 0
β = 0.01
β = 0.5
β = 1
β = 10
β = 50
β = 100
β = 1000
(a) Maximum entropy profiles.
v (km/s)
0
100
200
300
400
500
600
Strength of prior information, β 0
0.1
0.2
0.5
1
5
25
75
500
p(
v
)
(1
/k
m
/s
)
0.00
0.01
0.02
0.03
0.04
Truncated Mawell-Boltzmann
(b) Three-dimensional visualisation of maximum en-
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Figure 3: Maximum entropy trajectory of profiles for DM with mχ = 10GeV found from DAMA/LIBRA
measurements of modulated moments (Tab. 1). We show the truncated Maxwell-Boltzmann distribution
for comparison (dashed blue line). The parameter β represents the strength of our conviction that the
profile is Maxwellian.
8
0 100 200 300 400 500 600
v (km/s)
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
p(
v
)
(1
/k
m
/s
)
Maximum entropy velocity profile
Truncated Mawell-Boltzmann
(a) β = 0.
0 100 200 300 400 500 600
v (km/s)
0.000
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0.009
p(
v
)
(1
/k
m
/s
)
Maximum entropy velocity profile
Truncated Mawell-Boltzmann
(b) β = 1.
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(c) β = 10.
0 100 200 300 400 500 600
v (km/s)
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030
0.0035
0.0040
p(
v
)
(1
/k
m
/s
)
Maximum entropy velocity profile
Truncated Mawell-Boltzmann
(d) β = 100.
Figure 4: Maximum entropy profiles for DM with mχ = 10GeV found from DAMA/LIBRA measurements
of modulated moments (Tab. 1) for (a) β = 0, (b) β = 1, and (c) β = 10 and (d) β = 100. We show the
truncated Maxwell-Boltzmann distribution for comparison (dashed blue line). The parameter β represents
the strength of our conviction that the profile is Maxwellian.
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Figure 5: Maximum entropy trajectories of statistics for model selection as functions of our prior knowledge
β. (a) The interplay between ∆χ2 ≡ χ2 −minχ2 and the entropy. (b) The Bayes factor for a DM signal
versus no DM. The parameter β represents the strength of our conviction that the profile is Maxwellian.
between the minimum chi-squared solution at β = 0 and a truncated Maxwell-Boltzmann at β  0. The
minimum chi-squared solution exhibits two sharp modes; a spike at about at about 250 km/s and a smaller
spike at about 400 km/s. As we increase β, the spikes are smoothed and we rapidly recover a Maxwellian
profile. The transition between a spiky profile and a Maxwell-Boltzmann profile occurs fast, and is roughly
complete once β & 100. For clarity, we show β = 0, β = 1, β = 10 and β = 100 profiles in Fig. 4.
We show in Fig. 5a the interplay between penalties from the entropic prior for deviations from a
Maxwell-Boltzmann profile and penalties from the chi-squared for deviations from the DAMA/LIBRA
measurements. As the strength of background knowledge increases, the relative entropy between the profile
and a Maxwell-Boltzmann vanishes, and the chi-squared increases, as expected. The chi-squared and
relative entropy change by only a few units as β →∞, suggesting limited tension between DAMA/LIBRA
and background knowledge about the profile.
In Fig. 5b we show the entropy trajectory of the Bayes factor from DAMA/LIBRA, that is, the change
in relative plausibility of a DM model versus no DM in light of the DAMA/LIBRA anomaly. For β = 0,
the DM model is punished by a divergent measure of profiles and thus B = 0. As we increase β, the Bayes
factor climbs and reaches an asymptote at B ≈ 1020, suggesting no tension between background knowledge
and DAMA/LIBRA. This colossal factor is unsurprising since it is a 9σ anomaly. The mild dependence
upon β formalises the fact that the significance of the DAMA/LIBRA anomaly depends on, inter alia, the
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trust of prior information about the profile. The Bayes factor should, in principle, incorporate factors from
marginalising the multiplicative factor in the moment functions and the DM mass. For simplicity and since
B  1 in any case, we fix them in our calculation.
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Figure 6: Predictions for unmodulated signal rate, S0, at DAMA/LIBRA for mχ = 10GeV with an energy
bin width of 0.5 keVee. We show predictions from a frequentist analysis in Ref. [14] for comparison (offset
brown hexagons). The parameter β represents the strength of our conviction that the profile is Maxwellian.
Finally, in Fig. 6 we show the expected modulated signal rates at DAMA/LIBRA and uncertainties
from Eq. (15). They were found analogously to the unmodulated signal rates from
Si0 = k
∫
v
Hi0(v)f(v)dv. (22)
The predictions are in reasonable agreement with those in Ref. [14]. Our predictions lie within the frequentist
confidence intervals from Ref. [14], but our uncertainties at β = 0 are greater than the confidence intervals.
As we increase β, the prior information shrinks the confidence interval for the unmodulated moments, as
expected. Uncertainties found from Eq. (15) and Eq. (13) may be unreliable for β ≈ 0 as the mode is not
a stationary point.
4 Conclusions
The non-parametric formalism presented — quantified maximum entropy — is novel in DM analysis and
allows us to incorporate experimental measurements and background information about the DM profile in
a coherent manner, making it particularly appropriate for investigating halo-dependence. We permitted an
infinite set of profiles, but profiles far from Maxwellian were punished by an entropic prior. We applied
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this technique to noisy moment measurements from DAMA/LIBRA, but it could be applied for any data.
By varying the parameter β, which describes the strength of our prior information about the DM profile,
we interpolated between a halo-independent and a halo-dependent analysis. The technique has many
advantages over Padé approximations, e.g., a coherent treatment and understanding of the role of prior
information, weak convergence theorems about maximum entropy and the fact that the estimate for the
profile is not a sum of discrete velocity streams. We assumed an isotropic profile in the galactic rest frame
and considered angle-averaged moments from DAMA/LIBRA, but could, in principle, consider anisotropic
likelihoods and profiles with quantified maximum entropy.
As an example, we focused upon the DAMA/LIBRA anomaly with DM mass of 10GeV. As we increased
the strength of our conviction that the profile was Maxwellian, the preferred profile changed smoothly
from a spiky profile with peaks at about 250 km/s and 400 km/s to a Maxwell-Boltzmann distribution. For
any β & 1, the Bayes factor from DAMA/LIBRA favoured DM by about 1020. There was limited tension
between DAMA/LIBRA data and a Maxwellian profile; the chi-squared and relative entropy changed by a
few units as β was increased and the Bayes factor, in fact, increased as β increased.
We predicted the unmodulated moments S0 at DAMA/LIBRA. The predictions were closely clustered
for different β, suggesting that background information plays a limited role in predictions for unmodulated
moments at DAMA/LIBRA. However, the uncertainties in the predicted moments were sensitive to β:
without prior information there was a substantial uncertainty in predictions for S0. This may be an
overestimate resulting from a Gaussian approximation.
Since the method is novel, a few questions remain. In particular, the Gaussian approximation of the
posterior may require further investigation, and, if it is inadequate, an improved technique for estimating
uncertainties in further moments may be required. It may be necessary to bin the velocity into N bins and
directly calculate the posterior probability of f(vi), thus avoiding Gaussian approximations. Furthermore,
the DM mass and properties should be marginalised upon a particular prior, rather than profiled as in this
analysis. Once such details are chosen, it remains to perform a global analysis incorporating data from
all DM experiments, including conflicting results from e.g., XENON and LUX. This may present further
difficulties, e.g., finding an ansatz for the quantified maximum entropy solution as in Eq. (11).
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