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による高速化 
 要  旨 
 疎行列・ベクトル積は，扱う行列によってメモリへのアクセスが不規則になり，さら
に，並列化する際は，計算量に差が出ることもあり，適切なタスク分割を行う必要があ
る．ELL形式や HYB形式など様々な疎行列格納形式が研究されているが，その中でも CRS
形式は一般的に広く用いられている形式であり，既存研究の CUDAによる実装も安定した
性能を発揮している．しかし，1行あたりの非零要素数の平均値によってタスクを分割し，
疎行列全体に同じ基準で適用する手法では，1行あたりの非零要素数の最大値と平均値に
大きな差がある場合，非零要素の多い行の計算がボトルネックとなる問題があった． 
 本研究では，疎行列の行を非零要素数に応じて降順に並び替えて CRS 形式に格納する
SortedCRS形式を提案する．非零要素数ごとに 1行の計算に用いるコア数を切り替え，よ
り適切なタスク分割を行う．非零要素の多い行には多くのコア，スレッドを割り当てる
ことで高速に計算できるようにし，非零要素の少ない行はそのスレッドブロックで同時
に複数の行を計算できるように実装した．実験として約 200 の疎行列に対して実際に計
算速度を計測した．その結果，1行の計算を担当するスレッド数を自動で選択する既存の
実装と比較して，1.64倍の高速化となった． 
 また，複数の GPU 向けに，非零要素数がほぼ均等になるように分割して同様の実装を
行い，実験を行った．単一 GPU の SortedCRS 形式と比較すると平均して 1.22 倍，複数
GPU で実装した，自動選択によって 1 行の計算を担当するスレッド数を定めた場合では
1.64 倍に上昇した．一方で，問題となった疎行列の非零要素数が小さい場合や，1 行あ
たりの非零要素数にあまり差がない場合は計算速度が落ちてしまうものもあった． 
 本稿で行った実装では，自動で 1 行の計算に割り当てるスレッド数を選択し，全体を
同じスレッド割り当てで計算する手法と比較して，全体的に性能の上昇がみられた．最
も高速化した疎行列は，行の非零要素数の最大値と平均値に大きな差のある疎行列だっ
た．自動で選択した場合は少ないスレッド数を選択していてもともとの計算速度が遅い
ものだったが，このような行列に対しては大きな高速化が見込める．今後は，他の実装
との併用によって規模の小さい行列を計算することで性能の低下を防止することや，非
零要素数の多い行の並列化の大規模化による性能の底上げが課題となる． 
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__global__ void warpReduce(){
// Seed starting value as inverse lane ID
int laneId = threadIdx.x & 0x1f;
int value = 31 - laneId;
// Use XOR mode to perform butterfly reduction
for (int i=16; i>=1; i/=2)
value += __shfl_xor (value, i, 32);
// "value" now contains the sum across all threads
printf ("Thread %d final value = %d\n", threadIdx.x, value);
}
void main(){
warpReduce<<< 1, 32 >>>();
cudaDeviceSynchronize();
}
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__global__ void foo(const float* __restrict__ a,
const float* __restrict__ b,
float* c){
...
}
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3.1 CRS?????????
2666666664
1 0  10 0 0 0
0 2 0  9 0 0
 12 0 3 0  11 0
0 0 0 4 0 0
 8 0 0 0 5 0
0  7 0 0 0 6
3777777775
(1)
? 1: CRS?????????
val 1  10 2  9  12 3  11 4  8 5  7 6
colind 0 2 1 3 0 2 4 3 0 4 1 5
rowptr 0 2 4 7 8 10
CRS??????????????????CRS?????????????
?????????????? (val) ??????? (colind) ?????????
(rowptr) ????? 2????????????????CRS?????? (1)?
??????????? 1???????????? 1, -10, 2, ..., -7, 6?????
?????? val?????????????????????????????
?????? (colind)???????????????? 0???1???...?5?
?????????0, 2, 1, 3, ..., 1, 5, ??????rowptr???val??????
???????????????????????????? 1, 2, -12, 4, -8, -7 ?
??????????????0, 2, ..., 8, 10????????
CRS???????CPU????????????????????????
??????????
3.2 CRS???????????
CPU????????CRS????????????????????
Algorithm 1????????????? x????????y????????
??????val?colind? rowptr?? 1?????CRS???????????
??????????????????rowdim????????????
Algorithm 1??????????????????? rowdim? (?? rowptr?
????:6?) ?????????????????????? 0????????
??????????i????????i + 1??????? (i = 0?? j = 0?
1?i = 2?? j = 4?7) ??????????????????????? val? j
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Algorithm 1 CPU???CRS???????????
for i = 0 to rowdim 1 do
y[i] = 0
for j =rowptr[i] to rowptr[i+ 1]  1 do
y[i]+ =val[j]  x[colind[j]]
end for
end for
???????????? x? colind[j]???????????????????
?????? y[i]?????????????????? y???????
????????????????????????????????????
????????????????
3.3 CUDA???????????
3.3.1 ???????????
??????????CUDA??????????????CUDA??????
??????????????????Fermi???????????? 65535?
???????1024???????????????????????????
???? 67107840????????????????Algorithm 1???????
???????
????????????????? 1024?????????????????
???????1??????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
??????????????????????????????????????
3.3.2 Fermi???????????CUDA????
????????Reguly??CUDA???????????????????
???? [7]?
????? val?colind?rowptr?x?y?rowdim??????3.2???????
???NT????????????????????CUDA????????
?????????????????????????????????????
???????????????????
__global__ void GPU_CRSxVec_Kernel(
double *val,
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int *colind,
int *rowptr,
double *x,
doule *y,
int rowdim,
int NT){
int i;
int tx = threadIdx.x;
int tid = blockDim.x * blockIdx.x + threadIdx.x;
int rowid = tid / NT;
int lane = tid % NT;
__shared__ double tmp[128];
while(rowid < rowdim){
tmp[tx]=0;
for(i = rowptr[rowid] + lane; i < rowptr[rowid+1]; i += NT){
tmp[tx] += val[i] * x[colind[i]];
}
for(i = NT / 2; i > 0; i >>= 1){
if (lane < i)
tmp[tx] += tmp[tx + i];
}
if (lane == 0)
y[rowid] = tmp[tx];
rowid += 128 / NT;
}
}
???????Kernel??????????????????????????
????????? ID (tid) ?????? (rowid) ???????? ID? 1???
??????????? (NT) ?? lane??????? lane??????????
???????????? for????? lane????????????????
?? for?????????????????????????????????
?????????????????????????????????????
?????????????????????????CUDA?????????
????????????????Fermi??????????????????
????????????? 65535?????????? 65535 128
32
= 262140?
????????????????????? while?????????????
???
????????????????????????????????????
??????? val?colind?????????????????????????
?????? 2?5?????????????????????????
? 2?4????????????????????? (???????????
???) ???? 1? 1???? (1????????? 16?) ?????????
?? 1? 8???? (1????????? 2?) ???????????????
?????????????????????CRS??????????????
?????????????? 3?5????????CRS??????????
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? 2: ????????????????
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? 4: ????????????????
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????????????????????????????????????
Fermi??????????1?????????????? L1???????
?? 48KB = 49152Byte?????????????????????? 1???
?????????????????? 8 2 = 16 Byte????????????
?? 4Byte???? 20Byte????1??????????? 128???????
?????? 2560Byte??????????
????1?1???????????????????????????128Byte
?????????????????????128????????????128(threads)
128(Byte) 3(???????????????) = 49152 Byte?????????
?????????
???1??NT????????????NT???????????????
?????????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
??????????????????????????
void GPU_CRSxVec_Host(
double *val,
int *colind,
int *rowptr,
int *x,
int *y,
int rowdim,
int nonzeros){
int NT, nbx;
float avrrow = (float)nonzeros / (float)rowdim;
NT = max(1, min(32, (int)pow(2.0, ceil(log2(avrrow)))));
nbx = M / (128 / NT) + ((M % (128 / NT)) != 0);
dim3 threads(128);
dim3 grid(NT);
cudaFuncSetCacheConfig(GPU_CRSxVec_Kernel, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel<<<grid, threads>>>
(val, colind, rowptr, x, y, rowdim, NT);
}
Kernel??????? (Host?) ???1??????????????????
???????? 2???? (?????? 32) ?????? 1?????????
????? (NT) ?????1????????????? (???? 128) ???
?????????????????????????????????????
????????????????Kernel????????
? 6??1???? 16?????1? 4????????????????????
???????????????????????? (???????????
???)?Host?????????? 1????????????????????
???????????Kernel?????????????????Kernel??
??????????
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? 6: CUDA??CRS????????????????
3.3.3 Kepler???????????
Kepler??????????????????????????????????
?????????? [8]?
1. ??????????????????
2. ?????????
3. ??????????
1?Kepler???????????????? 48KB?????????????
???????????L1?????????????????????L1???
?????????????????????????????????????
? x???????????
2???????????????????????????????????
?????????????????????????????????????
??????????????????????Kepler????????????
???????? 232   1????????(232   1) 128
32
???????????
??????????????GPU?????????????????GB??
????GPU???????????????????????????????
Kepler?????????????????????????????????
3?Kepler???????????????????????????????
???????????32bit????????????????????????
????????????? 1???????????????????????
?????????? 2?? int?????????? 2????????????
????? double?????????
???????????
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__global__ void GPU_CRSxVec_Kernel_Kepler_NT(
double *val,
int *colind,
int *rowptr,
const double* __restrict__ x,/*???????????????*/
doule *y,
int rowdim){
int i;
int tx = threadIdx.x;
int tid = blockDim.x * blockIdx.x + threadIdx.x;
int rowid = tid / NT;
int lane = tid % NT;
double tmp;
int tmp_hi, tmp_lo;
/*??????*/
if(rowid < rowdim){
tmp = 0;
for(i = rowptr[rowid] + lane; i < rowptr[rowid+1]; i += NT){
tmp += val[i] * x[colind[i]];
}
for(i = NT / 2; i > 0; i >>= 1){
tmp_hi = __double2hiint(tmp);
tmp_lo = __double2loint(tmp);
/*??????????*/
tmp += __hiloint2double(__shfl_xor(tmp_hi, i, 32),
__shfl_xor(tmp_lo, i, 32));
}
if(lane == 0)
y[rowid] = tmp;
}
}
??????????Kernel??? 1???????????????????
??????Host???????NT?????????????????2??
??????????????????????????????????
3.4 CUDA??CRS??????????????
3.4.1 ????
????????????????????
3.4.2 ????
????????CUDA??CRS????????????????NT??
?????????????????????????????????????
???NT??????????????????????????Kernel???
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? 2: ??????????
OS Fedora 18 Kernel Ver.3.11.7-100.fc18.x86 64
CPU Intel Core i7 4-4770S
?????? 16GB
GPU1 NVIDIA GeForce GTX780
GPU2 NVIDIA GeForce GTX780
????? nvcc (CUDA Ver.5.50), gcc (ver.4.7.2 20121109)
?????????? -O3 -fopenmp -arch=sm 35 {maxrregcount 32
-lcusparse
????The University of Florida Spaese Matrix Collection [9]???? 200???
??????NT?????????????????????????????
???1000????????????????????????????????
?????????
3.4.3 ????
??????? 7????
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? 7: ??GPU??????????????
?????????????? (Flops) ??????????????????
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NT????????????????????????????????????
???????????????????????????????????NT=1?
2?4?8?16?32?????????????????????????????
????????????????
NT=1??????????????????????? 10GFlops?????
???????????1?????????? 1??????????????
?? 30000??????????????GeForce GTX 780???CUDA???
2304???????CUDA?????? 13??????????????GPU?
??????????????CPU????????????????????
????NT????????????? 10GFlops??????????? 2?
???????????????????????????1?????????
????????????????????????????? 10???????
?????
????????????????????????????????????
?????????????????????????????????????
???????????????
???1????????????????????????????????
???????????NT????????????????????????
??????????????????????????????????????
??????????????1??????????????????????
?????????????????????????????????????
??????????????NT?????????????????????
CUDA??????????????????????????????????
?????????????????????????????????????
??????????? [10]?
? 8?????????
????????????????????????????????????
?????16? 16??????? 38?????1?????????????
?? 2.375???????? 1?? 4??????????1???? 16????
???????????????????????????1?????? 4??
?????????????????????????????????????
??????????????????????????????????
??????????????? NT?????Kernel??????? for??
?????????????????????
???? 7??????????? NT????????????NT????
? 1????????????????????CUSPARSE????? [11]??
????????????? 9????
???????NT???????????????????????? NT?
?????????????????????CUSPARSE??????????
??????????????????????????????????
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3.5 ???GPU??????CUDA???????????
???GPU??????????CUDA?????????????????
?????????????????????????????????????
??????CUDA??? 2304 2 = 4608??????????????? 4608
????????????????? 162 = 32???????????? 32 128
NT
????
???????GPU??????????GPU??????????????
???????????????????GPU????????????GPU?
???????????????????????????GPU???????
?????????????????????????????????????
?????????????
3.6 ????
CUDA??????????????????????????????
Segmented Scan??CUDA???????????????????????
??Branchless Segmented Scan? [12]????????1???????????
????????????????????????????ELL???????
?Vazquez??ELLR-T?? [1]?Bell???????ELL??????????
????HYB?? [2]?????????????????????
CRS????????Reguly??????????????????????
?????????????????????????????????????
??????????? [13]??????????????????3.3.3???
??????????????Kepler??????????????CUDA5.0?
CUSPARSE?????????????? 1.87???????????????
?????????????????????????????????????
?????????????????????????????????????
????????? [14]????????
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4 SortedCRS?? ?????????
????????NT????????????? NT???????????
????????1????????????????????????????
?????????????NT??????????????????????
?????????Kernel?????????????????NT??????
?????????????????????????????????????
??CUDA?????????1??????????????????????
?????????????????????????????????????
???????
?????NT???????????NT????????????????
???????????????????
???? 1???????????????????????????????
??????????????????Kernel????????????????
?Kernel???????????????????? SortedCRS???????
???
4.1 SortedCRS??
3.3.3??????????????????????????????????
??????? Kernel??????????????????????? CUDA
????????????CUDA??????????????????????
???????Kernel????????????????CUDA????????
????GPU??????????????CUDA?????????????
????
??????SortedCRS?????Kernel?????????????????
?????????????????????????????????????
?????????????????????????????????????
?? trans??????Kernel???????????????? part????
??? 3??? (2)????????? SortedCRS????????????
????????????????????????????????????
?????????????????? trans????????????????
???????????? Kernel?????????????????????
??? part????????????NT=32??????????????? 64
? part[0]?????NT=16?????????????? 32? part[1]???
?????????????????????? part?????????????
????????????????????
19
2666666664
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)??????????)
2666666664
 12 3  11
1  10
2  9
 8 5
 7 6
4
3777777775
(2)
? 3: SortedCRS?????????
val  12 3  11 1  10 2  9  8 5  7 6 4
colind 0 2 4 0 2 1 3 0 4 1 5 3
rowptr 0 3 5 7 9 11
trans 2 0 1 4 5 3
part 0 0 0 0 0 0 0 0 1 5 6
??????? 4???? part?????????????? 3.3.3??Kernel
??????NT=1024, 512?256, 128, 64 ??? 1??????Kernel?????
???
? 4: ????Kernel???NT? 1??????????
part 0 1 2 3 4 5 6 7 8 9 10
NT 1024 512 256 128 64 32 16 8 4 2 1
????? 4096 2048 1024 512 256 64 32 16 8 4 0
? 4????????????? part??????????????????
???????????????????part[0]?????? 4096??????
??NT=1024??? 1024????????????????????
4.2 Kernel??
Kernel?????????? 1??????????? (NT=1, 2, 4, 8, 16, 32,
64, 128, 256, 512, 1024)??????????????????????????
??NT??????? (??????????) ????????
//NT=64, 128, ..., 1024?????????????????????
__global__ void GPU_CRSxVec_Kernel_Kepler_NTp_shrdm(
double *val,
int *colind,
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int *rowptr,
const double* __restrict__ x,
double *y,
const int rowdim,
const int p){
int i;
int tx = threadIdx.x;
int tid = blockDim.x * blockIdx.x + tx;
int rowid = tid / NT + p;
int lane = tid % NT;
__shared__ double tmp[max (128,NT)];
if(rowid < M){
val[tx] = 0.0;
for(i = rowptr[rowid] + lane; i < rowptr[rowid+1]; i += NT){
tmp[tx] += val[i] * x[colind[i]];
}
__syncthreads();
//NT????????????????
for(i = NT / 2; i > 0; i >>= 1){
if(lane < i)
tmp[tx] += tmp[tx + i];
__syncthreads();
}
if(lane == 0)
y[rowid] = tmp[tx];
}
}
//NT=1, 2, 4, 8, 16, 32????????????????????
__global__ void GPU_CRSxVec_Kernel_Kepler_NTp_shfl(
double *val,
int *colind,
int *rowptr,
const double* __restrict__ x,
double *y,
const int rowdim,
const int p){
int i;
int tx = threadIdx.x;
int tid = blockDim.x * blockIdx.x + tx;
int rowid = tid / NT + p;
int lane = tid % NT;
double tmp;
int tmp_hi, tmp_lo;
if(rowid < rowptr){
tmp = 0.0;
for(i = rowptr[rowid] + lane; i < rowptr[rowid+1]; i += NT){
tmp += val[i] * x[colind[i]];
}
//NT????????????????
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for(i = NT / 2; i > 0; i >>= 1){
tmp_hi = __double2hiint(tmp);
tmp_lo = __double2loint(tmp);
tmp += __hiloint2double(__shfl_xor(tmp_hi, i, 32),
__shfl_xor(tmp_lo, i, 32));
}
if(lane == 0)
y[rowid] = tmp;
}
}
NT? 1024?512?256?128?64?????????????????????
?????????????????????????????????????
????????????????GPU_CRSxVec_Kernel_Kepler_NTp_shrdm??
????????Kernel??????????????????????????
?????????????????????????
???NT? 32?16?8?4?2?1?????????????????????
?????GPU_CRSxVec_Kernel_Kepler_NTp_shfl?????
??????????? 2???????NT???????????????
? (Kernel???NT???? 11???????) ????? 3.3.3???????
????????? 1??????????????? p???????????
??????????????
4.3 Kernel???????
3.3.3???????????????????NT?????1?? kernel??
???????????????????
??????Kernel??????????????????
void GPU_CRSxVec_Host(
double *val,
nt *colind,
int *rowptr,
int *part,
int *x,
int *y,
int rowdim,
int nonzeros,
int ntx){
int i;
int rd = 0;
unsigned int nbx;
unsigned int next = 0, prev = 0;
dim3 threads(ntx, 1, 1);
dim3 grid (1, 1, 1);
cudaStream_t stream[11];
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for(i = 0; i < 11; i++)
cudaStreamCreate(&stream[i]);
/*next??? Kernel??
(GPU_CRSxVec_Kernel_Kepler_512p_shrdm)?????????*/
next = part[0];
/*rd??? Kernel??
(GPU_CRSxVec_Kernel_Kepler_1024p_shrdm)???????*/
rd = next-prev;
if(rd != 0){
nbx = rd; /*1???? 1???*/
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_1024p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_1024p_shrdm
<<<grid, 1024, 1024*sizeof(double), stream[0]>>>
(val, colind, rowptr, x, y, next, prev);
}
...
prev = next;
next = part[3];
rd = next - prev;
if(rd != 0){
nbx = rd * 128 / ntx + ((rd % (ntx / 128)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_128p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_128p_shrdm
<<<grid, threads, ntx * sizeof(double), stream[3]>>>
(val, colind, rowptr, x, y, next, prev);
}
prev = next;
next = part[4];
rd = next - prev;
if(rd != 0){
nbx = rd * 64 / ntx + ((rd % (ntx / 64)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_64p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_64p_shrdm
<<<grid, threads, ntx * sizeof(double), stream[4]>>>
(val, colind, rowptr, x, y, next, prev);
}
prev = next;
23
next = part[5];
rd = next - prev;
if(rd != 0){
nbx = rd * 32 / ntx + ((rd % ( ntx / 32)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_32p_shfl, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_32p_shfl
<<<grid, threads, 0, stream[5]>>>
(val, colind, rowptr, x, y, next, prev);
}
...
prev = next;
next = part[10];
rd = next - prev;
if(rd != 0){
nbx = rd / ntx + ((rd % (ntx)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_1p_shfl, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_1p_shfl
<<<grid, threads, 0, stream[10]>>>
(val, colind, rowptr, x, y, next, prev);
}
for(i = 0; i < 11; i++){
cudaStreamSynchronize(stream[i]);
cudaStreamDestroy(stream[i]);
}
}
????????Kernel?????????????????????????
??Host????Kernel????????????? (prev) ???? (rd) ???
????????????????? (nbx) ?????????????????
???? ntx??1??????????????????????? 128????
????NT? 128?????Kernel????????????????????
?????????
???????NT?????????????Kernel????????????
??????????????????????????????????Kernel
??????????????????????????????????????
???cudaStream?GPU????????Kernel?????????????
???????????????Kernel???GPU?????????????
???????????????
SortedCRS?????????????????? 10????
??????? 6????????????????????????????
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? 10: SortedCRS????????????????
Host????????????????????Kernel????????????
???????????????????Kernel???????????????
????????
4.4 ???GPU????
4.4.1 ????
???GPU????????????GPU??????????????GPU
?????????????PCIe??????????????????????
?????????????????????????????????????
?????GPU??????????????????????????????
CRS???????????????????????????????????
?????GPU??????????????????????GPU?????
??????????????
????????????????????????????????????
?????GPU??????????????????????????????
?????GPU?????????????????????????????
?????????????
??????????????????????????? 11????????
??????????????????????? 1?????????????
??????????
4.4.2 ??
Kernel??? 4.2????????????????????GPU??Kernel
???????????????
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? 11: ?????? 2??
void MultiGPU_CRSxVec_Host(
double **val,
int **colind,
int **rowptr,
int **part,
int **x,
int **y,
int rowdim,
int nonzeros,
int ntx){
/*??????? GPU?????*/
int deviceCount = 1;
cudaGetDeviceCount(&deviceCount);
int k;
/*? GPU? CPU???????????*/
#pragma omp parallel for
for(k = 0; k < deviceCount; k++){
cudaSetDevice(k);
int i;
unsigned int nbx;
dim3 threads(ntx, 1, 1);
dim3 grid(1, 1, 1);
int next = 0, prev = 0, rd = 0;
cudaStream_t stream[11];
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for(i = 0; i < 11; i++)
cudaStreamCreate(&stream[i]);
next = part[k][0];
rd = next - prev;
if(rd != 0){
nbx = rd;
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_1024p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_1024p_shrdm
<<<grid, 1024, 1024 * sizeof(double), stream[0]>>>
(val[k], colind[k], rowptr[k], x[k], y[k], next, prev);
}
...
prev = next;
next = part[k][3];
rd = next - prev;
if(rd != 0){
nbx = rd * 128 / ntx + ((rd % (ntx / 128)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_128p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_128p_shrdm
<<<grid, ntx, ntx * sizeof(double), stream[3]>>>
(val[k], colind[k], rowptr[k], x[k], y[k], next, prev);
}
prev = next;
next = part[k][4];
rd = next - prev;
if(rd != 0){
nbx = rd * 64 / ntx + ((rd % (ntx / 64)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_64p_shrdm, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_64p_shrdm
<<<grid, threads, ntx * sizeof(double), stream[4]>>>
(val[k], colind[k], rowptr[k], x[k], y[k], next, prev);
}
prev = next;
next = part[k][5];
rd = next - prev;
if(rd != 0){
nbx = rd * 32 / ntx + ((rd % (ntx / 32)) != 0);
grid.x = nbx;
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cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_32p_shfl, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_32p_shfl
<<<grid, threads, 0, stream[5]>>>
(val[k], colind[k], rowptr[k], x[k], y[k], next, prev);
}
...
prev = next;
next = part[k][10];
rd = next - prev;
if(rd != 0){
nbx = rd / ntx + ((rd % (ntx)) != 0);
grid.x = nbx;
cudaFuncSetCacheConfig
(GPU_CRSxVec_Kernel_Kepler_1p, cudaFuncCachePreferL1);
GPU_CRSxVec_Kernel_Kepler_1p
<<<grid, threads, 0, stream[10]>>>
(val[k], colind[k], rowptr[k], x[k], y[k], next, prev);
}
for(i = 0; i < 11; i++){
cudaStreamSynchronize(stream[i]);
cudaStreamDestroy(stream[i]);
}
}
}
???GPU??????????????GPU?CRS???????????
????Kernel???????Host????????????????? (?GPU
?????? val, colind, rowptr, part, x, y) ??????????????????
GPU?????????CPU?GPU???????????????GPU??
?GPU?????????Kernel????????
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5 ???????
?????????? 2???????
5.1 ??GPU
5.1.1 ????
3.4????????????????SortedCRS?? (SortedCRS) The Univer-
sity of Florida Spaese Matrix Collection [9]???? 200?????????NT?
???????????????????????????????1000????
?????????????????????????????????????
5.1.2 ????
??????? 12????????????????????????????
(NT auto) ?CUSPARSE??????????? (cusparse) ?????????
???????????? 5.1.1??????????????
??????????SortedCRS??????????????????????
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? 12: ??GPU??????????
??????????????????????????????????????
????????NT (=1?2?4?8?16?32) ????????????????
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??????? (Opt (Sorted)) ??? 7???????????????? (Opt)
?SortedCRS????? (SortedCRS) ????? 13????
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? 13: ?????????????????
? 13????????? 7???????
???????????NT auto?????????? 1??????????
????????????????????????????? 1.64??????
???????????????????????????? 40????????
??4???????????????????????????????????
????????????????????? 1????????????????
????????????????????????????????CUSPARSE
????????????? 3.16??????
? 13??????????????????????????????????
????CRS???????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
?????????????????Opt (Sorted) ? SortedCRS????????
?????????????????????????????????????
?????????????? 12???? SortedCRS????????????
??????1???????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
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????
5.2 ??GPU
5.2.1 ????
??????????????????????????? (Multi CRS NT auto)
?4????? SortedCRS?? (Multi SortedCRS) ????????GPU???
??????????????
??????The University of Florida Sparse Matrix Collection???? 200?
??????????????????????????????????
5.2.2 ????
??????? 14????
 0
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 3e+10
 4e+10
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Multi SortedCRS
Multi CRS NT auto
Single SortedCRS
? 14: ??GPU??????????
???????????12??????. ?????????SortedCRS?Single
SortedCRS????????????
SortedCRS??????? GPU??????????? GPU???????
?????? 1.22????????????? 1.97??????????????
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???????????????????GPU??????? 1/5??????
?????
????????????????????????NT??????????
1.64???????Multi SortedCRS?? Single SortedCRS??????????
??????????????????????????????GPU?????
???????????????????????????????? 1????
???????????????Kernel???????????????????
?????????????????GPU??????????????????
????????????????????????????????1????
?????????????????????????????????????
??????????
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6 ??
6.1 ????????????
6.1.1 ??????????
?????????Coordinate????CRS???????????????
????? 15????
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? 15: Coordinate?????????????
?????????????????????????????????????
??Coordinate????????????????? [???]????COO!CRS
? Coordinate???????? CRS????COO!SortedCRS? Coordinate?
??? SortedCRS?????????????????????????????
??? CRS???????????????????????????????
???????????Coordinate?????????????????????
??CRS?????????????????????????????????
?????????????????????????????????????
?????????????????????????????????????
???????????????????????????????C?????
????? qsort??????????????????????
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6.1.2 ??????????????
?????CUDA???CRS??????????????????????
? 10000??????????? 32?????????????????????
???????????????????????????300?????????
?????????????????????????????????????
???????????????
???????????????Kernel??????????????????
????????????????????????????Kernel???????
??????? CUDA???????????????????????????
????CUDA?? 1??????? 1024???????????1????? 1
?????????? 1024CUDA??????????????????????
????????????????????? 1???????????????
????????????????????????
6.2 ??
6.2.1 ??????
?????????????????????5???????????????
??????????????????????????????? 13????
Opt?? 11??????????????????????????? 10GFlops
???????????1????????????? 2???????????
? 7???????????????????????????????????
???????????? 1?????? 1024?????????????Kernel
?????????????????????????????????????
??????????????CUDA????????????????????
???
????????????????????????????????????
??????????????????????Host?????? cudaStream?
?????????????????????????????????????
????????????????????????Kernel???????Kernel
????????????????????????????Host???????
????????????????
6.2.2 ??GPU???GPU
???GPU??????????????????????????????
??????GPU????????????????????????????
?????????????????????????????????????
?GPU????????????????????????????CUDA??
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???????????????Kernel???????????????????
???????????
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7 ???
??????CRS??? 1?????????????????????? Sort-
edCRS????????
???????????????CRS?????????????Kernel??
???????????????????Kernel???????????????
???????????????????Kernel???????????????
????????1???????????????? 1???????????
??????????????????????Kernel????????????
????GPU????????? 1.63???????????
??????GPU?????????????????GPU? SortedCRS?
??????????? 1.22????????????????????? 1.93?
???????????? 1/5???????????????????
???????????????????????????????????GPU
?????????????????????????????????????
?????GPU?????????????????????????????
?? 1??????? 1024????????????????????GPU??
????????????GPU??????????????????????
??????????????????????
???????GPU???????????CUDA??????????1?
?????????????????????????????????????
?????????????????????????????GPU?????
?????GPU????????????????????????? part (?
???Kernel???????) ???????????????????????
???????????????Kernel????? (Host??) ????????
?????????
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?????????????????????????????, ??????
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(3)
CRS?????????
? 5: CRS?????????
val 1  10 2  9  12 3  11 4  8 5  7 6
colind 0 2 1 3 0 2 4 3 0 4 1 5
rowptr 0 2 4 7 8 10
CRS??????????????????????????? (val) ????
??? (colind) ????????? (rowptr) ????? 2???????????
?????CRS?????? (3)???????????? 5?????????
??? 1, -10, 2, ..., -7, 6??????????? val??????????????
????????????????????? (colind)?????????????
??? 0???1???...?5??????????0, 2, 1, 3, ..., 1, 5, ??????
rowptr???val??????????????????????????????
???? 1, 2, -12, 4, -8, -7 ???????????????0, 2, ..., 8, 10????
????
Algorithm 2 CRS???????????
for i = 0 to rowdim 1 do
y[i] = 0
for j =rowptr[i] to rowptr[i+ 1]  1 do
y[i]+ =val[j]  x[colind[j]]
end for
end for
Algorithm 2????????????? x????????y????????
??????val?colind? rowptr?? 5?????CRS???????????
??????????????????rowdim????????????
Algorithm 2??????????????????? rowdim? (?? rowptr?
????:6?) ?????????????????????? 0????????
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??????????i????????i + 1??????? (i = 0?? j = 0?
1?i = 2?? j = 4?7) ??????????????????????? val? j
???????????? x? colind[j]???????????????????
?????? y[i]?????????????????? y???????
????????????????????????????????????
????????????????
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CCS?????????
? 6: CRS?????????
val 1  12  8 2  7  10  3  9 4  11 5 6
rowind 0 2 4 1 5 0 2 1 3 2 4 5
colptr 0 3 5 7 9 11
CCS??????????????????????????? (val) ????
??? (rowind) ????????? (colptr) ????? 2??????????
??????CCS?????? (3)???????????? 6????????
???? 1, -12, -8, ..., 5, 6??????????? val????????????
??????????????????????? (rowind)??????????
?????? 0???1???...?5??????????0, 2, 4, 2, ..., 4, 5, ???
???colptr???val???????????????????????????
??????? 1, 2, -10, -9, -11, 6 ???????????????0, 3, ..., 9, 11
????????
Algorithm 3 CCS???????????
for i = 0 to rowdim 1 do
y[i] = 0
end for
for i = 0 to coldim 1 do
for j =colptr[i] to colptr[i+ 1]  1 do
y[rowind[j]]+ =val[j]  x[i]
end for
end for
Algorithm 3????????????? x????????y????????
??????val?rowind? colptr?? 6?????CCS???????????
??????????????????rowdim?????????coldim????
????????
Algorithm 3???????????????????????????????
0????????????????????????????? coldim? (??
colptr?????:6?) ??????????????i????????i+1??
????? (i = 0?? j = 0?2?i = 2?? j = 5?6) ????????????
???????? y[rowind[j]]??? val? j???????????? x? i??
???????????
???????????????? y???????
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ELL?????????
2666666664
1  10
2  9
 12 3  11
4
 8 5
 7 6
3777777775
(4)
? 7: ELL?????????
val 1  10  2  9   12 3  11 4    8 5   7 6 
colind 0 2  1 3  0 2 4 3   0 4  1 5 
nnzmax 3
ELL??????????????? (val)??????? (colind)??????
?????????????????? nnzmax??????CRS???????
???????????????????CRS????????????????
?????????????????????????????????????
????????????????? val??*?? 0?colind??*?? 1????
?????????????CRS??????????????????????
????? nnzmax?????????????????????????????
ELL?????? (3)???????????? 7????? (2) ??????
?????????? (4) ?????????????????????????
?????????????????????????? 1, -10, *, 2, ..., -7, 6, *,
??????????? val?????????????????????????
??????????????? (colind)???????????????? 0?
??1???...?5??????????0, 2, *, 1, 3, *, ..., 1, 5, *, ??????
ELL??????????????????????????????????
????????GPU????????1??????????????????
??????????????????????????????????????
Algorithm 4????????????? x????????y????????
??????val?colind?nnzmax ?? 7?????ELL???????????
??????1?????????????????????rowdim??????
??????
Algorithm 4??????????????????? rowdim????????
??????????????? 0??????????????????i???
?????????????????????? val? (innzmax+j)??????
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Algorithm 4 ELL???????????
for i = 0 to rowdim 1 do
y[i] = 0
for j = 0 to nnzmax 1 do
y[i]+ =val[innzmax+j]  x[colind[innzmax+j]
end for
end for
?????? x? colind[innzmax+j]????????????????????
????? y[i]?????????????????? y???????
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HYB?????????
ELL??????????????????????????????????
????????????????????
HYB?????ELL??????? (???COO??) ???????????
??????????
2666666664
1  10
2  9
 12 3  11
4
 8 5
 7 6
3777777775
(5)
? 8: HYB????????? (ELL??)
val 1  10 2  9  12 3 4   8 5  7 6
colind 0 2 1 3 0 2 3  0 4 1 5
nnzmax 2
? 9: HYB????????? (COO??)
val -11
rowind 2
colind 5
???? (5) ?????????????1????????????????
??????????? (???? 2) ????????????ELL??????
? (? 8) ?
??????????????COO??????? (? 9) ?
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