Aggregating multiple non-expert opinions into a collective estimate can improve accuracy across many contexts. However, two sources of error can diminish collective wisdom: individual estimation biases and information sharing between individuals. Here we measure individual biases and social influence rules in multiple experiments involving hundreds of individuals performing a classic numerosity estimation task. We first investigate how existing aggregation methods, such as calculating the arithmetic mean or the median, are influenced by these sources of error.
Introduction
social group size by varying N and controlled the social distance independently of the participant's accuracy by choosing S from G 1 /2 to 2G 1 . Details of the social influence model and 92 simulations performed on these data are provided in the electronic supplementary material. 93 2.3. Designing 'corrected' aggregation measures 94 For a log-normal distribution, the expected value of the mean is given by X mean = exp (µ + σ 2 /2) 95 and the expected value of the median is X median = exp (µ), where µ and σ are the two param-96 eters describing the distribution. Our empirical measurements of estimation bias resulted in the 97 best-fit relationships µ = m µ ln(J) + b µ and σ = m σ ln(J) + b σ (Figure 1c-d) . We replace µ and 98 σ in the first two equations with the best-fit relationships, and then solve for J, which becomes 99 our new, 'corrected', estimate of the true value. This results in a 'corrected' arithmetic mean:
and a 'corrected' median:
This procedure can be readily adapted for other estimation tasks, distributions of estimates, 102 and estimation biases. For this aggregation measure, the full set of estimates is used to form a new collective 105 estimate, rather than just an aggregation measure such as the mean or the median to generate predicts that the mean and the median both overestimate the true value, with large relative 148 errors for both measures. However, we expect humans to behave differently when presented 149 with a small number of objects that can be counted directly compared to a large number of 150 objects that could not be easily counted; therefore, we avoid extrapolating our results and apply 151 our model only to the range that we tested experimentally (spanning nearly three orders of 152 magnitude).
153
That the median tends to underestimate the true value implies that the majority of in-154 dividuals underestimate the true numerosity. This conforms with the results of other studies 155 demonstrating an underestimation bias in numerosity estimation in humans (e.g., [21] [22] [23] 32] ).
156
Despite this, the arithmetic mean tends to overestimate the true value because the log-normal 157 distribution has a long tail (Figure 1b ), which inflates the mean. Indeed, because the parameter 158 σ increases with numerosity, the dispersion of the distribution is expected to increase dispro-159 portionally quickly with numerosity, such that the coefficient of variation (the ratio between the 160 standard deviation and the mean of the untransformed estimates) increases with numerosity 161 ( Figure S4 ). This finding differs from other results showing a constant coefficient of variation 162 across numerosities [20, 21] . This contrasting result may be explained by the larger-than-typical 163 range of numerosities that we evaluated here (with respect to previous studies), which improves 164 our ability to detect a trend in the coefficient of variation. Alternatively (and not mutually 165 exclusively), it may result from other studies displaying many numerosities to the same partici-166 pant, which may cause correlations in a participant's estimates [21, 22] and reduce variation. By 167 contrast, we only showed a single jar to each participant in our estimation experiments. Overall, 168 the degree of underestimation and overestimation of the median and mean, respectively, was 169 approximately equal across the range of numerosities tested, and we did not detect consistent 170 differences in accuracy between these two aggregation measures ( Figure 2b ). Methods) . In addition to these two adjusted measures, we propose a maximum-likelihood 176 method that uses the full set of estimates, rather than just the mean or median, to locate the 177 numerosity that is most likely to have produced those estimates (Methods). Although applied here to the case of log-normal distributions and particular relationships between numerosity and the parameters of the distributions, our procedure is general and could be used to construct 180 specific corrected measures appropriate for other distributions and relationships, subsequent to 181 empirically characterizing these patterns.
182
Once the corrected measures have been parameterized for a specific context, they can be 183 applied to a new test dataset to produce an improved collective estimate from that data. How-184 ever, the three new measures are predicted to have near-zero error only in their expected values, 185 which assumes an infinitely large test dataset (and that the corrected measures have been accu-186 rately parameterized). A finite-sized set of estimates, on the other hand, will generally exhibit 187 some deviation from the expected value. It is possible that the measures will produce differ-188 ent noise distributions around the expected value, which will affect their real-world accuracy.
189
To address this, we measured the overall accuracy of the aggregation measures across a wide 190 range of test sample sizes and numerosities, simulating datasets by drawing samples using the 191 maximum-likelihood fits shown in Figure 1c- A log-normal distribution is described by two parameters, µ and σ, which are the mean and standard deviation, respectively, of the normal distribution that results when the logarithm of the estimates is taken (inset). (c-d)
The two parameters µ and σ increase linearly with the logarithm of the true number of objects, ln(J). Solid lines: maximum-likelihood estimate, shaded area: 95% confidence interval. The maximum-likelihood estimate was calculated using only the five original datasets collected for this study (black circles); the eight other datasets collected from the literature are shown only for comparison (grey circles indicate other datasets for which the full dataset was available, white circles indicate datasets for which only summary statistics were available, see section 1 of the electronic supplementary material). See Figure S11 for the posterior distributions of each predictor variable. We note that a small fraction of the empirical data extend outside of the bounds of the plots in (c-d); we selected the bounds to more clearly show the patterns of the fitted parameters. where some gray circles are not visible, they are nearly identical to the corresponding black circles.
