This paper studies distributed formation control of multiple agents in the plane using bearing-only measurements. It is assumed that each agent only measures the local bearings of their neighbor agents. The target formation considered in this paper is a circular formation, where each agent has exactly two neighbors. In the target formation, the angle subtended at each agent by their two neighbors is specified. We propose a distributed control law that stabilizes angle-constrained target formations merely using local bearing measurements. The stability of the target formation is analyzed based on Lyapunov approaches. We present a unified proof to show that the proposed control law can ensure local exponential or finitetime stability. The exponential or finite-time stability can be easily switched by tuning a parameter in the control law.
I. INTRODUCTION
Distributed formation control of multiple agents has been investigated extensively in various settings in resent years. We here would like to highlight two aspects which are crucial to characterize a formation control problem.
The first aspect is what kind of information each agent can obtain from their neighbors. In order to realize distributed position control of multiple agents, it is commonly assumed that each agent can obtain the (global or relative) positions of their neighbor agents through wireless communication. It is interesting to note that the position information essentially consists of two kinds of partial information: distance and bearing. Formation control merely using the partial information has become an active research area in recent years. The work in [1] , [2] addresses formation coordination of mobile agents when each agent can only measure the distances to their neighbors. Formation control using bearingonly measurements has been studied in [3] - [9] .
The second aspect is how the target formation is defined. Conventionally target formations are defined by specifying global or relative positions of agents. It is noticed that inter-agent distances or angles can also be used to define a target formation. The term angle as used here refers to the angle subtended at one agent by its two neighbors. In recent years, control of distance-constrained formations S. Zhao is with the Graduate School for Integrative Sciences and Engineering, National University of Singapore, Singapore 117456, Singapore shiyuzhao@nus.edu.sg has received much attention [10] - [16] . Control of angleconstrained formations has also attract some interest very recently [3] - [7] , [17] . If the target formation is defined by inter-agent distances, the target formation will be invariant to any rigid body transformation (i.e., rotation and translation) over the entire formation. If the target formation is defined by angles, in addition to rigid body transformation, the target formation will also be invariant to scaling. Furthermore, without parallel rigidity constraints [7] , [17] , [18] , the angleconstrained target formation will not be affected by any edge parallel motion either.
We now characterize the formation control problem studied in this paper from the above two aspects. Our work considers formation control using bearing-only measurements. That is motivated by an important type of sensor: camera, which inherently is a bearing-only sensor and has been widely applied in many control-related tasks. Vision-based formation control [8] , [9] , [19] is a potential application of our research work. In this paper, it is assumed that each agent can only measure the bearings of their neighbors in their local coordinate frame. It should be noted that the bearing measurements are not used to estimate any agent's position. The control is implemented directly based on bearing measurements. In this paper, we consider angleconstrained circular target formations, where each agent has exactly two neighbors. In the target formation, the angle subtended at each agent by their two neighbors is specified. At last, our work makes no parallel rigidity assumptions [7] , [17] , [18] of the target formation.
II. PROBLEM FORMULATION
First of all, we present some notations that will be used through out the paper. Let 1 = [1, . . . , 1] T ∈ R n , and I be the identity matrix with appropriate dimensions. Denote |·| as the absolute value of a real number, and Null (·) as the null space of a matrix. Given x = [x 1 , . . . , x n ] T ∈ R n and p ≥ 1, the p-norm of x is denoted as x p = ( n i=1 |x i | p ) 1/p . For the sake of simplicity, we omit the subscript when p = 2, i.e., denoting · as the 2-norm. Let [·] ij be the entry at the ith row and jth column of a matrix, and [·] i be the ith entry of a vector. For a symmetric positive (semi-) definite matrix A, its real eigenvalues are denoted as 0 ≤ λ 1 (A) ≤ λ 2 (A) ≤ · · · ≤ λ n (A).
A graph G = (V, E) consists of a vertex set V = {1, . . . , n} and an edge set E ⊆ V × V. If (i, j) ∈ E, then vertices i and j are called to be adjacent, and i can 978-1-4673-5769-2/13/$31.00 ©2013 IEEE receive information from j. The set of neighbors of vertex i is denoted as N i = {j ∈ V : (i, j) ∈ E}. A graph is undirected if each (i, j) ∈ E implies (j, i) ∈ E, otherwise it is directed. A path from i to j in a graph is a sequence of distinct nodes starting with i and ending with j such that consecutive vertices are adjacent. If there is a path between any two vertices of a graph G, then G is said to be connected. An undirected circular graph is a connected graph where every vertex has exactly two neighbors.
An incidence matrix of a directed graph is a matrix E with rows indexed by edges and columns indexed by vertices.Suppose (j, k) is the ith edge. Then the entry of E in the ith row and kth column is 1, the one in the ith row and jth column is −1, and the others in the ith row are zero. Thus by definition, E1 = 0. If the graph is connected, the corresponding E has rank n − 1 [20, Theorem 8.3.1]. Then Null (E) = span{1}.
A. Angle-constrained Target Formation
The target formation considered in this paper is a circular formation of n (n ≥ 3) agents in R 2 . The underlying information flow among the agents is described by an undirected circular graph with fixed topology. By indexing the agents properly, we can have N i = {i + 1, i − 1} for i ∈ {1, . . . , n}, which means agent i can measure the bearings of agents i−1 and i+1. Note all the indices of the agents are taken modulo n in this paper.
Denote the position of sensor i as z i ∈ R 2 , and the edge between agents i and i + 1 as e i = z i+1 − z i . The unit-length vector g i = e i / e i characterizes the relative bearing between agents i + 1 and i (see Fig. 1 ). Hence the measurements of agent i consist of g i and −g i−1 . It should be noted that agent i may measure g i and −g i−1 in its local coordinate frame. While analyzing the dynamics of the entire system, we need to write these bearing measurements in a global coordinate frame.
The angle subtended by agents i + 1 and i − 1 at agent i is denoted as θ i ∈ [0, 2π). More specifically, rotating −g i−1 counterclockwise through an angle θ i about agent i yields g i (see Fig. 1 ). Hence θ i and θ i+1 are on the same side of edge e i for all i ∈ {1, . . . , n}. Consequently the quantity n i=1 θ i is invariant to the positions of the agents because the sum of the interior angles of a polygon is constant. In the target formation, the angle θ i is specified as
to realize the target formation. Because the target formation is constrained only by angles, the realization will be non-unique. This paper makes no assumptions about parallel rigidity [7] , [17] , [18] of the formation. The angle-constrained target formation is invariant to the following motion patterns: rigid body transformation, scaling and edge parallel motion. The term invariant as used here means that these motions will not change the angles in the formation. Moreover, it is notable that 
B. Proposed Control Law
The control task can be summarized as this: steer agents from their initial positions
The feedback angle error of agent i is defined as
The reason why we use cosine functions to define the angle error ε i is that cos θ i can be conveniently expressed as the inner product of the two bearing measurements g i and −g i−1 . Suppose the motion model of each agent is a single integrator. The proposed control law for agent i iṡ
where a ∈ (0, 1] and sgn(·) is the sign function defined by
In the special case when a = 1, control law (2) becomeṡ
Remark 1: In control law (2), g i and g i−1 are bearings expressed in a global coordinate frame. Note control law (2) can also be implemented based on local bearing-only measurements. That is intuitively easy to see. Mathematically, denote R i as the rotation transformation from the global coordinate frame to agent i's local frame. Then the local bearing-only measurements are R i g i and R i g i−1 . Clearly ε i is invariant to R i by (1) . The velocity of agent i in its local frame is sgn(ε i )|ε i | a R i (g i − g i−1 ), transforming which into the global frame will lead to the same result as (2) . (2) is discontinuous in ε i . The discontinuous case with a = 0 will be analyzed in detail in [21] .
The proposed control law (2) is inspired by the one in [3] , where the control law steers agents moving along the bisectors of the angles in a triangle. The velocity direction in control law (2) is also along the bisector of θ i . But the feedback angle error and velocity are differently defined in (2) compared to [3] . It is noticed that g i − g i−1 will vanish when θ i = π. Hence the control law is ineffective in the case of θ i = π even though ε i is still nonzero. Moreover, when θ i = 0, agents i − 1 and i + 1 are on the same side of agent i. Since bearing information is usually measured by optical sensors such as cameras, the bearing of agent i − 1 or i + 1 may not measurable by agent i due to line-of-sight occlusion in the case of θ i = 0. Therefore, we make the following assumption.
Assumption 1: In the target formation, θ * i = 0 and θ * i = π for all i ∈ {1, . . . , n}.
By Assumption 1, the angle θ * i is in either (0, π) or (π, 2π). In other words, no three consecutive agents in the target formation are collinear. The collinear case is a difficulty in many formation control problems (see [6] , [11] , [13] , [16] for example). Because the angle error ε i is defined using cosine functions and g i − g i−1 vanishes in the case of θ i = π, control law (2) inherently is not able to ensure global convergence to arbitrary feasible target formations. However, the benefit of control law (2) is that its dynamics can be conveniently analyzed based on Lyapunov approaches. At last, if each agent measures the bearings of its two neighbors by a camera, it is assumed that the two neighbors are always in the field-of-view of the camera.
III. PRELIMINARY RESULTS
In order to analyze the stability of the proposed control law, we need to prove and introduce the following results. 
IV. STABILITY ANALYSIS A. Basic Stability Analysis
Denote ε = [ε 1 , . . . , ε n ] T ∈ R n and z = [z T 1 , . . . , z T n ] T ∈ R 2n . From (2) , it is straightforward to see ε = 0 implieṡ z = 0 and thenε = 0. Hence ε = 0 is an equilibrium of the ε-dynamics. We here omit giving the dynamic equation of ε, whose dynamics, however, will be directly used in the following analysis. Now consider the Lyapunov candidate
Then V can also be written as V = 1/(a + 1) ε a+1 a+1 where · a+1 denotes the (a + 1)-norm. Clearly V is positive definite with respect to ε = 0. In the case of a = 1, the Lyapunov candidate becomes V = 1/2ε T ε, which is an ordinary quadratic function of ε.
If 
For the sake of simplicity, denote σ i = sgn(ε i )|ε i | a and σ = [σ 1 , . . . , σ n ] T ∈ R n . The time derivative of V iṡ
where P i = I − g i g T i is an orthogonal projection matrix satisfying P T i = P i and P 2 i = P i . Moreover, P i is positive semi-definite and Null (P i ) = span{g i }. Due to space limitations, the derivation of (3) is omitted here. Please refer to [22, p. 8] for the derivation of (3). By (3) we can claim the equilibrium ε = 0 is at least Lyapunov stable.
B. Exponential and Finite-time Stability Analysis
In order to further prove the exponential and finite-time stability, we need the following results.
For an arbitrary angle α, the rotation matrix
rotates a vector in R 2 counterclockwise through an angle α about the origin. Thus it is clear that for all nonzero x ∈ R 2 , x T R(α)x > 0 when α ∈ (−π/2, π/2) (mod 2π);
x T R(α)x = 0 when α = ±π/2 (mod 2π); and x T R(α)x < 0 when α ∈ (π/2, 3π/2) (mod 2π). Moreover, R −1 (α) = R T (α) = R(−α) and R(α 1 )R(α 2 ) = R(α 1 + α 2 ) for arbitrary angles α 1 and α 2 .
Proof: See the proof in [22, Lemma 5] .
where
The last equality in (4) uses the fact that (g ⊥ i ) T g i−1 = −(g ⊥ i−1 ) T g i as shown in Lemma 5 (ii). Equation (4) can be rewritten aṡ
We next prove the main result of this paper based on (5) . Theorem 1: Under Assumption 1, the equilibrium ε = 0 is locally exponentially stable by control law (2) if a = 1, and locally finite-time stable if a ∈ (0, 1).
Proof: The proof consists of two steps.
Step 1: prove σ T D T E T EDσ is lower-bounded by KV 2a a+1 with K as a positive constant. Step 2: prove 1/ n i=1 e i is bounded from below by a positive constant.
Step 1:
First, denote Ω(c) = {ε : V (ε) ≤ c} with c > 0 as the level set of V (ε). SinceV ≤ 0, the level set Ω(c) is positively invariant with respect to (2) . At the equilibrium point ε = 0 (i.e., θ i = θ * i for all i ∈ {1, . . . , n}), we have [D] ii = (g ⊥ i ) T g i−1 = 0 because θ * i = 0 or π as stated in Assumption 1. Thus by continuity there exists a sufficiently small c such that [D] ii = 0 for every point in Ω(c). Then D T D = D 2 is positive definite and hence λ 1 (D T D) > 0 for all ε ∈ Ω(c). Because V = 1/(a + 1) ε a+1 a+1 , the set Ω(c) is compact given a sufficiently small c. Hence there exists a lower bound λ 1 (D T D) > 0 such that λ 1 (D T D) ≥ λ 1 (D T D) and consequently
for all ε ∈ Ω(c). In addition, since 2a/(a + 1) ∈ (0, 1], we have
From (7) and (8) we have
Second, by the definition of incidence matrices, E is an incidence matrix of a directed and connected circular graph. By [20, Theorem 8.3 .1], we have rank(E) = n − 1 and consequently rank(E T E) = n − 1. Note E1 = 0. Then Null (E T E) = span{1}.
Denote δ i = θ i − θ * i and
where W = diag{w 1 , . . . , w n } ∈ R n×n and δ = [δ 1 , . . . , δ n ] T ∈ R n . There exists sufficiently small c such that θ i (0) is sufficiently close to θ * i and hence θ i , θ * i ∈ (0, π) or θ i , θ * i ∈ (π, 2π) for all ε ∈ Ω(c). Clearly w i < 0 when θ i , θ * i ∈ (0, π), and w i > 0 when θ i , θ * i ∈ (π, 2π).
. . , n} and consequently the diagonal entries of DW are with the same sign. Moreover, because n i θ i ≡ n i θ * i , the nonzero entries in δ are not with the same sign. Therefore, the nonzero entries of Dε = DW δ are not with the same sign. Furthermore, because σ i have the same sign as ε i , the nonzero entries of Dσ are not with the same sign either. By Lemma 1, we have Dσ/ Dσ ∈ U and
Because
Thus λ 2 (E T E)/n ≤ 2/(n− 1) ≤ 1 as n ≥ 3 and the equality holds only if n = 3.
Substituting (9) and (10) into (6) and (5) yieldṡ
where K = (a + 1)
As a ∈ (0, 1], (a + 1) 2a a+1 ≤ 2. Recall λ 1 (D T D) ≤ 1 where the equality holds only if (g ⊥ i ) T g i−1 = ±1, i.e., g i ⊥ g i−1 for all i ∈ {1, . . . , n}; and λ 2 (E T E)/n ≤ 1 where the equality holds only if n = 3. Obviously g i ⊥ g i−1 for all i will not hold for a triangle with n = 3. Hence λ 2 (E T E)/n = 1 and λ 1 (D T D) = 1 cannot hold simultaneously. Then λ 1 (D T D)λ 2 (E T E)/n < 1 and hence K ∈ (0, 2).
Step 2:
Since the distances between agents are not controlled directly, we cannot simply rule out the possibility that n i=1 e i may go to infinity. Next we will prove n i=1 e i is bounded from upper by a finite positive value and hence 1/ n i=1 e i is bounded from below by a positive constant. It is easy to seeė
For detailed derivation of the above equation, please refer to [22, p. 12] . Then by the Cauchy-Schwarz inequality
where β is the maximum of v over the compact set Ω(c).
For any c ≤ 1, we have V ≤ 1 and then V 2a 1+a ≥ V as 2a/(1 + a) ≤ 1 for all ε ∈ Ω(c). Thuṡ
By the comparison lemma [25, Lemma 3.4], the above equation implies
Applying the Gronwall-Bellman inequality [25, Lemma A.1] to the above equation gives
In addition, we have
which implies
Substituting (14) and (13) into (12) yields
The last inequality uses the fact that there exists a sufficiently small c such that 2β
Because a/(1 + a) ∈ (0, 0.5] and K ∈ (0, 2), we have aK/(a + 1) ∈ (0, 1). Then by Lemma 2, ρ is bounded from upper by a finite constant. Denote this upper bound as γ. ThenV in (11) becomeṡ
For ease of presentation, we make a temporary assumption here that no collision between any agents occurs for all t ∈ [0, +∞). Without this assumption, inequality (15) only holds until collision happens. We will prove the proposed control law ensures collision avoidance later in another theorem. After that this assumption can be removed. Under the collision avoidance assumption, inequality (15) holds for all t ∈ [0, +∞).
If a ∈ (0, 1), 2a/(1 + a) ∈ (0, 1). By [26, Theorem 4.2] , the solution to (2) starting from Ω(c) converges to the equilibrium ε = 0 in finite time.
If a = 1, 2a/(1 + a) = 1. By [27, Theorem 3.1], the equilibrium ε = 0 is locally exponentially stable.
Collision avoidance is an important issue in all kinds of formation control. It is especially important for formation control using bearing-only measurements because the distance between any two agents cannot be measured or controlled directly. The next result shows a simple but important behavior of the formation by the proposed control law: when the initial angles are sufficiently close to the target angles, the final converged positions of the agents are also sufficiently close to the initial positions. As a consequence, the proposed control law can locally ensure collision avoidance. Then the temporary assumption on collision avoidance in the proof of Theorem 1 can be removed.
Theorem 2: Suppose in the initial formation z j (0) = z k (0) for all j, k ∈ {1, . . . , n} and j = k. Then there exists a sufficiently small ε(0) a+1 and a positive constant η such that the distance between z(t) and z(0) as shown below satisfies
for all t ∈ [0, +∞). As a result, if ε(0) a+1 is sufficiently small, collision avoidance between any agents can be ensured by control law (2) .
Proof: See the proof in [22, Theorem 2].
V. CONCLUSION
This paper addressed a relatively new formation control problem: distributed formation control using local bearingonly measurements. We presented a unified way to prove the exponential or finite-time stability of the proposed control law. The proof based on Lyapunov approaches might be helpful for future research on more complicated target formations. Due to space limitations, some detailed mathematical derivations and simulation results are not presented in this paper. Interested readers may refer to [22] .
