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Abstract
Numerical optimization is an important tool
in the field of computational physics in gen-
eral and in nano-optics in specific. It has at-
tracted attention with the increase in complex-
ity of structures that can be realized with nowa-
days nano-fabrication technologies for which a
rational design is no longer feasible. Also, nu-
merical resources are available to enable the
computational photonic material design and to
identify structures that meet predefined optical
properties for specific applications. However,
the optimization objective function is in gen-
eral non-convex and its computation remains
resource demanding such that the right choice
for the optimization method is crucial to ob-
tain excellent results. Here, we benchmark
five global optimization methods for three typi-
cal nano-optical optimization problems: down-
hill simplex optimization, the limited-memory
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)
algorithm, particle swarm optimization, dif-
ferential evolution, and Bayesian optimiza-
tion. In the shown examples from the field of
shape optimization and parameter reconstruc-
tion, Bayesian optimization, mainly known
from machine learning applications, obtains sig-
nificantly better results in a fraction of the run
times of the other optimization methods.
Keywords
Shape optimization, Parameter reconstruction,
Machine learning, Bayesian optimziation
1 Introduction
Numerical optimization is a fundamental task
for many scientific and industrial applications.
It is also an important tool in the field of nano-
optics. Modern nano-processing technologies
such as laser writing1 or 3D in-situ electron-
beam lithography2,3 enable the fabrication of
micro- and nano-optical structures with an
increasing degree of accuracy and flexibility.
From an experimental and technological per-
spective it is often not clear, which geometries
and geometrical parameters lead to optimal re-
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sults in terms of a desired functionality. Nu-
merical simulation and scans of selected param-
eters can give important insights.4–7 However,
the full exploitation of the fabrication flexibility
requires the simultaneous numerical optimiza-
tion of all degrees of freedom. This process can
be very time consuming and prompts for large
computing resources (e. g. multi-core comput-
ers or computer clusters), fast simulation meth-
ods, and efficient numerical optimization meth-
ods that require as few as possible simulation
runs of the actual forward problem.8
Another important application for numerical
optimization is the parameter reconstruction
based on measured data.9 For example, opti-
cal scatterometry is the state-of-the-art opti-
cal inspection technique for quality control in
lithographic processing.10 This indirect mea-
surement procedure relies on a parametrization
of the specimen’s geometry and a numerical
simulation of the measurement process. Based
on multiple numerical simulations, one tries to
identify the parameters that match best the
measured data. Especially, for in-line quality
control it is crucial to find the parameters with
as few simulation runs as possible.
In each optimization scenario the first step is
to define an objective function that maps the
system’s parameters to an objective value that
is to be minimized. In nano-optics the com-
putation of the objective function generally re-
quires to solve Maxwell’s equations. This can
be achieved by different numerical methods de-
pending on the geometry, such as the Finite-
Element Method (FEM), rigorous coupled wave
analysis (RCWA), and Finite-Difference Time-
Domain (FDTD) method. In this work we use
the software package JCMsuite,11 which em-
ploys the FEM approach in the frequency do-
main.12 Typical computation times range from
a few seconds for simple and highly symmet-
ric systems to hours or even days for complex
three-dimensional geometries with a spatial ex-
tent larger than many wavelengths. Nano-
optical systems are often characterized by in-
terference and resonance phenomena. Typi-
cally, by varying the dimensions of the system
or the wavelength of the light, multiple reso-
nances can be observed. As a consequence, the
objective function features in general many sep-
arated minima, which makes it difficult to find
the global minimum. This is, for example, in
contrast to the optimization problem of training
artificial neural networks, where local minima
seem not to be an obstacle in finding optimal
network weights.13
Optimization problems can be roughly di-
vided into low-dimensional problems (1 to 3 pa-
rameters), medium-dimensional problems (4 to
∼ 15 parameters) and high-dimensional prob-
lems (∼ 15 parameters to some hundred param-
eters or more). While low-dimensional prob-
lems often allow for scanning the full parameter
space, this is already impossible for medium-
dimensional problems. E.g., a scan of a 10-
dimensional parameter space with a resolution
of 100 different values for each parameter re-
quires 10010 = 1020 evaluations of the objective
function, rendering a regular parameter scan
infeasible. This problem, known as curse of
dimensionality, is tackled by global optimiza-
tion approaches, which try to sample the pa-
rameter space in an effective way by avoid-
ing regions with large function values. For
high-dimensional problems, as they appear for
example in the context of topology optimiza-
tion, a global optimization is often impossi-
ble due to the exponentially growing number
of possible parameter values to test. In this
case, one often resorts to a local optimiza-
tion method that explores the parameter space
starting from a given initial parameter vec-
tor14–16 or one considers a discretization of the
parameter space and applies evolutionary opti-
mization techniques.17,18 Alternatively, one can
recast the optimization problem and solve for
the Maxwell equations and the optimal mate-
rial distribution simultaneously.19,20
In this work, we focus on medium-
dimensional optimization problems that allow
for a global optimization based on the solu-
tion of Maxwell’s equations, but do not allow
for a complete scan of the parameter space.
We consider two shape-optimization problems,
i.e. the optimization of an integrated single-
photon source and the optimization of a di-
electric metasurface. Further, we consider the
problem of a geometrical parameter reconstruc-
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tion based on X-ray diffraction measurements.
We benchmark optimization algorithms that
are regularly applied in nano optics and that
can be broadly assigned to three categories:
local optimization, global stochastic optimiza-
tion, and global model-based optimization.
• Starting from a given initial parameter
vector, local optimization methods
try to find better positions in the param-
eter space by exploring the neighborhood
of the current position. They converge
efficiently into a local minimum, which
is not necessarily the global minimum.
Gradient-based methods use first deriva-
tives (gradients) or second derivatives
(Hessians) in order to find a minimum in
a smaller number of iterations. An ex-
ample for a gradient-free method is the
downhill simplex algorithm21 and an ex-
ample for a gradient-based method is the
low-memory Broyden-Fletcher-Goldfarb-
Shanno (L-BFGS-B) algorithm.22 The
gradient of the solution to Maxwell’s
equations can be obtained by the adjoined
method16,23 or by automatic differentia-
tion.24 Local optimization methods have
been used, e.g., to optimize a Y-junction
splitter23 or a photonic nano-antenna,25
and to reconstruct geometrical parame-
ters of a line grating from scatterometry
data.24
• Stochastic optimization algorithms
are based on random variables. Impor-
tant representatives are particle swarm
optimization26 and differential evolu-
tion.27 These algorithms usually scale well
for an increasing number of dimensions.
However, they tend to require many func-
tion evaluations in order to converge to
the global minimum. Particle-swarm op-
timization has been employed for optimiz-
ing diffraction grating filters,28 photonic-
crystal waveguides,29 or the duality sym-
metry of core-shell particles.30 Differen-
tial evolution strategies have been inves-
tigated in the context of light focusing
photonic crystals31 and for parameter ex-
traction of optical materials.32
• Model-based optimization methods
construct a model of the objective func-
tion in order to find promising sampling
parameters. One important representa-
tive is Bayesian optimization, which con-
structs a statistical model of the objective
function.33 Bayesian optimization is reg-
ularly used in machine learning applica-
tions.33–35 In the field of nano-optics it has
been employed to optimize ring resonator-
based optical filters,36 chiral scatterers,37
and mantle cloaks.38 The method derives
promising parameter samples by means of
Bayesian inference based on all previous
function evaluations. This is in contrast
to the other approaches, which only use
few historic data points to determine new
samples. While this statistical inference
can drastically reduce the number of iter-
ations, it requires a significant computa-
tional overhead on its own, which can slow
down the optimization. We introduce an
approach that aims to eliminate this slow-
down for typical nano-optical computa-
tion scenarios.
Another machine-learning technique that has
been recently applied for nano-optical optimiza-
tion is deep learning.39 Trained with thousands
of simulation results deep neural networks can
serve as accurate models for mapping a geome-
try to an optical response and vice versa almost
instantaneously. However, for this benchmark
we only consider methods that do not require a
training phase prior to the actual optimization.
The paper is organized as follows: In sec-
tion 2 the considered optimization methods and
their implementation are introduced and strate-
gies for their parallelization are described. The
three optimization problems are introduced in
section 3. After the presentation and discus-
sion of the numerical experiments in section 4
the paper concludes in section 5.
3
2 Examined optimization
methods
In the field of optical simulations one has of-
ten access to computing clusters or powerful
multi-core computers. It is therefore important
that optimization methods exploit the possi-
bility of computing the objective function for
several input values in parallel. Moreover, it
should be possible to distribute the computa-
tion of the objective function to several ma-
chines or threads. To this end, we have inte-
grated the considered optimization methods in
a server-client framework following the design
strategy of Google Vizier.34 Furthermore, we
adapted the optimization methods to support
inequality constraints of the parameter space
that arise from geometrical or practical (e.g.
fabrication) requirements.
In the following, we shortly describe the opti-
mization approaches. Further details on the nu-
merical framework, the implementation of the
algorithms supporting a constrained optimiza-
tion as well as a visualization of the different op-
timization strategies are contained in the Sup-
porting information.
2.1 Local optimization methods
In local optimization methods, the next sam-
pling point depends on the function value of
the previous sample. A parallelization of local
optimization methods is achieved by starting
several independent local optimizations from
different pseudo-random points in the param-
eter space X ⊂ RD. For optimization prob-
lems that do not exploit derivative informa-
tion, we consider the downhill simplex algo-
rithm.21 Otherwise, we consider the gradient-
based L-BFGS-B algorithm.22 Both methods
are implemented based on the python package
scipy.optimize.40
2.2 Stochastic global optimiza-
tion
As stochastic global optimization methods, we
consider particle swarm optimization and dif-
ferential evolution.
Particle swarm optimization works by ran-
domly moving the position of each particle in
the search-space guided by the particle’s best
known position as well as the swarm’s best
known position. The method is implemented
based on the Python package pyswarm,41 which
supports a parallel evaluation of the objective
function.
Differential evolution is a population-
based genetic algorithm that is imple-
mented based on the python package
scipy.optimize.differential evolution .40,42
We extend the algorithm by allowing for a par-
allel evaluation of the fitness function for each
offspring.
The performance of the stochastic global opti-
mization algorithms heavily depends on param-
eters such as the swarm size and the population
size (see supporting information for a compar-
ison). Due to the computational complexity of
adapting these parameters, the benchmark is
performed with the default parameters of the
python packages.
2.3 Bayesian optimization
Bayesian optimization is based on a stochas-
tic model of the objective function. We em-
ploy a Gaussian process (GP) that is up-
dated with each new evaluation of the objec-
tive function through GP regression (a form
of Bayesian inference).33,43 The GP allows to
identify parameter values with the largest ex-
pected improvement EI(x). By sampling those
points, exploitation and exploration are auto-
matically balanced, i.e. after exploiting a possi-
ble improvement within a local minimum, other
parts of the parameter space are automatically
scanned until a better minimum is found. As
proposed by Gonzales et al.44 the paralleliza-
tion is realized by penalizing the expected im-
provement of the parameters close to running
calculations.
One important advantage of GP regression is
that it does not rely on derivative information
on the objective function, but that one can in-
corporate this information if available.45 We use
an in-house implementation of Bayesian opti-
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mization that exploits the possibility to include
derivative observations.46 As will be shown in
Sec. 4, this can speed up the optimization sig-
nificantly.
The search process for the next sampling
point is itself an optimization problem that can
be computationally demanding and may slow
down the optimization. To tackle this prob-
lem in the context of parallel computations of
the objective function, we use two strategies:
(i) The next sampling point is computed in ad-
vance, i.e. in parallel to the evaluation of the
objective functions. (ii) We use differential evo-
lution to maximize the expected improvement
and automatically adapt the effort to the aver-
age time interval at which new objective func-
tion values are acquired. See the supporting
information for a detailed description of the ap-
proach.
3 Optimization Problems
For benchmarking the different optimization al-
gorithms, we consider three technologically rel-
evant optimization problems of contemporary
interest: the maximization of the coupling ef-
ficiency of a single-photon source to an optical
fiber, the parameter reconstruction of a lamellar
grating from scattering data, and the reflection
suppression from a silicon metasurface. These
three problems are described in the following in-
dividually prior discussing the results from the
optimization.
3.1 Improving the coupling ef-
ficiency of a single-photon
source
Single-photon sources are essential building
blocks of future photonic and quantum opti-
cal devices. We consider a source consisting
of a quantum dot (QD) emitting at a vacuum
wavelength of λ = 1, 300 nm in the telecom
O-band. The QD is embedded into a mesa
structure made from gallium arsenide (GaAs;
refractive index nGaAs = 3.4). An underly-
ing Bragg reflector made from layers of GaAs
and aluminum gallium arsenide (Al0.9Ga0.1As;
nAlGaAs = 3.0) reflects the light emitted by the
QD back into the upper hemisphere. The light
is coupled into an optical fiber with large nu-
merical aperture (NA) above the QD consist-
ing of a homogeneous fiber core and a homoge-
neous fiber cladding (ncore = 1.5, nclad = 1.45,
NA ≡ √n2core − n2clad = 0.38). The setup is
sketched in Fig. 1 a).
The parameter space X is spanned by 6 pa-
rameters: the height of the top layer above the
Bragg reflector (hlayer), the diameter of the fiber
core (dcore), the width and height of the mesa
(wmesa, hmesa), the elevation of the dipole within
the mesa (hdip), and the distance between mesa
and fiber (smf). The objective of the optimiza-
tion is to maximize the coupling efficiency of
the emitted light into the fundamental modes
of the fiber. The numerical method to deter-
mine the coupling efficiency was described by
Schneider et al.47
3.2 Parameter reconstruction of
a lamellar grating
Grazing incidence small angle X-ray scattering
(GISAXS) is a destruction-free scatterometry
method. With incidence angles close to the crit-
ical angle of total external reflection, GISAXS
is a technique with high surface sensitivity. We
consider the parameter reconstruction of a peri-
odic, lamellar silicon grating manufactured us-
ing electron beam lithography.48 The grating
geometry is modeled by 5 parameters: the crit-
ical dimension CD (line width), the line height
hline, the side-wall angle φswa, the top corner ra-
dius rtop, and the depth of the grooves dgroove
[see Fig. 2 a)]. A monochromatic X-ray beam
idealized as a plane wave with the wave vector
kin impinges on the sample surface at a graz-
ing incidence angle. The elastically scattered
wave with the wave vector kf propagates to a
2D area detector that records a scattering inten-
sity pattern Idet(q) as a function of the scatter-
ing vector q = kf − kin [see Fig. 2 b)]. Based
on a FEM model of the experiment, one can
determine a scattering intensity IFEM(p, E,N)
for each parameter set p ∈ X , photon energy
E, and diffraction order N .48
The natural line edge and line width rough-
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Figure 1: a) Visualization of the energy density of the light field of the optimized fiber-coupled
single-photon source with a coupling efficiency of 60%. A cut through the geometry is shown in
front of the energy-density plot. The single-photon source consists of a QD dipole source embed-
ded into a mesa structure (GaAs, blue), a Bragg reflector [alternating layers of GaAs (blue) and
Al0.9Ga0.1As (gray)], and an optical fiber with homogeneous fiber core (orange) and fiber cladding
(yellow). The Bragg reflector is grown on a substrate made of GaAs and has a GaAs top layer (blue).
The six optimized parameters are the mesa height hmesa = 1217 nm, mesa width wmesa = 1044 nm,
top-layer thickness hlayer = 190 nm, dipole elevation within the mesa hdip = 613 nm, fiber-core di-
ameter dcore = 1937 nm, and mesa-fiber distance smf = 352 nm. b): Best seen coupling efficiency
for different optimization approaches as a function of the number of simulations averaged over six
independent optimization runs. The shading indicates the uncertainty of the average. c): Same as
b) but the best seen coupling efficiency is shown as a function of the total computation time. The
comparison with a) shows that Bayesian optimization has no significant computational overhead
compared to the other optimization approaches.
ness of the grating is taken into account with
an analytic approach based on Debye-Waller
damping exp(−[σrqy(N)]2) with the damp-
ing factor σr and the y-component qy(N)
of the scattering vector for diffraction or-
der N . Furthermore, the model intensi-
ties are scaled by an energy-dependent fac-
tor s(E) in order to account for the un-
known effective illumination area of the sam-
ple. This leads to the model Imodel(p, E,N) =
IFEM(p, E,N) s(E) exp(−[σrqy(N)]2) for the
measured intensities in each diffraction order
N .
The data acquisition is performed for three
different photon energies, E1 = 5.5 kEV, E2 =
5.55 kEV, and E3 = 5.6 kEV. For each en-
ergy, the standard deviation σ(Ei) of the mea-
sured intensities was determined, as described
by Soltwisch et al.48 The aim of the optimiza-
tion is to minimize the mean squared numerical
error of all diffraction orders and energies
χ2 =
3∑
i=1
M∑
N=1
(Imodel(p, Ei, N)− Iexp(Ei, N))2
σ2(Ei)
(1)
with respect to the geometrical parameters CD,
hline, φswa, rtop, dgroove, the roughness σr, and
the three scaling factors si = s(Ei) for i =
1, 2, 3.
We note, that it is straightforward to deter-
mine the derivatives of χ2 with respect to the
parameters σr, s1, s2, and s3 that do not enter
into the numerical FEM simulation of the mea-
surement process. In Sec. 4 we will make use
of these derivative information in order to as-
sess to which extend partial information on pa-
rameter derivatives can speed up the Bayesian
optimization process.
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Figure 2: a) Geometry of the lamellar grating. The aim of the GISAXS measurement is to re-
construct the critical dimension CD, the line height hline, the side-wall angle φswa, the top corner
radius rtop, and the depth of the grooves dgroove. b) GISAXS scattering pattern of the grating
obtained at a photon energy of 6.5 keV shown as a function of the scattering vector components
qy and qz. The intensity is shown with a logarithmic false color scale. c): Error χ
2 [see Eq. (1)]
for different optimization approaches as a function of the median number of simulations needed to
reach a value below χ2 for six independent optimization runs. The blue and green lines show the
results of Bayesian optimization including derivatives and using no derivative (n.d.) information,
respectively. d): Same as c) but χ2 is shown as a function of the median total computation time.
3.3 Reflection suppression by a
metasurface
Broadband anti-reflection is a desirable prop-
erty, e.g., for high-efficiency solar cells as well as
for CCD or CMOS sensors. We consider a nano-
structured silicon metasurface for suppressing
the reflectivity in a broad range of frequen-
cies.49 The metasurface consists of a square ar-
ray of silicon bumps on top of a silicon sub-
strate [see Fig. 2 a)] and is parametrized by
six length scales: the periodicity of the array
(p), the heights of the lower and upper part
of the bumps (hlower, hupper), and the bottom,
middle, and top width of the bumps (wbottom,
wmiddle, wtop). The reflectivity of incident plane
waves perpendicular to the surface is averaged
over four wavelengths, 500 nm, 600 nm, 700 nm,
and 800 nm. In order to facilitate the fabri-
cation of the structure we constrain the pa-
rameter space of the optimization such that
wbottom ≤ p − 10 nm, wbottom ≤ wmiddle ≤ wtop
and hlower + hupper ≤ 2wbottom.
Using automatic differentiation, the FEM
software JCMsuite11 allows to determine par-
tial derivatives of the computed fields with
respect to geometrical parameters with small
computational overhead. Based on this infor-
mation, we compute for this example the par-
tial derivatives of the reflectivity with respect
to the six design parameters.
4 Numerical experiments
The optimization runs for the three optimiza-
tion problems introduced in the previous sec-
tion have been each performed for a fixed num-
ber of iterations (single-photon source opti-
mization and parameter reconstruction 2,500
iterations, anti-reflective metasurface optimiza-
tion 500 iterations). In order to evaluate the av-
erage performance of the different optimization
methods, each run has been repeated 6 times
with different initial conditions. All methods
were run with typical numerical setting (see
supporting information). A targeted adap-
tation of the settings to a specific optimiza-
tion problem is generally computationally much
more demanding than the optimization prob-
lem itself.50 In practice, the problem-adapted
performance is therefore usually less relevant
than the performance with default parameters.
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Figure 3: a): The metasurface consists of a square array of silicon bumps on a silicon substrate.
The reflectivity of the structure is minimized with respect to the periodicity of the array (p), the
heights of the lower and upper part of the bumps (hlower and hupper), and the bottom, middle,
and top width of the bumps (wbottom, wmiddle, and wtop). b): Lowest reflectivity for different
optimization approaches as a function of the number of simulations averaged over six independent
optimization runs. The shading indicates the uncertainty of the average. c): Same as b) but the
lowest reflectivity is shown as a function of the total computation time. Bayesian optimization using
no derivative information [”Bayesian optimization (n.d.)”] takes roughly twice as long to obtain a
reflectivity below 1%.
In addition to the optimization methods in-
troduced in Sec. 2, results for a random sam-
pling of the objective functions are also consid-
ered. If an optimization method is not signifi-
cantly better than the non-informative random
sampling, it suffers from the specific properties
of the objective function, e.g. irregularities or
the existence of too many local minima.
The optimization of the single-photon source
and the parameter reconstruction were per-
formed on a machine with a 6-core Intel Xeon
CPUs running at 3.2 GHz with 11 GB of RAM.
The optimization methods were configured to
perform at most 4 parallel computations of the
objective function. The optimization of the
metasurface is numerically much more demand-
ing as a three-dimensional geometry is con-
sidered and a wavelength scan has to be per-
formed. Therefore, the optimizations were run
on a more powerful machine with 4 Intel Xeon
CPUs with 10 cores at 2.4 GHz with 1 TB of
RAM. Up to 6 parallel computations of the ob-
jective function were performed. On both ma-
chines Bayesian optimization used four parallel
threads for computing the sampling points.
4.1 Optimized single-photon
source
Figure 1 b) and c) compares the performance
of Bayesian optimization, particle swarm op-
timization, differential evolution, the downhill
simplex method, and random sampling for the
example of the maximization of the coupling
efficiency of the emitted light into the opti-
cal fiber. Bayesian optimization clearly outper-
forms all other methods. After about 1,200 it-
erations and a computation time of 6 hours it
reaches an average coupling efficiency of 55%
while the other optimization methods reach
only average efficiencies below 52% after 2,500
iteration and a computation time of 12 hours.
A comparison of Figs. 1 b) and c) shows that
Bayesian optimization has no significant com-
putational overhead compared to the other op-
timization approaches.
The computed optimal configuration with
mesa height hmesa = 1217 nm, mesa width
wmesa = 1044 nm, top-layer thickness hlayer =
190 nm, dipole elevation hdip = 613 nm, fiber-
core diameter dcore = 1937 nm, and mesa-fiber
distance smf = 352 nm is shown in Fig. 1 a).
The setup achieves a remarkably large coupling
efficiency of 60% to the optical fiber. In a pre-
vious work, we tried to improve the coupling
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efficiency of the same system by performing nu-
merical scans of all parameters of the geometry
apart from the top-layer thickness hlayer, which
was fixed to 195 nm. A full parameter scan
of all five parameters with only 10 values per
parameter would have required 100,000 simu-
lations. Therefore, we restricted in the prior
work the scan to a small fraction of the physi-
cally realizable parameter space. For example,
dipole elevations only between 0 and 50 nm in
steps of 10 nm were considered, while the cur-
rent optimization considers values between 0
and 1000 nm. Due to this restriction, a maximal
coupling efficiency of only 23% had been ob-
tained in the past.47 This demonstrates that an
optimization within a large space of realizable
system parameters is important to assess the
technological potential of a nano-optical sys-
tem.
4.2 Parameter reconstruction of
a lamellar grating
For practical applications of shape optimization
it is of interest to determine a reasonably good
structure in a limited time budget (e.g. in one
day). In contrast, in the context of a parameter
reconstruction it is important to find parameter
values close to the global optimum with a small
error level χ2 as fast as possible. Correspond-
ingly, Fig. 2 c) and d) show the median number
of simulations and the median time span needed
to reach a specific error level χ2. The optimal
parameters correspond to the values obtained
by Soltwisch et al.48
In this case, Bayesian optimization shows an
impressive lead in comparison with the other
optimization methods. Using the derivative
information with respect to the parameters
σr, s1, s2, s3, Bayesian optimization reaches an
error level of 103 after a median number of
about 200 simulations and a median time of one
hour (blue line), while the non-Bayesian meth-
ods do not manage to reach the same error level
even after 2,500 iterations or eight hours com-
putation time.
4.3 Optimized anti-reflective
metasurface
For the example of the reflection suppression us-
ing a metasurface, all first order partial deriva-
tives with respect to the six geometrical pa-
rameters were determined by automatic dif-
ferentiation. This enables to apply also the
gradient-based L-BFGS-B method. The bench-
mark results are presented in Figs. 3 b) and
c). Again Bayesian optimization, even with-
out using derivative information [”Bayesian op-
timization (n.d.)”], optimizes the structure sig-
nificantly faster. It reaches average reflectivi-
ties below 0.5% while Differential evolution ob-
taines 0.7% and the other optimization methods
between 1% and 2%. The use of derivatives for
Bayesian optimization offers again a significant
advantage. It is remarkable that this is not the
case for L-BFGS-B optimization. After a rela-
tively fast initial optimization to 5% reflectivity,
L-BFGS-B performs comparable to the other
non-derivative methods, including random sam-
pling. We attribute this to a complex shape of
the objective function with many similarly low
local minima.
The best geometry with the parameter values
hlower = 224.6 nm, hupper = 243.8 nm, wbottom =
244.1 nm, wmiddle = 204.0 nm, wtop = 57.4 nm,
and p = 254.1 nm has an objective value of
0.27% reflectivity. In Fig. 4, the optimal geom-
etry is shown together with a full wavelength
scan of its reflectivity in the range of 400 nm
to 900 nm. As expected, the reflectivity outside
the optimization range of 500 nm to 800 nm in-
creases significantly. Still, the average reflec-
tivity in the range of 400 nm to 900 nm is only
0.71%.
In a previous numerical study on the same
silicon metasurfaces a significantly higher min-
imal averaged reflectivity of 4% was reached
in the range of 400 nm to 900 nm by means
of parameter scans within a three-dimensional
parameter space (periodicity of square ar-
ray, width and height of silicon bumps).49
This again demonstrates, that an optimization
within a larger parameter space can signifi-
cantly improve the performance of nano-optical
structures with respect to parameter scans in a
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Figure 4: a): Optimal geometry of a sin-
gle bump of the square lattice with hlower =
224.6 nm, hupper = 243.8 nm, wbottom =
244.1 nm, wmiddle = 204.0 nm, wtop = 57.4 nm,
and p = 254.1 nmhlower = 227.6 nm, hupper =
236.7 nm, wbottom = 236.4 nm, wmiddle =
222.6 nm, wtop = 66.4 nm, and p = 237.4 nm.
Note that the periodicity p is only 10 nm larger
than the bottom width wbottom of the bumps.
Furthermore, the electric field is visualized by
an intensity profile and electric field vectors
evincing large field intensity in the gaps be-
tween the bumps. b): Wavelength scan of the
reflectivity for the optimized structure. The
metasurface has an average reflectivity 0.19%
in the wavelength range of 500 nm to 800 nm
and 0.71% in the range of 400 nm to 900 nm.
5 Conclusion
We compared five state-of-the-art optimization
methods and applied them to three character-
istic nano-optical optimization problems: the
maximization of the coupling efficiency of a
single-photon source, the reconstruction of ge-
ometrical parameters based on scatterometry
data, and the suppression of the reflectivity of
a silicon metasurface. The optimization meth-
ods were extended to meet typical requirements
of computational nano-optics, e.g. several ob-
jective function values can be computed in par-
allel. All methods were run with typical nu-
merical setting, i.e. without a manual targeted
adaptation to the optimization problems.
The numerical experiments showed that
Bayesian optimization reaches good objective
function values in only a fraction of the run
times of the other considered methods, down-
hill simplex optimization, L-BFGS-B, particle
swarm optimization, and differential evolution.
The use of derivative information with respect
to some or all parameters can further reduce
the run times of Bayesian optimization. The
method can require a significant computational
overhead for finding parameter samples with a
large expected improvement. However, a corre-
sponding prolongation of the total optimization
time could be prevented by computing the next
sample in advance and by adapting the effort
for finding the sample to the effort of computing
the objective function. While this means that
the quality of the samples decreases if they
are requested at a high frequency, Bayesian
optimization offers a significant performance
gain over other methods even for frequencies of
more than one sample every 20 seconds (single-
photon source optimization and parameter re-
construction). Hence, the method is likely to
be advantageous for many 2D and almost all
3D simulation problems. We note, however,
there can be situations when the considered
Bayesian optimization is inefficient. This is,
e.g., the case if the underlying Gaussian pro-
cess regression is inaccurate due to irregularities
such as discontinuities or sharp resonance peaks
of the objective function51 (see also supporting
information).
The properties of the optimized single-photon
source and the anti-reflective metasurface are
considerably better than those obtained previ-
ously from parameter scans. The results sug-
gest that, whenever possible, one should per-
form global optimizations within the physically
feasible parameter space in order to assess the
technological potential of a nano-optical struc-
ture.
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Abstract
This document provides supporting informa-
tion to ”Benchmarking five global optimization
approaches for nano-optical shape optimization
and parameter reconstruction” regarding the
implementation and numerical setting of the
optimization methods as well as a visualization
of the different optimization strategies.
1 Implementation and set-
tings of optimization
methods
In the field of optical simulations one has often
access to computing clusters or powerful multi-
core computers. Many numerical frameworks
such as the python package scipy enable only a
sequential optimization. That is, only one ob-
jective function value is evaluated at a time. In
order to allow for a parallel evaluation of the
objective function and for a distribution of the
computation of the objective function to several
machines, we have integrated the considered
optimization methods in a server-client frame-
work. The following python code represents a
small example for setting up a constrained op-
timization study on the client side:
# Definition of the search domain
domain = [
{’name’: ’x1’, ’domain ’: (-2,2)},
{’name’: ’x2’, ’domain ’: (0,20)}
]
# Definition of constraints , here x1 < x2 ,
# i.e. x1 - x2 < 0
constraints = [
{’name’: ’constraint1 ’, ’constraint ’: ’x1
- x2’}
]
# Setup of the optimization study with 1000
# iterations and 4 parallel objective
evaluations
study = client.create_study(domain ,
constraints)
study.set_parameters(max_iter =1000,
num_parallel =4)
# Optimization run
while not study.is_done ():
# Obtain a new suggestion from the server
suggestion = study.get_suggestion ()
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# Start a new thread to compute the
objective
threading.Thread(target=acquire , args=(
suggestion ,)).start()
#thread -based parallel acquisition of the
objective
def acquire(suggestion):
# Compute the objective , e.g. on a
cluster
observation = ComputeObjective (**
suggestion.kwargs)
# Report back the observation to the
server
study.add_observation(observation ,
suggestion.id)
We adapted the optimization methods to sup-
port inequality constraints of the parameter
space that arise from geometrical or practical
(e.g. fabrication) requirements. That is, one
may provide a function fcons : x ∈ X → R for
each constraint, such that only parameters x in
the search domain X ⊂ RD with fcons(x) ≤ 0
are sampled. The search domains of the three
optimization problems described in the main
text are summarized in Tab. 1.
Optimization algorithms generally depend on
one or more behavioral parameters, such as
population sizes and mutation constants, which
can strongly influence the performance of the
algorithms. However, the meta-optimization
of the behavioral parameters for a specific de-
sign problem often requires thousands of opti-
mization runs of the underlying design prob-
lem.1 Since for the considered problems a sin-
gle optimization run takes about 10 hours, a
meta-optimization is not practical in our con-
text. Therefore, for every algorithms the stan-
dard parameters of the respective optimization
packages are chosen, which are generally a rea-
sonable choice for many optimization problems.
1.1 Local optimization methods
For a parallelization of local optimization meth-
ods, several independent local optimization
runs are started from different points in the pa-
rameter space X ⊂ RD. To get a good coverage
of the parameter space, we draw starting points
from a pseudo-random Sobol sequence.2,3 Af-
ter a local optimization has converged, it is
restarted at a new point from the Sobol se-
quence. In all benchmark problems, the local
optimization methods are started from 10 dif-
ferent initial points.
For optimization problems that do not exploit
derivative information, we consider the down-
hill simplex algorithm.4 For a D dimensional
parameter space X ⊂ RD, the simplices con-
sist of D + 1 points x0, · · · ,xD. In each step
the point xh with the largest function value is
replaced by a better one by testing candidates
along the line connecting the central point of
the simplex and xh. If this fails, the simplex is
contracted and eventually converges to a local
minimum. We initialize the simplices such that
they span 10% of the search domain X in each
parameter dimension.
As a gradient-based method we consider the
L-BFGS-B algorithm.5 This method moves at
each step in the direction of the steepest de-
scent. In order to determine the step size, the
method constructs a low-memory approxima-
tion of the inverse of the Hessian matrix of sec-
ond partial derivatives.
If the local optimization methods compute a
sampling point x that does not meet a con-
straint, i.e. fcons(x) > 0, the sampling point is
not send to the client for evaluation. Instead,
the optimization method is provided with the
function value fmax + fcons(x) and the gradient
∇fcons(x), where fmax is the maximal function
value seen so far. This procedure is repeated
until the optimization method computes a sam-
pling point that meets the constraints.
Both local optimization methods are im-
plemented based on the python package
scipy.optimize.6
1.2 Stochastic global optimiza-
tion
As stochastic global optimization methods, we
consider particle swarm optimization and dif-
ferential evolution.
Particle swarm optimization has a simple al-
gorithm. Each particle holds the information of
the position p ∈ X ⊂ RD of the lowest function
value seen so far by the particle, and the posi-
tion s ∈ X of the lowest function value seen by
the swarm. At each step random numbers rd
and qd are chosen uniformly from [0, 1] for each
2
Table 1: Parameter ranges of the search domains for the three optimization problems. All length
scales are given in nanometers, the angle φswa is given in degree, and the scaling factors si (i = 1, 2, 3)
are without units. See the main text for the definition of the parameters.
Single-photon source
hlayer dcore wmesa hmesa hdip smf
min. 10 1000 500 500 0 0
max. 150 3000 1500 1500 1000 1000
Parameter reconstruction
CD hline φswa rtop dgroove σr si
min. 60 115 80 1 1 0.1 0.1
max. 70 125 90 20 25 3.0 3.0
Anti-reflective metasurface
p hlower hupper wbottom wmiddle wtop
min. 150 25 25 50 50 10
max. 300 300 300 290 250 250
direction 1 ≤ d ≤ D and each particle indepen-
dently. The velocity vd of a particle in direction
d is updated according to
vd ← ωvd + ϕprd(p− xd) + ϕSqd(sd − xd),
where xd is the current position of the particle
in direction d. That is, the updated velocity is a
weighted sum of the previous velocity, a velocity
in direction of p, and in direction of s. The
position of particle in direction d is updated
according to xd ← xd + vd.
The implementation is based on the Python
package pyswarm,7 which supports a parallel
evaluation of the objective function. We extend
the algorithm by initializing the particles by
a Sobol sequence, excluding parameter values
that do not meet the constraints. Furthermore,
the random velocity and position update is re-
peated until the position meets all constraints.
If this fails 100 times, the particle is randomly
placed somewhere else in the constrained pa-
rameter space X ⊂ RD. For the benchmark,
we use the standard configuration of pyswarm,
i.e. the weights ω, ϕp, ϕS are set to 0.5 and the
swarm consists of 100 particles.
Differential evolution is a population-based
genetic algorithm. The next generation is com-
puted by creating a new offspring y for each in-
dividual x in the population by a weighted aver-
age (crossover) of some individuals a,b, c ∈ X
of the current generation. According to a fixed
crossover probability (also termed recombina-
tion constant), random parameter dimensions
0 ≤ i ≤ D are selected. For these dimension,
the parameter value of the offspring is set to
yi = ai+F (b−ci), where F is called differential
weight or mutation constant. If the offspring
is fitter than its parent (i.e. it has a lower ob-
jective function value), it replaces the parent
in the next generation. Differential evolution
is implemented based on the python package
scipy.optimize.differential evolution .6,8
We use the standard parameters of the
optimizer, i.e. strategy=’best1bin’,
mutation=(0.5, 1), recombination=0.7.
Moreover, we use the default population size
of 15 times the number D of parameters. As
in the case of particle swarm optimization, the
algorithm is extended by initializing the indi-
viduals by a Sobol sequence meeting the con-
straints and by repeating the crossover until
the offspring fulfills the constraints. Further-
more, we implemented a thread-based parallel
evaluation of the fitness function.
The performance of the stochastic optimiza-
tion methods can strongly depend on the cho-
sen optimization parameters. For example,
Fig. 1 shows the average performance of particle
swarm optimization and differential evolution
3
for different swarm and population sizes, re-
spectively. Generally, a small size leads to a fast
convergence to a local minimum, but to a poor
exploration of the parameter space. While the
overall performance of particle swarm increases
with the swarm size, the opposite holds for dif-
ferential evolution. We note, that although dif-
ferential evolution with a smaller population
size is converging much better, it is still outper-
formed by Bayesian optimization for all three
benchmark problems.
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Figure 1: Best seen coupling efficiency for par-
ticle swarm optimization and differential evolu-
tion for different swarm or population sizes as a
function of the number of simulations averaged
over six independent optimization runs. The
shading indicates the uncertainty of the aver-
age. The average performance of Bayesian op-
timization is also shown for comparison.
1.3 Bayesian optimization
Bayesian optimization is based on a stochastic
model of the objective function, which is usu-
ally a Gaussian process (GP). Given previous
observations of the objective functions, a GP
can predict the function value and its statisti-
cal uncertainty for each point of the parameter
space x ∈ X by means of GP regression.9 The
accuracy of the prediction can be enhanced by
incorporating derivative information on the ob-
jective function.10 If available, we use this in-
formation in order to speed up the optimization
process.11
Based on this statistical information one can
determine the expected improvement EI(x) =
E[max(0, fmin − f(x))], i.e. the probabilistic
expectation value of the one-sided difference
max(0, fmin− f(x)) between the function value
f(x) and the currently known lowest function
value fmin. The next sampling point is chosen
at a position of maximized expected improve-
ment.
In order to parallelize Bayesian optimiza-
tion, we follow a proposal by Gonzalez et al.12
Through a penalization function φ(x), regions
close to the parameter values of running calcu-
lations are avoided. That is, the next sampling
point is chosen at a point of maximal penalized
expected improvement
x∗ = arg max
x∈X
[φ(x)EI(x)] .
The search process for the next sampling
point is itself an optimization problem that
can be computationally demanding.9 We base
the search for x∗ on a differential evolution on
the constrained search space followed by an L-
BFGS-B optimization of the found maximum.
Letting both approaches run with standard pa-
rameters until convergence can easily take sev-
eral minutes. In the considered parallel opti-
mization scenarios this can be far too time con-
suming. For example, after 2,500 iterations an
average search time of 30 seconds would sum up
to a total overhead of 20 hours which is longer
than the total optimization times of the consid-
ered benchmark problems. Therefore, we use
two strategies in order to eliminate this time
overhead:
• After every five iterations, the maximum
sample computations time t
(max)
sample and the
the average objective computation time
tobj is determined. The updated popu-
lations size of the differential evolution
Npop is chosen such that the sample com-
putation time is restricted to the aver-
age computation time tcomp divided by the
number of parallel computations Nparallel,
i.e. Npop = tcomp/t
(max)
sample · N (prev)pop /Nparallel,
where N
(prev)
pop is the previous population
4
size.
• In order to avoid a time delay tsample while
maximizing the expected improvement,
one sampling point is computed in par-
allel to the Nparallel evaluations of the ob-
jective function based on the penalization
strategy by Gonzalez et al. 12
We note, that this approach still requires that
tcomp/Nparallel is much larger than the GP eval-
uation tGP time. For the example of the single-
photon source, one has tcomp/Nparallel ≈ 17 s.
The search process after 2000 objective func-
tion evaluation was based on average on 1,100
GP evaluations and took about 10 seconds (i.e.
tcomp/Nparallel ≈ 2, 000tGP). This number of GP
evaluations was still sufficient to identify and
converge into new maxima of the coupling effi-
ciency.
The behavior of the GP is determined by a
kernel function k : (x,x′) ∈ X 2 → R that de-
fines the covariance between each pair of points
in the parameter space X ⊂ RD. We model
the a priori unknown covariance function by a
Mate´rn 5/2 function
kM52(x,x
′) = σ2
(
1 +
√
5r +
5
3
r2
)
exp
(
−
√
5r
)
with r =
√√√√ D∑
i=1
(xi − x′i)2/l2i .
The hyper-parameters σ and l1, l2, · · · , lD de-
termine the standard deviation and the length
scales of the GP. Having drawn some samples
of the objective function, we optimize their val-
ues by maximizing the marginal likelihood of
the drawn samples with respect to the hyper-
parameters.13 We note that only continuous
and sufficiently smooth objective functions can
be modeled by the Mate´rn 5/2 kernel. Features
such as discontinuities or sharp resonance peaks
would lead to extremely short length scales that
prevent an interpolation between known data
points and an efficient optimization of the ob-
jective function. In this case, extended meth-
ods, such as manifold GP regression have to be
considered.14
2 Optimization strategies
The strategies of the different methods are vi-
sualized in Fig. 2 for the example of the single-
photon source optimization. For all methods
the achieved coupling efficiencies are plotted as
a function of one geometry parameter and as
a function of the optimization progress. The
figure shows, for example, that Bayesian opti-
mization alternates between phases of exploita-
tion (convergence into a found local minimum)
and exploration (sampling away from all known
local minima). Figure 2 reveals that the objec-
tive function has a large number of local minima
since each parallel run of the downhill simplex
algorithm converges to a different minimum.
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Figure 2: Left column: Objective function value plotted against dipole elevation hdip of the
single-photon source for all samples drawn during a run of the different optimization approaches.
Right column: Best seen objective function value plotted against the number of simulations for
the same optimization run. The points are colored according to the number of simulation (dark
blue at the beginning, light red at the end of the optimization). The graphs visualize the different
strategies of the optimization approaches. Bayesian optimization probes sequentially different
local minima. Whenever the expected improvement within a local minimum gets small, other
parts of the parameter space are sampled until a better minimum is found (exploration). If this
fails, the best found minimum is probed again (exploitation). Particle swarm optimization
first probes the parameter space randomly. After about 500 simulations a good sample with close
to 40% coupling efficiency is found. A part of the swarm moves into the direction of this swarm
minimum. Differential evolution build new population members by changing some parameter
values of existing members (point mutation). This leads to the formation of vertical lines on the left
side (i.e. different individuals with the same dipole elevation). Downhill simplex optimization
performs parallel local optimizations starting from different initial points. Each optimization run
converges to a different local optimum. After convergence, the local optimization is restarted from
a new position.
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