Abstract -This paper presents the results of measured TCP performance in one of the commercially deployed live GPRS network in Malaysia under various network scenarios based on users' physical locations. End-toend evaluation of FTP application is used for the assessment. Tracing at the GPRS air interface is done simultaneously, using a proprietary GSM/GPRS air interface testing tool and software. The results show that TCP performance is stable in all scenarios and can adapt fairly well to GPRS mobility and bad channel condition, although at the expense of reduced throughput. TCP imposes its slow start/congestion avoidance mechanism in such situations where packet loss is common. Tuning the TCP parameters to optimise its performance also proves to be beneficial.
Introduction
General Packet Radio Service (GPRS) [1] , [2] is a packet-switched extension of Global System for Mobile communications (GSM) network that offers access to data services such as Internet applications to mobile users anywhere, anytime, as long as they are within its coverage areas. GPRS provides the link between the wireless GSM network and the wired external packet-switched data networks (PDNs) that hosted the Internet applications. It interconnects with these PDNs through Internet Protocol (IP) and this makes GPRS essentially an IP based network entity. With GPRS, the available data rate is between 36.2kbps to 85.6kbps with four time slots allocation Internet applications such as web surfing, e-mail and file transfer rely on Transmission Control Protocol (TCP) [3] as a reliable transport for data transfers. It is a connection-oriented, packet-switched transport method that delivers data in small segments or packets. TCP ensures ordered, error-free data delivery with its sequence numbering and acknowledgment systems together with retransmission of loss packets and checksum evaluation. Additionally, it provides data flow control through its congestion control mechanisms.
TCP is originally designed for data transfers across wired, fixed networks.
It anticipates transmission problems that are typical with wired networks behaviours. With the implementation of GPRS, TCP traverses the wireless mobile network which is a different environment from the wired network. Moreover, due to the mobility factor, GPRS users are subjected to several network scenarios based on their physical locations. For example in urban area, common locations for GPRS users are inside buildings, or outdoors in moving vehicles. The performance of Internet applications over live GPRS network as perceived by users may vary depending on these scenarios. This issue has not been specifically addressed in the previous studies conducted on TCP performance in GPRS network [4] , [5] , [6] . Therefore, to have more conclusive results, TCP performance measurement in different network scenarios ought to be taken under consideration. This paper evaluates the TCP performance in one of the commercially deployed GPRS networks under different scenarios based on GPRS users' typical locations in urban environment. This is accomplished by incorporating TCP packet captures in GPRS drivetest measurement. TCP tuning is done as well to optimise the performance. The results obtained are only relevant to the particular GPRS network being assessed, thus may not apply to all GPRS networks in general.
The TCP performance metrics such as throughput and packet loss are examined together with GPRS tracing at the air interface. The results show that on average, the TCP performance is stable in all scenarios. TCP adapts fairly well to the GPRS mobility and bad channel condition despite low throughput.
The rest of the paper is organised as follows: section 2 describes network scenarios selected for the measurement.
Section 3 explains on GPRS parameters setup as implemented in the commercial network. Section 4 gives a brief outline on TCP tuning. In section 5, measurement set up is presented. The results obtained are discussed in Section 6.
Finally, the conclusions of the study are given in Section 7.
Network Scenarios
Four common network scenarios associated with GPRS users in typical urban areas are identified for the TCP performance measurement: outdoor stationary, outdoor moving, indoor stationary and indoor moving.
For outdoor stationary, the sites are chosen based on the highest GPRS usage rate and at the least congested GSM cell to avoid contention between voice and data traffic. These include the city centres, business districts, industrial areas and residential areas. The exact locations are picked to be near the serving cells as much as possible in order to have the best coverage. The measurement is done outside buildings, at the sidewalks and by the roadsides. For outdoor moving, the measurement is carried out by driving along the identified drive route that covers areas with high GPRS usage, mainly the city centres and business neighbourhoods.
For the indoor scenario either in stationary or moving condition, buildings with indoor antenna are chosen such as shopping malls and hotels. Most of these have only one serving GSM cell. Residential buildings without the indoor antenna are also included. The measurements are carried out inside these buildings; the locations are deep or mid indoor and also indoor near the windows. Table 1 gives the main GPRS Reliability class 3 parameters setting for the network under evaluation. Since measurement is done in a live network, some of the GPRS parameters are dynamically changed to adapt to the network conditions at the time. Four downlink time slots are allocated for GPRS but at anytime especially during congested or peak hours, they can be assigned to voice traffic which is given the priority over data. Only two channel coding schemes activated for the initial implementation of the network. CS-1 is used during bad channel condition, with data rate of 9.05kbps per time slot. When channel condition is better, CS-2 is used with 13.4kbps of data rate per time slot. Tracing at the air interface will keep track on time slot allocation and coding scheme usage together with the mobile's operating modes.
GPRS Parameters Setup

TCP Tuning
TCP operations depend greatly on the operating system at client's and server's ends.
For this evaluation study, both client and server use Microsoft Windows XP Professional SP2 that supports modern TCP implementation with slow start, congestion avoidance, fast retransmit and fast recovery algorithms [7] . In addition, Selective Acknowledgement (SACK), window scaling and timestamp options are also supported.
To optimise TCP performance in the wireless GPRS network, TCP tuning is done at the client and/or the server ends according to the recommendations in RFC 3481 [8] . Some of the TCP parameters are adjusted to accommodate the GPRS network characteristics. The main TCP parameters tuned with the associated values are presented in Table 2 . GPRS Bandwidth Delay Product (BDP) is around 1 -5kB [8] hence the 64kB window size is sufficient and window scaling option is not required. To determine the TCP Maximum Segment Size (MSS), Path MTU Discovery option is enabled. SACK option is turned on to provide acknowledgments for noncontiguous or out-of-order data packets. This will prevent the sender from retransmitting successfully received packets which can affect the throughput. Timestamp option gives the benefit of obtaining more Round-Trip Time (RTT) samples including for the retransmitted data packets. By default, Windows XP Pro uses the initial send window of two segments size.
Measurement Setup
For the measurement, File Transfer Protocol (FTP) application is used to assess the TCP performance. A 500kB file download is carried out from the server to the client as shown in Figure 1 . The bulk data download using FTP can give insights to TCP steady-state behaviours. Hence, only FTP data connection is considered to compute the performance metrics in the server-to-client direction that corresponds to GPRS downlink direction. For each defined scenario, 32 repetitive file transfers are performed. At both server and client ends, Wireshark [9] is used to capture the TCP packets exchanged. The captures are then analysed using tcptrace [10] . Concurrently, TEMS Investigation [11] is run at the client side to capture on GPRS air interface using a class 10 (4 Downlink + 2 Uplink) mobile phone. This supports four time slots for downlink data transfer. Figure 2 shows the client's throughput for the different network scenarios.
Measurement Results
TCP Throughput and Packet Loss
CS-1 and CS-2 throughput are based on four time slots allocation. The average throughput is computed based on transmitted data bytes over transfer time excluding headers. Overall, throughput does not differ much for all the scenarios. The average throughput is between 26kbps to 33kbps. These are about 48% to 61% of CS-2 data rate. The same is observed for maximum throughput.
For all scenarios, the maximum throughput achieved is around 36kbps which corresponds to 67% of CS-2 data rate. In contrast, the minimum throughput varies according to mobility. In stationary condition, both outdoor and indoor, the minimum throughput is 28kbps that further drops to 15 -16kbps when on the move.
Mobility contributes to the minimum throughput seen in both indoor and outdoor conditions. From the client's traces, this low throughput is due to periods of idle time when almost no flow of data happens. On the server's side, lots of packet retransmissions are observed.
The GPRS traces reveal that the idle time is mostly the result of cell reselection process. During cell reselection, the mobile is in idle mode which means it is not assigned to any channel and no time slot is available. This lasted between 3s to 6s. TCP usually takes longer time to recover from this temporary outage, in one instance up to 14s. Data transmission process is suspended for some time while waiting for the mobile to be attached to a new cell.
The followings are observed during the idle mode:
• All outstanding packets are lost and the server retransmits after retransmission timeout (RTO) occurs. On top of this, the server gets into its slow start mechanism as it assumes congestion has taken place and takes about 5s to grow its send window. On the client side, reception of packets is resumed after long pause of no activity.
• Only some packets are lost and the rest of the outstanding packets are successfully received by the client which acknowledges them using SACK. The client also issues duplicate acknowledgements for the lost packets. These trigger fast retransmit/fast recovery mechanism on the server side.
TCP handles data packet loss by retransmission mechanism. An estimation of packet loss therefore can be determined from packet retransmission statistic. Only very few packets are lost during a cell reselection process, normally between one to five packets. However, while on the move, the mobile encounters up to seven cell reselections and the total of lost packets would be substantial. Packet loss reduces throughput in a way that it lengthens the transfer time due to retransmissions.
It is also observed that during the mobile's idle mode, sometimes the acknowledgment from the client is delayed at the server upon reception, causing the server to retransmit packets after RTO. This results in the client receiving duplicate packets. Figure 3 illustrates the duplicate packets received by client in the different scenarios. These duplicate packets can give impact on the client's throughput since the client unnecessarily has to receive the same packet twice. Average transfer time for 500kB data is almost the same for all scenarios ranging from 2.1 -2.7 min per transfer as shown in Figure 4 . The maximum transfer time is around 4.2 -4.5 min, which is twice the average transfer time. This is due to TCP lengthy recovery periods from cell reselections. The minimum transfer time values are close to the average values, around 1.9 -2.2 min. There is no disconnection experienced while carrying out the measurement. Figure 5 represents time slot allocations for all scenarios. Four dedicated time slots are allocated for GPRS downlink data transfer. This allocation is dynamically changed according to voice traffic congestion. It can be seen that for most of the download time, four time slots are available for data in every scenario. However, in the outdoor stationary condition, only three time slots are available for half of the transfer time.
GPRS Traces
Coding scheme depends on current channel condition. Only two coding schemes are activated, CS-1 and CS-2, hence data rate is limited by these two schemes. Throughput is dominated by CS-1 scheme half of the time during data transfer for all scenarios as depicted in Figure 6 . As a result, the average throughput for all scenarios achieve only up to 61% of CS-2 data rate. Combined with packet loss and lengthy TCP recovery periods, throughput is further compromised. Good channel condition is therefore crucial to ensure optimum data throughput. 
Conclusions
The constant average throughput observed for every scenario shows that TCP can adapt well to mobility in GPRS and is able to retain its reliability under various conditions TCP is only affected by temporary loss in radio resources during the mobile's idle mode where it unnecessarily imposes its congestion avoidance mechanisms. TCP should not go into slow start every time packet loss takes place and should maintain its data flow the same as before loss occurs. It is because packet loss in GPRS network is never a result of congestion but temporary radio outages or severely bad channel condition. Low throughput at the client side is the outcome of TCP lengthy recovering from perceived network congestion in which time the radio resources are wasted.
