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Cette thèse porte sur l’aide à la construction de machines d’états UML de systèmes
réactifs. Elle vise à définir un cadre théorique et pragmatique pour mettre en œuvre une
approche incrémentale caractérisée par une succession de phases de construction, évalua-
tion et correction de modèles. Ce cadre offre des moyens de vérifier si un nouveau modèle
est conforme à ceux définis durant les étapes précédentes sans avoir à demander une des-
cription explicite des propriétés à vérifier. Afin de pouvoir analyser les machines d’états,
nous leur associons une sémantique LTS ce qui nous a conduit à définir une procédure de
transformation automatique de machines d’états en LTS. Dans un premier temps, nous
avons défini et implanté des techniques de vérification de relations de conformité de LTS
(red, ext, conf, et confrestr). Dans un second temps, nous nous sommes intéressés à la
définition d’un cadre de construction incrémentale dans lequel plusieurs stratégies de déve-
loppement peuvent être mises en œuvre en s’assurant que le modèle final élaboré sera une
implantation conforme à la spécification initiale. Ces stratégies reposent sur des combinai-
sons de raffinements qui peuvent être de deux types : le raffinement vertical pour éliminer
l’indéterminisme et ajouter des détails ; le raffinement horizontal pour ajouter de nouvelles
fonctionnalités sans ajouter d’indéterminisme. Enfin, nous transposons la problématique
de construction incrémentale d’une machine d’états à la construction d’architectures dont
les composants sont des machines d’états. Des conditions sont définies pour assurer la
conformité entre des architectures dans le cas de la substitution de composants.
Mots-clés: Construction incrémentale, machine d’états UML, relation de conformité, raf-




This thesis focuses on supporting construction of UML state machines of reactive
systems. It aims at developing a theoretic and pragmatic framework to implement an incre-
mental approach characterized by a succession of construction, evaluation and correction
of models. This framework provides the means to verify whether a new model is consis-
tent with those defined in the previous steps without requiring an explicit description of
the properties to be verified. To analyze the state machines, we associated with them a
LTS semantics which led us to define a procedure for automatic transformation of state
machines in LTS. Initially, we have defined and implemented verification technique of con-
formance relations on LTS (red, ext, conf and confrestr). In a second step, we have defined
a framework for incremental construction in which several development strategies can be
implemented ensuring that the final developed model will be an implementation consistent
with the initial specification. These strategies are based on combination of refinements that
may be of two types : vertical refinement to eliminate nondeterminism and add details, and
the horizontal refinement to add new features without adding nondeterminism. Finally, we
transpose the problem of incremental construction of state machines to the construction
of architectures whose components are state machines. Conditions are defined to ensure
conformance between architectures in the case of substitution of components.
Keywords: Incremental construction, UML state machine, conformance relation, refine-
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La conception est l’utilisation de principes scientifiques, d’informations techniques et
de l’imagination dans la définition d’une structure, d’une machine ou d’un système, pour
effectuer des fonctions préalablement spécifiées avec le maximum d’économie et d’effica-
cité [Jon70]. De nos jours, dans le domaine du génie logiciel, la conception est considérée
comme une phase clé permettant de décrire de façon non-ambiguë et suffisamment com-
plète le fonctionnement d’un système tout en répondant à des exigences non-fonctionnelles
(fiabilité, disponibilité, robustesse, performance. . . ). L’élaboration et l’analyse de modèles
tiennent une place majeure dans le processus de conception. Elles permettent de détecter
et de prévenir de nombreuses erreurs de conception. Nous nous situons dans ce contexte et
plus précisément nous nous intéressons au développement de modèles comportementaux
de systèmes critiques, exprimés sous forme de machines d’états UML.
Systèmes critiques
Il existe de nombreuses définitions du terme systèmes critiques [Rus94], mais de façon
intuitive, on qualifie un système de critique si une défaillance peut conduire à des consé-
quences inacceptables en termes humains, économiques et environnementaux. L’exemple
de l’incendie du vol 501, qui a provoqué la destruction de la fusée Ariane 5 dont le coût
de développement est estimé à une valeur de 370 millions de dollars est le plus coûteux de
l’histoire [Lio96]. La cause est une erreur logicielle dans réutilisation du système de navi-
gation. Il existe de plus en plus de logiciels dans les systèmes critiques et leur processus de
conception et de développement doivent être rigoureux et conduire à des modèles fiables.
Notre intérêt ne se limite pas à la conception de systèmes critiques et s’étend à une
définition plus large de systèmes qualifiés de réactifs. Un système réactif est un système qui
répond de façon répétitive à des entrées sollicitées par son environnement en émettant des
sorties [HP85]. Autrement dit, un système réactif doit réagir à un environnement qui ne
peut pas l’attendre, à la différence d’un système interactif qui communique de façon per-
manente avec son environnement chacun évoluant à sa propre vitesse [Hal98]. Les concepts
impliqués sont donc le parallélisme, la communication et les aspects temporels. Les sys-
tèmes réactifs sont généralement modélisés comme des ensembles de processus concurrents.
UML
Depuis sa standardisation comme langage de modélisation unifié par l’organisation
OMG (Object Management Group) en 1997, le langage UML (Unified Modeling Lan-
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guage [OMG09]) est devenu une norme de facto de l’industrie. UML a été standardisé
pour fusionner différents langages visuels de modélisation : la méthode Booch, OMT, les
statecharts de Harel. . . Il a été conçu dans l’objectif d’être le plus général possible et se
veut extensible afin de prendre en charge des contextes non prévus. La définition syn-
taxique et sémantique de ce langage est continûment développée. Il regroupe un ensemble
de notations graphiques pour créer des modèles visuels de systèmes. UML est largement re-
connu et utilisé pour des applications variées telles que la modélisation, la documentation,
la génération de code et le test.
Motivations et objectifs
En cherchant à corriger les faiblesses d’UML, l’OMG souhaite en étendre son utilisation.
Néanmoins, la productivité obtenue par la modélisation UML n’a pas encore répondu
aux besoins des industriels car il manque des supports d’analyse, d’exploitation ou de
vérification des modèles. À l’heure actuelle, les machines d’états UML sont difficiles à
construire. Plusieurs raisons expliquent cette difficulté. Tout d’abord, la sémantique des
machines d’états n’est pas suffisamment documentée et reste ambiguë. De plus, les machines
d’états ne sont pas modulaires : on ne dispose pas d’opérateurs de construction modulaire
comme il en existe dans les langages de programmation ou de processus. Bien que les
machines d’états soient un sous-ensemble du langage UML dont l’un des objectifs est
d’être un support du concept orienté objet, elles ne possèdent pas réellement les principales
caractéristiques attendues des objets telles que l’héritage, la généricité ou l’encapsulation.
De surcroît, il existe peu de méthodes d’aide à la construction des machines d’états UML, ce
qui a pour conséquence qu’il existe peu d’outils commerciaux d’évaluation, de vérification
et de génération de code à partir de machines d’états UML. De ce fait, les industriels ne
trouvent pas encore la productivité escomptée dans l’utilisation des machines UML pour
la conception de composants temps-réel ou critiques.
Notre objectif est d’aider à la construction de machines d’états UML, en fournissant
des techniques et outils de détection d’erreurs pendant les phases de spécification et de
conception des systèmes. Nous ciblons notre étude sur la détection d’erreurs d’interaction
telles que les inter-blocages et le refus. Dans un premier temps, nous considérons le pro-
blème de l’aide à la construction de machines d’états dans le cadre de l’élaboration d’un
composant unique en interaction avec son environnement. Un travail antérieur [Gou06] a
étudié des méthodes de vérification et de validation de ces modèles. Ce travail a posé les
bases d’une démarche de construction incrémentale de machines d’états UML. Il a mis
en évidence la pertinence de l’utilisation de relations de conformité, préalablement défi-
nies pour le test, pour assurer la cohérence des modèles obtenus à différentes étapes des
processus de construction. Ce travail reste une contribution théorique et aucune mise en
œuvre pratique n’a été proposée. L’objet de notre travail est de proposer des définitions




Nous souhaitons définir des techniques de construction incrémentale de machines d’états
UML intégrant des vérifications formelles. Dans les méthodes formelles, et pour certains
langages formels particulièrement, par exemple Z et B, la démarche de construction et la
vérification des modèles par raffinements successifs sont reconnues. Plusieurs applications
industrielles, en particulier dans le secteur ferroviaire, ont été réalisées [BDM98]. Le raffine-
ment en B consiste à développer des spécifications en plusieurs étapes : à partir du cahier
des charges, une première spécification formelle abstraite et globale est élaborée. Celle-
ci doit couvrir l’ensemble du système, mais sans donner de détails de réalisation. Cette
spécification est alors raffinée de proche en proche, de manière à ajouter des détails et à
déterminer les fonctions souhaitées tout en assurant que le modèle raffiné reste conforme
au modèle initial.
L’idée de la démarche de construction incrémentale que nous proposons s’inspire à la
fois du raffinement en B, mais également d’approches pragmatiques telles que le prototy-
page rapide cherchant à obtenir rapidement une version réduite d’un système satisfaisant
un ensemble minimum d’exigences. Cette version est ensuite enrichie progressivement pour
répondre à des besoins plus complets. La démarche incrémentale doit ainsi intégrer des no-
tions de raffinement et des notions d’extension. La construction incrémentale vise à être une
démarche d’élaboration de spécifications par étapes successives et itératives permettant, à
partir d’une spécification incomplète, d’obtenir une spécification complète et d’un niveau
de détail estimé suffisant pour la phase de réalisation. Cette démarche doit assurer que
tout modèle établi à une étape donnée est cohérent avec le modèle de l’étape précédente.
L’intérêt de la construction incrémentale est double :
– d’un point de vue pratique, il permet d’avoir rapidement des versions opérationnelles
du système en contrôlant les coûts et temps de développement ;
– d’un point de vue conceptuel, il permet de mettre en œuvre un raisonnement com-
munément admis pour résoudre un problème de modélisation complexe. Ce raison-
nement fait appel à des concept d’abstraction, de décomposition, d’enrichissement et
d’élimination d’incohérences.
Les vérifications menées durant le développement cherchent alors à s’assurer que lors de
l’extension des modèles, les comportements et fonctionnalités définis dans les étapes pré-
cédentes sont préservés. Certaines approches consistent à vérifier des modèles compara-
tivement à des propriétés définies in extenso (par exemple sous forme de pré ou post
conditions). Cela implique de formaliser explicitement les propriétés à satisfaire, ce que
nous voulons éviter, car la formalisation de propriétés nécessite l’utilisation des langages
tels que la logique temporelle difficiles à maîtriser. Nous voulons proposer des techniques de
comparaison globale de modèles. Nous sommes donc à la recherche de relations traduisant
à la fois le raffinement et l’extension de machines d’états.
Pour définir ces relations, nous devons associer aux machines d’états une sémantique
non ambiguë. Nous choisissons les LTS (Labelled Transition Systems) car ils sont appropriés
à la modélisation de l’interaction de processus et de nombreux travaux d’analyse des LTS
ont été développés. En se basant sur cette sémantique, nous proposons une transformation
automatique des machines d’états en LTS.
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Relations de comparaison utilisées pour l’approche incrémentale
Après l’analyse de la problématique, nous avons étudié les relations de conformité pro-
posées par Brinksma [BS86] sur les LTS telles que la réduction (red), l’extension (ext) et
la conformité (conf). Une étude approfondie a montré que ces relations sont intéressantes
pour les approches de raffinement et de construction incrémentale. Cependant, leur calcu-
labilité n’a jamais été établie. Nous montrons que ces relations sont calculables grâce à la
transformation des LTS en graphes d’acceptance. Les résultats obtenus sont illustrés sur
un cas d’étude formalisé à la fois en LTS et en UML. Nous explorons une nouvelle piste
sur des relations plus appropriées pour le raffinement. Grâce à ces relations, nous propo-
sons des solutions pour la construction incrémentale de machine d’états UML, consistant
à suivre une démarche itérative de construction, d’évaluation et de correction.
De plus, nous définissons de nouveaux algorithmes d’implantation des relations de raffi-
nement confrestr, red∗ et ct. Ces relations s’avèrent appropriées au raffinement incrémental.
Ceci nous conduit à formaliser un cadre de construction incrémentale intégrant les relations
de raffinement selon deux aspects : développement de fonctionnalités et développement de
détail.
Plan du mémoire
– Le chapitre 1 est consacré à l’étude des approches formelles utilisées pour élaborer
des spécifications. Après l’analyse des avantages et des inconvénients de ces méthodes,
nous introduisons notre approche de construction incrémentale. Afin de la mettre en
œuvre, nous devons définir des relations de comparaison. Cela nous conduit à étudier
des relations formelles existantes qui servent à la vérification formelle. Une étude
approfondie des relations nous permet de mettre en évidence les relations appropriées
pour l’approche incrémentale.
– Le chapitre 2 traite d’un autre aspect de notre étude : la modélisation des machines
d’états UML. Nous fixons une sémantique d’exécution qui servira de base à leur
traduction en LTS. Nous étudions également les travaux existants sur le raffinement
dans l’approche objet ainsi que sur la vérification des machines d’états.
– Dans le chapitre 3, nous démontrons la calculabilité des relations d’extension, de
réduction et de conformité sur des systèmes de transitions étiquetées. Nous présentons
l’algorithme, l’évaluation et également la méthode d’amélioration de calcul.
– Le chapitre 4 illustre par une étude de cas l’utilisation des relations de conformité
dans le cadre d’une démarche incrémentale. Dans ce chapitre, nous présentons les
règles de transformation des machines d’états en LTS, le transformateur ainsi que le
prototype IDCM développé pour analyser les relations de conformité.
– Le chapitre 5 formalise un cadre de construction incrémentale permettant de mettre
en œuvre plusieurs stratégies de raffinement basées sur deux axes de développement :
l’un, assurant l’ajout de détails et l’autre, l’ajout de fonctionnalités. Nous propo-
sons également des conditions sur les relations de raffinement permettant d’établir
l’équivalence des stratégies. Cela nous conduit à définir de nouvelles relations de
raffinement dont la calculabilité et l’implantation sont présentées dans ce chapitre.
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– Le chapitre 6 énonce certains problèmes liés à la construction incrémentale d’ar-
chitectures. Nous étudions s’il est possible d’étendre les travaux développés pour un
composant à un assemblage de composants. Nous illustrons les problèmes posés au
travers d’un cas d’étude et nous donnons des pistes de solutions mettant en évidence
des travaux futurs à mener.
– La conclusion fait un bilan de nos travaux et présente des perspectives de recherche.
– L’annexe A présente quelques algorithmes et preuves supplémentaires du chapitre
5.






Nous adoptons les notations propositionnelles et ensemblistes suivantes.
Notation signification
{a, b, c, . . .} l’ensemble constitué des éléments a, b, c, . . .
¬a négation d’une proposition a
a ∧ b conjonction logique de deux propositions
a ∨ b disjonction logique de deux propositions définie par ¬(¬a ∧ ¬b)
a⇒ b implication logique équivalente à ¬a ∨ b
a⇔ b équivalence logique définie par a⇒ b ∧ b⇒ a
∅ ensemble vide
E1 ∪E2 union des ensembles E1 et E2
E1 ∩E2 intersection des ensembles E1 et E2
E1 −E2 différence des ensembles E1 et E2
E1 ⊆ E2 inclusion de l’ensemble E1 dans E2
E1 ⊂ E2 inclusion stricte de l’ensemble E1 dans E2
e ∈ E appartenance de e à l’ensemble E
{e ∈ E | P (e)} ensemble des éléments e de E qui satisfont la propriété P (e)
E1 ×E2 produit cartésien des ensembles E1 et E2
E∗ ensemble des séquences ayant aucun ou plusieurs éléments de E
E+ ensemble des séquences ayant un ou plusieurs éléments de E
2E ou P(E) ensemble des sous-ensembles de E
ssi si et seulement si
def
= est défini par
Relations
Avant de détailler les définitions des relations d’ordre dans le chapitre suivant, on donne
quelques définitions des relations de préordre, d’équivalence qui sont les concepts de base
pour la théorie des ordres.
Définition. Une relation sur un ensemble E est la donnée d’une partie R de E×E. Pour
indiquer qu’une paire (a, b) de E × E est dans cette partie R, on utilisera l’une ou l’autre




Une relation binaire R est :
– réflexive si ∀a ∈ E, (a, a) ∈ R,
– irréflexive si ∀a, b ∈ E, (a, b) ∈ R⇒ a -= b,
– symétrique si ∀a, b ∈ E, (a, b) ∈ R⇒ (b, a) ∈ R,
– antisymétrique si ∀a, b ∈ E, (a, b) ∈ R ∧ (b, a) ∈ R⇒ a = b,
– asymétrique si ∀a, b ∈ E, (a, b) ∈ R⇒ ¬(b, a) ∈ R,
– transitive si ∀a, b, c ∈ E, (a, b) ∈ R ∧ (b, c) ∈ R⇒ (a, c) ∈ R
Définition. Un contexte C[.] est une expression avec un paramètre formel [.]. C[a] est un
contexte où toute occurrence de ‘.’ est remplacée par a.
Relations d’ordre
– La relation identité est notée Id : ∀a, a′ ∈ E (a, a′) ∈ Id ⇔ a = a′
– Une relation de préordre est une relation binaire réflexive et transitive.
– Une relation d’équivalence une relation symétrique, réflexive et transitive.
– Une relation de préordre R est une pré-congruence (préordre congruent) si : ∀a, b ∈
E, on a a R b⇔ C[a] R C[b] pour tout contexte C[.].
– Une relation d’équivalence R est une congruence si : ∀a, b ∈ E, on a a R b⇔ C[a] R
C[b] pour tout contexte C[.].
Opérations sur les relations
– La relation inverse de R est notée R−1 : R−1 def= a R−1 b⇔ b R a
– R1 ◦R2 dénote la composition de R1 et R2, définie par :
R1 ◦R2 def= {(x1, x2) ∈ X ×X | ∃x ∈ X. x1 R1 x ∧ x R2 x2}








Méthodes formelles et vérification
comportementale
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Les logiciels sont devenus de plus en plus complexes avec l’augmentation de puissance
des ordinateurs. Cet accroissement de complexité et de taille s’accompagne souvent d’une
augmentation du nombre d’erreurs.
Les méthodes formelles ont été proposées comme techniques mathématiques visant à
réduire ces erreurs. Ce chapitre examine en particulier l’utilisation des méthodes formelles
pour la spécification et la vérification de systèmes critiques.
Notre intérêt est le suivant : existe-t-il des méthodes de spécification et de vérification
comportementales qui peuvent aider à la construction des machines d’états UML? Dans
ce chapitre, nous verrons dans les premiers paragraphes les objectifs et les avancées ac-
tuelles des méthodes formelles et des techniques de vérification des aspects dynamiques
des systèmes. Nous identifions en particulier l’utilisation de relations de comparaison dans
les langages de processus communicants : une vérification par comparaison vise à s’assu-
rer que plusieurs processus partagent un ensemble de propriétés, sans avoir à définir et
vérifier explicitement ces propriétés. Parmi ces relations, nous identifions celles qui sont
appropriées à une démarche de construction incrémentale.
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1.1 Méthodes formelles pour le développement de spécifica-
tions
En référence à l’idée d’un langage idéal tel que proposé par Frege à la fin du 19e
siècle [GG91], une logique formelle permet, par manipulation de la forme seule du langage,
de conduire des raisonnements visant à affirmer des propositions. La notion de langage
formel s’oppose à celle de langue naturelle et vise à en supprimer toute ambiguïté. Par
l’utilisation d’un texte formel, l’espoir est donc de pouvoir obtenir automatiquement (mé-
caniquement) un certain nombre d’analyses telles que la vérification de propriétés ou la
détection d’incohérences.
Sous l’appellation méthodes formelles, on désigne des techniques informatiques de spé-
cification et de vérification de systèmes logiciels ou électroniques. Elles sont investiguées
depuis les années 70 [Hoa69, Mil71, Hoa78, QS82]. Dans le développement logiciel, l’ap-
plication des méthodes formelles a été étudiée des étapes amont (ingénierie des exigences,
spécification, conception) aux étapes aval (réalisation, phases de test).
Par spécification, on entend un énoncé du système à réaliser (ce que le système peut ou
doit faire ainsi que ce qu’il ne doit pas faire), sans indiquer comment ce système fonctionne.
Les modèles manipulés peuvent être décrits à différents niveaux d’abstraction et éventuel-
lement dans différents langages. La vérification consiste à comparer un modèle formel à un
autre. Il peut s’agir de vérifier des propriétés logiques (décrites dans une logique donnée)
sur un autre modèle. Il peut s’agir également de comparer un modèle détaillé à un modèle
plus abstrait, tous deux décrits dans le même langage.
De manière plus ambitieuse, la validation d’une description ou d’une solution, cherche à
s’assurer que cette description ou cette solution sont « les bonnes », à savoir que la descrip-
tion décrit effectivement les exigences souhaitées, ou que la solution répond effectivement
au problème posé. Il s’agit d’une comparaison d’un modèle (formel ou non) à des exigences
ou un problème informels.
Parmi les techniques de vérification que nous souhaitons utiliser dans le cadre du dé-
veloppement de machines d’états UML, nous nous orientons en priorité :
– vers celles prenant en compte les concepts comportementaux ;
– vers celles n’utilisant qu’un seul langage de formalisation : en effet, s’agissant d’une
aide à la spécification de machines d’états, nous ne souhaitons pas que le spécifieur
doive décrire, dans un autre langage, des propriétés ou un autre modèle utile à la
spécification de la machine d’états visée. Nous n’envisageons pas non plus d’extraire
automatiquement d’une machine d’états plusieurs modèles de langages différents.
Les paragraphes suivants présentent plusieurs schémas possibles d’utilisation des mé-
thodes formelles, avec les avantages et inconvénients qu’ils comportent. En premier lieu,
nous situons quels intérêts principaux nous voyons aux méthodes formelles, vis-à-vis des
objectifs globaux de sûreté de fonctionnement. En second, nous examinons deux « cadres »
possibles d’application de techniques de modélisation et de vérification en évaluant leurs
intérêts et inconvénients. Ceci permet de mettre en évidence les objectifs et intérêts prin-
cipaux d’une démarche de construction incrémentale.
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1.1.1 Intérêts et limites des méthodes formelles par rapports aux objec-
tifs de sûreté de fonctionnement
Pour le développement des logiciels en général et de systèmes critiques en particu-
lier, l’exigence d’un « bon » système pose plusieurs défis. Les pressions économiques des
marchés en évolution rapide demandent des cycles courts. Ce sont souvent les premières
phases (ingénierie des exigences et développement des spécifications) qui en souffrent. Les
modèles amont sont alors souvent négligés, alors même que les erreurs non détectées dans
les phases amont sont les plus tenaces et les plus coûteuses [Lam01]. Il apparaît également
que les modèles de cahiers des charges et d’exigences sont parmi les plus difficiles à réaliser.
Lamsweerde et Darimont estiment que la place de l’ingénierie des exigences devrait être
de 10% dans le développement complet d’un système.
Intérêts des méthodes formelles
L’un des premiers intérêts des méthodes formelles consiste à accorder aux modèles
préliminaires de spécification et de conception une place importante. L’effort même de mo-
délisation et formalisation, sans encore prendre en compte les moyens d’analyse et d’auto-
matisation qu’il offre, est déjà un apport considérable dans l’analyse et la compréhension
du cahier des charges.
Afin de situer l’apport des méthodes formelles en terme de qualités obtenues sur le
système, on peut se référer aux critères définis en sûreté de fonctionnement. Prenons par
exemple le cadre défini par Laprie [ALRL04, LAB+95], où la sûreté de fonctionnement est
vue comme « la propriété d’un système permettant aux utilisateurs de placer une confiance
justifiée dans le service qu’il leur délivre ». Les attributs de sûreté de fonctionnement
concernent les notions de :
– Fiabilité, comme étant la capacité d’un système à exécuter ses fonctions requises dans
des conditions déterminées pour une période de temps déterminée. Ceci se mesure
par exemple avec le temps moyen entre la mise en service et la première défaillance ;
– Sécurité innocuité, qui est l’absence de conséquences catastrophiques pour des utili-
sateurs et pour l’environnement ;
– Disponibilité, c’est le fait d’être prêt à l’utilisation et s’exprime par le pourcentage
de temps où le service est assuré. Elle se mesure par exemple avec le temps moyen
entre deux défaillances ;
– Intégrité, qui est l’absence d’altérations du système ;
– Maintenabilité, comme étant la capacité à subir des réparations et des évolutions
techniques ;
– Confidentialité, qui concerne la non divulgation d’informations.
Il est certain qu’aucune méthode ne garantit toutes ces qualités. Les méthodes formelles
contribuent essentiellement à l’amélioration des critères de fiabilité, de disponibilité, de
sécurité-innocuité et d’intégrité. Elles visent à limiter les défauts de spécification et de
conception, en apportant à la fois des techniques visant à construire de manière correcte a
priori, et des techniques de vérification pour analyser des failles a posteriori.
Nous pouvons considérer le langage UML comme semi-formel, ainsi que nous le verrons
par la suite (chapitre 2). Notre problématique étant d’apporter des aides à la construction
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et à l’évaluation de machines d’états UML, les méthodes formelles susceptibles de se coupler
aux machines d’états sont en premier lieu celles décrivant les aspects comportementaux,
parallèles, voire temps-réel des systèmes [Hal90, AHR02, BFLW09]. Nous attendons deux
apports des méthodes formelles :
1. permettre de détecter ou d’éviter un certain nombre d’erreurs de spécification et de
conception. Les erreurs à détecter sont par exemple celles concernant l’impossibilité
d’appeler un ou plusieurs services donnés, pouvant correspondre à un blocage général
ou provisoire, ainsi qu’à des inter-blocages et live-locks entre différents composants
parallèles ou avec l’environnement (risque de faille de fiabilité et de disponibilité) ; ou
les erreurs d’accès concurrents à une ressource partagée (risque de faille d’intégrité).
2. apporter (ou consolider) une démarche et une méthode de construction. Nous présen-
tons par la suite le cadre de la démarche de construction par raffinements successifs.
Nous constatons que peu d’environnements offrent des outils couvrant ces deux aspects.
Limites et inconvénients des méthodes formelles
Pourtant, les méthodes formelles sont souvent critiquées. D’une part, elles sont jugées
difficiles pour des non-experts, tels que les clients. La difficulté de formalisation s’accom-
pagne d’une difficulté de lecture et relecture pour les intervenants extérieurs. Ceci limite
les échanges possibles entre clients et concepteurs pendant les phases initiales importantes
qui décident du succès ou de l’échec d’un projet. De plus, les clients peuvent participer aux
étapes de validation des spécifications.
D’autre part, ces méthodes ont un champ d’application limité et ne couvrent que cer-
tains aspects des systèmes, et de plus, n’offrent pas nécessairement une garantie totale sur
ces aspects. D’un point de vue théorique, il existe une limitation d’indécidabilité faisant
que plusieurs propriétés ne peuvent être vérifiées. D’un point de vue pratique, comme nous
le montrons dans les paragraphes suivants, une activité de modélisation et de vérification
formelles ne peut faire l’impasse sur une activité de validation informelle des modèles pro-
posés. Cette validation (conduite par relectures, simulations informelles ou tests) est alors
sujette aux failles. L’existence d’une preuve formelle sur les modèles peut laisser une illu-
sion de correction, alors que cette preuve n’a pas d’intérêt si les modèles eux-mêmes ne
sont des modèles fidèles de ce qu’ils sont censés représenter.
1.1.2 Usages de la vérification formelle dans le développement logiciel
Nous montrons ici deux schémas possibles d’application des méthodes formelles. Ces
schémas sous-tendent différentes démarches de formalisation et de vérification. Afin de
conserver autant que possible les avantages de chacune de ces approches, mais aussi de
répondre à certaines de leurs limites, nous convergeons ensuite (paragraphe 1.1.3) vers le
schéma que nous préconisons pour la suite des développements.
Approche de formalisation et de vérification « non intégrée »
La figure 1.1 présente un cadre général d’utilisation des techniques formelles de modé-
lisation et de vérifications. La partie gauche (informelle) représente un cycle de développe-
ment classique, partant des besoins et formulant un cahier des charges puis une conception
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pour aboutir à une réalisation. La réalisation s’exécute dans un environnement. La par-
tie droite (formelle) représente les modèles formels correspondant aux étapes informelles :
modèle de la spécification correspondant à une formalisation d’une partie du cahier des
charges (S) ; modèle de la réalisation correspondant à une formalisation de la conception
et de la réalisation (R), mais aussi modèle de l’environnement (E). Ces modèles formels
couvrent au mieux une partie des descriptions informelles correspondantes. Tout comme
plusieurs langages et techniques de développement peuvent être utilisés du côté informel,
plusieurs langages peuvent être utilisés pour la partie formelle.
Les techniques de vérification formelle peuvent alors chercher à s’assurer que la réa-
lisation R, dans son environnement E, répond aux exigences S. Ce qui pourrait s’écrire
par :
(R || E) ! S













Figure 1.1 – Schéma d’application général des méthodes formelles pour la vérifica-
tion [LG05] : approche non intégrée.
D’autres vérifications (internes) de S, R et E sont possibles. Par exemple, on peut s’as-
surer que les propriétés de la spécification S ne sont pas contradictoires, que la réalisation
R ne comporte ni deadlock ni livelock ou encore qu’elle est déterministe.
Cette approche « non intégrée » présente plusieurs limites :
– les aspects formels ne couvrent en général qu’une partie des fonctionnalités et services
visés ou développés dans le système réel. Le schéma ne le montre pas, mais l’ensemble
de la partie de droite est en général beaucoup plus faible que la partie gauche (en
termes de fonctionnalités couvertes) ;
– les modèles formels sont réalisés « en double » par rapport aux descriptions infor-
melles de gauche. Ceci entraîne un sur-coût important, mais aussi multiplie les risques
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d’incohérence entre les deux parties formelles et informelles ;
– si les modèles formels ne sont pas validés (informellement) par rapport au cahier
de charges et à la réalisation, le travail de vérification devient inutile ou presque.
Cette approche peut laisser l’illusion du caractère absolu d’une preuve formelle, alors
que les modèles et/ou les propriétés vérifiées ne sont pas en accord avec le système
modélisé ;
– les démarches de modélisation sont libres. Cette approche ne préconise pas de dé-
marche particulière. Les modèles formels peuvent ainsi être réalisés avant ou après
leurs correspondants réels. Mais les modèles de spécification peuvent également être
réalisés après les modèles de réalisation ;
– la partie formelle de droite est en général multi-langage et multi-technique. Si ceci
multiplie les possibilités de modélisation et de vérification, cela entraîne également
des difficultés (risque d’incohérences et difficulté de maîtrise technique et de compré-
hension).
Les approches de raffinement répondent à certaines de ces limites. Elles intègrent les
deux processus de développement (modèles formels et réalisation) en un seul, tout en pro-
posant une démarche de développement. C’est le cas par exemple de la méthode B [Abr96].
Approche de formalisation et de vérification « intégrée » : démarche de raffi-
nement
La notion de raffinement a été introduite dans les années 1970 par Wirth [Wir71], dans
laquelle un programme est progressivement mis au point dans une séquence d’étapes de raf-
finement. Cette notion est ensuite abordée dans plusieurs travaux, par Dijkstra [Dij76], puis
formalisée par Back [Bac78] dans les années 1980. Plusieurs auteurs ont ensuite développé
cette notion, en particulier Abadi et Lamport [AL88] et Abrial [Abr96]. Le raffinement est
un moyen de construire de manière progressive des programmes corrects. Le raffinement
est vu comme le passage de la spécification (ce que fait le logiciel) au programme (com-
ment fait le logiciel) tout en préservant la correction des propriétés validées par rapport
aux spécifications intermédiaires.
D’après Gervais [GFL05], le raffinement est classifié sous plusieurs formes : le raffine-
ment de séquences d’opérations (où les machines et les types de données abstraits sont
raffinés) et le raffinement de transitions d’états en B événementiel.
Certaines propriétés du raffinement dans B telles que la transitivité et la monotonie
sont des propriétés importantes et essentielles. La transitivité permet d’assurer que les
spécifications intermédiaires ou finales possèdent les mêmes propriétés que la spécification
initiale. Le raffinement en B [Abr96, GFL05] est basé sur trois aspects : raffinement de
données, raffinement de contrôle et raffinement algorithmique. Le raffinement en Z [DB01,
ACGW94], est centré sur le raffinement de données et d’opérations. Dans [ACGW94],
Ainsworth et al ont présenté le concept de « co-raffinement » consistant à développer dans
différents points de vue les données et les opérations.
La figure 1.2 illustre ainsi une démarche développement par raffinements successifs. On
peut trouver ce type de raffinement explicitement dans certaines méthodes comme B ou
Z [SD01], l’environnement Specware [SJ95], le langage CO-OPN/2 [Ser99] ou implicite-
ment dans d’autres langages tels que Coq ou FoCaLize [BC04]. Dans ce cadre, à partir
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Figure 1.2 – Développement par raffinements successifs
du cahier des charges, on introduit une première spécification qui est très abstraite, en
général indéterministe, mais qui doit couvrir l’ensemble du système sans donner de détail
de réalisation. Cette spécification est alors raffinée de proche en proche, de manière à la
détailler graduellement afin de s’orienter vers une implantation, tout en préservant les in-
variants de raffinement des étapes précédentes. La méthode B classique (par opposition
au B événementiel), préserve ainsi les propriétés de sûreté au cours du développement. En
effet, ces propriétés sont des invariants souhaités, de la forme «!¬p », c’est-à-dire « à tout
instant de l’exécution du système, p est toujours faux ».
Cette démarche offre alors les intérêts et limites suivants :
– cette démarche progressive permet d’intégrer les aspects formels et informels dans
un seul processus et permet de réduire le sur-coût des développements formels ;
– contrairement à l’approche précédente, celle-ci préconise une démarche particulière,
imposant l’ordre d’élaboration des modèles. Ceci offre à la fois un guide de modéli-
sation, en faisant abstraction de nombreux détails au début et en réduisant progres-
sivement l’indéterminisme, mais facilite aussi les travaux de preuve en les réalisant
sur des étapes intermédiaires ;
– le cadre formel assure une plus grande cohérence de langages : les raffinements suc-
cessifs ainsi que les vérifications sont en général menés avec un seul formalisme, même
s’il couvre de nombreux aspects comme dans le cas de la méthode B ;
– là aussi, comme pour l’approche non intégrée, seule une partie des fonctionnalités et
services réels peut être développée par ce type d’approche ;
– le problème de la validation des modèles formels se concentre sur la spécification
initiale. Il n’est plus utile de valider séparément les modèles intermédiaires. Seule
reste à valider la spécification de départ. Par rapport à l’approche précédente, ce
travail est donc facilité. Néanmoins, bien qu’il s’agisse d’une spécification globale et
abstraite, le travail de validation reste délicat et source d’erreurs ;
– si la validation de la spécification initiale est facilitée, la construction de cette pre-
mière spécification ne l’est pas forcément. Cette approche suppose que la spécification
initiale est suffisamment large : il s’agit d’une représentation abstraite et globale de
l’ensemble du système. Adopter un point de vue suffisamment général et abstrait
pour couvrir toutes les fonctionnalités attendues du système, sans les détailler, n’est
pas chose aisée ;
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– par rapport à des objectifs industriels, cette démarche retarde la mise à disposition
d’une version exécutable. Les spécifications intermédiaires ne correspondent pas à des
versions exploitables et exécutables du futur système. Pour l’équipe de développement
et surtout pour les clients, le fait de retarder la mise au point d’une première version
n’est pas un élément rassurant. D’un point de vue économique, le fait de ne pouvoir
exploiter commercialement des versions intermédiaires ne permet pas facilement de
rentabiliser cette approche ;
– par son côté descendant, cette approche s’adapte assez mal à des changements dans
les besoins des clients, exigeant de nombreuses mises à jour.
1.1.3 Vers un processus de développement incrémental
En s’inspirant des démarches de raffinement mais aussi de pratiques industrielles telles
que le prototypage, nous proposons une démarche plus pragmatique, que nous qualifions
de démarche incrémentale. À la différence du raffinement en B, la démarche incrémentale
part d’une spécification partielle dans laquelle seules quelques fonctionnalités (supposées
essentielles) sont prises en compte, constituant ainsi un noyau initial. Le développement
consiste à mener conjointement le développement des spécifications successives avec celui
des modèles des implantations. Chaque implantation doit être conforme à sa spécification
et également à la spécification de l’étape précédente. Les spécifications intermédiaires ob-
tenues à chaque étape décrivent de nouvelles fonctionnalités ou comportements mais elles
ne doivent pas dégrader les spécifications des étapes précédentes. Dans ce cadre de déve-
loppement : « toute implantation du modèle raffiné doit être une implantation valide du
modèle initial ».
Rappelons que dans le processus de développement de spécifications, une implantation
ne signifie pas une implantation physique ou un programme mais plutôt une spécification
suffisamment détaillée pour être exploitable afin de réaliser le système [BS86]. La relation
de « raffinement incrémental » doit être transitive pour assurer que la spécification finale
préserve les propriétés de la spécification initiale.
À la différence d’une relation de raffinement stricte comme en B classique, on peut
imaginer que la relation de raffinement incrémental ne préservera pas nécessairement les
propriétés de sûreté pour les nouveaux comportements autorisés. En effet, s’il s’agit de
comportements et de fonctionnalités non définis initialement, ils ne peuvent être comparés
à une version de référence. Par exemple, l’ajout d’une procédure d’urgence pour ouvrir les
portes d’un train n’a pas lieu de satisfaire un préalable invariant de sûreté demandant à ce
que les portes soit fermées tant que le train est en mouvement. En revanche, la relation de
raffinement incrémental doit préserver les propriétés de vivacité, de la forme «p⇒ "q » (si
p est vrai, alors q devra être satisfait), garantissant que les fonctionnalités et comportements
nécessaires d’une spécification doivent être préservés dans son raffinement incrémental. Un
raffinement incrémental doit toujours être capable de faire (ou de garantir) ce que l’original
doit faire.
Cette approche présente les avantages et limites suivants :
– comme le raffinement en B, cette démarche progressive permet d’intégrer à la fois
des aspects formels et informels conduisant à réduire le sur-coût des développements
formels ;
18
1.1. Méthodes formelles pour le développement de spécifications
– cette approche offre non seulement les avantages de l’approche de raffinement tels
que la démarche progressive, interactive et l’intégration d’un développement formel,
mais elle permet aussi de dériver, de manière pratique plutôt que théorique cette
fois, une version « exécutable » à chaque étape. Ces versions exécutables permettent
d’avoir des retours du client dès le début du développement ; ceci par exemple afin
d’identifier des problèmes au plus tôt.
– contrairement à l’approche de raffinement en B, cette démarche combine l’usage
des langages formels (LOTOS, CCS, CSP. . . ) et semi-formels tels que diagrammes
comportementaux UML (machines d’états UML . . . ) ;
– le problème de la validation des modèles formels concerne non seulement la spéci-
fication initiale, mais il est aussi réparti tout au long des étapes d’élaboration des
modèles ;
– à la différence de la démarche de raffinement, cette démarche s’applique sur une spéci-
fication partielle contenant des fonctionnalités jugées principales. La construction de
cette première spécification est facilitée par rapport à celle du raffinement classique,
mais l’identification des fonctionnalités essentielles n’est pas aisée ;
– contrairement au raffinement en B, cette démarche s’inspire du prototypage rapide
consistant à mener conjointement le développement des spécifications successives
avec celui des implantations. Cette démarche conduit à différents modèles de versions
exécutables.
– contrairement à la démarche de raffinement, cette approche s’adapte à des chan-













Figure 1.3 – Développement incrémental intégrant la vérification
Le processus de construction incrémentale fait lui-aussi appel à des relations d’im-
plantation et de raffinement. Les relation d’implantation doivent être réflexives car une
spécification est l’implantation valide d’elle-même. Des relations de raffinement doivent
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être transitives pour assurer que la spécification finale préserve les propriétés de la spé-
cification initiale. De manière analogue au raffinement classique, la technique de raffine-
ment incrémental cherchée consiste elle-aussi à ajouter des détails concrets et à réduire
l’indéterminisme.
Déterminisme. Nous considérons qu’un système ou un composant d’un système est
déterministe si à tout instant, son comportement est entièrement déterminé par les évé-
nements qu’il perçoit ou qu’il a perçu en interaction avec son environnement. Autrement
dit, un système est déterministe si à chaque fois qu’il peut exécuter plusieurs actions diffé-
rentes, le choix entre ces actions est déterminé par son environnement. Cette définition est
en accord avec les définitions de Hoare [Hoa78] et de Milner [Mil89] : « si l’on effectue la
même expérience deux fois sur un système déterminé, en commençant à chaque fois dans
son état initial, alors nous nous attendons à obtenir le même résultat, ou comportement,
à chaque fois ». Cette formalisation est interprétée par De Nicola et Hennessy [NH83]
comme : « un processus est déterministe si et seulement s’il y a équivalence entre le fait
qu’il peut réussir un test et le fait qu’il doit passer ce test ».
Dans notre contexte, nous cherchons des relations de raffinement qui respectent les
critères suivants :
i. réduction de l’indéterminisme ;
ii. ajout d’actions (ou de traces pour étendre des fonctionnalités) ;
iii. transitivité.
Les deux premières propriétés sont discutées dans le document de von der Beeck [vdB00]
sur le développement des spécifications dans lequel le raffinement consiste en une réduction
de l’indéterminisme et une réduction de la partialité. La réduction de la partialité signifie
que l’on passe d’un système incomplet à un système plus complet. Trois relations sont
analysées pour le raffinement : le raffinement de traces, le préordre d’échec [BHR84] et
le préordre de spécification [CS90]. Aucune d’entre elles ne satisfait tous les critères. Il
propose le double préordre de réduction qui satisfait la réduction de l’indéterminisme et la
réduction de partialité. Toutefois ce préordre n’est pas adéquat dans notre contexte car il
ne satisfait pas la propriété de raffinement (voir paragraphe.1.1.3).
Boiten et Bujorianu [BB03] ont exploré le raffinement au travers de l’unification des
diagrammes d’états-transitions UML. Ils leur associent une sémantique Z et effectuent
l’unification en définissant des exigences par des pré-conditions. Ils définissent que la spé-
cification S2 raffine la spécification S1 comme suit :
Refine(S1, S2)
def
= ∀P. Conf (P, S2)⇒ Conf (P, S1) (1.1)
où Conf (P, S) représente la conformité entre un programme P et sa spécification S.
Cette définition rejoint notre compréhension du raffinement, disant que « toute implan-
tation du modèle raffiné doit être une implantation valide du modèle initial ».
Pour aider la construction incrémentale des machines d’états UML, nous allons chercher
des méthodes de vérification comportementale. Les machines d’états UML sont proches des
LTS souvent utilisés comme modèle sémantique des algèbres de processus, dans lesquelles
il existe plusieurs relations pour comparer deux modèles. Dans le cadre de notre travail,
nous nous intéressons particulièrement à la vérification a priori utilisant ces relations.
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1.2 Relations de comparaison dans des langages de processus
1.2.1 Préliminaires
Les LTS sont des descriptions d’automates simples et abstraites, ne précisant ni si les
actions sont en entrée ou en sortie (il n’y a pas de distinction entre événements et actions),
ni dans quelles circonstances une action est préférable à une autre (il n’y a pas de garde),
ni combien de temps leur exécution demande ou après combien de temps leur exécution
sera déclenchée. Ce sont des descriptions fortement indéterministes, à la fois d’un point
de vue temporisé, mais aussi dans le sens où plusieurs exécutions d’une même séquence
d’actions observables à partir de l’état initial peuvent conduire à des états différents. Cer-
taines actions peuvent-être des synchronisations du processus avec son environnement, ou
la réception d’un signal transmis par l’environnement. Ces actions ne peuvent se produire
que si l’environnement coopère.
Soit Act =L ∪{τ} l’ensemble de toutes les actions, où L est l’ensemble des actions
observables et τ l’action interne. Soit P un ensemble de noms d’états.
Définition (Systèmes de transitions étiquetées [Mil99]). Un LTS 〈P,A,→, p〉 est un qua-
druplet formé :
– d’un ensemble non vide P ⊆P d’états (ou processus),
– d’un ensemble A ⊆ Act de noms d’actions (A = L ∪ {τ}, où L ⊆L est l’ensemble
des actions visibles du LTS)
– d’une relation de transitions →⊆ P × A× P
– d’un état initial p ∈ P .
On désigne aussi par p tout LTS 〈P,A,→, p〉. Soient p, p′, q des LTS, a, ai,0"i"n des
actions de Act et σ ∈L∗ une suite d’actions observables. Si (p, a, p′) ∈→, on note p a→ p′.
Ceci peut s’interpréter en disant que le processus (ou le LTS) p peut exécuter a et passer
de p à p′, ou encore que p se transforme en p′ en exécutant a.
Nous définissons :
p
a1···an−−−−→ p′ def= ∃p, . . . , pn. p = p a1→ . . . an→ pn = p′
p
a1···an−−−−→ def= ∃p′. p a1···an−−−−→ p′
p
ε⇒ p′ def= p = p′ ou p τ ···τ−−→ p′
p
a⇒ p′ def= ∃p1, p2. p ε⇒ p1 a→ p2 ε⇒ p′
p
a1···an====⇒ p′ def= ∃p, . . . , pn. p = p a1=⇒ . . . an=⇒ pn = p′
p
σ⇒ def= ∃p′. p σ⇒ p′
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Traces (observables) : Tr(p) def= {σ ∈ L∗ | p σ⇒}
p after σ def= {p′ | p σ⇒ p′}
D(p, a)
def
= {p′ | p a→ p′}
Out(p)
def









= {a | ∃p′. p a→ p′}
stable (p)
def
= - ∃p′. p τ→ p′
D(p, a) est l’ensemble des états que l’on peut obtenir à partir de l’état p après avoir
exécuté l’action a. Out(p,σ) est l’ensemble des actions observables de p après la trace σ et
S(p) est l’ensemble des actions que p peut faire.
1.2.2 Sémantique des processus
Dans la littérature consacrée à la sémantique des processus communicants [vG90] et éga-
lement de logique temporelle [EH86], on distingue le temps linéaire et le temps arborescent.
En temps linéaire, les exécutions possibles d’un processus sont déterminées par ses traces.
En temps arborescent, on prend en considération la structure interne de branchement des
processus. Considérons par exemple pour deux processus p et q suivants (nous utilisons
la syntaxe simplifiée de LOTOS) p := a; b; stop [] a; c; stop et q := a; (b; stop [] c; stop). En
sémantique de temps linéaire, on ne peut pas les distinguer car ils ont les même traces,
{ab, ac} tandis qu’en sémantique de temps arborescent, on fait une distinction entre ces
deux processus, grâce à deux structures arborescentes différentes [dBBKM83]. Deux équi-
valences connues représentant ces deux sémantiques sont respectivement l’équivalence de
traces et l’équivalence observationnelle [Mil89]. La sémantique de temps arborescent joue
un rôle très important dans la concurrence parce qu’elle permet de modéliser plus finement
les risques de blocages tandis que cela est une faiblesse de la sémantique temps linéaire.
Van Glabbeek a étudié les sémantiques dans le cadre de l’algèbre de processus uni-
forme BCCSP qui ne contient que des opérateurs algébriques de base de CCS et CSP.
Dans cette étude, il a classifié douze sémantiques connues définies en termes de relations
d’actions [vG90]. Nous rappelons globalement cette classification (cf. figure 1.4) sans cher-
cher à l’expliquer ici en détails, afin de situer les quatre sémantiques qui nous intéresseront
par la suite. Dans son spectre temps linéaire–temps arborescent, on trouve comme séman-
tique la plus grossière (la plus faible), la sémantique de traces. La plus fine (la plus forte)
est la sémantique de bisimulation, proposée par Milner [Mil89]. Les flèches présentent le
chemin d’une sémantique plus fine vers une sémantique plus grossière. Cela signifie que
toutes les relations (de préordre ou d’équivalence) de la sémantique plus fine (en haut)
impliquent (ou sont plus fortes que) les relations de la sémantique plus grossière (en bas).
Dans ce chapitre, nous n’allons aborder que quatre sémantiques qui sont marquées par
des ellipses en pointillés : bisimulation, simulation, échec et trace. Les relations concernant
ces quatre relations sont présentées dans le paragraphe suivant.
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Figure 1.4 – Quatre sémantiques dans le spectre temps linéaire-arborescent de van Glab-
beek [vG90]
1.2.3 Observabilité
En langages de concurrence tels que CCS, LOTOS, CSP, un système est considéré
comme un processus p qui interagit avec son environnement. p peut être décrit par une
composition de processus ou de manière monolithique. Son environnement peut lui-aussi
être décrit par d’autres processus. On parlera d’observateur lorsqu’on se place au sein de
l’environnement de p. Les interactions entre processus sont constituées d’unités atomiques
appelées actions (en LOTOS, elles sont appelées portes). Un processus p peut évoluer
en processus q, en exécutant l’action a ce qui se représente par p a→ q. Une action a
peut être observable ou non. Les interactions (communications ou synchronisations) entre
processus ne peuvent se faire que sur des actions observables. Les actions internes d’un
processus p sont toutes cachées à son environnement : dans le LTS correspondant à p, elles
apparaissent toutes sous le même nom. En CCS, sa notation est τ , et i en LOTOS. Il n’y
a pas de notation pour l’action silencieuse en CSP, mais ce langage possède un opérateur
de choix indéterministe pouvant exprimer p3 q où p, q sont deux processus. Ce choix peut
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être exprimé par : τ.p+ τ.q
Le mécanisme abstraction est l’un des plus importants dans les algèbres de processus,
car il nous fournit un mécanisme permettant de cacher les actions qui ne sont pas ob-
servables [vGW96]. Dans les langages tels que CCS, CSP, LOTOS, il existe un opérateur
permettant de cacher des actions données d’un processus afin qu’elles soient invisibles ou
silencieuses. En LOTOS, l’opérateur de masquage est « hide » et dans CCS ou CSP, la
notation est \{a1, a2 . . .}. Dans ces trois langages de processus, l’opérateur de masquage
vise à éviter à l’environnement d’interagir sur ces actions.
1.2.4 Relations de simulation, bisimulation forte et observationnelle
La notion de simulation proposée par Milner [Mil71] est la solution traditionnelle pour
vérifier des systèmes concurrents.
Définition 1.2.1 (Simulation forte [Mil89]). Une relation S ⊆P × P est une simulation
forte si p S q entraîne, ∀a ∈ A,













Figure 1.5 – p simule q
Premièrement, la simulation forte a une « sémantique totale abstraite » : q simule
p si chaque arbre de calcul intégré dans le déroulement p peut également être intégré
dans le déroulement de q [HKR02]. D’autre part, la simulation entre les processus a une
caractérisation logique : q simule p si et seulement q et p satisfont le même ensemble de
formules de logique temporelle arborescente CTL [GL94].
Nous considérons les deux machines de la figure 1.5. Dans cet exemple, p simule q et p
est plus déterministe que q. Mais cette propriété n’est pas toujours garantie. L’exemple de
la figure 1.7 montre que la préservation du déterminisme n’est pas satisfaite.
Définition 1.2.2 (Plus grande simulation). p $ q s’il existe une simulation forte R telle
que pRq.
Définition 1.2.3 (Bisimulation forte [Mil89]). Une relation R⊆ P ×P est une bisimula-
tion forte si p R q entraîne ∀a ∈ A
– Pour tout p′ tel que p a→ p′, il existe q′, tel que q a→ q′ et p′ R q′,
– Pour tout q′ tel que q a→ q′, il existe p′, tel que p a→ p′ et p′ R q′.
Le concept de bisimulation a été défini à l’origine par David Park [Par81].
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Définition 1.2.4 (Équivalence forte). p et q sont fortement équivalents, ce que l’on note
p ∼ q, s’il existe une bisimulation forte R telle que p R q.
Proposition 1.2.1. p ∼ q ssi ∀a ∈ A :
– Pour tout p′ tel que p a→ p′, il existe q′ tel que q a→ q′ et p′ ∼ q′.










Figure 1.6 – q ∼ p
L’exemple de la figure 1.6 présente une bisimulation forte entre deux processus q et p.
Remarque : p # q et q # p n’entraîne pas nécessairement p ∼ q (cf. figure 1.7). C’est-
à-dire que si p simule q et q simule p, p et q ne sont pas forcément bisimilaires. Dans
l’exemple 1.7, q présente un deadlock après la trace a tandis que p ne le présente pas. q et














Figure 1.7 – q # p et q $ p mais q " p
Définition 1.2.5 (Simulation faible [Mil99]). Une relation S ⊆P ×P est une simulation
faible si pSq entraîne ∀a ∈ A
pour tout p′, p a→ p′, il existe q′ tel que q a⇒ q′ et p′ S q′
La simulation faible est similaire à la simulation forte, à la différence qu’elle prend
en considération les mouvements silencieux des processus. Comme la simulation forte, la
préservation du déterminisme n’est pas garantie.
Définition 1.2.6 (Bisimulation faible [Mil89]). Une relation R⊆P × P est une bisimu-
lation faible si p R q entraîne ∀a ∈ A
– Pour tout p′ tel que p a⇒ p′, il existe q′, tel que q a⇒ q′ et p′ R q′,
– Pour tout q′ tel que q a⇒ q′, il existe p′, tel que p a⇒ p′ et p′ R q′.
Proposition 1.2.2. p ≈ q ssi ∀a ∈ A :
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Figure 1.8 – (a) q -≈ p (b) q ≈ p
– Pour tout p′ tel que p a⇒ p′, il existe q′ tel que q a⇒ q′ et p′ ≈ q′.
– Pour tout q′ tel que q a⇒ q′, il existe p′ tel que p a⇒ p′ et p′ ≈ q′.
Définition 1.2.7. Traces (observables) : Tr(p) def= {σ ∈ L∗ | p σ⇒}.
Une trace est une séquence finie d’actions partielles et observables à partir de l’état
initial.
Définition 1.2.8 (Équivalence de traces). Deux processus q et p sont en équivalence de
traces si Tr(q) = Tr (p)
Notons que la bisimulation forte implique l’équivalence de traces mais pas l’inverse
comme montré dans le treillis de van Glabbeek (cf. figure 1.4). Deux processus sont équi-
valents au sens des traces si et seulement s’ils respectent les mêmes propriétés de logique
temporelle linéaire (LTL) [HHK95].
1.2.5 Relations de conformité
Dans cette partie, nous nous intéressons à la relation de conformité. La notion de
conformité est définie par Brinksma [BS86] selon l’idée suivante : « Toute action pouvant
être refusée par l’implantation doit également pouvoir être refusée par la spécification ».
La relation conf a été proposée comme une relation d’implantation pour vérifier si un
modèle d’une implantation respecte sa spécification [Led91a, Tre99]. C’est une formalisa-
tion de la notion de conformité utilisée en test de conformité. Elle traduit ainsi spécifi-
quement la réduction de l’indéterminisme. Mais elle ne garantit par l’ajout de traces. De
plus, elle n’est pas transitive, ce qui fait qu’elle ne peut être candidate pour représenter un
raffinement.
Avant de présenter en détail les définitions des relations de conformité, nous présentons
les notions de base.






X |∃p ∈ P after σ.p e-⇒,∀e ∈ X
}
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Figure 1.9 – Processus p
Les ensembles de refus de p décrit par la figure 1.9 après les traces #, c, a et ab sont :
Ref (p, #) = {{a, b}, {b}, {a},∅}
Ref (p, c) = {{a, b, c}, {b, c}, {a, c}, {a, b}, {a}, {b}, {c},∅}
Ref (p, a) = {{a, c}, {a}, {c},∅}
Ref (p, ab) = {{a, b, c}, {b, c}, {a, c}, {a, b}, {a}, {b}, {c},∅}
La conformité d’un processus à sa spécification traduit le fait qu’un processus doit
accepter tout ce que sa spécification doit accepter.
Définition 1.2.10 (Conformité [BS86]).
q conf p si ∀σ ∈ Tr(p).Ref (q,σ) ⊆ Ref (p,σ)
Nous retenons une définition de l’ensemble d’acceptance de p après une trace σ :





X | ∃p′ ∈ p after σ. X = Out(p′, ε)}
On peut également trouver un lien entre l’ensemble d’acceptance et l’ensemble de refus
par la proposition suivante :
Proposition 1.2.3 ([Led91b]).
∀σ ∈ Tr(p). Acc1(q,σ) ⊂⊂ Acc1(p,σ)⇔ Ref (q,σ) ⊆ Ref (p,σ)
où on définit l’inclusion d’ensemble d’ensembles par :
Définition (Inclusion d’ensemble d’ensembles [Hen85]). Soient A,B ⊆ 2X . A ⊂⊂ B si :
∀S ∈ A. ∃S′ ∈ B. S′ ⊆ S.
On peut donc trouver une autre définition de la relation de conformité :
Proposition 1.2.4 ( [Led91b]).
q conf p si ∀σ ∈ Tr(p). Acc1(q,σ) ⊂⊂ Acc1(p,σ)
Les relations d’extension et de réduction [BS86, Led91a, Tre99] sont des relations de
conformité combinées à des extensions ou des réductions de traces.
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Figure 1.10 – Exemple de non transitivité de la conformité
Définition 1.2.12 (Réduction [BS86]). q red p si Tr(q) ⊆ Tr(p) et q conf p.
Définition 1.2.13 (Extension [BS86]). q ext p si Tr(p) ⊆ Tr(q) et q conf p.
Dans l’exemple 1.10, q red p et r ext q. Mais, r -conf p.
La relation conf n’est donc pas transitive, tandis que les relations red et ext sont ré-
flexives et transitives. Cependant, ces relations (conf, red et ext) s’avèrent difficiles à vérifier
en pratique [LS00].
Proposition 1.2.5 (Fermeture transitive de conf [Led91b]). conf∗= conf ◦ conf
où conf∗ est la fermeture transitive de conf (conf∗def= conf ◦ conf ◦ ··· ), qui est la plus
forte relation transitive plus faible que conf. De plus, conf∗= ext ◦ red [Led91b]. L’exemple
de la figure 1.10 montre que r est plus déterministe que p, mais r -conf p. La réduction de
blocage implique la réduction de l’indéterminisme (le seul moyen d’ajouter des blocages
est d’ajouter de l’indéterminisme), mais le sens inverse n’est pas garanti.
Ces relations de conformité ne sont définies que sur des systèmes sans distinction des
entrées et des sorties. Une non conformité est détectée lorsqu’un système refuse une entrée
qu’il était censé accepter. Or, en pratique, il est impossible de tester le refus d’un événement
a en boîte noire : cela reviendrait à être capable de savoir qu’après une suite d’événements
donnés, un système refusera éternellement d’accepter l’événement a. Afin de mettre en
œuvre le test de conformité sur des systèmes réels, Tretmans [Tre99] a proposé de nouvelles
définitions des relations de conformité dans le langage des IOTS (Input Output Transition
Systems).
1.2.6 Relations de test
La phase de test représente un effort important dans le cycle de développement de
logiciels. Le test est considéré comme une interaction particulière entre un observateur et
le processus observé. Les relations de préordre et d’équivalence Must et May sont définies
par Hennessy [NH83] pour distinguer ce qu’un processus peut faire de ce qu’il doit faire.
Concrètement, deux systèmes de p et q sont liés par le préordre May ou Must si chaque
fois que p « peut » (ou « doit ») passer un test, q « peut » (ou « doit ») également passer
ce test.
Définition 1.2.14 (Préordre May [CH93]). Soient p et q deux LTS.
p #∼may q si Tr(p) ⊆ Tr (q)
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Le préordre May est l’inclusion de traces classique. Dans le cas des LTS, l’ajout de
détails consiste à définir de nouvelles traces et éventuellement, de nouvelles actions. q
peut faire tout ce que p peut faire. L’ajout de traces permet d’ajouter des détails ou des
fonctionnalités mais la spécification étendue peut être moins déterministe que l’originale.
De plus, les anciennes fonctionnalités peuvent être refusées dans la nouvelle spécification.
L’exemple de la figure 1.8(a) montre que p #∼may q car :
Tr (q) = {#, a, b}
Tr(p) = {#, a}
De même, l’exemple 1.8(b) montre p #∼may q et q #∼may p aussi.
Contrairement au préordreMay, le préordreMust est défini en prenant en considération
deux aspects comportementaux : le concept de convergence et le déterminisme. Avant
de présenter le préordre Must, on présente les définitions de convergence et d’ensemble
d’acceptance de Hennessy.
La notion de trace représente fidèlement le comportement des processus déterministes
mais elles n’est pas suffisante pour les processus indéterministes. Les traces ne détectent
pas non plus la divergence, à savoir si un processus s’engage ou non dans une séquence
d’actions internes infinie.
Définition 1.2.15 (Convergence [CH93]). Soit σ ∈ Tr(p), la convergence p ↓ σ est définie
de manière inductive comme suit :
– p ↓ # s’il n’y a pas séquence infinie 〈pi〉i%0 telle que p τ→ p0 et pi τ→ pi+1
– p ↓ a.σ′ si p ↓ # et p a⇒ p′ implique p′ ↓ σ′.
Le concept d’acceptance est défini de plusieurs manières en littérature [Hen88, Hen85,
Led91b]. Il est lié fortement à la notion de refus ou d’« échec » en CSP. Nous retenons une
autre définition de l’ensemble d’acceptance de p après une trace σ :
Définition 1.2.16 (Ensemble d’acceptance [Hen85]). L’ensemble d’acceptance de p après
σ est défini par :
Acc2(p,σ)
def
= {S(p′) | p σ⇒ p′ ∧ p′ - τ→}
C’est la deuxième définition d’ensemble d’acceptance d’Hennessy. L’ensemble d’accep-
tance représente l’ensemble d’ensembles d’actions qu’un processus peut faire après une
trace le conduisant à un état stable.
Définition 1.2.17 (Préordre Must [NH83]).
p #∼must q si ∀σ ∈ L∗.p ↓ σ ⇒ (q ↓ σ ∧ Acc2(q,σ) ⊂⊂ Acc2(p,σ))
« L’ensemble d’acceptance de q est inclus dans l’ensemble d’acceptance de p » signifie
que le processus q est plus déterministe que le processus initial p et que q doit faire tout
ce que p doit faire.
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Figure 1.11 – Un exemple du préordre Must
L’exemple de la figure 1.11 montre que p #∼must q, mais pas l’inverse car Acc2(p, a) -⊂⊂
Acc2(q, a).
– Acc2(q, #) = {{a}} ⊂⊂ Acc2(p, #) = {{a}}
– Acc2(q, a) = {{b, c}} ⊂⊂ Acc2(p, a) = {{b}, {c}}
– Acc2(q, ab) = {∅} ⊂⊂ Acc2(p, ab) = {∅}












Figure 1.12 – Il n’existe pas de préordre Must entre p et q
Dans l’exemple 1.12, il n’y a pas de préordre Must entre q et p à cause de la divergence
sur q1.
Définition 1.2.18 (Préordre de Test [NH83]).
p #∼T q def= p #∼may q et p #∼must q
Le préordre de Test (testing preorder) est la synthèse du préordre Must et May. Cela
implique l’égalité de traces entre les deux processus.
Définition 1.2.19 (Équivalence de Test). L’équivalence de Test ≈t est définie par :
p ≈t q def= p #∼must q et q #∼must p
Ces relations de Test sont implantées par Cleaveland et al. [CH93]. Le préordre Must
correspond à la relation de réduction, tout en prenant en compte le cas des processus
divergents.
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Proposition 1.2.6 ( [Led91b]).
p ≈t q ssi p red q et q red p
Les relations de préordre Must et de préordre de Test préservent les propriétés de
sûreté, de refus et de vivacité [EF02].
1.2.7 Relations d’échec
La sémantique d’échec permet de décrire et de classifier les blocages que les proces-
sus rencontrent. En sémantique de traces en CSP, il n’est pas possible de décrire certains
concepts tels que l’indéterminisme ou la distinction de blocages. Le modèle d’échec in-
tègre les informations disponibles dans la sémantique de traces, en introduisant la notion
de refus pour modéliser de tels concepts. Les relations d’échec proposées par Brookes,
Hoare [BHR84], sont définies en CSP. La notion de paire d’échecs de CSP est proche de la
notion de refus en LOTOS.
Définition 1.2.20 (Ensemble de paires d’échecs d’un processus).
failures(p)
def
= {(σ,X) ∈ A∗ × 2A |∃p′. p σ⇒ p′ ∧ S(p′) ∩X = ∅}
En CSP, le couple (σ,X) désigne une paire d’échecs où σ est une trace représentant une
séquence possible d’actions que le processus peut effectuer et X est l’ensemble d’actions
que la machine ne peut pas faire.
Définition 1.2.21 (Préordre d’échec [BHR84]). Le préordre d’échec 7fail est défini par :
q 7fail p def= failures(q) ⊆ failures(p)
Le préordre d’échec raffine le préordre de trace et également le refus qui est défini
comme suit : refusals(p) = {X | (∅,X) ∈ failures(p)}
Le concept de refus permet de préciser la notion de déterminisme ce que la notion de
trace dans CSP ne peut pas représenter. La définition de Brinksma [BS86] est inspirée de
cette définition de refus. On peut trouver que la relation de réduction en LOTOS coïncide
avec le préordre d’échec dans CSP.
En sémantique d’échec, deux processus sont équivalents au sens de l’échec si leurs
ensembles d’échecs sont équivalents :
Définition 1.2.22 (Équivalence d’échec [BHR84]). L’équivalence d’échec ≈fail est définie
par :
q ≈fail p def= failures(q) = failures(p)
Notons que l’équivalence de test coïncide avec l’équivalence d’échec [vG90].
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1.3 Bilan
Dans ce chapitre, les raffinements en B, CSP, ou CCS sont étudiés. Quelques relations
sont analysées afin de trouver des candidats pour la relation de raffinement. Nous retien-
drons que la technique de raffinement cherchée consiste à ajouter des détails concrets et
à réduire l’indéterminisme. Un modèle raffiné est plus précis (ajout de détails ou de fonc-
tionnalités) et plus concret (l’abstraction est réduite, les fonctionnalités nécessaires sont
préservées). Les relations Must, conf, ext,red conf∗ respectent ces contraintes. Elles per-
mettent de s’orienter vers une démarche de vérification en intension des propriétés liées à
l’ajout de détails et à la réduction de l’indéterminisme.
Le tableau 1.1 propose un résumé de ces relations selon les critères considérés.
Réduction de Réduction Extension Transitivité
l’indéterminisme de blocages des traces#∼may ∅ ∅ % % % % % %
conf % % % % % % % ∅
ext % % % % % % % % % % % %
red (7fail, #∼must) % % % % % % ∅ % % %
# ou simulation faible ∅ ∅ % % % % % %
conf∗ % ∅ % % % %
% peut être supporté.
% % % est garanti.
∅ n’est pas supporté.
Table 1.1 – Comparaison des relations envisagées selon quatre critères
Les relations de conformité (la relation d’extension en particulier) sont des candidats
pour le raffinement. La relation d’extension est transitive. Ainsi, elle combine la réduction
de l’indéterminisme et l’extension de traces. La relation d’extension est la seule qui cor-
respond aux deux critères ciblés. En plus, on peut trouver que la relation d’extension ext
satisfait la propriété de raffinement stipulée par Boiten(cf. propriété 1.1) :
R ext A⇒ ∀I. (I conf R⇒ I conf A). (1.2)
où I désigne une implantation et R est le raffinement d’une spécification abstraite A.
La relation ext est par conséquent utile dans le cas où elle est satisfaite (puisqu’elle
garantit alors que le raffinement est correct), et peut être utilisée comme un avertissement
dans le cas où elle ne l’est pas. Cependant, ces relations (conf, red et ext) s’avèrent difficiles à
vérifier en pratique [LS00]. Si l’inclusion de traces et les relations de simulation sont vérifiées
par des boîtes à outils telles que CADP [GMLS06], à notre connaissance, ni conf, ni ext ne
sont actuellement outillées. Basées sur les méthodes de calcul des préordres Must et May
de Cleaveland [CH93], nous proposons par la suite des méthodes permettant d’implanter
la vérification de ces relations de conformité.
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Le langage UML [SP99, OMG09] est largement diffusé et a été en général bien ac-
cueilli par le milieu industriel. Étant un langage de modélisation visuelle avec différents
diagrammes, il est utilisé pour spécifier, construire et documenter les artefacts d’un sys-
tème [OMG03]. Bien que la syntaxe d’UML soit précisément définie, sa sémantique n’est
pas suffisante [Cra06]. Cette insuffisance concerne notamment les diagrammes dynamiques
tels que les diagrammes de séquences et les machine d’états [vdB01]. Comme mentionné
dans le chapitre précédent, UML est un des supports pour améliorer la qualité des systèmes
critiques. Dans cette thèse, nous nous concentrons sur les machines d’états UML. Dans ce
chapitre, nous abordons deux problèmes. Pourquoi sont-elles difficiles à construire ? Pour-
quoi y a t-il peu d’outils supportant la construction et la vérification de ces machines ?
Nous verrons dans les premières parties les concepts de base des machines d’états et leur
sémantique d’exécution. Nous ferons ensuite une synthèse des travaux traitant précisément
de la vérification des machines d’états et plus généralement de ceux qui abordent la notion
de raffinement dans l’approche objet.
2.1 Origine
En modélisant par des diagrammes d’états-transitions traditionnels, des automates par
exemple, il est nécessaire de créer des nœuds distincts pour chaque combinaison valide des
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paramètres qui définissent l’état. Cela peut conduire à un très grand nombre de nœuds et de
transitions même pour modéliser un système simple. Cette complexité réduit la lisibilité et
le traitement du diagramme d’états. Par exemple, pour modéliser un distributeur de billets
ayant deux fonctionnalités simples, on a besoin d’un diagramme de dizaines d’états et de
transitions. Cela est vraiment illisible si on souhaite étiqueter les états, les transitions ou
mettre un commentaire. Avec les statecharts d’Harel [Har87], il est possible de modéliser
des combinaisons valides de paramètres en un seul état, ce qui conduit à manipuler des
modèles d’un niveau d’abstraction plus élevé. Une modélisation d’un distributeur de billets
par statechart reflétant les mêmes caractéristiques conduit à un diagramme ne possédant
que 5 états. Cela permet d’améliorer la lisibilité et les traitements du diagramme.
Les machines d’états d’UML ont été documentées dans la première version d’UML.
Elles sont influencées par les statecharts d’Harel qui sont apparus dix ans auparavant.
Une machine d’états UML est présentée comme un diagramme d’états-transitions organisé
hiérarchiquement permettant de modéliser des états composites, des états concurrents, des
activités et des historiques, etc.
Une autre variante des statecharts à laquelle Harel a lui-même contribué sont les Sta-
techarts Rhapsody outillés dans IBM Rational Rhapsody [IBM09]. Ce dialecte a été créé
après l’introduction d’UML 1.1. En fait, le dialecte Rhapsody est plus étroitement lié à
UML que son ancêtre classique.
Les critiques des machines d’états portent principalement sur leur sémantique. L’article
de Reggio en 1999 [RW99] recense une trentaine de problèmes de sémantique des machines
d’états. Fecher et al ont rediscuté de ce problème en 2005 [FSKdR05] et ont recensé vingt
neuf ambiguïtés de la norme 2.0. Au lieu d’aborder ce problème dans ce chapitre, nous
étudions les concepts de base des machines d’états UML en leur choisissant une sémantique.
2.2 Concepts de base des machines d’états UML
Les concepts de base des machines d’états peuvent être rattachés à trois niveaux (c.f
figure 2.1 [OMG09]) où chaque niveau dépend du niveau inférieur.
Activities State machines Interactions
Behavioural base
Actions
Inter-Object Behavior Base Intra-Object Behavior Base
Structural Foundations
Figure 2.1 – Trois couches de sémantique d’UML [OMG09]
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Le niveau le plus bas appelé niveau structurel comprend des concepts comme les va-
leurs, objets, liens, messages, etc. Le niveau intermédiaire est la base comportementale,
qui contient des mécanismes pour les comportements individuels des objets et aussi la des-
cription d’un ensemble d’actions UML. Ce niveau comprend aussi la base de comportement
inter-objets qui est responsable de la communication entre entités structurelles et la base
de comportement intra-objets qui concerne les comportements d’une entité structurelle. Le
niveau supérieur représente les différents formalismes de comportement en UML qui s’ap-
puient sur les comportements de base : activités, machine d’états et interactions. Tous les
trois utilisent les concept d’action pour exprimer le comportement. Les actions sont des

















Figure 2.2 – États et pseudo-états
Le comportement d’un objet est décrit à l’aide d’états qui représentent les configura-
tions de l’objet. Un état est défini par des valeurs d’attributs et par l’état d’autres objets
dont il dépend. Un état peut être caractérisé par un aspect statique et un aspect dyna-
mique. En effet, un état peut à la fois traduire le fait que les attributs de l’objet ont
pris certaines valeurs (aspect statique), mais également que l’objet effectue un traitement
ou des opérations de manière automatique (aspect dynamique). Un état représente une
configuration durant le cycle de vie d’un objet pendant laquelle :
– il satisfait une certaine condition ;
– il exécute une certaine activité ;
– ou bien il attend un certain événement.
Il est possible de distinguer différents types d’états : pseudo-états, état composite, état
concurrent.
Pseudo-états Il existe des types de pseudo-états : état initial, état final, choix, diver-
gence (fork), jonction(join), historique.
– Une machine d’états dispose toujours d’un état initial unique qui est son point d’en-
trée. Il est visuellement représenté par un rond noir. Si la machine d’états possède
des états composites, chacun doit avoir à son tour un état initial. L’état initial a la
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Figure 2.3 – Choix dynamique
particularité de ne pas comporter de transitions entrantes. La transition à partir de
l’état initial n’est pas étiquetée, sauf si la transition crée l’objet.
– Au contraire, l’état final désigne un état stable dans lequel la machine n’évolue plus.
Il présente la particularité de ne pas avoir de transition sortante. Une machine d’états
ainsi qu’un état composite peuvent ne pas avoir d’état final.
– Choix : il est utilisé pour distinguer des états accessibles en fonction d’expressions
conditionnelles. Par conséquent, les transitions sortantes d’un choix possèdent des
gardes. On distingue deux types de choix :
– Le choix statique : les conditions dans les gardes sont évaluées avant que la
transition entrante du choix ne soit empruntée (cf. figure 2.2).
– Le choix dynamique : l’évaluation des gardes se fait après l’exécution des actions
portées par la transition entrante (cf. figure 2.3). Les pseudo-états de jonction
et de choix introduisent de l’indéterminisme si plusieurs gardes sont vraies si-
multanément. Dans certains cas de modélisation, cet indéterminisme ne pose
pas problème et peut être souhaité.
– Pseudo-état historique : Un automate n’a pas de mémoire. UML propose une notion
d’historique offrant un mécanisme pour mémoriser le dernier sous-état atteint au sein
d’un état composite. Deux mécanismes d’historique sont proposés :
– Historique plat (Shallow history) : lorsqu’on atteint l’état historique, l’état actif
sera le dernier état atteint en restant au même niveau hiérarchique que le pseudo-
état historique.
– Historique profond (Deep history) : l’état actif sera le dernier état atteint même
si celui-ci est à un niveau hiérarchique inférieur à celui du pseudo-état historique.
Les transitions sortant des pseudo-états ne peuvent pas avoir de déclenchement, sauf celles
issues du pseudo-état initial (page 573 dans [OMG09]).
État composite Un état composite est composé de sous-états. Les sous-états d’un état
donné constituent un diagramme d’états à part entière. Tout événement envoyé et traité
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Figure 2.4 – État concurrent
par un état composite est envoyé et sous-traité par des sous-états. Les états composites
peuvent disposer des mêmes propriétés que les états simples. S’il existe une transition
entrante vers un état composite, la machine d’états associée à l’état composite doit avoir
un état initial. Il existe deux types de pseudo-états utilisés dans l’état composite : point
d’entrée et point de sortie (nouveau dans UML 2.1) (c.f figure 2.5).
État concurrent Un état concurrent est un état composite qui contient au moins deux
régions séparées par des lignes de tirets. Dans chaque région, les composants sont exécutés
parallèlement. Néanmoins, nous ne traitons pas ce type d’état dans cette thèse.
Activité Un état peut se composer d’activités. La modélisation d’activité porte sur la
séquence et les conditions de la coordination des comportements de bas niveau [OMG03] qui
correspondent à la déclaration d’une opération exécutable (pas nécessairement un appel de
méthode). Étant un flot de contrôle d’actions dans un contexte particulier, une activité est
décrite par une ou plusieurs opérations durant un certain temps dans un état particulier.
On distingue trois types d’activité au sein d’un état :
– entry : cette activité est exécutée lorsque la machine atteint l’état et elle n’est pas
interruptible.
– doActivity : cette activité est exécutée tant que la machine reste dans l’état. La
différence principale entre l’activité doActivity et l’action est que l’activité peut être
interrompue par un événement. L’activité peut donc être spécifiée par ailleurs et
modélisée par un diagramme d’activités qui est un graphe de nœuds et de flux qui
montre le flux de contrôle (et éventuellement des données) à travers les étapes d’un
calcul [RJB05].
– exit : cette activité est exécutée lorsque l’on sort de l’état et elle n’est pas interrup-
tible.
2.2.2 Transitions
Une machine d’états UML est un graphe orienté, parce que les états sont reliés par des
connexions unidirectionnelles, appelées transitions. Une transition est composée de trois
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Figure 2.5 – États et état composite avec les événements.
éléments : trigger, garde, action, qui peuvent tous être facultatifs.
Trigger Un trigger est associé à un événement et son déclenchement permet d’activer
la transition. L’événement est soit externe, soit interne. Les événements externes sont
échangés entre objets. Les événements internes sont créés, émis et reçus au sein de l’objet.
i. CallEvent : modélise la réception d’un message synchrone (une requête) en invo-
quant un appel d’opération [OMG09]. Il conduit à l’exécution de l’opération et au
changement d’état de la machine d’états.
ii. AnyReceiveEvent : apparu depuis la norme 2.0, il est noté par : all. AnyRecei-
veEvent déclenche la transition à la réception de tout message reçu s’il n’est pas
trigger d’une autre transition sortante du même état source.
iii. TimeEvent : ce type d’événement désigne deux types d’événements temporisés
– after <expression> qui spécifie une durée relative,
– at <expression> qui spécifier une date absolue.
iv. ChangeEvent : il est défini par une expression booléenne qui est continuellement
évaluée. Lorsqu’elle devient vraie, la transition est activée. Remarquons que ce type
d’événement est différent de la garde. Une condition de garde n’est évaluée qu’une
seule fois, lorsque l’événement associé est sollicité. Si elle est fausse, la transition n’est
pas déclenchée et l’événement est ignoré.
v. SignalEvent : modélise la réception d’un message asynchrone. Comme CallEvent,
il conduit à l’exécution d’opérations et au changement d’état de la machine d’états.
Garde Basée sur le concept « Constraint », la garde est une expression booléenne qui est

































Figure 2.6 – Illustration d’un état composite avec ses transitions, gardes et événements
peut être exprimée comme une contrainte formulée dans le langage OCL. Par exemple la
garde [a > b], permet d’évaluer si a est supérieur à b.
Actions L’expression comportementale associée à une transition est définie par une ou
plusieurs actions. Une action est un élément atomique exécutable non interruptible, comme
par exemple la création ou la destruction d’autres objets ou l’envoi de signaux. En UML,
l’ordre d’exécution des actions est séquentiel, comme pour les statecharts Rhapsody, à la
différence des statecharts classiques où l’ordre est parallèle.
2.3 Sémantique d’exécution
Bien que les syntaxes abstraites et concrètes soient soigneusement définies dans la
norme, UML n’a pas encore de sémantique formelle. Le terme sémantique se réfère à
l’exécution des machines d’états UML. Cette sémantique se définit comme une mise en
correspondance des concepts de modélisation avec leur exécution [OMG09]. Les critiques
adressées aux machines d’états UML portent sur le manque d’une approche formelle pour
la sémantique d’exécution, si bien que l’on trouve de nombreux travaux proposant des
sémantiques formelles [LMM99b, DDd03, GLM01, vdB01]. Dans la norme, la description
de sa sémantique est ambiguë, ce qui pose des problèmes pour les utilisateurs dès lors
qu’ils souhaitent analyser, simuler ou valider les modèles élaborés. Par exemple, en machine
d’états UML, est-ce que l’activité s’exécute en boucle, de façon autonome et interruptible
comme un thread ? La norme 1.3 mentionnait que lorsqu’une activité dans un état est
démarrée, elle s’exécute dans son propre thread. Mais dans la norme 2.2, le mécanisme
d’exécution n’est pas abordé. Dans le cas positif, est-il possible d’associer une activité à un
objet passif ? Il subsiste plusieurs problèmes d’incohérence, de carence dans la sémantique
des machines d’états UML. Il est possible de voir dans cette ambigüité de sémantique, un
moyen pour définir sa propre sémantique ce qui ferait la richesse d’UML
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Crane [Cra06] a catégorisé les approches sémantiques en trois familles principales : les
modèles mathématiques, les systèmes de réécriture et les approches de traduction (c.f la
figure 2.7).
Approches sémantiques
Modèles mathématiques Système de réécriture Approches de traduction
LTS ASM Réseau Autres Graphe de réécriture Langage de Langage de
de Petri réécriture de terme ModelChecking Spécification
Autres
Figure 2.7 – Les approches sémantiques pour les machines d’états UML [Cra06]
2.3.1 Exécution jusqu’à terminaison (Run to completion)
Dans ce paragraphe, on présente le concept de Run-To-Completion (RTC) qui est au
cœur des sémantiques des machines d’états UML. La sémantique de traitement d’événe-
ments dans la machine d’états UML est basée sur RTC. RTC est un passage entre deux
configurations stables de la machine en explicitant les traitements à effectuer depuis la dif-
fusion des événements jusqu’à l’accomplissement du dernier traitement avant d’atteindre la
configuration cible. La machine est dite en configuration stable lorsque toutes les activités
au sein de l’état qu’elle a atteint (sauf doActivity qui est interruptible) sont terminées. Par
exemple dans la figure 2.8, la machine est en configuration stable State1 et l’activité en-
try/temp=0 est terminée. Lorsque l’événement e survient, l’activité associée à la transition
sortante de State1 est exécutée (temp = 90) et l’état cible est State3. Remarquons qu’il y
a deux transitions dont le trigger est e, le choix de la transition franchie sera abordé au
paragraphe suivant.
2.3.2 File d’événements et priorité des événements
L’environnement peut envoyer un ou plusieurs événements à la machine d’états à la
même date. Ces événements sont rassemblés dans une file d’attente associée à la machine
d’états. La machine d’états se trouve toujours dans un état actif, soit, elle exécute des
activités associées à ses états actifs : soit elle est en attente d’un événement pour déclencher
une transition. Toute transition sortant de l’état actif dont les triggers sont dans la file
d’attente peut être déclenchable sous réserve que sa garde (si elle en possède une) soit vraie.
Si plusieurs transitions sont déclenchables, il est nécessaire d’en sélectionner une. Plusieurs
politiques de sélection sont possibles et sont laissées au choix des utilisateurs. Une fois
qu’un événement est sélectionné, il est traité par le mécanisme de RTC (cf. paragraphe ci-
dessus). Ces événements sont examinés dans l’état actif suivant. S’il n’y a aucune transition
activable, l’ensemble des événements est alors ignoré. Dans le cas où la file est vide, la














Figure 2.8 – Configuration stable - State0 et State1
d’état. Notons qu’il existe un type d’événement CompletionEvent qui permet de marquer
la fin d’une activité de type doActivity ; cet événement est toujours prioritaire quel que soit
le cas de figure.
2.3.3 Indéterminisme, priorité des transitions et transitions en conflit
Après avoir sélectionné l’événement à traiter, on peut se retrouver dans une situation
conflictuelle où plusieurs transitions sont franchissables :
– Les transitions sortent du même état (cf. figure 2.9 (a) ). C’est un cas indéterministe
qui doit être signalé au modélisateur car il peut s’agir d’une erreur. Si l’indétermi-
nisme n’est pas levé, la transition franchie peut être sélectionnée aléatoirement ou
selon des critères donnés par le modélisateur.
– Les transitions sortent d’états imbriqués (cf. figure 2.9 (b)). Dans ce cas, la priorité
d’une transition provenant d’un sous-état est supérieure à celle d’une transition en
conflit origine de l’un de ses états contenant [OMG09].
Le paragraphe suivant donne un aperçu des méthodes et outils existants pour aider à
la vérification et au raffinement de machines d’états.
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Figure 2.9 – (a) Exemple d’indéterminisme (b) Les gardes sont disjonctives
2.4 Raffinement et vérification dans l’approche objet
L’approche orientée objet est une méthodologie de conception modulaire, basée sur la
construction de systèmes à base de composants interactifs appelés objets. Elle est née avec
le langage de programmation Simula 67 [BDMN73], qui concerne la modélisation d’objets
dans un objectif de simulation. En conséquence, l’approche objet offre une méthodologie
intuitive pour la modélisation des systèmes. Quatre concepts sont au cœur de l’approche
objet : abstraction, encapsulation, héritage et sous-typage (polymorphisme) [MA01]. De
nombreux travaux portent sur les concepts d’héritage et de sous-typage car ils sont fonda-
mentaux pour mettre en œuvre la construction [WZ88, LW94, Nie93]. Vérifier les relations
d’héritage et de substituabilité (sous-typage) par analyse des vues dynamiques des compo-
sants reste problématique. Nous présentons dans une première partie les travaux portant
sur la construction et la vérification des modèles dynamiques en se basant sur les concepts
objets : héritage, substituabilité ou relations inter-modèles. Dans la deuxième partie, nous
nous intéressons aux travaux portant sur la transformation des machines d’états en modèles
fondés sur des langages formels permettant d’utiliser les approches de model checking.
2.4.1 Raffinement dans l’approche objet
Comme nous l’avons mentionné dans le chapitre précédent, le concept de raffinement
ne trouve pas ses origines dans l’approche orientée objet. Cependant le raffinement pré-
sente des similitudes avec la relation de spécialisation qui, elle, est une notion native de
l’approche objet. Conformément au paradigme de la programmation par objets, les élé-
ments du système sont considérés comme des objets qui communiquent entre eux et avec
leur environnement via des interfaces. Un système est alors tout simplement vu comme
un ensemble d’objets. Cela permet aux concepteurs de se concentrer sur les fonctions, les
services et les interfaces des objets sans se préoccuper de leurs interactions possibles avec
d’autres parties du système. En outre, cette approche facilite la maintenance de gros sys-
tèmes car les services peuvent facilement être introduits et mis à jour. Pour assister la
conception et la vérification des modèles, des travaux s’intéressent depuis quelques années
à la cohérence inter-modèles [LP05, OAK03] et intra-modèles [HKRS05]. L’incohérence
intra-modèles s’explique selon [HKRS05] de deux façons principales : le concept multi-vue
et le développement en plusieurs phases au cours desquelles chaque modèle est défini de
façon plus détaillée. Encore une fois, l’imprécision de la sémantique d’UML est une source
d’incohérence, tandis que la relation de raffinement préserve la cohérence inter-modèles
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(appelée également la cohérence verticale).
Pour la cohérence inter-modèles, plusieurs auteurs abordent la cohérence entre les dia-
grammes de séquences et les machines d’états. Dans [SJM04], les auteurs s’intéressent à
la préservation de cohérence des modèles comportementaux (diagramme de séquences et
machine d’états de protocole) dans le cadre de la restructuration de modèles (refactoring).
La cohérence inter-modèles est fondée sur la préservation des traces de deux modèles.
Dans un autre article [SMSJ03], les auteurs transforment les diagrammes de classes, les
diagrammes de séquences et les machines d’états dans la logique de description pour vé-
rifier la cohérence entre les différentes versions de ces diagrammes. Engels et al [EHHS02]
vérifient la cohérence entre les diagrammes de séquence et les machines d’états en utilisant
des règles de méta-modélisation dynamique. Dans les travaux de Lam et al. [LP05], les dia-
grammes de séquences et les machines d’états sont traduits dans le langage de processus
pi-calcul. Le problème de vérification de la cohérence entre les diagrammes de séquences et
les machines d’états se ramène à un problème de vérification de bisimulation ouverte (open
bisimulation). Le problème est résolu en utilisant l’outil Mobility Workbench.
L’analyse de cohérence intra-modèles est traitée par plusieurs auteurs [SPTJ01, BMP+02,
DAB02, GW03]. Dans [SPTJ01], pour préserver des propriétés comportementales, les au-
teurs proposent un ensemble des transformations basiques également connues sous le nom
de restructuration de modèles. Ces transformations de modèles à base de règles et de pa-
trons assurent la préservation de comportements et les propriétés sont définies par des
règles de pré et post-condition exprimées en langage OCL. La préservation de comporte-
ment dans UML peut être traduite par le fait que les concepteurs pourront effectuer des
améliorations de la conception sans générer des résultats inattendus sur les différents points
de vue UML. Derrick et al. [DAB02] s’intéressent à la cohérence intra-modèles dans le cadre
ODP (Open Distributing Processing). Chaque diagramme représente une description par-
tielle du système appelée point de vue. La cohérence des points de vue de la spécification
est basée sur deux concepts : le raffinement et la correspondance de points de vue.
Étant une des caractéristiques principales de l’approche objet, le polymorphisme de
sous-typage peut être considéré comme un raffinement de types [WZ88]. La théorie de
sous-typage et en particulier la propriété de la substituabilité ont été étudiées par Liskov
et al [LW94] qui ont défini une relation de sous-typage fort. Le problème est que cette
relation ne permet pas l’ajout de nouveaux comportements dans le sous-type même s’ils
ne pertubent pas les comportements initiaux définis dans le super-type. Pour répondre à
ce problème, Nierstrasz [Nie93] caractérise le sous-typage de la manière suivante : « une
instance d’un sous-type peut toujours être utilisée dans les contextes dans lesquels les
instances du supertype étaient utilisés ». Il est à noter que substituer un type par un
sous-type préserve la sûreté du système (dans le sens où il n’y aura pas de blocages) et
non pas la compatibilité comportementale totale. Dans cet article, Nierstrasz considère
les objets actifs comme des processus offrant des services. Il définit un cadre formel basé
sur la relation d’extension de Brinksma [BS86] permettant d’étudier la substituabilité des
services et la satisfaction des requêtes.
Les travaux de Sourrouille [Sou99, Sou01] s’intéressent également à la substituabilité et
à l’héritage dans les machines d’états. [Sou01] propose une définition de l’héritage de com-
portement fondée sur des propriétés de substituabilité et applicable aux langages à objets
courants. Des contraintes sur les domaines de définition sont introduites dans l’héritage des
états. L’héritage de transitions impose des contraintes sur les séquences d’opérations auto-
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risées en intégrant l’héritage des gardes. Ceci permet de supprimer des erreurs potentielles
en cas d’indéterminisme et est accompagné de relations basées sur l’inclusion de traces.
On vérifie le lien entre l’héritage de comportement et les règles usuelles de raffinement des
pré/post-conditions. L’auteur a réussi à proposer des règles d’héritage des états, des traces
et des gardes. Pourtant, la transformation de machines d’états en LTS n’est pas exposée
en détail.
L’intérêt à la substituabilité dans le cadre d’un développement incrémental en général
et pour la spécification d’architectures composées de plusieurs composants sera présenté
dans le chapitre concernant le raffinement d’architectures.
En ce qui concerne l’héritage qui est une autre propriété importante dans l’approche
objets, il est légitime de se demander si la relation de spécialisation traduit la relation de
raffinement. Si une classe est une spécialisation d’une autre classe, cela signifie que toute
instance de la sous-classe peut se comporter comme une instance de sa super-classe. Cela
est proche de la notion d’extension comportementale en LOTOS [BS86]. Cusack [Cus91b]
s’intéresse à l’héritage dans l’algèbre de processus CSP en se basant sur le concept générique
d’héritage dans l’approche par objets. L’auteur propose un formalisme proche de CSP en
redéfinissant les relations d’extension et de réduction de LOTOS. Notons que l’auteur dif-
férencie l’héritage strict (dans lequel les propriétés existantes sont conservées) de l’héritage
non strict (où les propriétés existantes peuvent être altérées). Puisqu’aucune hypothèse
n’est formulée sur la nature des objets, les classes sont représentées comme des ensembles
d’objets et l’héritage comme un sous-ensemble de la relation. Ce modèle insiste sur le fait
que si une classe est un sous-type d’un autre type, alors il est nécessairement aussi une
sous-classe. Ce travail est prolongé par Cusack dans [Cus91a] en considérant l’héritage en
langage Z orienté objet.
Dans [PPGK03], les auteurs soulignent la différence sémantique entre des relations de
raffinement/abstraction et de généralisation/spécialisation. Le raffinement est une relation
entre une spécification et son implantation. Selon eux, il existe deux types de raffinement :
le raffinement homogène (sur tout l’ensemble des instances des classes) et le raffinement
hétérogène (sur un sous-ensemble des instances des classes). Malheureusement, ces travaux
ne traitent pas de l’aspect dynamique des diagrammes UML. Dans [PR94], les auteurs
s’intéressent au raffinement de type, mais au contraire des travaux cités précédemment,
le raffinement coïncide avec la spécialisation. Une définition précise de spécialisation des
automates a été définie mais la transformation en automate n’est pas complète.
Dans notre contexte, nous considérons que les machines d’états UML sont associées aux
classes. Ils sont utilisés pour décrire les comportements attendus des objets d’une classe.
Dans le contexte des objets, si une classe CR est une spécialisation d’une classe CA, ce que
l’on notera CR ≺ CA, cela signifie que toutes les instances de CR doivent se comporter
comme des instances de CA. Énoncé de façon plus formelle, nous pourrions écrire :
CR ≺ CA ⇒ Instances(CR) ⊆ Instances(CA). (2.1)
Cette définition sur la spécialisation peut se trouver dans [Duc02]. On peut constater
que les propriétés de raffinement et (2.1) sont similaires. Mais qu’en est-il du raffinement
des machines d’états associées aux classes ? Quel type de relation peut-on définir pour le
raffinement de machines d’états, et comment peut-on vérifier cette relation ?
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2.4.2 Vérification des machines d’états
Travaux académiques
La plupart des travaux de vérification des machines d’états sont basés sur les techniques
de model checking décrites dans le chapitre précédent. Il s’agit de vérifier si un modèle du
système satisfait une spécification, souvent formulée en termes de logique temporelle dans
divers langages. Lilius et Paltor [LP99b, LP99a] ont proposé un cadre pour formaliser la
sémantique opérationnelle d’une machine d’états UML et l’utiliser comme base de géné-
ration de code, de simulation et d’outils de vérification. La formalisation se fait en deux
étapes. Tout d’abord, la structure d’une machine d’états UML est traduite dans un sys-
tème de réécriture en langage PROMELA [Hol97]. Dans la deuxième étape, la sémantique
opérationnelle des machines d’états est définie. Cette formalisation permet de traiter tous
les aspects des machines d’états UML 1.3. La vérification a été mise en œuvre dans l’outil
de model checking SPIN [Hol97]. Ces travaux visent à vérifier également la cohérence entre
diagrammes de collaboration et machines d’états.
L’outil SPIN est également utilisé pour vérifier des machines d’états UML dans les
travaux de Latella et al [LMM99b]. Dans ce papier, une variante des structures Kripke est
utilisée comme modèle intermédiaire pour le modèle sémantique. Elle est appelée automate
hiérarchique étendu. Toutefois, la création et la manipulation de ces automates présentent
des difficultés et rendent l’utilisation de cette approche ardue. Suite à ces travaux, Latella
et al [LMM99a] ont proposé de traduire les machines d’états UML en langage PROMELA.
Ils ont suivi une approche similaire à celle de Mikk et al [MLSH98]. En 2001, Latella avec
Gnesi et Mieke [GLM01] ont proposé d’exprimer la sémantique opérationnelle en exploitant
la logique temporelle arborescente, notamment par les LTS, et utilisé l’environnement
JACK [BGL94] pour la vérifier.
De la même manière, Schäfer, Knapp et Merz [SKM01, KMR02, KM02] proposent des
méthodes pour traduire les machines d’états en langage PROMELA et les diagrammes de
collaboration en ensemble d’automates Büchi. L’outil SPIN sert à vérifier le modèle PRO-
MELA par rapport aux automates de Büchi. Certains aspects temps réel sont également
pris en compte en compilant la machine d’états temporisée en automate temporisé. La
vérification est réalisée par l’outil UPPAAL [BLL+96].
L’article de Engels [EHKG02] aborde le problème de préservation de cohérence entre
modèles UML-RT au niveau des architectures. Les auteurs définissent des règles de trans-
formation d’interconnexions de modèles. Ils montrent que ces règles préservent ou non les
propriétés d’absence de blocage et de consistance de protocoles. La formalisation utilisée
est CSP.
Burmester et al [BGHS04] ont présenté une solution pour le développement incrémental
et la vérification de modèles UML/RT utilisant l’outil FUJABA. Ils transforment les mo-
dèles UML/RT en modèles logiques de l’environnement HUppaal [DM01] pour permettre
la vérification de modèle par model checking.
Les travaux cités ci-dessus couvrent un grand nombre d’aspects des machines d’états
(parallélisme, historique. . . ), à l’exception des travaux de Latella qui ne considèrent pas le
concept d’historique.
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Travaux industriels
Rose RT(Real-time) [IBM09] est un environnement de développement UML complet
permettant de développer des stratégies itératives permettant de réduire des erreurs de
conception. Les machines d’états dans Rose RT respectent la norme UML en particulier la
sémantique de RTC. Il existe des fonctionnalités telles que la mise au point, l’animation,
le test pour détecter les erreurs et les problèmes de conception afin de tester les modèles
de conception en continu pendant le processus de développement.
Un autre produit sur le marché commercial est Telelogic Rhapsody (récemment devenu
IBM Rational Rhapsody [Rha09]). C’est un outil pour le développement de modèles temps
réel et embarqués. Basé sur UML et SysML, Rhapsody met en œuvre le paradigme MDT
(Model Driven Testing). Il offre des fonctionnalités de simulation permettant de tester les
modèles continuellement tout au long du processus de conception. Cela garantit que les
comportements sont analysés pendant le processus de développement afin de réduire les
erreurs le plus tôt possible. Pourtant, les statecharts de Rhapsody ont des points légèrement
différents des machines d’états UML comme mentionné dans la partie précédente.
Bien que ces outils soient très puissants, ils ne sont pas appropriés pour le développe-
ment incrémental car ils ne permettent pas de comparer les versions différentes d’un même
modèle durant le processus de développement.
2.5 Bilan
Dans ce chapitre, nous avons fait une présentation des machines d’états UML. Nous
avons non seulement présenté des aspects nécessaires à la compréhension de ces machines,
mais également donné un bilan des travaux portant sur le raffinement et la vérification de
modèles comportementaux. Les critiques communes adressées à UML portent toujours sur
sa sémantique. La norme 2.0 détaille plus la sémantique que la norme précédente, mais elle
n’est toujours pas satisfaisante car elle reste ambiguë sur certains points. Nous avons vu
au travers de l’état de l’art que ce problème est toujours résolu partiellement en associant
aux machines d’états une sémantique formelle par l’intermédiaire de langages de processus
ou de description e.g LTS, PROMELA, CSP. . .
De plus, les machines d’états sont conceptuellement difficiles à construire. Il est donc
nécessaire d’aider les concepteurs à construire de manière incrémentale des machines et
à les vérifier par comparaison à chaque étape. La plupart des méthodes et des outils que
nous avons présentés sont appropriés pour vérifier a posteriori un ensemble de propriétés
explicites telles que l’absence de blocage, la compatibilité au sens conformité. Mais ils
ne permettent pas de comparer si l’incrément d’un modèle reste cohérent avec le modèle
initial.
Dans nos travaux antérieurs [GL04], des relations de conformité sur des machines d’états
et des machines de protocole ont été définies pour la construction incrémentale. Elles
s’inspirent des travaux existants sur les LTS et présentent la particularité d’être définies sur
les concepts même des machines d’états. Ces relations permettent de détecter des erreurs
pendant les étapes de construction comme par exemple la présence de blocages. Bien que
ces travaux ne traitent pas de tous les aspects des machines d’états tels que le pseudo-
historique, les pseudo-états de choix et le parallélisme, ils proposent des perspectives pour
les prendre en compte. Cependant la mise en œuvre d’un point de vue pratique de ces
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relations n’est pas proposée car se pose le problème de la manipulation de traces (traces
infinies et inclusion de traces).
L’étude des travaux existants nous a conduit à définir et mettre en œuvre une nouvelle
approche. Parmi les approches sémantiques pour les machines d’états, nous avons choisi
de raisonner sur les LTS car ce sont des modèles formels facilement manipulables fixant
la sémantique d’exécution des machines d’états UML. En nous inspirant des travaux de
Cleaveland et Hennessy [CH93] qui nous paraissent très intéressants sur les aspects de
calculabilité des relations de test, nous proposons de définir et implanter des relations de
raffinement sur les LTS.
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Calculabilité des relations de
conformité
Ce chapitre est consacré à la présentation de l’implémentation de la vérification des
relations de conformité.
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Les relations de conformité définies sur des LTS nous apparaissent appropriées pour
comparer des modèles élaborés lors de différentes étapes de construction incrémentale.
Un travail antérieur [Gou06] a été mené afin de formaliser ces relations sur des machines
d’états UML. Ce travail a conduit à la définition de trois relations de conformité sur
les machines d’états UML servant à s’assurer de la cohérence des étapes de construction
incrémentale. Cependant, aucune implémentation de ces relations n’est proposée. Nous
avons par conséquent cherché à résoudre les problèmes du calcul des relations sur les LTS
en considérant le fait que les LTS étaient candidats pour formaliser la sémantique des
machines d’états. Si l’inclusion de traces et les relations de simulation sont vérifiées par des
boîtes à outils telles que CADP [GMLS06], à notre connaissance, ni conf, ni ext ne sont
actuellement implantées.
51
Chapitre 3. Calculabilité des relations de conformité
Ce chapitre concerne les définitions du cadre mathématique nécessaires à la démons-
tration de la calculabilité des relations de conformité. Dans la première partie, nous nous
intéressons à l’implantation de la vérification des relations d’extension (ext) et de réduc-
tion (red). A partir de ces relations, nous proposons une implantation de la relation de
conformité (conf). Puis nous présentons l’algorithme de calcul de la relation de conformité
ainsi que sa complexité. Nous terminons ce chapitre en mettant en évidence l’intérêt de la
vérification de conformité par rapport au test de conformité. La transformation des ma-
chines d’états UML en LTS n’est pas abordée dans ce chapitre et fait l’objet du chapitre
suivant.
3.1 Implantation des relations d’extension (ext) et de réduc-
tion (red)
La similarité entre le préordre #∼must et la relation de réduction red présentés dans l’état
de l’art nous a conduit à nous inspirer de l’approche de Cleaveland [CH93] pour proposer
une implantation de red et ext. Cette approche étant basée sur les notions de simulation
et de graphe d’acceptance, nous donnons tout d’abord une définition de ces notions. Puis
nous prouvons la calculabilité de ces relations.
3.1.1 Bisimulation
Pour servir à démontrer des théorèmes dans ce chapitre et le chapitre suivant, nous
reformulons et généralisons la définition de la bisimulation donnée par Milner [Mil99] en
nous inspirant des travaux de Cleaveland.
Définition 3.1.1 (Bisimulation [CC92, CH93]). Soient Π ⊆ P × P et Ψ1,Ψ2 ⊆ P ×Act.
La relation binaire R〈Π,Ψ1,Ψ2〉 est une bisimulation si R ⊆ Π et pRq implique :
i. 〈p, a〉 ∈ Ψ1 ⇒ (p a−→ p′ ⇒ ∃q′. q a−→ q′ ∧ p′Rq′)
ii. 〈q, a〉 ∈ Ψ2 ⇒ (q a−→ q′ ⇒ ∃p′. p a−→ p′ ∧ p′Rq′)
Lorsque Π = P ×P et Ψ1,Ψ2 = P ×Act, nous retrouvons la définition de bisimulation
de Milner.
Définition 3.1.2 (Plus grande bisimulation [CH93]). p ∼Π〈Ψ1,Ψ2〉 q s’il existe une bisimu-
lation R〈Π,Ψ1,Ψ2〉 avec pRq.
On note #Π def= ∼Π〈∅,P×Act〉 et $Π
def
= ∼Π〈P×Act,∅〉.
Remarquons qu’on a p #Π q si p simule q et si pΠq ; on a p $Π q si q simule p et si pΠq
(et non pas si qΠp).
3.1.2 Graphes d’acceptance
Un graphe d’acceptance associé au LTS p est un graphe déterministe obtenu à partir
de p, où les nœuds sont étiquetés par leur ensemble d’acceptance.
Rappelons que nous avons donné deux définitions de l’ensemble d’acceptance (cf. défi-
nitions 1.2.11 [p 27] et 1.2.16 [p 29]), la différence étant que la deuxième définition ne tient
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compte que des états stables. Pour l’analyse de conformité, on ne peut se restreindre à
l’étude seule des états stables. Pour cette raison, nous retiendrons la première définition
de l’ensemble d’acceptance (cf. définition 1.2.11).
Avant de définir la notion de graphe d’acceptance, nous donnons la définition de la
fermeture d’un ensemble d’états :
Définition 3.1.3 (Fermeture [CH93]). Soit Q ⊆ P, Qε = {p | ∃q ∈ Q. q ε=⇒ p}.
Nous définissons le graphe d’acceptance en s’inspirant des définitions de [CH93, KvB93].
Définition 3.1.4 (Graphe d’acceptance). Étant donné un LTS 〈P,A,→, p〉,
où A = L ∪ {τ}, son graphe d’acceptance A(p) est le LTS déterministe 〈T,L,→T , t〉 tel
que :
i. T est un ensemble de noms d’états.
ii. →T est un ensemble de transitions de T × L× T .
iii. t ∈ T est l’état initial.
iv. Pour tout état u de T , on associe les ensembles u.states ∈ 2P et u.acc ⊆ 2L tels que :
– u.acc = {X | X = Out(q, ε) ∧ q ∈ u.states} ;
– t.states = {{p}}ε ;
– Pour tout t1 ∈ T , pour tout X ∈ t1.acc, pour tout x ∈ X, il existe un unique
t2 ∈ T tel que t1 x−→T t2 avec t2.states = (∪s∈t1.statesD(s, x))ε.
Cette définition est similaire aux graphes d’acceptance de [CH93] sans prendre en




















t1.acc = {{b}, {c, d}, {d}}







Figure 3.1 – LTS p et son graphe d’acceptance A(p)
L’exemple de la figure 3.1 montre le LTS p avec son graphe d’acceptance. Chaque nœud
du graphe contient deux informations : l’ensemble d’acceptance et les états associés du LTS
origine. Par exemple, après la trace a, l’état du graphe d’acceptance contient :
– l’ensemble d’acceptance : {{b}, {c, d}, {d}}
– les états associés dans le LTS : {p1, p2, p5}
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3.1.3 Calculabilité des relations d’extension et de réduction
Soient p un LTS et A(p) son graphe d’acceptance, on a [CH93] :
Tr(A(p)) = Tr(p). (3.1)
Le théorème suivant permet de ramener le calcul des relations d’extension et de réduction
à des simulations sur des graphes d’acceptance.
Théorème 3.1.1. Soient p, q deux LTS et leur graphe d’acceptance :
A(p) = 〈T,L,→T , t〉,A(q) = 〈U,L,→U , u〉. Soit Π = {〈t, u〉 | u.acc ⊂⊂ t.acc}. On a :
1. q red p⇔ t #Π u
2. q ext p⇔ t $Π u
Démonstration. On démontre (2). (1) est similaire et n’est pas présenté ici. Tout d’abord,
on définit R〈Π,Ψ1,∅〉 ⊆ T × T la relation entre deux graphes d’acceptance comme suit :
tRu def= u.acc ⊂⊂ t.acc ∧ ∀a. t a−→T t′ ⇒ ∃u′. u a−→U u′ ∧ t′Ru′
⇐) On démontre t $Π u⇒ q ext p.
Premièrement, on constate que la simulation forte implique l’inclusion de traces :
t $Π u⇔tRu
⇒∀a. t a−→T t′ ⇒ ∃u′. u a−→U u′ ∧ t′Ru′
⇒∀σ. σ ∈ Tr(t)⇒ σ ∈ Tr(u)
⇒Tr(t) ⊆ Tr(u)⇔ Tr (p) ⊆ Tr (q) (résultat de 3.1). (3.2)
Deuxièmement, nous devons vérifier que l’inclusion des ensembles d’acceptance des
états simulés des graphes d’acceptance implique l’inclusion des ensembles d’acceptance des
LTS.
A partir de la définition des graphes d’acceptance t et u, après une trace σ ∈ Tr(p), si
t
σ−→T tn et u σ−→U un, on a :
– un.states = {q′ | q σ=⇒ q′}
– un.acc = Acc1(q,σ)
– tn.states = {p′ | p σ=⇒ p′}
– tn.acc = Acc1(p,σ).
Étant donné tRu, en considérant le fait que t et u sont déterministes et le résultat
Tr(t) ⊆ Tr(u) (cf. résultat 3.2), on a :
∀σ ∈ Tr (t). t σ−→ tn ⇒ ∃un. u σ−→ un ∧ un.acc ⊂⊂ tn.acc
⇒∀σ ∈ Tr (p). Acc1(q,σ) ⊂⊂ Acc1(p,σ)
⇒∀σ ∈ Tr (p). Ref (q,σ) ⊆ Ref (p,σ) (Proposition 1.2.3 [p 27].) (3.3)
Par conséquent, (3.2) et (3.3) impliquent q ext p.
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⇒) A partir q ext p, on prouve la relation tRu.
q ext p⇒ q conf p
⇔∀σ ∈ Tr (p). Ref (q,σ) ⊆ Ref (p,σ)
⇔∀σ ∈ Tr (p). Acc1(q,σ) ⊂⊂ Acc1(p,σ) (Proposition 1.2.3 [p 27])
⇒∀σ ∈ Tr (t). ∀tn. ∀un. t σ−→T tn ∧ u σ−→U un ⇒ un.acc ⊂⊂ tn.acc (3.4)
Étant donné que t et u sont déterministes, comme q ext p ⇒ Tr(p) ⊆ Tr(q) ⇒ Tr(t) ⊆
Tr(u) (cf. résultat 3.2), on a :
(3.4)⇒ ∀σ ∈ Tr (t). t σ−→T tn ⇒ ∃un. u σ−→U un ∧ un.acc ⊂⊂ tn.acc
et⇒ ∀σ.a ∈ Tr(t). t σ.a−−→T tn+1 ⇒ ∃un+1. u σ.a−−→U un+1 ∧ un+1.acc ⊂⊂ tn+1.acc
que l’on peut écrire :
∀σ ∈ Tr(t). t σ−→T tn ⇒ ∃un. u σ−→U un ∧ tnSun (3.5)
où tSu def= u.acc ⊂⊂ t.acc ∧ ∀a. t a−→T t′ ⇒ ∃u′. u a−→U u′
La relation S est définie de la même façon que R, sauf qu’elle n’est pas récursive. On
peut vérifier que (3.5) implique tRu :
A partir de (3.5), si σ = ε, avec t et u déterministes, on montre que tSu.
Supposons que la trace σ conduise aux états un, tn tels que u
σ−→U un et t σ−→T tn, on
a : tnSun
Si tn
a−→T tn+1, on a :
t
σ.a−−→T tn+1, ∃un+1, u σ.a−−→U un+1 ∧ tn+1Sun+1(3.5).
Puisque u est déterministe, on a : u σ−→U un et un a−→U un+1.
∀tn, un, tnSun ⇒ (un.acc ⊂⊂ tn.acc ∧ ∀a.tn a−→T tn+1 ⇒ ∃un+1. un a−→U un+1) ∧ tn+1Sun+1.
Donc (3.4) et (3.5) impliquent tRu.
Finalement, on a q ext p⇔ t $Π u.
3.2 Implantation de la relation de conformité conf
Pour implanter la relation de conformité conf, nous faisons appel à la fusion de graphes
d’acceptance. La caractéristique de cette fusion est de produire un graphe d’acceptance
dont les traces sont cycliques. Nous donnons tout d’abord une définition d’une trace cy-
clique, puis de l’opération de fusion. Enfin nous prouvons la calculabilité de la relation de
conformité.
3.2.1 Trace cyclique
Définition 3.2.1 (Trace cyclique [KvB94]). Soit un LTS 〈P,A,→, p〉, une trace σ est
cyclique si :
p after σ = {pi ∈ P tel que p $=⇒ pi}
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Figure 3.2 – LTS dont des traces sont cycliques
Dans la figure 3.2, les traces cycliques de q et p sont : (aba)∗, (aca)∗.
On note Tr c(p) l’ensemble de toutes les traces cycliques du LTS p.
Par rapport à la définition normale de trace, la trace cyclique permet de préserver le
caractère récursif d’une spécification comme c’est fréquemment le cas en LOTOS.
Définition 3.2.2 (Extension cyclique de LTS [KvB93]). Soient p et q deux LTS. q est une
extension cyclique de p, que l’on notera q extc p, si
i. q ext p et
ii. ∀σ ∈ Tr c(p), σ ∈ Tr c(q).
La relation d’extension cyclique peut alors servir de condition supplémentaire à la
préservation de l’extension. De plus, cette relation permet de préserver le caractère récursif
de la structure de la spécification. En outre, il est possible de définir une extension finie
d’une spécification qui présente une boucle infinie.
Dans la figure 3.2, q extc p.
L’extension du graphe d’acceptance est définie de la manière suivante :
Définition 3.2.3 (Extension du graphe d’acceptance [KvB93]). Soient p et q deux LTS et
A(p),A(q) leur graphe d’acceptance. A(q) est une extension de A(p), noté A(q) extg A(p),
ssi
i. Tr(A(p)) ⊆ Tr(A(q)) et
ii. ∀σ ∈ Tr(A(p)),Acc1(q,σ) ⊂⊂ Acc1(p,σ).
On peut définir l’extension cyclique du graphe d’acceptance de façon similaire à la
définition de l’extension du graphe d’acceptance.
Définition 3.2.4 (Extension cyclique du graphe d’acceptance [KvB93]). Soient p et q deux
LTS et A(p),A(q) leur graphe d’acceptance. A(q) est une extension cyclique de A(p), noté
A(q) extcg A(p), si
i. A(q) extg A(p) et
ii. ∀σ ∈ Tr c(A(p)), σ ∈ Tr c(A(q).
Définition 3.2.5 (Plus petite extension commune). Soient p, q et r trois LTS, tels que
r ext p et r ext q.
r est la plus petite extension commune de q et p si ∀t tel que t ext q ∧ t ext p⇒ t ext r
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La définition de la plus petite extension commune de graphes d’acceptance est similaire
à celle des LTS.
Définition 3.2.6 (Plus petite extension commune de graphes d’acceptance[KvB93]). Soient
A(p),A(q) et A(r) trois graphes d’acceptance de trois LTS correspondants p, q, r, tels que
A(r) extg A(p) ∧A(r) extg A(q).
A(r) est la plus petite extension commune de A(q) et A(p) si pour toute extension
cyclique commune de A(p),A(q) est également l’extension cyclique commune de A(r).
3.2.2 Fusion de graphes d’acceptance
Comme introduite par Khendek [KvB93], l’opération Merge permet de fusionner des
graphes d’acceptance afin d’obtenir un nouveau graphe d’acceptance. Elle est associative
et commutative. Pour tout graphe d’acceptance fusionné, il existe un LTS associé. On note
Merge(p, q) le LTS de Merge(A(p),A(q)). Le graphe fusionné est toujours la plus petite
extension cyclique commune des graphes initiaux [KvB93].
Dans ce paragraphe, nous présentons la définition de graphes d’acceptance fusion-
nés [KvB93], puis nous démontrons que la relation conf peut-être calculée à partir d’un
graphe d’acceptance fusionné. Rappelons tout d’abord la définition d’un graphe d’accep-
tance introduite par Khendek [KvB93] :
Définition 3.2.7 (Merge [KvB93]). Soient p et q deux LTS, et A(p),A(q) leur graphe
d’acceptance A(p) = 〈T,L,→T , t〉, A(q) = 〈U,L,→U , u〉.
Le graphe fusionné des graphes d’acceptance
Merge(A(p),A(q)) = 〈V,L,→V , 〈t, u〉〉
est défini comme suit :
i. V = (T × U) ∪ T ∪ U
ii. Pour chaque état vi ∈ V ,
si vi = 〈tj , uk〉, vi.acc = {X1 ∪X2 | X1 ∈ tj.acc ∧X2 ∈ uk.acc},
si vi = ti, vi.acc = ti.acc,
si vi = ui, vi.acc = ui.acc.
iii. Pour chaque 〈tj , uk〉 ∈ V ,
– 〈tj , uk〉 a−→V 〈tl, um〉 si tj a−→T tl ∧ uk a−→U um.
– 〈tj , uk〉 a−→V 〈t, u〉 si (tj a−→T t ∧ uk - a−→U ) ∨ (tj - a−→T ∧ uk a−→U u).
– 〈tj , uk〉 a−→V tl si tj a−→T tl, tl -= t ∧ uk - a−→U .
– 〈tj , uk〉 a−→V um si uk a−→U um, um -= u ∧ tj - a−→T .
iv. On note X = T, U et x = t, u. Pour chaque état vj ∈ X, vj = xj ,
– xj
a−→V 〈t, u〉 si xj a−→X x,
– xj
a−→V xl si xj a−→X xl, xl -= x.
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Les transitions sortant d’un nœud du graphe fusionné possèdent les labels du nœud (ou
des nœuds) correspondant des graphes à fusionner. Par exemple, s’il existe une transition
tj
a−→T tl dans le graphe d’acceptance t, mais qu’il n’en existe pas dans u, le graphe
fusionné aura la transition 〈tj, uk〉 a−→V 〈t, u〉. S’il existe une transition tj a−→T tl dans le
graphe d’acceptance t, et une dans u de la forme uk
a−→U um, alors le graphe fusionné
aura la transition 〈tj , uk〉 a−→V 〈tl, um〉. Pour préserver des traces cycliques, les transitions
arrivant à l’état initial de t ou u, sont remplacées par des transitions correspondantes qui










Figure 3.3 – Deux processus p et q et r = Merge(p, q)
L’opération Merge a quelques propriétés intéressantes.
Proposition 3.2.1. Soient p, q deux LTS.
i. Merge(p, q) = Merge(q, p)
ii. Merge(p, q) extc p ∧Merge(p, q) extc q.
Le graphe fusionné est toujours la plus petite extension commune cyclique des graphes
initiaux. En outre, dans le cas de traces cycliques, le nouveau LTS obtenu par la fusion offre
le choix entre les comportements des deux spécifications initiales de manière récursive.
Dans la figure 3.3, r = Merge(p, q) est la plus petite extension cyclique de p et q.
3.2.3 Calculabilité de la relation de conformité conf
Ce paragraphe donne la démonstration de la calculabilité de la conformité entre les
LTS q et p au travers de la relation de réduction calculée entre le graphe d’acceptance de
q et le graphe d’acceptance fusionné de p et q.
Théorème 3.2.1. Soient p et q deux LTS. q conf p⇔ q red Merge(p, q).
Démonstration. ⇒)q conf p⇒ q red Merge(p, q)
– Merge(p, q) ext q ⇒ Tr(q) ⊆ Tr(Merge(p, q))
– Suite à la définition du graphe fusionné :
∀σ ∈ Tr(q) ∧ σ -∈ Tr(p). Acc1(Merge(p, q),σ) = Acc1(q,σ)
⇒ ∀σ ∈ Tr(q) ∧ σ -∈ Tr(p). Acc1(q,σ) ⊂⊂ Acc1(Merge(p, q),σ) (3.6)
En se référant à la définition de conformité 1.2.10 et à la proposition 1.2.3 [p 27], on a :
q conf p⇒ ∀σ ∈ Tr(q) ∩ Tr(p). Acc1(q,σ) ⊂⊂ Acc1(p,σ).
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A partir de la définition de l’inclusion d’ensemble d’ensembles 1.2.5 [p 27], on peut récrire
cette dernière formule comme suit :
∀σ ∈ Tr(q) ∩ Tr(p).∀X2 ∈ Acc1(q,σ). ∃X ′ ∈ Acc1(p,σ). X ′ ⊆ X2
⇒∀X2 ∈ Acc1(q,σ). ∃X ′ ∈ Acc1(p,σ). X ′ ∪X2 ⊆ X2
De plus, en se référant à la définition 3.2.7 :
∀σ ∈ Tr(q) ∩ Tr(p).
Acc1(Merge(p, q)) = {X1 ∪X2 | X1 ∈ Acc1(p,σ) ∧X2 ∈ Acc1(q,σ)}
on a :
∀X2 ∈ Acc1(q,σ). ∃X ∈ Acc1(Merge(p, q),σ),X = X ′ ∪X2. X ⊆ X2
⇒Acc1(q,σ) ⊂⊂ Acc1(Merge(p, q),σ) (3.7)
Avec (3.6) et (3.7), on a : ∀σ ∈ Tr (q). Acc1(q,σ) ⊂⊂ Acc1(Merge(p, q),σ), c’est-à-dire
q conf Merge(p, q). Donc, avec la condition Tr(q) ⊆ Tr(Merge(p, q)), on a :
q conf p⇒ q red Merge(p, q).
⇐) q red Merge(p, q)⇒ q conf p
Comme conf = red ◦ ext, [Led91a], où ◦ est la composition entre deux relations binaires,
on a donc :
q red Merge(p, q) ∧Merge(p, q) ext p⇒ q conf p.
En associant ce théorème au théorème 3.1.1, on en déduit le corollaire suivant :
Corollaire 3.2.1. Soient p et q deux LTS. q conf p⇔ Merge(A(p),A(q)) #Π A(q).
Ce théorème et son corollaire nous permettent d’implanter la relation de conformité
entre des LTS à états finis.
3.2.4 Discussion sur d’autres relations de fusion
Nous présentons dans cette partie des travaux portant sur la fusion de spécifications et
nous justifions le choix que nous avons fait sur l’opérateur Merge.
Étant données deux spécifications q et p, on souhaite avoir une composition s à partir
de q et p qui soit une extension des deux spécifications. Plusieurs auteurs ont proposé des





Figure 3.4 – Vue ensembliste des extensions de q et p et leur fusion
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L’opérateur ! proposé par Ichikawa [IYK90] sur LOTOS, appelé opérateur de fusion
de spécifications, s’exprime par des règles d’inférence. Cette approche est limitée aux spé-
cifications comportementales sans action interne. Ichikawa a montré que q! p est toujours
la plus petite extension commune de q et p.
Steen et al [SBD96] ont proposé un opérateur de jointure $ préservant l’extension sans
garantir que le résultat soit la plus petite extension commune. Cet opérateur présente
l’inconvénient de ne pas garantir la réduction de l’indéterminisme par la composition.
Comme mentionné dans ce paragraphe, Khendek et al [KvB93] ont proposé une solution
pour combiner des spécifications en une spécification unique qui étend les deux spécifica-
tions initiales. Cette spécification n’est pas la plus petite extension. Dans l’exemple de la
figure 3.5, étant une extension de q et p, r est plus petite que m. r ne préserve pas les
traces cycliques de q et p.
Parmi ces opérateurs de composition, nous avons choisi l’opérateur de fusion de Khen-
dek. L’intérêt ici est que non seulement Khendek propose un moyen de calcul de graphe
fusionné, mais son algorithme est également polynomial. De plus, la preuve ci-dessus dé-
montre que les deux clauses q conf p et q red Merge(q, p) sont équivalentes. Avec la propo-
sition de Brinksma [BS86] conf=red ◦ ext, vérifier la conformité se ramène à vérifier que q




































Figure 3.5 – m = Merge(q, p) et m ext r
3.3 Algorithme de calcul et évaluation de la complexité
3.3.1 Algorithme de calcul de relation conf
Dans ce paragraphe, nous présentons l’algorithme de calcul de la relation conf que
nous avons implanté en Java. Ceux de red, et ext sont similaires et ne sont pas présentés.
L’algorithme de calcul de la relation conf entre deux LTS met en œuvre le corollaire 3.2.1.
Tout d’abord, on doit construire les graphes d’acceptance des deux LTS. L’algorithme
de construction de graphe d’acceptance nommé buildAGraph (cf. algorithme 1) est une
variante de l’algorithme de construction desAGraph proposé dans [CH93]. Les informations
de convergence ainsi que la construction d’autres types de graphe d’acceptance tels que
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les SAGraph, WAGraph ne sont pas prises en compte. Une fois les graphes d’acceptance
construits, ils sont fusionnés (fonction Merge).
Le calcul de la relation conf fait appel à la vérification de la simulation forte (fonction
simulate). La fonction 〈b, sp〉 = simulate(ag2, ag1) retourne deux valeurs : le booléen
b indiquant si le graphe d’acceptance ag2 simule ag1, et sp le vecteur de paires d’états
simulés. On désigne par first(sp[i]) le premier élément de la paire de rang i dans sp et
second(sp[i]) le second. Le premier élément fait référence à un nœud du graphe ag1, et le
second, à un nœud du graphe ag2.
Pour calculer la simulation forte, il existe plusieurs algorithmes proposés par Fernandez
et al [FM92], Bloom et Paige [BP95], ou Li Tan et Cleaveland [TC01]. Tous ces algorithmes
sont polynomiaux.
Algorithm 1 boolean =conf (LTS lts2, LTS lts1)
AG ag1 = buildAGraph(lts1) ;
AG ag2 = buildAGraph(lts2) ;
AG ag3 = Merge(lts1, lts2) ;
〈b, sp〉 = simulate(ag3, ag2) ;
si non b alors
result = false ;
sinon
i = 0 ;
n = length(sp) ;
tantque (i ≤ n− 1) ∧ (second(sp[i]).acc -⊂⊂ first(sp[i]).acc) faire
i = i+ 1 ;
fin tantque
result = second(sp[i]).acc ⊂⊂ first(sp[i]).acc ;
finsi
retourne result ;
Si la relation de simulation est vérifiée, on vérifie qu’il y a l’inclusion des ensembles
d’acceptance pour tous les nœuds simulés.
3.3.2 Évaluation de la complexité
Comme Cleaveland et Hennessy l’ont mentionné dans [CH93], le problème de la construc-
tion du graphe d’acceptance buildAGraph est un problème de déterminisation d’automates.
Ce problème est PSPACE-complet avec une complexité temporelle qui est en général ex-
ponentielle tandis que les autres fonctions de l’algorithme de conf sont polynomiales. Par
exemple, si n désigne le nombre d’états et m est le nombre de transitions, la complexité
de la vérification de la simulation forte [FM92] est O(nm) et celle de la fusion de graphes
d’acceptance [KvB93] est O(nm2). D’après [Les95], la complexité temporelle de la détermi-
nisation d’automates dans le pire des cas est O(2nm(n3m+2nn)). Cleaveland et Hennessy
ont montré que dans la pratique, les graphes transformés ont moins d’états que les sys-
tèmes de transitions originaux et généralement les transitions internes sont retirées après
la transformation. Donc, en pratique, on peut considérer que le temps de calcul de la trans-
formation est acceptable. Un autre argument va dans ce sens : les LTS sont générés à partir
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Table 3.1 – Test de performance du calcul de la relation d’extension
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Table 3.2 – Test de performance de l’algorithme conf
de machines d’états UML élaborées manuellement et par conséquent, on peut penser que
le nombre d’états ne dépassera pas des centaines. Les tableaux 3.1 et 3.2 montrent respec-
tivement la performance des programmes de calcul de l’extension et de la conformité sur
un PC Pentium 3GHz de 2Go de mémoire.
3.3.3 Amélioration des algorithmes
Dans le cas des LTS dont le traitement pose un problème de mémoire, il est possible de
réduire l’espace d’analyse en réduisant la taille des systèmes de transitions. Nous proposons
une méthode d’analyse de conformité basée non plus sur les LTS mais sur leur minimisation
en équivalence observationnelle. La validité de cette méthode est justifiée par les deux
propositions suivantes.
conf
conf ? ?p q
te(p) te(q)
redext
Figure 3.6 – Illustration de la proposition 3.3.1
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Proposition 3.3.1. te(q) conf te(p) ⇔ q conf p, où te(p) désigne un LTS respectant
l’équivalence de test de p.
Démonstration. On sait que [Led91b] :
≈t = red ∩ red−1= ext ∩ ext−1
On en déduit (cf. figure 3.6) :
te(q) red q, q red te(q),
q ext te(q), te(q) ext q
De même pour p et te(p).
Par conséquent :
q red te(q) ∧ te(q) conf te(p)⇒ q conf te(p)
⇔ q conf te(p) ∧ te(p) ext p⇒ q conf p
On appelle min(p) le LTS obtenu par la minimisation de p par équivalence observa-
tionnelle. Il existe de nombreux algorithmes de minimisation tels que la compression de
τ -confluence [GvdP00] qui a une complexité en temps linéaire ou la compression de τ
[Mat05] qui est implémentée par la fonction bcg_min de CADP (aldebaran ?omin, -omin).
Démontrons que la conformité peut être vérifiée sur des LTS minimisés.
conf
conf ? ?p q
min(p) min(q)
≈ ≈
Figure 3.7 – Relations entre q, p et min(p), min(q)
Proposition 3.3.2. min(q) conf min(p)⇔ q conf p
Démonstration. En se référant au treillis de l’équivalence des relations de van Glabbeek [vG90]
(cf. chapitre 1), nous constatons qu’il existe un chemin de la sémantique de bisimulation à
la sémantique d’échec. Si deux systèmes sont équivalents quant à la bisimulation, alors ils
sont équivalents en sémantique d’échec telle que définie par Hoare [Hoa78] qui elle-même
coïncide avec l’équivalence de test de Hennessy et De Nicola [NH83].
On a donc :
min(q) ≈ q ⇒ min(q) ≈t q
⇒min(q) conf min(p)⇔ q conf p
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Sans minimisation Avec minimisation
nb d’états nb de trans (s) nb d’états nb de trans (s)
1318 3962 6,078 152 449 0,125
1924 5830 11,434 225 679 0,391
10 617 33 696 379 48 130 0,016
23 887 77 644 1 522 93 266 0,047
130 047 434 156 66 265 413 1280 0,922
214 975 720 844 pb de mémoire 657 2069 2,625
Table 3.3 – Comparaison de performance de l’algorithme ext avec et sans minimisation
Nous avons donc démontré (cf. figure 3.7) que la conformité peut être vérifiée sur les
LTS minimisés.
On peut s’attendre à ce que la minimisation conduise à des LTS dont le nombre de
nœuds ne pose pas de problème. A titre d’illustration, nous avons fait une minimisation
de LTS pour lesquels le calcul de conformité ne pouvait se faire.
Ce tableau montre que par la minimisation, on obtient un gain d’espace d’états et
de temps de calcul considérable. Notons que la minimisation n’est pas proportionnelle au
nombre d’états.
3.4 Vérification de conformité versus test de conformité
Il nous paraît important de mettre en évidence l’intérêt de la vérification de conformité
par rapport au test de conformité. Initialement, l’objectif des deux approches est similaire :
étant donnée une spécification, on souhaite déterminer si le système conçu pour répondre
à cette spécification se comporte conformément à ce qui est attendu, et si ce n’est pas le
cas, il faut déterminer ce qui doit être corrigé. Le test en général et le test de conformité en
particulier offrent une technique fiable pour mesurer et améliorer la confiance que l’on peut
avoir de la qualité d’un système. Le test de conformité [Tre99] est basé sur une génération
de tests qui sont définis à partir de la spécification du système. Tout d’abord, l’ensemble
de tests est nécessairement fini et ne peut être exhaustif. Par conséquent, si le système
passe tous les tests avec succès, on ne peut pas garantir qu’il est sans erreur. En revanche,
si le système échoue à un test, on peut utiliser ce test pour diagnostiquer la source de
l’erreur. Dans l’application à UML, plusieurs travaux ont essayé d’adapter ces techniques
de génération de tests de conformité aux machines d’états en définissant des relations de
conformité adaptées à UML [TB03, JJ05].
A la différence du test de conformité, la vérification de conformité ne repose pas sur la
génération de tests mais sur l’analyse comparative d’un modèle du système avec sa spécifi-
cation. Cette analyse peut être exhaustive. Dans l’approche de vérification, la méthodologie
assure que, lorsqu’un système répond à sa spécification, le système passe avec succès toute
séquence de test générée à partir de la spécification. Toutefois, en cas d’échec les algo-
rithmes classiques de calcul de ces relations ne génèrent pas d’informations de diagnostic
facilement interprétables. Un traitement a posteriori peut être envisagé pour générer des
informations aidant au diagnostic [CC92]. Une analyse des traces et des informations telles
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que les ensembles d’acceptance et de divergence sert également à déterminer l’origine de
l’erreur car elle permet d’identifier les actions qu’une machine doit faire et qui ne sont pas
faites par l’autre. L’inconvénient de cette approche est que sa complexité est exponentielle.
3.5 Bilan
Dans ce chapitre, nous avons présenté l’implantation des relations de réduction et
d’extension sur des LTS. Nous pouvons calculer ces relations en utilisant la relation de
simulation de Milner appliquée aux graphes d’acceptance. Grâce à la fusion des graphes
d’acceptance, la vérification de la relation de conformité est effectuée de manière similaire
à celle de la relation de réduction.
La vérification nous procure des avantages par rapport à la méthode de test pour vé-
rifier une réalisation par rapport à sa spécification. Cela est utilisable dans plusieurs cas
et particulièrement dans la vérification des machines d’états qui sera présentée dans le
chapitre suivant. Dans cas où les systèmes de transitions sont de taille trop importante,
nous proposons d’utiliser la réduction observationnelle des deux systèmes à vérifier. La
vérification sur des LTS réduits permet d’avoir un temps de calcul raisonnable. L’exploi-
tation de ces relations dans le cadre de la construction incrémentale de machines d’états
est présentée dans le chapitre suivant.
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Nous avons démontré théoriquement dans le chapitre précédent comment vérifier les
relations de conformité. Mais comment exploiter ces relations pour aider les modélisateurs
à élaborer des machines d’états ? Il importe de montrer que nos propositions ne sont pas
uniquement théoriques mais peuvent être mises en œuvre dans le cadre d’une démarche
incrémentale. Les relations étant basées sur une analyse des LTS, la première tâche consiste
à transformer les machines d’états en LTS. Nous explicitons le principe de transformation
et l’outil développé pour son automatisation. Nous présentons ensuite IDCM (Incremental
Development of Conforming Models), le prototype Java que nous avons développé pour
analyser les modèles. Puis nous montrons comment mettre en œuvre les relations de confor-
mité dans le processus incrémental à travers d’une étude de cas portant sur la modélisation
comportementale d’un téléphone.
4.1 Transformation de machines d’états UML en LTS
La transformation de machines d’états UML en LTS implique d’associer une séman-
tique précise aux concepts UML. En conséquence, nous présentons les concepts des ma-
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chines d’états UML que nous traitons et leur représentation en LTS. Ensuite, nous donnons
des règles de transformation en identifiant des patrons de base et leur correspondance en
LTS. Avant de présenter la transformation, nous introduisons le principe de masquage qui
est associé aux signaux et méthodes. En fonction de ce principe, nous allons voir que la
transformation de la machine d’états en LTS conduira à des transitions internes τ ou à des
transitions étiquetées.
4.1.1 Principe de masquage
Le masquage est un mécanisme utilisé dans les algèbres de processus. Il consiste à cacher
des actions de l’interface d’un processus. Un processus dont les actions sont masquées ne
peut plus se synchroniser sur ces actions. Cela signifie que les actions masquées deviennent
anonymes : elles sont remplacées par l’action silencieuse τ (ou i).
L’approche que nous avons choisie pour implanter les relations de conformité est fon-
dée sur la notion de refus : on analyse si une machine se bloque lorsqu’elle est sollicitée
par l’environnement, qui lui, est supposé valide. C’est-à-dire que les services offerts par
l’environnement (ou requis par la machine) sont toujours disponibles au moment où ils
doivent l’être. L’environnement ne peut se bloquer sur une action qu’il est censée offrir. Il
est nécessaire de mettre en évidence les interactions entre l’environnement et le processus
ou la machine analysée. Les interactions à analyser sont les signaux de l’interface fournie
susceptibles de faire l’objet de refus. Puisque l’environnement est supposé valide, les si-
gnaux de l’interface requise sont masqués. Les événements implicites (when et after) et
les activités internes (do activity), tant qu’elles ne sont pas décrites à leur tour par une
machine d’états, sont également supposées valides. Elles sont donc masquées.
- a2() : void
- a1() : void
A
+ fa2() : void
+ fa1() : void
<<interface>>
F_A
+ ra2() : void






+ fb2() : void
+ fb1() : void
<<interface>>
F_B
+ rb2() : void




Figure 4.1 – Deux classes A, B et leur interface
Les méthodes et signaux des interfaces fournies ne sont pas masquées. Les méthodes
privées sont masquées. On peut se trouver dans la situation où la machine à analyser
propose des méthodes ou signaux supplémentaires par rapport à la machine de référence.
– Si ces méthodes ou signaux sont publiques ; il s’agit alors d’une interface supplé-
mentaire (cf. figure 4.1). Les CallEvents et SignalEvents correspondants sont alors
visibles. Les relations de comparaison envisagées sont celles d’extension. Il se peut
toutefois que la réduction soit vérifiée, ce qui signifiera alors que les nouvelles mé-
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thodes ou signaux publiques ne sont jamais accessibles, c’est-à-dire qu’ils sont décla-
rées dans l’interface sans jamais être utilisés dans la machine d’états.
– Si ces méthodes sont privées ; l’interface n’est pas enrichie. Les relations de com-
paraison envisagées peuvent être celles de réduction comme d’extension. La réduc-
tion s’assurera que l’interface n’a pas été enrichie, mais aussi que les machines sont
conformes. L’extension correspondra quant à elle à un calcul de conformité associé à
une identité des interfaces.
Dans tous les cas, on cache tous les signaux des interfaces requises du modèle de réfé-
rence et du modèle à analyser ainsi que les méthodes privées (ra1 , ra2 , rb1 , rb2 ,a1 , a2 cf.
figure 4.1).
4.1.2 Les règles de transformation
Nous ne prenons en considération qu’un sous-ensemble des concepts de machines d’états
UML que nous présentons ci-après.
États Nous considérons seulement une partie des états définis dans le module BehaviorS-
tateMachines de la norme UML 2.0. Nous ne prenons pas en compte les états spécifiques
du module ProtocolStateMachines.
Les états considérés sont les suivants :
– états initiaux, finaux et états simples. La transition sortante de l’état initial est modé-
lisée par une transition interne (cf. cas 0 figure 4.2). Nous détaillerons la modélisation
des autres états en fonction du type de leurs transitions sortantes.
– états composites avec une seule région : ils sont mis à plat et les transitions entrantes
et sortantes de ces états sont distribuées sur chaque sous-état. Nous ne traitons pas
les pseudo-états tels que les états historiques.
Triggers Ils définissent les conditions de changement d’état et sont donc représentés
par des transitions LTS. Nous ne considérons pas les transitions avec plusieurs déclen-
cheurs. Nous ne considérons que les types d’événements suivants : CallEvent, SignalEvent,
TimeEvent, ChangeEvent, et CompleteEvent.
– CallEvent, SignalEvent : l’étiquette de la transition est déterminée en fonction de
la visibilité des méthodes ou des signaux de ce type d’événement. L’étiquette est le
nom de la méthode ou du signal s’ils sont visibles et τ dans le cas contraire. Notons
que nous ne prenons pas en compte les paramètres des méthodes (cas 1, 2 figure 4.2).
– TimeEvent : comme les LTS n’ont pas d’aspect temporisé, n’importe quel événe-
ment temporisé (after, at,...) des machines d’états sera représenté par une action
interne τ (cas 4,5 figure 4.2).
– ChangeEvent : nous ne traitons que les événements de changement impliquant des
attributs privés. Ils sont cachés et sont représentés par des actions internes τ (cas 4,
5 figure 4.2).
– CompleteEvent : ils représentent la fin d’une activité. Ils sont représentés par une
action interne τ (cas 3, 6, 8 figure 4.2).
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Gardes Pour ce qui est du traitement des gardes, la correspondance n’est pas triviale
et il a été nécessaire de définir des règles selon les configurations possibles d’un état. Les
gardes représentent des prédicats qui ne peuvent pas être évalués en LTS. Par conséquent,
elles sont modélisées par des transitions internes τ . Étant donné que nous n’analysons pas
l’ensemble de toutes les gardes des transitions sortantes de l’état, on ne peut savoir si
toutes les conditions possibles sont exprimées. Il peut donc y avoir un blocage que nous
représentons par une transition interne conduisant à un état puits (cf. cas 6(b) et 8(b)
figure 4.2). Si le modélisateur souhaite indiquer que toutes les conditions sont exprimées,
il devra utiliser la garde else pour la transition par défaut (cf. cas 6(a) et 8(a) figure 4.2).
Notons que lorsque la garde est associée à un événement (cf. cas 7, 9 figure 4.2), on ne
modélise pas l’état puits, parce que la garde sera évaluée chaque fois que l’événement se
produira. Par conséquent, on modélise par des transtions internes le fait que l’on puisse
sortir de l’état (ce qui correspond à la garde vraie) ou le fait que l’on reste dans le même
état (ce qui correspond à la garde fausse).
Actions Étant donné que les actions se traduisent par des méthodes de l’interface requise
ou des méthodes privées, elles sont marquées par des actions internes τ (cas 2, 3, 5, 8, 9
figure 4.2, en remplaçant action1 par τ).
Activités Comme mentionné dans le chapitre relatif à la sémantique des machines d’états,
les activités représentent un comportement associé à un état. Elles peuvent être effectuées
en entrant dans l’état, en quittant l’état ou pendant la durée de vie de l’état. Elles sont
considérées comme une séquence d’actions atomiques, en boucle infinie ou non, qui peut être
interrompue par un trigger. Étant donné que les activités se traduisent par des méthodes
internes ou des méthodes de l’interface requise, conformément au principe de masquage,
elles sont cachées et sont représentées par des actions internes LTS τ . Tout état auquel une
activité est associée sera représenté par un état avec une boucle de transition interne (cf.
figure 4.3).
On distingue deux types d’activité dans le cadre des transformations en LTS.
– Le premier type, stéréotypé NoExit (cf. figure 4.3(a)) représente une activité en
boucle infinie interruptible par l’occurrence d’un événement. Dans ce cas, on ne greffe
que les transitions sortantes qui sont susceptibles d’interrompre l’activité (CallEvent
cas 1, 2, 7, 9 et ChangeEvent ou TimeEvent 4, 5). Si d’autres types de transi-
tion sont détectés, un message d’erreur est adressé au modélisateur pour signaler
l’incohérence.
– Dans le deuxième cas qui correspond à une activité avec terminaison (CompleteEvent
cas 3, 6, 8), on greffe les transitions correspondant au CompleteEvent sur l’état
greffe3 (cf. figure 4.3(b)) et celles de l’interruption sur l’état greffe2 (cf. figure 4.3(b)).
Le schéma de synthèse de traduction des concepts des machines d’états UML est donné
dans la figure 4.1. Remarquons qu’il n’y a pas de correspondance bijective entre les états
UML et ceux du LTS.
Notons que la transformation est compositionnelle : l’application des règles permet de
traiter plusieurs transitions sortantes d’un même état. Nous donnons des illustrations de
ces combinaisons dans l’annexe B.
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S’il n’y a pas de « else »
[g]/a














noeud d’entrée ou sortie
Figure 4.3 – Modélisation d’une activité (a) sans terminaison, (b) avec terminaison
71
Chapitre 4. Exploitation des relations de conformité
Machines d’états LTS Machines d’états LTS
action τ entry et exit τ
Call ou SignalEvent action ou τ état composite LTS à plat
Time, Change,
CompleteEvent
τ historique non traité
gardes τ pseudo-état de choix non traité
activité τ
Table 4.1 – Correspondance de concepts
4.1.3 Mise en œuvre des règles pour la transformation automatique
Il est nécessaire d’avoir un outil de traduction automatique des machines d’états UML
en LTS en appliquant les règles que nous avons proposées. Avant d’implanter un outil
automatique, nous avons étudié plusieurs approches :
– Utiliser un atelier de transformation (ATL, Kermeta [JK06]). Nous avons étudié la
mise en œuvre sous ATL et nous avons été confrontés à des problèmes techniques
(en particulier dans l’écriture de Helper) rendant impossible l’automatisation de la
transformation.
– Développer un parseur pour analyser la syntaxe en utilisant des bibliothèques spé-
cialisées (SAX ou DOM). Étant donnée la nature des règles et des combinaisons (cf.
annexe B), nous avons réalisé un prototype en utilisant la bibliothèque DOM pour
automatiser la transformation. Le fichier généré qui décrit le LTS est au format .aut
qui est le format textuel utilisé dans l’environnement CADP. Nous pouvons ainsi
utiliser les outils de vérification de minimisation et de visualisation de CADP.
4.2 IDCM – Prototype Java
Le prototype Java IDCM (Incemental Development of Conforming Models) que nous
avons développé permet de calculer plusieurs types de relations :
– Relations de préordre : extension ext, réduction red, simulation forte, Must, préordre
de Test, confrestr, red∗.
– Relations d’équivalence : bisimulation, équivalence de test, équivalence de conformité.
– Relation de conformité conf.
Il contient 20 classes et 4214 lignes de code. Nous ne présentons ici que les classes
principales relatives à l’implantation des LTS et des graphes d’acceptance (cf. figure 4.4) :
– La classe LTS implante un LTS comme un ensemble d’états et un ensemble de transi-
tions. Les états sont des instances de la classe State. Les transitions sont des instances
de la classe Transition. Comme nous l’avons démontré dans le chapitre précédent et
dans [LLC08a], les relations red et ext font appel à la relation de simulation (fonction
isStrongSimulatedBy).
– La classe Agraph implante le graphe d’acceptance associé à un LTS. Elle est elle-même
un LTS dont les états sont de type AState défini comme une sous-classe de State.
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- compareTo(t : Transition) : boolean
- action : String
Transition
- compareTo(st : State) : boolean
- name : String
State + buildAGraph() : AGraph
+ conf(lts : LTS) : boolean
+ ext(lts : LTS) : boolean
+ red(lts : LTS) : boolean
+ isStrongSimulatedBy(lts : LTS) : boolean
+ addTransition(t : Transition) : boolean
+ addState(st : State) : boolean
+ searchState(st : State) : boolean
LTS
+ merge() : AGraph
+ setOfSet() : boolean
AGraph
- acc : Set





Figure 4.4 – Diagramme de classe du prototype IDCM
L’attribut states de la classe AState définit la liste des états associés dans le LTS. Cet
attribut permet d’établir la correspondance entre les nœuds du graphe d’acceptance
et ceux du LTS. Un autre attribut fondamental associé à tout nœud de type AState
est acc, son ensemble d’acceptance défini comme un ensemble d’ensembles d’actions.
Conformément à l’algorithme 1 [p 61] dans le chapitre 3, la fonction conf est mise en
œuvre en trois étapes :
– construction des graphes d’acceptance associés au LTS de référence (la spécification)
et au LTS à analyser (l’implantation),
– fusion des graphes d’acceptance,
– enfin, calcul de la relation de réduction entre le graphe d’acceptance du LTS de
référence et le graphe d’acceptance de la fusion.
Les paragraphes suivants montrent les résultats obtenus par le prototype Java sur une
étude de cas.
4.3 Étude de cas et analyses
L’étude de cas porte sur la modélisation d’un téléphone en trois étapes :
– Modélisation de la spécification d’un téléphone simple PhoneSpec,
– Modélisation d’une implantation Phone,
– Modélisation de la spécification d’un téléphone à double appel DoubleCallSpec.
Après avoir présenté les machines d’états élaborées à chaque étape, nous montrons quelles
erreurs peuvent être mises en évidence grâce au calcul des relations de conformité.
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Figure 4.5 – Classes PhoneSpec et Phone, avec leurs interfaces fournies et requises
4.3.1 Étude de cas d’un téléphone
Étape 1 : Modélisation d’une spécification de téléphone simple
On définit la classe PhoneSpec par rapport au point de vue de l’utilisateur. L’interface
fournie UserActions de PhoneSpec (cf. figure 4.5) est composée de signaux envoyés par
l’utilisateur : hangUp, pickUp, dial et commIn (communication entrante). L’interface re-
quise (classe UserMsgs) est composée de signaux envoyés par le téléphone à l’utilisateur :
error, busy, call et commOut. Nous avons défini toutes les interactions sous forme de si-
gnaux et ne détaillons pas les informations échangées comme nous aurions pu le faire avec
des méthodes.
Le comportement de PhoneSpec est spécifié par la machine d’états SM PhoneSpec repré-
sentée dans la figure 4.6. Elle décrit deux situations :
– L’utilisateur fait un appel (partie gauche de SM PhoneSpec). Les actions possibles sont
alors : décrocher (pickUp) puis numéroter (dial). Si la ligne est libre et le corres-
pondant décroche, la machine passe dans l’état Connected pendant lequel les cor-
respondants peuvent communiquer. Dans le cas contraire (erreur ou ligne occupée),
l’utilisateur ne peut que raccrocher (hangUp).
– L’utilisateur est appelé (partie droite de SM PhoneSpec). S’il décroche, la machine passe
dans l’état Connected comme précédemment. Sinon, la machine reviendra dans l’état
initial Idle lorsque le correspondant arrêtera son appel.
Notons que cette modélisation se focalise sur les actions possibles de l’utilisateur et sur
les signaux émis par le téléphone à l’utilisateur (par exemple : tonalité d’erreur error, ou
de ligne occupée busy). En revanche, elle fait abstraction des activités du téléphone liées
au réseau en les modélisant par des méthodes privées (do/wait, do/listenNetwork, do/ring,
do/checkNetwork). Le résultat de ces activités est modélisé par des variables internes conn,
called, disconnected.
74

























Figure 4.6 – Machine d’états de PhoneSpec
Étape 2 : Modélisation d’une implantation de téléphone simple
On souhaite modéliser une implantation du téléphone qui soit conforme à la spécifi-
cation PhoneSpec. On définit la classe Phone qui hérite de la classe PhoneSpec. Elle sera
cependant plus précise et les activités liées au réseau dont on a fait abstraction dans la spéci-
fication devront être explicitées. Ceci est réalisé par la définition d’une interface requise qui
regroupe l’ensemble des signaux émis par le téléphone vers le réseau (ToNetwork ) et une in-
terface fournie qui regroupe les signaux émis par le réseau vers le téléphone (FromNetwork ).
Le comportement de cette classe est décrit par la machine d’états SM Phone (figure 4.7).
Elle diffère de la classe Phone par le fait qu’elle fait référence aux signaux émis entre le
téléphone et le réseau. Par exemple, lorsque le correspondant raccroche, ce n’est plus la
variable interne disconnected qui est utilisée pour décrire la fin de la communication (cf.
transition when(disconnected), figure 4.6) en sortie des états Connected et Ringing mais
un signal émis par le réseau (cf. transition disconRec, figure 4.7).
Étape 3 : Modélisation d’un téléphone avec double appel
Dans cette partie, notre objectif est d’étendre les fonctionnalités de la spécification du
téléphone simple afin de modéliser un téléphone acceptant un second appel pendant que
l’utilisateur est en ligne. Pour cela, nous définissons une nouvelle classe nommée Double-
Call (cf. figure 4.8) qui est censée être une spécialisation de PhoneSpec. On définit une
nouvelle interface fournie par la classe DoubleCall définissant de nouveaux signaux émis
par l’utilisateur afin de modélier s’il accepte (accept), rejette ou arrête (stop) le deuxième
appel.
75
































Figure 4.7 – Machine d’états de Phone
PhoneSpec







+ <<signal>> stop() : void
+ <<signal>> accept() : void
<<interface>>
DoubleCallActions
Figure 4.8 – Classe de spécification de double-appel, avec l’interface fournie et requise
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Figure 4.9 – Machine d’états de DoubleCallSpec
La figure 4.9 représente la machine d’états de cette nouvelle spécification, appelée
SMDoubleCallSpec . La différence avec la première spécification se trouve sur l’état Connected :
une transition when(called)/call a été ajoutée pour modéliser le deuxième appel. Le nouvel
état Beeping représente la situation où l’utilisateur décide d’accepter le deuxième appel ou
de le refuser. S’il accepte, la machine se trouve dans l’état Connected2 , sinon elle revient
à l’état Connected par la transition stop. Lorsque le second appel prend fin (transitions
when(disconneted ou stop en sortie de l’état Connected2 ), la machine revient dans l’état
Connected .
4.3.2 Analyse et correction des modèles
La vérification des relations d’extension et de conformité entre deux machines d’états
repose sur trois étapes (cf. figure 4.10) :
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Figure 4.10 – La démarche de calcul des relations de conformité
– leur transformation en LTS ;
– la construction automatique des graphes d’acceptance associés aux LTS ;
– la vérification de la relation d’extension entre les graphes d’acceptance basée sur une
relation de simulation et l’inclusion des ensembles d’acceptance.
La vérification de la relation de conformité inclut une étape supplémentaire de fusion
des graphes d’acceptance [LLC08a, LLC08b].
Générations des LTS
La génération des LTS à partir des machines d’états s’effectue automatiquement par
l’outil que nous avons développé conformément aux règles de transformation présentées
dans la section 4.1. Trois LTS sont générés respectivement à partir des trois machines
d’états PhoneSpec,Phone,DoubleCallSpec . Comme mentionné dans le chapitre précédent,
nous pouvons minimiser ces LTS par l’outil CADP pour faciliter les calculs. La vérification
de relation d’extension entre des LTS minimisés sera alors calculée.
Conformément aux règles de visibilité, les signaux des interfaces liées au réseau seront
masqués et transformés en transitions internes τ dans le LTS. L’environnement BCG de
CADP permet de générer l’image à partir de fichiers au format .aut. Dans ce format, les
transitions internes sont marquées par i.
Après minimisation, les LTS de PhoneSpec et Phone sont identiques (cf. figure 4.12).
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Figure 4.12 – Le LTS de PhoneSpec et Phone minimisé au sens de l’équivalence observa-
tionnelle
79
Chapitre 4. Exploitation des relations de conformité
Analyse des classes PhoneSpec et Phone par la relation de conformité
Nous nous intéressons dans ce paragraphe à la relation entre la machine d’états de


















État États associés de Ensemble d’acceptance
LTSPhone
y0 0, 2, 25, 8, 9 {{pickUp}}
y1 1, 3, 4, 21, 20, 26 {{commIn, hangUp},
{dial, hangUp}, {hangUp}}
y2 0, 2, 22, 25, 8, 24, 9, 10 {{pickUp}}
y3 3, 4, 6, 7, 11, 12, 13,
14, 17, 16, 18, 21, 20
{{commIn, hangUp},
{hangUp}}
y4 0, 19, 2, 22, 25, 8, 24,
9, 15
{{pickUp}}
y5 3, 4, 6, 7, 11, 12, 13,
14, 17, 16, 18, 21, 20
{{commIn, hangUp},
{hangUp}}
y6 0, 2, 22, 25, 8, 24, 9,
24, 9, 15
{{pickUp}}
Figure 4.13 – GrapheA(LTSPhone) et tableau de correspondance entre états associés et
ensemble d’acceptance
Après avoir transformé les machines d’états en LTS et construit leur graphe d’accep-
tanceA(LTSPhoneSpec) etA(LTSPhone), on construit le graphe fusionnéA(Merge(LTSPhoneSpec ,
LTSPhone)). La vérification de conformité consiste en deux étapes :
i. d’une part la vérification de la relation de simulation entre le graphe d’acceptance de
LTSPhone (cf. figure 4.13) et le graphe fusionné (cf. figure 4.14) ;




















w1 {{dial, hangUp}, {hangUp},
{commIn, hangUp}, {dial, commIn, hangUp}}
w2 {{hangUp}, {commIn, hangUp}}




Figure 4.14 – Graphe A(Merge(LTSPhoneSpec ,LTSPhone)) et tableau de correspondance
entre états associés et ensemble d’acceptance
Le résultat de la première étape est positif et s’exprime par l’ensemble de paires d’états
simulés suivant : {(y0, w0), (y1, w1), (y2, w4), (y3, w2), (y4, w5), (y5, w3),(y6, w6)}.
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La seconde étape consiste à vérifier que l’ensemble d’acceptance de chaque nœud de
A(LTSPhone) est inclus dans l’ensemble d’acceptance du nœud qui le simule dansA(Merge(
LTSPhoneSpec , LTSPhone)). Par exemple w3 # y5 et y5.acc ⊂⊂ w3.acc. Cette propriété est
vérifiée par l’analyse des ensembles d’acceptance donnés dans les tableaux des figures 4.13
et 4.14.
La relation de conformité est vérifiée : le comportement de Phone est donc conforme à
sa spécification PhoneSpec.
Analyse des classes PhoneSpec et DoubleCallSpec par la relation d’extension
Nous nous intéressons maintenant à la relation existant entre la classePhoneSpec, repré-
sentant un téléphone simple appel, et son extension en classe DoubleCallSpec, représentant














x0 0, 16, 2, 7, 8 {{pickUp}}
x1 1, 4, 5, 13, 14 {{hangUp, commIn},
{dial, hangUp}, {hangUp}}
x2 3, 4, 5, 9, 10, 11,
12, 13, 14
{{hangUp, commIn}, {hangUp}}
x3 4, 5, 13, 14, 15 {{hangUp, commIn}, {hangUp}}
Figure 4.15 – Graphe A(LTSPhoneSpec) et tableau de correspondance entre états associés
et ensemble d’acceptance
Après avoir transformé la machine d’états DoubleCallSpec en LTS, on construit son
graphe d’acceptance A(LTSDoubleCallSpec). La vérification de la relation d’extension consiste
en deux étapes : la vérification de la relation de simulation entre les graphes d’acceptance
et la vérification de l’inclusion des ensembles d’acceptance des nœuds simulés. Le résultat
de la première étape est positif et s’exprime par l’ensemble des paires d’états suivant :
(x3, z2), (x2, z6), (x1, z1), (x0, z0).
En revanche, l’inclusion des ensembles d’acceptance n’est pas respectée. Il n’y a donc
pas extension. L’échec est mis en évidence par l’outil sur le couple (x3, z2) après les traces
pickUp ; commIn ou pickUp ;dial ;commIn car l’ensemble {stop, accept} n’est pas inclue
dans l’ensemble d’acceptance {{hangUp, commIn}, {hangUp}}. Il apparaît qu’après la
trace pickUp ; commIn, SMDoubleCallSpec peut refuser l’action hangUp alors que SMPhoneSpec
ne peut pas la refuser. Lors d’un nouvel appel entrant, l’utilisateur est conduit à ne pas
pouvoir raccrocher ni communiquer.
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z0 0, 2, 23, 9, 10 {{pickUp}}
z1 17, 16, 1, 19, 4, 5, 7, 15 {{dial, hangUp}, {accept, stop},
{accept, stop, commIn, hangUp}, {hangUp}}
z2 17, 16, 19, 18, 4, 5, 7, 15 {{accept, stop, commIn, hangUp}, {accept, stop}, {hangUp}}
z3 17, 16, 19, 4, 5, 7, 15 {{accept, stop, commIn, hangUp}, {accept, stop}, {hangUp}}
z4 17, 16, 19, 21, 4, 20, 5, 7,
8, 15
{{stop, accept}, {hangUp}, {stop, accept, commIn, hangUp}}
z5 17, 16, 19, 18, 21, 4, 20,
5, 22, 7, 8, 15
{{stop, accept}, {hangUp}, {stop, accept, commIn, hangUp}}
z6 17, 16, 19, 3, 4, 5, 7, 11,
12, 13, 14, 15
{{stop, accept}, {hangUp}, {stop, accept, commIn, hangUp}}
Table 4.2 – Tableau de correspondance entre états associés et ensemble d’acceptance
Cette analyse est possible car l’outil met automatiquement en évidence les actions que
la machine raffinée peut refuser en correspondance avec celles que la machine initiale doit
accepter. Une correction possible consiste à ajouter une transition de type TimeEvent
(after(10s)) sortant de l’état Beeping vers l’état Connected (c.f figure 4.17). Avec cette
modification, la relation d’extension entre les deux machines est vérifiée.
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Figure 4.17 – SM ∗DoubleCallSpec , extension de SMPhoneSpec
4.3.3 Bilan de l’étude de cas
Grâce à l’outil de vérification que nous avons développé, aucune erreur, au sens de la
conformité des LTS, n’est détectée sur la machine d’états Phone. En revanche, nous avons
pu détecter et corriger des erreurs sur la machine d’états de la classe DoubleCallSpec.
Les causes d’échec sont mises en évidence de façon explicite par la donnée d’une (ou de
plusieurs) trace(s) défaillante(s) ainsi que par la liste des actions oubliées qui ont conduit au
non respect de l’inclusion des ensembles d’acceptance. Les causes d’échec peuvent donc être







<< conf >><< conf >>
Figure 4.18 – Relations entre les spécifications PhoneSpec et DoubleCallSpec et leur im-
plantation
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L’étape suivante de modélisation consisterait à définir DoubleCall, la classe d’implan-
tation de DoubleCallSpec et à vérifier sa conformité. Nous avons vu dans le chapitre 1 que
la relation d’extension satisfait la propriété de raffinement : si DoubleCall est conforme à
sa spécification, elle est aussi conforme à la spécification initiale PhoneSpec du téléphone.
Ces résultats sont résumés dans la figure 4.18.
4.3.4 Interprétation des résultats
L’analyse de conformité étant basée sur les LTS, on peut légitimement se demander
comment interpréter les résultats sur les machines d’états. Au sens de la conformité entre
LTS (absence de refus définitifs), les machines sont conformes sans considérer les données.
Il peut néanmoins subsister des blocages dus aux données (blocages provisoires ou condi-
tionnels) que nous ne sommes pas en mesure de détecter. Il est donc nécessaire d’interpréter
avec prudence les résultats obtenus sur les LTS associés aux machines d’états. L’exemple
de la figure 4.19 illustre notre propos. La machine SM2 ne peut pas accepter d après la
trace ac car la garde [x > 5] est contradictoire avec la garde [else] qui la précède dans
le chemin d’exécution, alors que SM1 accepte toujours d. Étant donné que dans les LTS
on fait abstraction des données, on modélise qu’après la trace ac, le LTS associé à SM2
pourra toujours accepter d à un moment donné. Par conséquent, la relation de conformité
































Figure 4.19 – Non conformité entre machines d’états alors qu’il y a conformité entre leur
LTS associé
Des cas similaires de non conformité sur des machines d’états, alors qu’il y aurait
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conformité sur les LTS associés peuvent être cités :
– événement ChangeEvent inconsistant, par exemple when(false) ou irréalisable, par
exemple when(altitude>100000) alors que le domaine de valeurs d’altitude est [0..10000].
– événement temporel irréalisable, par exemple after(3 ans).
De même, on peut citer des cas de non conformité de LTS, alors qu’il y aurait confor-
mité sur les machines d’états. Ce sont des cas particuliers où les traces impliquant la non
conformité sur des LTS ont été éliminées sur la machine d’états car elles correspondent
à des traces irréalisables. L’exemple de la figure 4.20 illustre ce cas : le ChangeEvent
when(x<0) de la machine SM1 a été supprimé car le concepteur sait par exemple que le
domaine de valeur de x est positif. Par conséquent, SM2 est conforme à SM1. En revanche,






















Figure 4.20 – Non conformité entre LTS alors qu’il y a conformité entre les machines
d’états correspondantes
Ces exemples montrent qu’il faut interpréter les résultats obtenus sur des LTS avec
prudence. Notons que les cas mentionnés sont très particuliers et une analyse de données
préliminaires permettrait de les identifier.
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4.4 Bilan
Dans ce chapitre, nous avons montré comment exploiter les relations de conformité afin
d’aider les modélisateurs à construire des modèles corrects. Afin de pouvoir comparer des
machines d’états UML, nous avons systématisé leur traduction en LTS. La traduction des
machines d’états en LTS est effectuée par un prototype Java en utilisant la bibliothèque
DOM de Java [Sun10]. Pour l’instant, nous avons considéré un sous-ensemble des ma-
chines d’états. Les règles doivent être étendues afin de prendre en compte l’ensemble des
concepts des machines d’états UML. Grâce à notre outil IDCM qui permet d’automatiser
la vérification des relations de conformité, nous pouvons identifier les cas d’erreur mis en
évidence et guider le concepteur pour corriger les modèles UML. La mise en œuvre de
cette démarche est illustrée sur un cas d’étude de téléphone. Ceci permet de donner des
évaluations intermédiaires, en phase de développement et de mettre en évidence des risques
de non conformité.
Du fait de la différence du niveau d’abstraction entre LTS et machines d’états, nous
ne pouvons que mettre en garde le concepteur sur des risques de non conformité. Il se-
rait nécessaire d’utiliser un outil complémentaire pour faire une analyse de données et de
conditions logiques ou temporelles qui sont irréalisables ou incohérentes afin de détecter
sur des machines d’états des blocages (états puits) ou plus généralement des incohérences.
Nous avons donné une illustration de la mise en œuvre des relations de conformité
ext, conf à travers une étude de cas dans laquelle ext est considéré comme une relation de
raffinement et conf comme une relation d’implantation.
Dans le chapitre suivant, nous allons définir un cadre formel de mise en œuvre de ces
relations dans le contexte d’une construction incrémentale.
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Dans le chapitre précédent, nous avons montré que la relation ext est une relation
adéquate pour le raffinement car elle présente les critères recherchés : réduction de blocages,
réduction de l’indéterminisme, extension de traces et transitivité. De plus, ext répond
également à la propriété de raffinement énoncée par Leduc [Led91a] :
q raf p⇒ ({r | r imp q} ⊆ {r | r imp p}) (5.1)
où raf est une relation de raffinement et imp est une relation d’implantation. La relation
ext satisfait cette propriété dans le cas où la relation de conformité conf est choisie comme
relation d’implantation. Cette propriété établit que ext est une relation de raffinement,
mais ce n’est pas la plus large dans le sens où il existe des relations de raffinement qui ne
sont pas des extensions.
Une première perspective consiste à trouver une caractérisation de la plus grande rela-
tion de raffinement ainsi qu’une implantation de la vérification de cette relation. Ensuite,
dans ce chapitre, nous proposons de formaliser la démarche de construction incrémentale
des modèles assurant la cohérence entre différentes versions de spécification et leur im-
plantation. De ce fait, on propose un support de vérification de modèles adapté aussi bien
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aux méthodes conventionnelles de développement qu’aux méthodes non-linéaires comme
le prototypage rapide ou l’extreme programming .
5.1 Vers le raffinement : la relation confrestr
Relation d’implantation
D’abord, nous faisons un rappel de la notion de relations d’implantation. Dans le pro-
cessus de développement, une spécification est une description de haut niveau du com-
portement souhaité d’un système [BB87] qui a pour objectif de constituer une référence à
implanter ce système. En faisant référence à d’autres travaux, nous pouvons trouver plu-
sieurs définitions de la relations d’implantation. Par exemple, pour des spécifications basées
sur la logique [CM89], q est une implantation de p si q implique p, ou pour des automates
E/S, un modèle est considéré comme implantation s’il existe une transformation adéquate
de l’implantation à sa spécification [Mer90]. Nous retiendrons la définition selon laquelle
une implantation est considérée valide si elle satisfait un ensemble de propriétés définies
telles que la réduction des blocages, la réduction de l’indéterminisme. . . Cette relation doit
être réflexive car une spécification est une implantation valide d’elle-même.
Relation de raffinement
Comme mentionné dans l’état de l’art, la propriété (5.1) stipule que toute implantation
d’un modèle raffiné est également une implantation valide du modèle initial. Leduc appelle
cette propriété la propriété de cohérence [Led92]. Par la propriété de réflexivité d’une
relation d’implantation, un raffinement q est lui-même son implantation. Par la propriété
de raffinement (5.1), q est également une implantation de sa spécification p. La relation
de raffinement est donc également une relation d’implantation. Mais l’implication inverse
n’est pas garantie. En notant imp une relation d’implantation, la propriété de raffinement
(5.1) peut être représentée comme : raf ◦ imp ⊆ imp. Un de nos objectifs dans ce chapitre



















Figure 5.1 – red n’est pas une relation de raffinement
Relation red Nous pouvons penser en premier lieu à la relation de réduction red (le
préordre d’échec) qui a été choisie comme relation de raffinement en CSP. red réduit l’in-
déterminisme, les blocages et possède la propriété de transitivité nécessaire pour le déve-
loppement de spécifications. Étudions dans notre contexte si red traduit une relation de
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raffinement. Si on se réfère à l’exemple de la figure 5.1,q conserve bien le comportement
principal de p (ce que p doit faire) mais il est aussi une réduction de p (les traces de q
sont incluses dans celles de p). On propose r comme implantation de q (cf. figure 5.1), r
étant conforme à q. Pourtant r n’est pas conforme à p, car après la trace b, r refuse c. Cet
exemple montre que red n’est pas une relation adéquate pour le raffinement.
De plus, l’exemple de la figure 5.2 illustre qu’il peut exister une implantation commune
à deux modèles sans qu’il y ait de relation de réduction ou d’extension entre ces modèles.
























Figure 5.2 – Exemple de raffinement q raf p
q ne sont pas inclues dans celles de p et vice-versa). r est pourtant une implantation valide
de q et de p.
Relation confrestr
Intuitivement, on peut penser que la relation de raffinement est plus large que ext et ne
couvre pas entièrement red du point de vue ensembliste. Dans le cadre du développement
formel de spécifications LOTOS, Leduc a défini la relation de conformité restrictive pour
les étapes de conception intermédiaires (cf. définition 5.1.1) et en donne une caractérisation
(cf. proposition 5.1.1).
Définition 5.1.1 (confrestr [Led91b]). q confrestr p⇔ ({r | r conf q} ⊆ {r | r conf p}).
Proposition 5.1.1 (confrestr [Led91b]). Soient p, q deux LTS, q confrestr p ssi
i. q conf p,
ii. ∀σ ∈ Tr(p)− Tr(q), on a L ∈ Ref (p,σ).
L est l’ensemble des actions visibles de p et q. L ∈ Ref (p,σ) peut être interprété par le
fait que p refuse toutes les actions possibles, après la trace σ. Cela signifie qu’on a atteint
un état terminal.
Grâce à cette proposition, nous pouvons évaluer la relation confrestr entre q et p de
l’exemple de la figure 5.2 :
– q conf p,
– Tr(p)− Tr(q) = {a, d} − {bc, a} = {d} et p after d = stop.
La relation confrestr entre q et p est vérifiée.
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Relation de raffinement par réduction red∗, ct
L’exemple de la figure 5.1 montre que red n’est pas une relation de raffinement, car
red -⊂ confrestr. red ne peut donc être choisie comme relation pour le développement in-
crémental selon les critères que nous avons explicités. Par conséquent, nous proposons une
nouvelle relation satisfaisant à la fois les propriétés de la relation de réduction et celles de
raffinement.
Définition 5.1.2. Soient p et q deux LTS, q red∗ p def= q confrestr p ∩ q red p.




















Figure 5.3 – q red∗ p
L’exemple de la figure 5.3 montre que q red∗ p. De ce fait, toute implémentation r de q
est également une implémentation de p. De plus Tr (p)−Tr (q) = {ac} et p after ac = stop.
Définition 5.1.3. ct def= red ∩ ext
ct est la relation de conformité mais avec en plus, une autre propriété : l’égalité de traces.
Cette relation est similaire au préordre de test mais elle n’a pas la contrainte d’implication
de convergence. Il est donc évident que ct ⊆ ext, ct ⊆ red∗ et ct ⊆ confrestr.
La proposition (5.1.1) soulève le problème de calcul des tracesTr (p) et Tr(q). Comment
implante-t-on la vérification de confrestr en prenant en compte les traces de deux LTS ? À
notre connaissance, aucune solution d’implantation de vérification de ces relations n’a été
proposée. Nous nous attachons à résoudre ce problème au paragraphe suivant.
5.2 Implantation des relations confrestr et red∗
5.2.1 Implantation de la relation confrestr
Avant de présenter la méthode permettant de vérifier la relation confrestr, nous in-
troduisons quelques notations. Étant donnés p, q deux LTS, t, u leur graphe d’acceptance
respectif, v le graphe d’acceptance fusionné de t et u, on note :
v = Merge(t, u) = Merge(A(p),A(q)) = A(Merge(p, q))
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On rappelle que dans la définition de la bisimulation 3.1.1 [p 52], Ψ2 fait référence à :
〈q, a〉 ∈ Ψ2 ⇒ (q a−→ q′ ⇒ ∃p′. p a−→ p′ ∧ p′Rq′)
où R est la relation de simulation.
On note Ψp2(q) la fonction qui identifie les états de p simulant l’état q :
Ψp2(q) = {p | q a−→ q′ ⇒ ∃p′. p a−→ p′ ∧ p′Rq′}
On note T : V → P(T ) la fonction identifiant les états correspondant à t dans v :
T (v) = {t ∈ T | ∃u, Merge(u, t) = v}
Lemme 5.2.1. Soient p, q deux LTS, t, u leur graphe d’acceptance respectif et v le graphe
d’acceptance fusionné. Si q conf p, on a :
∀σ ∈ Tr (u). (u σ−→ u′ ⇒ u′ ∈ Ψv2(u))
Démonstration. q conf p⇒ v # u (Théorème 3.2.1 [p 58]). On a donc :
u
a−→ u′ ∧ u′ ∈ Ψv2(u)⇒ ∃v′(v a−→ v′ ∧ v′Ru′)
⇒∀σ ∈ Tr(u). (u σ−→ u′ ⇒ u′ ∈ Ψv2(u))
Théorème 5.2.1. Soient p, q deux LTS, t, u leur graphe d’acceptance et v le graphe d’ac-
ceptance fusionné. Merge(t, u) = 〈V,L,→V , v〉. q confrestr p⇔
– v #Π u ;
– ∀v′ ∈ (V −Ψv2(u)),∀p′ ∈ (T (v′)).states, p′ = stop.
L’interprétation de ce théorème est la suivante : après avoir calculé la relation de
conformité des LTS q et p par l’analyse de leur graphe d’acceptance respectif u et t,
si la relation de conformité est vérifiée, nous identifions l’ensemble des états Ψv2(u) du
graphe fusionné v simulant les états du graphe u. Ensuite, nous considérons le complément
relatif de cet ensemble d’états avec l’ensemble d’états du graphe d’acceptance fusionné
(V − Ψv2(u)). Ceci permet d’identifier les états correspondant de v dans le LTS t par
la fonction T (v′). Puis, nous vérifions tous les états dans le LTS origine p qui sont dans
l’ensemble d’états associés (T (v′)).states. Si ces états sont tous des états finaux (p′ = stop),
la relation de conformité restrictive entre q et p est vérifiée.
Pour faciliter la lecture de la démonstration, on peut se référer à la figure 5.4 qui
synthétise les fonctions définies sur des LTS et leur graphe d’acceptance.
Démonstration. (⇐) En se référant à la proposition de Leduc [Led91b], on a :
i. v #Π u⇒ q red Merge(p, q)⇒ q conf p
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Figure 5.4 – Principales fonctions pour la démonstration du calcul de confrestr
ii. On doit prouver : ∀σ ∈ Tr(p)− Tr(q). L ∈ Ref (p,σ)
Soit v′ ∈ (V −Ψv2(u)), p′ ∈ (T (v′)).states, p′ = stop.
⇒∀σ ∈ (Tr (v)− Tr(u)), v σ−→V v′ ∧ p′ ∈ (T (v′)).states, p′ = stop.
⇒∀σ ∈ ((Tr (u) ∪ Tr(t))− Tr(u)), v σ−→V v′ ∧ ∀p′ ∈ (T (v′)).states, p′ = stop.
Comme T (v) = {t ∈ T | ∃u, Merge(u, t) = v}, on peut reformuler :
⇒ ∀σ ∈(Tr (t)− Tr(u)), v σ−→V v′
∧ p′ ∈ ({t′ ∈ T | ∃u′, Merge(u′, t′) = v′}).states, p′ = stop.
Comme u et t sont déterministes, par la construction du graphe fusionné, on a :
v
σ−→V v′ ⇒ t σ−→T t′,∃p′, p σ=⇒ p′
⇒∀σ ∈ (Tr(t)− Tr(u)).v σ−→V v′ ∧ p σ=⇒ p′ ⇒ p′ = stop
Comme Tr (t) = Tr(p) et Tr(u) = Tr(q), on a :
∀σ ∈ Tr(p)− Tr(q), on a p σ=⇒ p′, p′ = stop
⇒∀σ ∈ Tr(p)− Tr(q), on a L ∈ Ref (p,σ)
(⇒) À partir de la définition de confrestr
i. q conf p⇒ q red Merge(p, q)⇒ v #Π u
ii. ∀σ ∈ Tr(p)− Tr(q), L ∈ Ref (p,σ)
⇒∀σ ∈ Tr (p)− Tr(q), p σ=⇒ p′ ⇒ p′ = stop
⇒∀σ ∈ (Tr (q) ∪Tr (p))− Tr(q),∀p′. p σ=⇒ p′. p′ = stop
Car p′ ∈ t′.states tel que t σ=⇒ t′ et t′ = T (v′) on a :
⇒∀p′ ∈ (T (v′)).states ∧ ∀σ ∈ (Tr (u) ∪ Tr(t))− Tr(u). v σ−→V v′. p′ = stop.
⇒∀p′ ∈ (T (v′)).states ∧ ∀σ ∈ Tr(v) − Tr(u).v σ−→V v′. p′ = stop. (5.2)
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Comme Tr (u) ⊆ Tr (v), en utilisant le lemme 5.2.1, on a :
⇒ ∀σ′ ∈ Tr(u). (u σ′−→U u′ ∧ u′ ∈ Ψv2(u))
Par la construction de graphe d’acceptance fusionné u σ
′−→U u′ ⇒ v σ
′−→V v′
⇒∀σ′ ∈ Tr(v).(v σ′−→V v′ ∧ u′ ∈ Ψv2(u))
⇒∀σ ∈ (Tr(v) −Tr (u)).(v σ−→V v′ ∧ v′ ∈ (V −Ψv2(u))) (5.3)
En combinant (5.2) et (5.3), on a :
∀p′ ∈ (T (v′)).states ∧ v′ ∈ (V −Ψv2(u)) ∧ ∀σ ∈ (Tr(v)− Tr (u)). v σ−→V v′, p′ = stop.
⇒∀v′ ∈ (V −Ψv2(u)).∀p′ ∈ (T (v′)).states, p′ = stop.
Nous savons que la relation de conformité conf garantit la réduction de l’indétermi-
nisme et des blocages, et que confrestr est un préordre plus fort que conf. L’exemple 4 de la
figure 5.5 montre que confrestr conserve la fonctionnalité principale (action a) de p, elle en-
lève l’action optionnelle conduisant à un blocage (l’action b). La relation confrestr préserve
non seulement toutes les propriétés de conf, mais en plus, elle supprime les fonctionnalités































Figure 5.5 – Représentation des relations de conformité du point de vue ensem-
bliste [Led92, LCL09]
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Les relations de conformité pour lesquelles nous avons développé des algorithmes de
calcul sont synthétisées dans la figure 5.5 selon le point de vue ensembliste. Des exemples
illustrent les relations et leur intersection. La relation confrestr couvre la relation d’exten-
sion, une partie de relation de réduction red et confrestr est incluse dans conf.
La vérification des relations confrestr est implantée dans l’outil IDCM. La complexité
de calcul confrestr est la même que celle de conf (PSPACE-complet).
5.2.2 Implantation de relation de raffinement par réduction red∗
Dans le paragraphe précédent, nous avons présenté l’intérêt des relations d’extension
ext, de conformité restrictive confrestr pour le raffinement. La relation de conformité est
présentée comme la relation d’implantation. La relation de réduction red qui est similaire
au préordre d’échec préserve les propriétés de vivacité (liveness) et de sûreté (safety).
Avec la définition ci-dessus et grâce à la proposition 5.1.1, on a la proposition suivante :
Proposition 5.2.1. q red∗ p ssi
– q red p,
– ∀σ ∈ Tr(p)− Tr(q), on a L ∈ Ref (p,σ).
Du point de vue ensembliste, la relation red∗ est incluse dans la relation de réduction
red et satisfait également la conformité restrictive. Afin de calculer la relation red∗, nous
pouvons utiliser les théorèmes 3.1.1 [p 54] et 5.2.1 [p 91]. Mais nous proposons une autre
méthode permettant de calculer red∗ directement sans construire de graphe fusionné.
Théorème 5.2.2. Soient p et q deux LTS et t, u leur graphe d’acceptance.
– t #Π u
– ∀t′ ∈ (T −Ψt2(u)) ∧ ∀p′ ∈ t′.states, p′ = stop
⇔ q red∗ p
La preuve est similaire à la démonstration du théorème 5.2.1.
Comme dans le théorème de calcul de confrestr 5.2.1, on peut mettre en œuvre la
vérification de red∗ en vérifiant la relation de simulation forte entre graphes d’acceptance
et l’inclusion des ensembles d’acceptance. Nous vérifions également que tout état du graphe
d’acceptance t qui n’est pas simulé par un état de u correspond à un état final du LTS p.
Dans la représentation ensembliste des relations de conformité (cf. fig 5.5), la relation
red∗ correspond à l’union des régions 2 et 3.
La vérification de la relation de raffinement par réduction est implantée dans l’outil
IDCM.
5.3 Cadre pour la construction incrémentale
5.3.1 Stratégies de raffinement
Notre objectif ici est d’outiller formellement la démarche incrémentale pour la construc-
tion de machines d’états UML intégrant le processus de vérification. Les spécifications et
implantations considérées seront donc des machines d’états UML associées à des classes.
Comme mentionné dans les paragraphes précédents, le raffinement est considéré comme
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une relation liant des spécifications définies à différentes étapes de modélisation. Le premier
point de vue du raffinement est lié à l’ajout de nouvelles fonctionnalités en vue d’enrichir
des spécifications successives. Nous appelons cela le raffinement horizontal. Un autre point
de vue du raffinement consiste à ajouter des détails dans les modèles successifs du système
sans ajout de fonctionnalités de façon à obtenir un modèle concret proche d’un modèle
















Figure 5.6 – Cadre conceptuel de développement incrémental de modèles
Nous pouvons représenter de manière conceptuelle (cf. figure 5.6) le développement
incrémental d’une spécification initiale notée s0,0, conduisant à son modèle d’implantation
final, noté sn,m en passant par des spécifications intermédiaires notées si,j. L’axe vertical
représente les niveaux d’abstraction du plus abstrait au plus concret. Les modèles les
plus concrets (sn,i) désignent des spécifications suffisamment détaillées pour être traduites
automatiquement en un programme exécutable. On les appelle modèles d’implantation.
On distingue deux stratégies globales de raffinement :
Stratégie h-v (horizontal-vertical) consiste à développer par étapes successives la spé-
cification initiale. Ce n’est que lorsque la version complète des spécifications sera obtenue
que la phase de raffinement vertical débutera. Cette stratégie suit les démarches tradition-
nelles de conception de logiciels où il faut attendre d’avoir une spécification finale pour
réaliser l’implantation. Cette stratégie suit le chemin s0,0; s0,1; . . . ; s0,m ; s1,m; . . . ; sn,m; (cf.
figure 5.6). Localement, c’est-à-dire à toute étape, cette stratégie satisfait la propriété de
raffinement (5.1) stipulant que toute implantation du modèle raffiné r est également une
implantation valide du modèle initial p.
Stratégie v-h (vertical-horizontal) consiste à détailler par étapes successives la spécifi-
cation initiale afin d’obtenir un modèle d’implantation du système. Ce modèle sera à son
tour enrichi par l’ajout de fonctionnalités afin d’obtenir la version finale du modèle d’im-
plantation. Cette stratégie suit le chemin s0,0; s1,0; . . . ; sn,0; sn,1; . . . ; sn,m (cf. figure 5.6).
Cette stratégie permet d’obtenir une première version du logiciel pour répondre rapide-
ment à des exigences du client ou encore pour se positionner sur un marché sans avoir
95
Chapitre 5. Vers la formalisation d’un cadre de construction incrémentale
à attendre le développement de la version finale. Elle permet d’être réactif à des besoins
d’utilisateurs, sans investissement trop important en temps ou en moyen. La démarche v-h
fait le choix d’exploiter comme version délibérément partielle ou provisoire une première
version de la réalisation. Cette démarche s’inspire des méthodes de développement agile et
peut se révéler très productive industriellement.
Stratégie mixte En pratique, la stratégie de développement est mixte et consiste à déve-
lopper de façon itérative des raffinements horizontaux et verticaux. Elle suit, par exemple,
le chemin s0,0; s0,1; s0,2; s1,2; . . . si,2; . . . ; si,j; . . . ; sn,j; . . . sn,m (cf. figure 5.6).
5.3.2 Formalisation des stratégies
Dans cette partie, nous nous intéressons à la formalisation des stratégies de raffinement
à un niveau local constitué d’une étape de raffinement vertical et d’une étape de raffinement
horizontal. Ensuite, nous verrons comment étendre la formalisation de ces stratégies en










Figure 5.7 – Diagramme commutatif du raffinement h-v et v-h
On considère rhj une relation de raffinement local horizontal, rvi une relation de raffi-
nement local vertical et si,j la spécification obtenue après i étapes de raffinement vertical
et j étapes de raffinement horizontal. Si on considère la spécification si,j+1 (resp. si+1,j)
après une étape de raffinement horizontal (resp. vertical), on a donc : si,j+1 rhj si,j (resp.
si+1,j rvi si,j) et impi,j une relation d’implantation locale entre si+1,j+1 impi,j si,j . La
récapitulation est présentée par la définition suivante :
Définition 5.3.1 (Carré de développement local). Un carré de développement des spécifi-
cations SRi,j est un couple 〈Si,j, Ri,j〉 dans lequel Si,j est un ensemble des spécifications :
Si,j
def
= {si,j, si,j+1, si+1,j si+1,j+1}
et Ri,j un ensemble des relations de vérifications (préordres) Ri,j
def
= {rhj , rvi, impi,j} véri-
fiant :
i. rhj une relation de raffinement horizontal : si,j+1 rhj si,j et si+1,j+1 rhj si+1,j ;
ii. rvi une relation de raffinement vertical : si+1,j rvi si,j et si+1,j+1 rvi si,j+1 ;
iii. impi,j une relation d’implantation locale : si+1,j+1 impi,j si,j.
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Dans ce cadre, nous nous inspirons de la théorie des catégories [Pie91] pour formaliser
la démarche incrémentale. La théorie des catégories est une théorie générale qui étudie des
structures mathématiques de type ensembliste et les fonctions qui les caractérisent. Un
concept fondamental de la théorie des catégories [Pie91] est le diagramme commutatif (cf.
figure 5.7) dans lequel les chemins de développement sont équivalent.
rvi ◦ rhj = rhj ◦ rvi
On ne peut appliquer au sens strict cette théorie, car les foncteurs dans la théorie des
catégories sont des transformations tandis que dans notre cadre de développement ils sont
considérés comme des relations. De plus, on réduit la complexité de notre problème en
supposant que les relations de raffinement horizontal (resp. vertical) dans le carré sont les
mêmes.
Au niveau global, si on souhaite étendre la démarche incrémentale à n niveaux de
raffinement vertical et m niveaux de raffinement horizontal (m,n > 0), on peut utiliser
des relations différentes de raffinement horizontal rhj, et de raffinement vertical rvi (cf.
figure 5.8). Nous pouvons représenter de manière conceptuelle (cf. figure 5.6) le dévelop-
pement incrémental que nous avons présenté par la définition suivante :
Définition 5.3.2 (Cadre de construction incrémentale). Soit m > 0, n > 0 et pour tout
0 ≤ i ≤ n, 0 ≤ j ≤ m, SRi,j = 〈Si,j , Ri,j〉 un carré de développement local. Un cadre de
construction incrémentale FIC est un couple 〈SF , RF 〉 dans lequel SF est un ensemble de











Ri,j ∪ {rh, rv, imp}
i. rh une relation de raffinement horizontal global : si,m rh si,0 et ∀ rhj , rhj ⊆ rh ;
ii. rv une relation de raffinement vertical global : sn,j rv s0,j et ∀ rvi, rvi ⊆ rv ;
iii. imp une relation d’implantation globale : sn,m imp s0,0 et ∀ impi,j, impi,j ⊆ imp.
iv. Soit σi ∈ [0..n] × [0..m], avec σ0 = (0, 0) et σn+m = (n,m), et, pour tout i : si
σi−1 = (a, b), et σi = (c, d), alors c = a et d = b + 1 ou c = a + 1 et d = b. Une
stratégie ST est définie par : ST def= sσ0 ; sσ1 ; · · · ; sσn+m .
Notons que imp n’est pas nécessairement un préordre.
5.3.3 Exigences locales pour des relations de raffinement
Quelle que soit la stratégie choisie, il est nécessaire de vérifier les modèles élaborés à
chaque étape. Nous souhaitons montrer que ces stratégies sont équivalentes dans le sens
où elles assurent que le modèle final obtenu est un bon modèle : il est toujours valide
(conforme à sa spécification initiale) et implémente éventuellement des fonctionnalités sup-
plémentaires. De plus, pour les processus de raffinement (horizontal et vertical), la garantie
de la cohérence entre les modèles est une des propriétés très importantes. rhj et rvi doivent
être transitives. La réflexivité est nécessaire car une spécification est une implantation (ou
un raffinement) valide d’elle-même. Ces relations peuvent être antisymétriques. Donc, les
relations rhj et rvi doivent être au moins des préordres.
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Contraintes : Pour les relations de raffinement local X = rhj, rvi, on peut caractériser
les relations de raffinement local par les conditions suivantes :
i. X ⊆ imp (chaque relation de raffinement local est également une relation d’implan-
tation),
ii. X est une relation de raffinement : q X p⇒ ({r | r imp q} ⊆{ r | r imp p}),
iii. Équivalence locale : rvi ◦ rhj = rhj ◦ rvi = impi,j . Cette condition assure que la
spécification si+1,j+1 est une implantation valide de si,j .
iv. rhj ⊆ #Tr , où #Tr est l’extension de traces ;
v. rvi ⊆ $Tr , où $Tr est la réduction de traces.
Comme mentionné au début de ce paragraphe, le développement horizontal est le fait
de définir des incréments de fonctionnalité dans les modèles successifs. Ceci correspond à
l’extension conforme des traces. Pour le développement vertical, le raffinement consiste à
ajouter des détails dans les modèles successifs du système pour obtenir un modèle concret
proche d’un modèle d’implantation. L’ajout de détails est un remplacement d’une action
par d’autres pouvant être nouvelles actions. Lorsqu’on compare deux modèles consécutifs,
on va masquer ces actions. Le raffinement vertical est donc une réduction de traces.
5.3.4 Exigences globales pour l’équivalence de stratégies
Nous souhaitons que les stratégies non seulement soient localement équivalentes mais
également soient globalement équivalents. Ceci est formulé par l’objectif suivant.
Définition 5.3.3 (Équivalence de stratégies). Dans un FIC, deux stratégies h-v et v-h sont
équivalentes si : rv ◦ rh = rh ◦ rv = imp, rh = rhm−1 ◦ · · · ◦ rh0, et rv = rvn−1 ◦ · · · ◦ rv0.
Cette définition stipule qu’à partir d’une spécification initiale si,j , le même résultat de
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Figure 5.8 – Deux approches, h-v et v-h, et l’approche mixte
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La proposition suivante permet de fixer les contraintes pour atteindre l’objectif d’équi-
valences de stratégies h-v et v-h :
Proposition 5.3.1. Pour un cadre de développement FIC def= 〈SF , RF 〉, les stratégies v-h
and h-v sont équivalentes, si :
i. rvi+1 ◦ rvi = rv et rhj+1 ◦ rhj = rh ∀i, j, 0 ≤ i < n− 1, 0 ≤ j < m− 1
ii. impi+1,j+1 ◦ impi,j = imp ∀i, j, 0 ≤ i < n− 1, 0 ≤ j < m− 1
iii. rvi ◦ rhj = rhj ◦ rvi = impi,j ∀i, j, 0 ≤ i < n, 0 ≤ j < m.
Démonstration. L’objectif est de vérifier que la spécification finale sn,m est valide (conforme)
à sa spécification initiale. On doit donc prouver :
rv ◦ rh = rh ◦ rv = imp
et
rh = rhm−1 ◦ · · · ◦ rh0
rv = rvn−1 ◦ · · · ◦ rv0
Sans perte de généralité, supposons que :
Xj ◦Xj−1 = X
Xj+1 ◦Xj = X
où X = rh, rv. Par composition des équations ci-dessus, on obtient :
Xj+1 ◦Xj ◦Xj ◦Xj−1 = X ◦X
Xj+1 ◦Xj ◦Xj−1 = X (car Xj et X sont transitives)
Pour tout i, j, k, l, 0 ≤ j < k ≤ m and 0 ≤ i < l ≤ n
rhk ◦ · · · ◦ rhj+1 ◦ rhj = rh
rvl ◦ · · · ◦ rvi+1 ◦ rvl = rv
On a : rv ◦ rh = rvi+1 ◦ rvi ◦ rhj+1 ◦ rhj
= rvi+1 ◦ rhj+1 ◦ rvi ◦ rhj
= impi+1,j+1 ◦ impi,j
= imp
Donc : rv ◦ rh = imp
La preuve que rh ◦ rv = imp est similaire.
On a donc : rv ◦ rh = rh ◦ rv = imp
Cette proposition traduit le fait que les stratégies globales sont équivalentes s’il existe
une équivalence locale des stratégies (condition (iii)) et si l’enchaînement des raffinements
locaux de même nature (vertical ou horizontal) conduit à un raffinement global (conditions
i et ii) (cf. figure 5.8). Elle montre l’équivalence des stratégies h-v et v-h. À partir de cette
proposition, on peut déduire que l’approche mixte composée de plusieurs sous-stratégies
h-v et v-h est équivalente aux stratégies globales v-h et h-v. La stratégie mixte permettrait
de rationaliser les étapes du cycle de développement en spirale.
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5.3.5 Mise en œuvre des relations de raffinement
Dans cette partie, nous sélectionnons des relations de raffinement (vertical et horizontal,
local et global) assurant l’équivalence des stratégies de développement incrémental.
En ce qui concerne la relation de raffinement (horizontal et vertical) local, les trois
relations confrestr, ext et red∗ sont candidates (cf. propriété 5.1). Nous devons vérifier si
les propriétés d’équivalence de stratégies sont satisfaites pour toutes les combinaisons pos-
sibles. Les propositions suivantes montrent quels raffinements locaux peuvent être combinés
pour assurer le raffinement global confrestr.
Proposition 5.3.2. Soit A un préordre, pour toute relation X ⊆ A
A ◦X = X ◦ A = A
La démonstration est dans l’annexe A. Cette proposition permet d’impliquer les pro-
positions suivantes :
Corollaire 5.3.1. Pour ext, red∗, confrestr
i. confrestr ◦ ext = ext ◦ confrestr = confrestr
ii. confrestr ◦ red∗= red∗ ◦ confrestr= confrestr
De plus, on peut démontrer que (cf. annexe A) :
Proposition 5.3.3. red∗ ◦ ext= ext ◦ red∗= confrestr
Corollaire 5.3.2. Pour ct, ext, red∗, confrestr
i. ext ◦ ct = ct ◦ ext = ext
ii. red∗ ◦ ct= ct ◦ red∗= red∗
iii. confrestr ◦ ct = ct ◦ confrestr = confrestr
Raffinement horizontal Raffinement vertical Implantation
Global (rh) Local (rhj) Global (rv) Local (rvi) Global (imp) Local (impij)
ext ext red∗ red∗ confrestr confrestr
ct ct
confrestr red∗, ct
ext ext ct ct ext ext, ct
Table 5.1 – Combinaisons des relations de raffinement assurant l’équivalence de stratégies
Le tableau 5.1 identifie pour chaque relation de raffinement horizontal global, les com-
binaisons locales possibles ainsi que les relations de raffinement vertical garantissant l’équi-
valence de stratégies. Dans tous les cas, la relation ext est considérée comme relation de
raffinement horizontal global et local. Il y a deux relations d’implantation globale confrestr
et ext.
Si la relation confrestr est considérée comme relation d’implantation globale, la relation
d’implantation locale et la relation de raffinement vertical global seront confrestr, et la
relation de raffinement vertical local seront red∗ ou ct. Si on choisit confrestr comme relation
de raffinement vertical global, les relations de raffinement vertical local seront red∗ ou ct.
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Il existe un cas que la relation ext est la relation d’implantation globale. Dans ce cas,
ext ou ct sont choisies comme relations d’implantation locale. red∗ ou confrestr ne sont pas
choisies car : red∗ ◦ ext -⊆ ext. Par la contrainte (ii) de la proposition 5.3.1, si on utilise ct
comme relation d’implantation au niveau i, j, il est obligatoirement d’utiliser ext au niveau
i+ 1, j + 1 et i− 1, j − 1.
La proposition 5.3.3 montre également une similarité entre les relations de conformité
(red ◦ ext = conf) et les relations de conformité restrictive (red∗ ◦ ext= confrestr). Notons
que, pour la relation de conformité, la composition inverse n’est pas vérifiée, ie. conf -= ext
◦ red, et de même red ◦ conf -= conf.
5.3.6 Exemple de développement par la stratégie mixte
Nous illustrons sur un simple exemple une stratégie de développement mixte, composée
séquentiellement d’une extension, suivie d’une réduction et une extension. Les machines
sont présentées dans la figure 5.9.
La première machine est Machine Indéterministe. Cette machine contient les deux fonc-
tions principales (livraison de boissons et d’annulation/remboursement). Elle s’apparente
à une spécification déclarative puisque les deux fonctions sont offertes d’une manière non-
déterministe. La machine est exhaustive : elle offre l’annulation du service ou la distribution
de boissons. En outre, il est nécessaire de payer pour obtenir une boisson, au moins un,
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Figure 5.9 – Machines d’états simples d’un distributeur automatique
La deuxième machine (Machine avec Maintenance) est une extension de la machine
Machine Indéterministe, offrant aussi la possibilité d’arrêter la machine quand elle est dans
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son état initial pour faire une maintenance. La relation ext vérifiant entre ces deux machines
assure que laMachine avec Maintenance peut encore être utilisé exactement commeMachine
Indéterministe.
La troisième machine (Machine Réaliste) est un raffinement vertical (dans ce cas une
réduction) de Machine avec Maintenance. Tout d’abord, l’indéterminisme est réduit : les
gardes de l’événement coins sont ajoutées. Deuxièmement, elle peut rendre la monnaie,
après avoir livré la boisson. Troisièmement, la fonction de maintenance est supprimée.
Cette dernière réduction est possible car après l’événement getOpcode aucun autre n’est
possible.
La dernière machine (Machine Choix Multiple) est une extension de la Machine Réaliste.
Elle offre une seconde option de livraison. Là encore, elle peut être utilisée exactement
comme le Machine Réaliste.
On peut en déduire que Machine Choix Multiple est un raffinement (relation confrestr














Figure 5.10 – Illustration d’une approche mixte
La figure 5.10 présente également les liens pour des machines qui auraient être construites
en suivant d’autres stratégies. Elle montre que nous aurions pu utiliser la relation ct à cer-
taines étapes de raffinement verticale, à condition que nous l’utilisions aussi pour tous les
autres raffinements verticaux de même niveau.
5.4 Bilan
Des relations de comparaison de modèles ont été définies dans la théorie des processus.
Elles peuvent être utilisées pour comparer un modèle d’implantation avec un modèle de
spécification, afin de vérifier si les exigences sont remplies ou non. On a montré que les
relations d’extension ext, de conformité restrictive confrestr et de réduction red∗ et ct sont
adéquates pour les démarches de raffinement que nous proposons. L’implantation de ces
relations a été également présentée.
La relation de conformité restrictive a été présentée comme la plus grande relation de
raffinement. De plus, nous avons proposé la construction incrémentale selon deux aspects :
la stratégie h-v visant à obtenir une implantation à la fin d’une chaîne de spécifications
et la stratégie v-h visant à obtenir une chaîne d’implantations à partir d’une spécification
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initiale. La stratégie h-v présente l’avantage d’offrir des supports pour le développement
de spécifications de systèmes complexes qui nécessitent plusieurs étapes intermédiaires,
soit parce que le système est complexe et on ne peut faire un modèle en une seule étape,
soit parce que l’ensemble des fonctionnalités n’est pas encore déterminé. La stratégie v-h
présente l’avantage de proposer une première version d’implantation le plus tôt possible à
partir d’une spécification partielle. Cette implantation pourra évoluer vers d’autres implan-
tations par l’ajout de fonctionnalités. Pour profiter des avantages des deux approches, on
propose l’approche mixte qui est plus pragmatique. Cette approche consiste à développer
de façon itérative des raffinements horizontaux et verticaux.
En choisissant les relations red∗ et ct comme relation de raffinement vertical et les
relations ext comme relations de raffinement horizontal, nous disposons de relations fonda-
mentales pour la construction incrémentale quelles que soient les stratégies de raffinement
choisies par le modélisateur.
Dans notre cadre de développement, nous considérons que le raffinement horizontal
s’applique uniquement à l’extension de fonctionnalités. Dans une perspective proche, nous
pourrions considérer la réduction de traces (red∗) comme raffinement horizontal, ce qui
traduit la suppression de traces en préservant la validité du modèle obtenu. Ce type de
raffinement peut paraître antagoniste dans le cas d’un développement incrémental. Il est
néanmoins utile pour supprimer des fonctionnalités optionnelles. Cette situation se ren-
contre lors d’un changement imprévu d’exigences du client ou lorsque l’on veut diminuer
le coût de développement et implémenter uniquement les fonctionnalités principales. La
relation de réduction assure que la suppression de certaines fonctionnalités ne dégrade pas
les fonctionnalités principales.
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Dans les chapitres précédents, nous nous sommes intéressés aux démarches de construc-
tion de machines d’états UML par raffinement qui consiste à définir des spécifications de
plus en plus précises ou complètes. Nous avons abordé la problématique pour un seul
modèle interagissant avec l’environnement. Or dans la pratique, un système complexe est
décrit par plusieurs composants interagissants. La construction d’architectures par assem-
blage de composants, la construction incrémentale et la vérification d’architectures font
l’objet de nombreuses études mais restent des sujets délicats.
Dans ce chapitre, nous souhaitons appliquer la démarche incrémentale que nous avons
élaborée pour un composant à une architecture. Ce chapitre se veut prospectif : nous
posons les problèmes induits par le raffinement d’architecture, nous donnons des pistes de
solutions et mettons en évidence des travaux futurs à mener.
6.1 Motivations et problématique
L’accroissement de la complexité des systèmes et la nécessité de diminuer le temps et les
coûts de développement posent de réels défis pour les concepteurs. De surcroît, cela entraîne
la non maîtrise d’erreurs de conception dont les conséquences peuvent être importantes.
Pour répondre à cette problématique, le développement à base de composants est proposé
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comme une démarche prometteuse dans lequel on construit un système par assemblage de
plusieurs composants dont la validation est assurée dans des étapes amont. L’intérêt de
cette approche est, comme dans l’approche objets, de bénéficier de composants réutilisables.
D’autre part, cette approche répond à la facilité de la maintenance du système [Crn01].
Une fois qu’un système a été déployé, il est possible qu’à un certain moment, l’un des
composants soit mis à jour, tandis que d’autres composants restent inchangés. Lorsque la
spécification du composant est étendue par ajout de fonctionnalités, cette transformation
devrait s’assurer que le composant étendu fonctionnera correctement dans l’environnement
existant.
Dans les chapitres précédents, nous avons présenté le raffinement consistant à définir
plusieurs modèles successifs d’un composant. De la même manière, lorsqu’un système est
complexe, on est amené à spécifier son comportement sous forme d’un assemblage de
composants inter-communicants. Le raffinement dans ce cas consiste à ajouter de nouveaux
composants ou enrichir un composant existant et assurer que l’architecture obtenue est
conforme à l’architecture de référence.
Dans les langages de processus, la notion d’assemblage est traitée par plusieurs travaux.
En LOTOS ou CCS, il existe des opérateurs de composition permettant de définir la
sémantique de processus inter-communicants. Dans la norme UML, bien qu’il existe des
notations pour définir des composants [ICG+04, OMG09] et une communication via des
connecteurs, la sémantique associée à l’architecture n’est pas clairement définie.
Une fois la sémantique définie, les problèmes posés pour la construction incrémentale
d’architectures sont les suivantes :
– Comment calculer le comportement d’un assemblage de composants dont les com-
portements sont spécifiés par des machines d’états ?
– Comment garantir qu’un assemblage est conforme à une spécification exprimée par
une machine d’états ?
– Comment comparer des assemblages ayant même structure (en remplaçant un compo-
sant par un autre composant ou un assemblage conforme), ou de structures différentes
(en ajoutant ou enlevant des composants) ?
Nous illustrons les problèmes posés par la construction UML d’assemblage de compo-
sants au travers d’un exemple proposé par Milner [Mil89], consistant à modéliser et valider
un atelier d’assemblage. Nous présentons tout d’abord des différentes architectures obte-
nues par construction incrémentale. Puis, nous analysons leur conformité en définissant
une sémantique du comportement d’un assemblage de composants.
6.2 Étude de cas et représentation UML de l’architecture
Ce paragraphe reprend l’exemple de l’atelier traité par [Mil89] afin de mettre en évi-
dence les problèmes liés à la construction de différentes architectures dans le paragraphe
suivant.
Énoncé du problème
« Nous souhaitons modéliser une ligne de production simple. Nous supposons
que deux personnes (appelées Jobber) partagent l’utilisation d’un ou plusieurs
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outils (Tool), pour fabriquer des objets à partir de composants simples. Chaque
objet est constitué en assemblant un manche dans un socle. On appellera tra-
vail (job) une paire constituée d’un socle et d’un manche. Les jobs arrivent
en séquence sur un convoyeur et les objets assemblés repartent sur un autre
convoyeur. Certains jobs qualifiés de difficiles nécessitent l’utilisation d’un ou-
til et d’autres, qualifiés de faciles, n’en nécessitent pas. Un Jobber ne peut
traiter qu’un seul job à la fois. »
En suivant la démarche incrémentale, nous réalisons la modélisation de l’atelier en quatre
étapes.
6.2.1 Modélisation de la spécification initiale
Dans la première étape, nous réalisons une spécification simplifiée (SingleJob) qui ré-
pond de façon incomplète à l’énoncé : un seul travail peut être réalisé à la fois et on ne se
préoccupe pas de la façon dont il est traité. On fait donc abstraction de la présence d’ou-
vriers et d’outils. L’interface de la classe SingleJob et sa machine d’états sont présentées
dans la figure 6.1. L’interface fournie JobReceipt est composée du signal inp(job) envoyé par
l’environnement. L’interface requise JobDeposit est composée du signal outp(job) envoyé
par le SingleJob à l’environnement. La machine d’états (cf. figure 6.1 (b)) de SingleJob dé-
crit son comportement. Après avoir reçu le job, la SingleJob réalise la tâche par l’exécution
















Figure 6.1 – Diagramme de classes et machine d’états de SingleJob
Pour répondre à la spécification initiale, nous créons l’architecture A0 constituée de
deux composants SingleJob mis en parallèle sans synchronisation (cf. figure 6.2). Cette
architecture possède les mêmes interfaces requise et fournie que SingleJob.
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Figure 6.2 – La première spécification – A0
Dans la figure 6.2 apparaît un nouveau type de connecteur défini en UML 2.0 : la
délégation. Un connecteur de délégation lie l’interface de l’assemblage à l’interface d’un ou
plusieurs composants internes. Il permet de faire transiter des signaux dans les différents
niveaux de l’assemblage. Il est possible d’associer au connecteur des contrats (de type :
Behavior [0..*]) définissant des règles de propagation des signaux. Dans notre cas, on associe
au connecteur de JobReceipt un contrat qui propagera le signal inp(job) sur un seul des
SingleJob : le premier disponible.
Cette architecture constitue la spécification initiale qui sera enrichie selon l’approche
incrémentale.
6.2.2 Modélisation d’un assemblage de deux ouvriers partageant un ou-
til
Dans la seconde étape, nous nous intéressons à une spécification A1 plus détaillée
dans laquelle deux ouvriers réalisant chacun la même tâche que SingleJob partagent un
outil. Cela nous conduit à définir une classe active Jobber modélisant le comportement
d’un ouvrier et une classe passive Tool modélisant des conditions d’utilisation d’un outil
(ressource partagée).
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Figure 6.3 – Diagramme de classe et machine d’états de Jobber
La classe Jobber (cf. figure 6.3 (a)) est de type SingleJob et par conséquent hérite de ses
interfaces et de sa méthode privée. Elle possède une interface requise supplémentaire (Use-
Tool). La machine d’états (cf. figure 6.3 (b)) de Jobber décrit son comportement. Après
avoir reçu le job, le Jobber réalise la tâche par l’exécution de la méthode perform(job). Dans
certains cas (partie droite), il prend un outil pour réaliser la tâche et le repose lorsque la
tâche est terminée. Le choix de l’utilisation de l’outil est indéterministe. Il pourrait être
rendu déterministe par ajout d’une condition portant sur le niveau de difficulté du job. Ce
niveau de détail n’est pas important à ce stade de modélisation. Indépendamment de l’utili-
sation de l’outil, lorsque le job est terminé, Jobber émet le signal outp(job) qui se propagera













Figure 6.4 – Diagramme de classe et machine d’états de Tool
La classe passive Tool (cf. figure 6.4 (a)) est caractérisée par l’interface fournie UseTool
composée de signaux relatifs à l’utilisation de l’outil : put, get et use. Sa machine d’états
(cf. figure 6.4 (b)) met en évidence que l’outil ne peut être utilisé que lorsqu’il est disponible
et qu’il doit être reposé après son utilisation.
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Figure 6.5 – Assemblage A1 : deux instances de Jobber partageant un outil Tool
La figure 6.5 présente l’assemblage de deux Jobber travaillant en parallèle sans syn-
chronisation en partageant le même outil. Dans cette figure apparaît un nouveau type de
connecteur défini en UML 2.0 : l’assemblage qui est une liaison entre une interface fournie
de Tool et les interfaces requises des deux Jobber. L’assemblage A1 constitue un incrément
de la spécification initiale A0 par définition de nouveaux composants. Le problème posé
est de vérifier s’il en est conforme.
6.2.3 Modélisation d’un assemblage de deux ouvriers partageant deux
outils
Dans cette étape, on étend l’architecture par l’ajout d’un composant modélisant un
outil supplémentaire de type Tool. Cet assemblage A2 comprend deux instances de Jobber
partageant deux outils Tool
Le connecteur d’assemblage permet d’associer les interfaces UseTool de chaque compo-
sant. Le choix de l’outil est effectué par le connecteur. On suppose dans un premier temps
que ce choix est indéterministe. Il pourra être rendu déterministe dans une phase avale de
modélisation en fonction de la difficulté de la tâche. Remarquons que les deux outils ne
sont pas liés aux interfaces de l’assemblage par le connecteur de délégation. L’assemblage
A2 constitue un incrément de l’assemblage A1 par ajout d’un composant. Le problème posé
est de vérifier s’il en est conforme.
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Figure 6.6 – Assemblage A2 : deux instances de Jobber partageant deux outils Tool

























Figure 6.7 – Diagramme de classes et machine d’états de Jobber∗
Dans la quatrième étape, on reste dans le contexte de deux ouvriers partageant deux
outils mais on introduit un nouveau type d’ouvrier Jobber* que l’on pense plus qualifié.
La figure 6.7 présente la classe de Jobber∗ ainsi que sa machine d’états. Cette classe diffère
très peu de Jobber : elle possède les mêmes interfaces et la même méthode privée. La
seule différence se situe dans la partie droite de la machine d’états : Jobber∗ ne repose
pas l’outil si une nouvelle tâche arrive (cf. nouvelle transition inp(job) de l’état EndTask à
l’état Ready). Le nouvel assemblage A3 est structurellement identique à l’assemblage A2 ;
il diffère uniquement par la substitution d’un composant Jobber par le nouveau composant
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Figure 6.8 – Assemblage A3 : deux instances Jobber et Jobber∗ partageant deux outils
Tool
6.3 Analyse architecturale
6.3.1 Sémantique du comportement d’un assemblage
Nous distinguons les composants simples dont le comportement est défini par une ma-
chine d’états UML et les composants composites définis par un ensemble de composants
inter-agissants, ces composants pouvant être simples ou à leur tour composites. Le compor-
tement d’un composant composite n’est donc pas défini explicitement et doit être déduit
du comportement de ses composants. La sémantique associée au comportement d’un com-
posant est basée sur des LTS. Des opérateurs de composition de LTS ont été définis, ce qui
nous permet d’associer une sémantique à un ensemble de LTS inter-agissants de façon pa-
rallèle ou par un mécanisme de synchronisation. Il nous faut donc définir le comportement
d’une architecture en termes de compositions de LTS que nous exprimerons en langage
LOTOS.
Nous utiliserons l’opérateur de parallélisme sans synchronisation ||| pour composer des
LTS associés à des composants qui ne sont pas en interaction. En revanche, lorsque les
composants sont en interaction via une interface I, on utilisera l’opérateur |[I]| qui est
l’opérateur de synchronisation sur l’interface I. Remarquons que le connecteur de déléga-
tion entre un composant et l’architecture n’a pas à être représenté explicitement par un
opérateur LOTOS. Il suffira que les portes de l’architecture et du composant portent les
mêmes noms.
Nous distinguons deux vues architecturales :
– La vue externe est une vision boîte noire de l’architecture dans laquelle les signaux de
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communication inter-composants sont masqués. Nous utiliserons l’opérateur LOTOS
hide pour masquer les signaux.
– La vue interne est une vision boîte blanche de l’architecture dans laquelle aucun
signal de communication inter-composants n’est masqué.
Comme nous l’avons fait pour l’analyse de composant simple, nous masquons les signaux
non contrôlables par l’environnement, pour comparer deux architectures. Par conséquent,
nous faisons l’analyse sur la vue externe en masquant l’interface requise de l’architecture.
Nous explicitons dans les paragraphes suivants la sémantique LOTOS associée aux archi-
tectures élaborées pour l’étude de cas. Nous donnons ensuite les résultats obtenus sur la
comparaison des architectures.
6.3.2 Comparaison des comportements
La relation d’extension comportementale a été définie entre deux composants, assurant
que le composant étendu offre au moins les mêmes services que le composant initial. On
souhaite l’appliquer à la comparaison d’architectures constituées de plusieurs composants.
L’étude de cas met en évidence plusieurs cas de figure :
– comparaison d’architectures dont les composants sont de types différents (A1 com-
parée à A0) ;
– comparaison d’architectures par ajout d’un composant (A2 comparée à A1) ;
– comparaison d’architectures par substitution d’un composant étendu (A3 comparée
à A2).
Une solution évidente de comparaison d’architectures est de construire le comporte-
ment de chaque architecture en LTS et de les comparer selon les méthodes présentées
précédemment. Une solution judicieuse serait de déduire les propriétés de l’architecture à
partir de ses composants sans avoir à recalculer le comportement de l’architecture. Pour
chaque cas de figure, nous présentons les solutions envisageables.
Comparaison d’architectures dont les composants sont de types différents
Dans ce paragraphe, on s’intéresse à l’analyse de l’architecture A1 par rapport à A0.
Pour cela, nous générons les LTS traduisant les comportements des deux architectures à
partir de leur spécification LOTOS.
Pour A0, la formulation LOTOS tient compte des caractéristiques suivantes :
– les composants SingleJob ne sont pas synchronisés ;
– des connecteurs de délégation existent entre les interfaces de l’architecture et ces
composants ;
– comme nous l’avons fait pour un composant simple, l’interface requise de l’architec-
ture est masquée.
L’architecture de A0 peut être formulée :
A0 = hide ID in (SJ [ID, IR] ||| SJ [ID, IR])
où ID désigne l’interface JobDeposit et IR désigne l’interface JobReceipt, ||| en LOTOS est
la composition parallèle sans synchronisation . hide I in désigne le masquage des signaux
de l’interface I.
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Pour A1, la formulation LOTOS tient compte des caractéristiques suivantes :
– les composants Jobber et Tool sont synchronisés par un connecteur d’assemblage sur
l’interface UseTool ;
– des connecteurs de délégation existent entre les interfaces de l’architecture A1 et
celles de ses composants Jobber ;
– comme nous l’avons fait pour un composant simple, l’interface requise de l’architec-
ture est masquée.
Pour comparer A1 par rapport à A0, il faut masquer les interfaces de synchronisation
des composants. Donc, on cache l’interface UseTool. Dénotant T l’outil et J le Jobber, cette
architecture peut être formulée :
A1 = hide(ID ∪ IT ) in ((J [ID, IR] ||| J [ID, IR]) |[IT ]|T [IT ])
où IT désigne l’interface UseTool et |[IT ]| désigne en LOTOS la composition parallèle avec
synchronisation sur les signaux de l’interface IT .
A partir des formulations des deux architectures en LOTOS, nous générons de façon
automatique (sous CADP) les LTS traduisant leur comportement. Par notre outil IDCM,
la relation d’extension est vérifiée entre les deux architectures. De plus, il est à noter que
le LTS de Jobber est une extension de celui de SingleJob. Mais cette condition n’est pas
suffisante pour assurer l’extension des architectures. En effet, si on modélise un Jobber qui
ne repose pas l’outil, son comportement est une extension de SingleJob, car on fait abstrac-
tion de l’utilisation de l’outil en masquant l’interface UseTool. En revanche, l’architecture
avec ce Jobber n’est pas une extension de A0 car on détecte un blocage sur la deuxième
tâche entrante.
Comparaison d’assemblages de structure différente
Dans cette étape, on s’intéresse à l’analyse de l’architecture A2 par rapport à A1. La
différence est qu’un deuxième outil est ajouté. Les deux outils Tool sont en parallèle sans
synchronisation, mais en revanche ils sont synchronisés avec les deux composants Jobber.
L’architecture A2 peut être formulée :
A2 = hide(ID ∪ IT ) in ((J [ID, IR] ||| J [ID, IR]) |[IT ]|(T [IT ] ||| T [IT ]))
En suivant la même démarche que précédemment, on obtient le nouveau LTS associé
à A2 (cf. figure 6.6). L’extension entre les architectures est vérifiée.
Comme précédemment, avec des Jobber ne reposant pas l’outil, on détecte un blocage
dans l’architecture car un outil ne peut être pris sans avoir été reposé.
Comparaison d’assemblages dans le cas de substitution d’un composant
Dans cette partie, nous souhaitons vérifier l’extension de l’architecture A3 en substi-
tuant dans A2 un des composants Jobber par un composant Jobber∗ qui est une extension
de Jobber .
Cette architecture peut être formulée :
A3 = hide(ID ∪ IT ) in ((J ∗[ID, IR] ||| J [ID, IR])|[IT ]|(T [IT ] ||| T [IT ]))
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L’extension entre les deux architectures n’est pas vérifiée. Une analyse des traces montre
qu’il peut y avoir un blocage après l’arrivée de la seconde tâche car Jobber∗ sollicite l’outil
par l’action use, mais l’outil refuse cette action.
6.3.3 Bilan de l’étude de cas et propositions
Les analyses des architectures de l’étude de cas ont été basées sur la comparaison de
leur comportement explicite. Nous n’avons pas d’autres solutions à proposer lorsque les
architectures sont de structures différentes comme c’est le cas pour les architectures A2,
A1 et A0 qui n’ont pas le même nombre de composants. Lorsque les architectures sont de
même structure, nous avons vu que la substitution d’un composant par un autre composant
conforme, n’assure en rien l’extension de la nouvelle architecture. Pour ce cas précis, on
se demande s’il existe une condition sur les composants et leur interaction qui permettrait
d’assurer l’extension des architectures sans avoir à recalculer leur comportement, car dans
le cas d’architecture complexe ce calcul est coûteux.
L’analyse de l’architecture A3 montre que la relation d’extension ext entre les com-
posants n’est pas suffisante pour assurer l’extension architecturale. Les travaux de Le-
duc [Led92] présentent la relation cext qui répond à notre problématique. Nous présentons
les définitions des relations cred, cext et nous illustrons comment les mettre en œuvre dans
le cas de la substitution d’un composant.
Définition 6.3.1 (cred [BS86]). cred est la plus faible pré-congruence plus forte que red.
C’est-à-dire ∀q, p on a q cred p⇔ pour tout contexte C[.], C[q] red C[p]
Définition 6.3.2 (cext [BS86]). cext est la plus faible pré-congruence plus forte que ext.
C’est-à-dire ∀q, p on a q cext p⇔ pour tout contexte C[.], C[q] ext C[p]























Figure 6.9 – q -cred p et r cred p et r cred q
L’exemple de la figure 6.10 montre que q red p mais q -cred p. Pourtant r cred p et
r cred q.
Proposition 6.3.2 (cext [BS86]). q cext p ssi q ext p ∧ q cred p.
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cext implique l’égalité de traces car :
q cext p⇒ q ext p ∧ q red p⇒ Tr(q) = Tr(p).






















Figure 6.10 – q -cext p et r cext p
Notons que la relation cext est définie pour tout contexte. Pour un contexte C[] prédé-
fini, C[q] ext C[p] ne garantit pas q cext p.
La notion de contexte est définie dans le préliminaire (cf. définition [p 8]). Elle nous
permet de désigner l’ensemble des composants d’une architecture. Appliqué à l’architecture
A3 et A2, on définit C[.] = hide(ID ∪ IT ) in ([.] ||| J)|[IT ]|(T ||| T )). On a :
A3 = hide(ID ∪ IT ) in (J∗ ||| J)|[IT ]|(T ||| T )
A2 = hide(ID ∪ IT ) in (J ||| J)|[IT ]|(T ||| T )
J∗ cext J ⇒ A3 ext A2
Les deux relations cext et cred peuvent être vérifiées par notre outil IDCM. On vérifie
ainsi que J ∗ -cext J car Tr(J ∗) -= Tr(J), mais on ne peut rien déduire sur l’extension des
architectures. On pourrait avoir A3 ext A2 sans avoir l’égalité de traces des composants
(Tr(J∗) = Tr(J)).
En revanche, si on définit un SuperJobber tel que SJ ∗ cext J , on peut garantir que la
nouvelle architecture sera une extension de A2. Prenons l’exemple d’un SuperJobber réali-
sant un contrôle qualité après avoir effectué la tâche à l’aide de l’outil. La machine d’états
correspondante est donnée dans la figure 6.11. Après avoir effectué la tâche, SuperJobber
vérifie si elle est bien faite (activité verify(Job). Si c’est le cas, il pose l’outil, si non il


































Figure 6.11 – Diagramme de classe et machine d’états de SuperJobber
Par l’outil IDCM, on vérifie bien que SJ ∗ cext J . Par conséquent, une architecture
composée d’un SuperJobber et d’un Jobber partageant l’utilisation de deux outils Tool est
une extension de l’architecture A2.
6.4 Travaux connexes
Il existe de nombreux travaux portant sur la problématique de l’extension d’archi-
tecture. Ichikawa et al [IYK90] ont proposé notamment une condition pour l’extension
d’architectures dont les composants sont également fondés sur les LTS.
Proposition 6.4.1 (Ichikawa [IYK90]). q|[G]|r ext p|[G]|r si q ext p ∧ L(q) ∩ L(r) ⊆ G
Cette proposition permet l’extension entre architectures si les composants de la nouvelle
architecture satisfont la condition L(q)∩L(r) ⊆ G. Cela signifie que les portes du nouveau
composant q communiquant avec celles du composant r reste les mêmes que celles de p qui
étaient en communication avec r.
L’application de cette proposition dans le cadre de notre étude pose des problèmes.
Nous avons fait le choix d’analyser les architectures par rapport à leur vue externe en mas-
quant les signaux de communication inter-composants. Avec ce masquage, la proposition
d’Ichikawa ne peut être appliquée car elle est appropriée à l’analyse de la vue interne, mais
cela ne garantit pas la conformité des vues externes.
Il y a un certain nombre de travaux tels que [EHKG02, EKG02, MRR03] portant sur
l’analyse d’architectures UML. Engels, Küster, Groenwegen [EKG02] s’intéressent à la co-
hérence de modèles d’architectures constitués de sous-modèles UML-RT par une démarche
proche de la nôtre. La différence est que chaque architecture est composée de capsules
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interagissant par un connecteur auquel est associé un comportement représenté explicite-
ment par une machine d’états de protocole. La sémantique comportementale des capsules,
des connecteurs et de l’architecture est traduite en CSP. La cohérence des architectures
est vérifiée en termes de raffinements d’échec défini en CSP et est calculée par l’outil
FDR [Eur05]. La limite de ces travaux est qu’il est nécessaire de recalculer le comporte-
ment d’une architecture dans laquelle on substitue un composant par un autre. Dans un
autre article [EHKG02], Engels et al. proposent une extension de leurs travaux en définis-
sant des règles de couplage de machines d’états UML-RT assurant l’absence de blocages et
la consistance de protocoles. L’intérêt de ce travail est de construire de façon incrémentale
une architecture tous les composants ont un comportement prédéfini qui ne peut évoluer.
Ces travaux n’apportent pas de réponse à notre problématique initiale qui vise à faire
évoluer l’architecture et le comportement des composants.
Moisan et al [MRR03] présentent un cadre d’assemblage de composants déterministes
pour construire une application. Leur approche est fondée sur la substituabilité compor-
tementale en utilisant des formalismes LFSM (Labelled Finite Deterministic State Ma-
chines) et la logique temporelle. Ces travaux sont intéressants car ils apportent une aide à
la construction d’architectures, mais ils ne répondent pas à la problématique de la construc-
tion incrémentale d’architectures.
6.5 Bilan
Dans ce chapitre, nous avons présenté un cadre de développement d’architectures à
base de composants. Les intérêts de ce cadre de modélisation de systèmes sont multiples :
la construction progressive d’architectures dans un contexte de spécification incrémentale
de systèmes complexes et la substitution d’un composant dans un contexte d’évolution
d’architectures pour des raisons de mise à jour ou de maintenance d’un système. De plus,
cette approche vise à la réutilisation de composants existants et validés. L’exemple de
Milner portant sur la modélisation d’un atelier dans lequel les ouvriers partagent des outils
communs a été exploité pour illustrer la problématique de la vérification d’architectures
construites par une approche incrémentale.
Nous distinguons deux vues différentes : la vue interne de l’architecture dans laquelle
les interactions des composants ne sont pas masquées à l’observateur et la vue externe
dans laquelle elles sont masquées. Nous avons étudié deux propositions de construction
incrémentale, l’une adaptée à la vue interne et l’autre, à la vue externe. Ces propositions
permettent d’exprimer une relation d’extension entre architectures sous des conditions
restrictives dont la plus importante est que le composant étendu doit avoir les mêmes
traces que le composant substitué. Nous préconisons d’utiliser l’extension de vues externes
pour mettre en œuvre au niveau architectural le principe de raffinement exposé dans le
chapitre précédent. Une perspective de ces travaux est de trouver une autre condition
moins contraignante assurant l’extension architecturale dans le cas de la substitution d’un
composant. Reste un problème pour lequel nous n’apportons pas de solutions satisfaisantes




Ce travail a porté sur la définition d’un cadre théorique et pragmatique pour le déve-
loppement incrémental de machines d’états UML. Bien que la norme UML soit devenue un
standard de fait, peu de méthodes d’aide à la construction ont été proposées et peu d’outils
offrent des moyens d’évaluation de machines d’états. Si les automates/systèmes de transi-
tions, voire les statecharts de Harel sont maîtrisés, ce n’est pas le cas des machines d’états
UML. Nous nous intéressons au développement incrémental car il repose sur une technique
naturelle pour construire des modèles complexes de façon progressive : on suppose que la
spécification peut être incomplète et non déterministe ; elle va subir des transformations
par ajouts ou suppressions de fonctionnalités, de détails, de façon à obtenir, en fin du
processus de construction, un modèle d’implantation. Un raffinement, une modification ou
une correction d’une spécification risque d’introduire à son tour de nouvelles erreurs. La
difficulté est de s’assurer que chaque nouveau modèle produit reste cohérent avec les mo-
dèles produits lors des étapes antérieures. Nous avons choisi de nous intéresser à l’analyse
de cohérence des machines d’états selon un point de vue observationnel qui correspond au
point de vue boîte noire : l’utilisateur de la machine d’états ignore les détails de son im-
plantation. L’analyse s’opère donc uniquement par rapport aux actions de sollicitation de
la machine. L’évaluation nécessitant un modèle formel de niveau d’abstraction en adéqua-
tion avec le point de vue observationnel, nous avons choisi d’associer aux machines d’états
une sémantique en termes de systèmes de transitions étiquetées (LTS) et d’effectuer leur
comparaison selon ce point de vue sémantique. Nous synthétisons dans un premier temps
les résultats que nous avons obtenus. Puis, nous identifions les limites de notre travail et
les problèmes qui restent résolus ouvrant ainsi des perspectives à ce travail de recherche.
Résultats
Plusieurs relations de conformité ont été définies sur des systèmes de transitions éti-
quetées dans le cadre du test de conformité. Parmi elles, trois relations (conformité, ré-
duction et extension) nous sont apparues intéressantes pour aider les concepteurs lors de
la construction incrémentale de modèles comportementaux. Les relations de conformité
garantissent que les implantations sont au moins aussi déterministes que leur spécification.
Elles assurent qu’un modèle d’implantation ne peut pas refuser ce qui est exigé dans la
spécification. La relation de réduction assure que le modèle raffiné est conforme au modèle
initial sans offrir plus de fonctionnalités, et la relation d’extension permet aux concepteurs
d’ajouter de nouvelles fonctionnalités. De par leur spécificité, nous constatons que les rela-
tions de réduction et d’extension répondent à nos objectifs pour aider à la construction de
machines d’états UML pendant les phases de spécification et de conception des systèmes.
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Cependant, elles n’ont été préalablement définies que d’un point de vue mathématique :
aucun algorithme de calcul n’a été proposé et elles ne sont pas implantées dans des outils
tels que CADP ou TorX. Notre premier résultat a été de proposer deux théorèmes per-
mettant la mise en œuvre des relations red, ext et conf. Ayant démontré la calculabilité de
ces relations, nous avons proposé des algorithmes d’implantation de relations de confor-
mité plus spécifiques telles que confrestr, cext, et cred. Cela nous a conduit à développer un
prototype Java IDCM dans lequel toutes les relations de conformité pré-citées ont été im-
plantées pour comparer des LTS. La complexité de ces algorithmes est PSPACE-Complet
du fait de la construction des graphes d’acceptance et non de leur analyse.
Nous avons ensuite mis en application ces résultats pour résoudre le problème initial de
comparaison de machines d’états UML. Pour cela, nous avons associé une sémantique LTS
aux machines d’états sous forme de patrons unitaires identifiant des configurations types
d’états/transitions. Le caractère compositionnel des patrons a facilité l’automatisation de
la transformation et nous a conduit à développer un outil Java de transformation de
machines d’états en LTS dans un format permettant leur traitement dans l’environnement
CADP et également l’analyse par IDCM. L’analyse des LTS consiste à mentionner si la
relation souhaitée est vérifiée et le cas échéant à donner la séquence d’événements qui
conduit à la détection d’une incohérence. Bien que définie sur les LTS, la séquence peut
être interprétée par le concepteur sur la machine d’états défaillante. Nous avons illustré la
nature des résultats obtenus sur une étude de cas de modélisation d’un téléphone.
La pertinence des relations étant mise en évidente, nous avons formalisé un cadre de
construction incrémentale permettant d’apporter un support aux modélisateurs. L’origi-
nalité de notre approche réside dans la distinction de deux familles de relations de raffi-
nements : le raffinement horizontal qui assure que le nouveau modèle, même enrichi avec
de nouvelles fonctionnalités, reste cohérent avec le modèle initial ; le raffinement vertical
qui assure que l’ajout de détails, le changement de niveau d’abstraction et la réduction
de l’indéterminisme conduisent à un modèle cohérent. Ceci nous permet de proposer une
notion de “stratégie” de construction. Nous caractérisons l’ensemble des stratégies possibles
de construction de machines d’états garantissant que le modèle d’implantation est cohérent
par rapport à la spécification initiale. Ces stratégies imposent certes des contraintes sur les
relations de raffinement à utiliser pour vérifier les modèles durant le processus incrémental
mais elles garantissent la construction de modèles valides, quel que soit le choix de stratégie
que fera le modélisateur.
La dernière partie de cette thèse est prospective et s’attache à identifier, au travers d’un
exemple, les problèmes liés à la construction incrémentale d’architectures. Nous appelons
architecture un assemblage de composants spécifiés selon une vue comportementale par une
machine d’états. Dans le cas où les architectures ne sont pas comparables structurellement
(par exemple, lorsque le nombre de composants et les types de composants diffèrent), nous
préconisons de construire explicitement le comportement des architectures sous forme de
LTS pour se ramener au problème de la comparaison de modèles simples. Dans le cas où les
architectures diffèrent par la substitution d’un composant par un autre, nous définissons
des conditions sous lesquelles la relation de conformité entre les composants substitués
assure la conformité de la nouvelle architecture.
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Limitations
Les résultats que nous avons obtenus pour comparer des machines d’états sont en-
courageants mais possèdent certaines limites. Nous identifions deux problèmes théoriques
majeurs : la complexité des algorithmes de vérification des relations et la légitimité de
l’interprétation des résultats issus d’une analyse de LTS sur des machines d’états.
Bien qu’il soit suffisant de calculer la conformité sur des LTS minimisés (au sens d’équi-
valence observationnelle), les algorithmes de vérification des relations de conformité sont de
complexité exponentielle. L’origine en est la transformation d’automates non-déterministes
en automates déterministes, problème dont la réduction de complexité est un défi depuis
une trentaine d’années. Cependant, ce problème est à nuancer, car dans le cadre de la
construction de machines d’états, les temps de calcul et la place mémoire sont raisonnables.
En effet, on peut traiter des LTS de l’ordre de la centaine de milliers d’états (pouvant se
réduire observationnellement à l’ordre du millier d’états), ce qui correspondrait dans le
pire des cas à une machine de l’ordre du millier d’états. On peut supposer que, même
en utilisant des mécanismes de hiérarchisation et de parallélisation, les machines d’états
construites manuellement n’atteindront pas cette limite.
Le deuxième problème est celui du niveau d’abstraction retenu pour la traduction vers
les LTS. En effet, il serait souhaitable de pouvoir transposer les résultats obtenus sur les
LTS aux machines d’états : si les LTS sont conformes, les machines d’états le sont ; si
les LTS ne sont pas conformes, les machines d’états ne le sont pas. Comme nous l’avons
montré dans le chapitre 4, ce raisonnement n’est pas possible. D’une part, la notion de
conformité n’a été définie que sur les LTS et non directement sur les machines d’états.
D’autre part, les LTS font abstraction des données, conditions, gardes, et du temps réel.
Ces informations ne sont pas prises en compte dans les calculs de refus. Nous ne pouvons
que mettre en garde le concepteur sur des risques de non conformité des machines d’états
si l’analyse des LTS montre une non conformité. Si la conformité est satisfaite, on ne peut
pas conclure formellement qu’il n’y a pas d’erreurs sur les machines d’états.
Enfin, nous identifions des limites au niveau pratique : nous n’avons pas traité les
pseudos-états et le parallélisme. Il faudrait donc étudier quelle sémantique LTS associer à
ces éléments de modélisation et aux mécanismes spécifiques qu’ils induisent
Perspectives
Les améliorations qui peuvent être apportées à ce travail concernent différents aspects :
la complexité des algorithmes de calcul des relations, le niveau d’abstraction de la transfor-
mation et des relations de conformité, le traitement des architectures et la prise en compte
de modèles autres que les machines d’états.
Dans un futur proche, afin de diffuser largement notre travail, nous pouvons réaliser des
plugins dans TopCASED [FGC+06] qui est un environnement logiciel dédié principalement
à la réalisation de systèmes embarqués critiques. Les plugins intégreront non seulement nos
algorithmes de vérification, mais également des outils de manipulation de LTS (minimi-
sation observationnelle, composition parallèle, visualisation des LTS,...). Ceci permet de
mettre en valeur notre travail, de créer un outil autonome qui est capable de fournir un
ensemble de fonctionnalités nécessaires pour aider les concepteurs dans la construction et
l’évaluation de spécifications sans dépendre d’autres outils tels que CADP.
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Le calcul des relations de conformité étant PSPACE-complet, il serait souhaitable de
réduire sa complexité. Des pistes sont envisageables en s’appuyant sur l’algorithme de
raffinement de partitions [PT87] ou les algorithmes en temps linéaires développés pour
vérifier les relations de simulation [TC01, FM92], bisimulation forte [FM91] et bisimulation
arborescente [GV90]. En plus, l’algorithme de minimisation observationnelle est également
basé sur l’algorithme de raffinement de partitions. Une combinaison de ces algorithmes est
envisageable afin de créer un nouvel algorithme de complexité temporelle moins importante.
Concernant le niveau d’abstraction de la transformation en LTS et des relations de
conformité, on peut considérer les éléments de réflexion suivants :
– prendre en compte certaines informations sur les types de données à partir, par
exemple, des diagrammes de classes et de contraintes OCL, de manière à produire des
LTS plus détaillés. Ceci pourrait se faire à l’image de la transformation de processus
valués, telle qu’elle est réalisée dans la traduction de full LOTOS en LTS, intégrant
une description des types de données par des types abstraits algébriques.
– distinguer les événements d’entrée et de sortie. Ceci revient à considérer par exemple
un formalisme tel que celui des IOLTS (Input Output LTS) ou les IOSTS (Input
Output Symbolic Transition Systems). Sur les IOLTS, une autre notion de conformité
a été reformulée [Tre99], basée non pas sur la notion de refus mais sur ce qu’une
machine doit fournir après une séquence d’entrées donnée.
– intégrer dans la définition des relations de conformité la notion de séquence interdite :
dans la définition de conformité que nous avons considérée, un produit est conforme à
sa spécification s’il doit faire ce que la spécification impose, mais rien n’indique ce qu’il
ne devrait pas faire. Il s’agirait par exemple de proposer au spécifieur la possibilité
de déclarer un ensemble de séquences interdites, puis de s’assurer automatiquement
que les extensions proposées ne les contiennent pas.
Pour ce qui est de la vérification des architectures, nous sommes arrivés à définir des
conditions assurant la conformité dans le contexte de substitution d’un composant, mais
elles restent contraignantes. Il faut donc poursuivre les travaux, d’autant plus que dans le
cas de l’ajout d’un nouveau composant, aucune solution satisfaisante n’a été trouvée.
Si la démarche incrémentale part d’une spécification partielle dans laquelle seules
quelques fonctionnalités sont prises en compte, le problème d’identifier les fonctionnali-
tés essentielles ou supplémentaires reste à étudier. On peut identifier les fonctionnalités
principales en se basant sur des exigences fonctionnelles dans le cahier de charges. Une
autre perspective est de chercher comment minimiser la spécification initiale et partielle
en respectant la conformité pour obtenir une spécification minimale qui par conséquent
modéliserait les fonctionnalités essentielles.
Notre cadre de construction est actuellement monotone (on ne peut qu’ajouter des fonc-
tionnalités) et manque de flexibilité pour le développement. Dans une perspective proche,
nous pourrions considérer la réduction de fonctionnalités (red∗) comme raffinement hori-
zontal. La relation de réduction assure que la suppression de certaines fonctionnalités ne
dégrade pas les fonctionnalités principales. Cela est utile pour supprimer des fonctionna-
lités optionnelles lors d’un changement imprévu d’exigences du client ou lorsque l’on veut
diminuer le coût de développement et implanter uniquement les fonctionnalités principales.
Enfin, nous pensons qu’il est nécessaire de pouvoir confronter les machines d’états avec
d’autres modèles tels que les machines d’états protocole, les diagrammes de séquences et les
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diagrammes d’activités. Les diagrammes de séquences sont des modèles largement utilisés
en début de conception des systèmes. Ce couplage fournira à des concepteurs des moyens
pour évaluer la cohérence de différents types de modèles comportementaux. De surcroît, on
pourrait envisager la définition de patrons de construction préservant la conformité ainsi
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Dans cette annexe, nous présentons quelques démonstration et l’algorithme de calcul
de confrestr pour renforcer les explications dans le chapitre 5
A.1 Preuves des propositions du chapitre 5
Proposition. Soit A un préordre, pour toute relation X ⊆ A
A ◦X = X ◦ A = A
Démonstration. Si on note Id la relation d’identité qui est la plus petite relation réflexive
et Id ⊆ X, nous avons :
i.
Id ⊆ X ⊆ A
⇒ A ⊆ A ◦X ⊆ A ◦ A
⇒ A ⊆ A ◦X ⊆ A
⇒ A ◦X = A
ii. On a :
Id ⊆ X ⊆ A
⇒ A ⊆ X ◦ A ⊆ A ◦ A
⇒ A ⊆ X ◦ A ⊆ A
⇒ A = X ◦ A
⇒ A ◦X = X ◦ A = A
Proposition. red∗ ◦ ext = ext ◦ red∗ = confrestr
Démonstration. A partir de la définition de red∗= (confrestr ∩ red)
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i.
red∗ ◦ ext = (confrestr ∩ red)◦ ext
= (confrestr ◦ ext) ∩ (red ◦ ext)
= confrestr ∩ conf
= confrestr
ii.
ext ◦ red∗ = ext ◦(confrestr ∩ red)
= (ext ◦ confrestr) ∩ (ext ◦ red)
= confrestr ∩ conf∗ 1
= confrestr
A.2 Algorithme de confrestr
Algorithm 2 boolean =confrestr (LTS q, LTS p)
1: AG ag1 = buildAGraph(p) ;
2: AG ag2 = buildAGraph(q) ;
3: AG ag3 = Merge(p, q) ;
4: 〈b, sp〉 = simulate(ag3, ag2) ;
5: si not b alors
6: b = false ;
7: sinon
8: i = 0 ;
9: n = length(sp) ;
10: tantque (i ≤ n− 1) ∧ (second(sp[i]).acc -⊂⊂ first(sp[i]).acc) faire
11: i = i+ 1 ;
12: fin tantque
13: b = second(sp[i]).acc ⊂⊂ first(sp[i]).acc ;
14: finsi
15: si b alors
16: tantque (p′ ∈ {p′ ∈ P |p′.states ∈ (V − second(sp[i]))} ∧ b) faire
17: si p -= stop alors




22: retourne b ;
1. conf∗=ext ◦ red
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La fonction 〈b, sp〉 = simulate(ag3, ag2) retourne deux valeurs : le booléen b indiquant
si le graphe d’acceptance ag3 simule le premier ag2, et sp est le vecteur de pairs d’états
simulés. On désigne par first(sp[i]) le premier élément de la pair de rang i dans sp et
second(sp[i]) le second. Le premier élément fait référence à un nœud du graphe ag2, et le
second, un nœud du graphe ag3 V est l’ensemble d’états de graphe d’acceptance fusionné
ag3. La deuxième boucle cherche des états dans le premier LTS dont ces états ayant des
états associés qui ne sont pas dans l’ensemble second(sp[i])
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Annexe B
Patterns de transformation d’UML
en LTS
Dans ce chapitre nous présentons des cas de transformation de machines selon les règles
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