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Une perspective qui s'est ouverte pour la physique nucléaire dans les dernières années,
avec la mise en évidence de phénomènes tels que la multifragmentation ou la vaporisation,
est la possibilité d'observer une transition de phase dans la matière nucléaire. Une
explication proposée de la multifragmentation est la décomposition spinodale: le passage du
système à travers une zone du diagramme des phases, la région spinodale, dans laquelle la
matière nucléaire n'est plus stable. Ce mémoire traite ce processus dans le cadre théorique
d'une approche de champ moyen stochastique. Nous avons montré que ce type
d'approche, dans laquelle la fonction de distribution à un corps peut avoir une évolution
aléatoire, est capable de bien décrire des phénomènes dans lesquels corrélations et
fluctuations jouent un rôle important, comme dans le cas d'une transition de phase du
premier ordre. Dans le cadre d'une approche de champ moyen stochastique, nous avons
montré que la production de fragments par décomposition spinodale est caractérisée par des
temps typiques (de l'ordre d'une centaine de fm/c) et par des tailles typiques (autour de la
masse du Néon). Nous avons montré que ces caractéristiques sont assez robustes et
qu'elles ne sont pas affectées de façon importante par une éventuelle expansion du système
ou par la taille finie des noyaux. Nous avons proposé de chercher de telles caractéristiques
dans les partitions des fragments les plus gros. L'étude et la comparaison avec les données
expérimentales, effectuées pour les réactions Xe + Cu à 45 MeV/A et Xe + Sn à 50
MeV/A, ont montrés un très bon accord qui est d'autant plus remarquable que les théories
que nous avons développées ne contiennent aucun paramètre ajustable. Ces résultats
constituent une indication forte sur la possibilité d'observer une décomposition spinodale
dans les noyaux.
Abstract
In the last decade nuclear physics research has found, with the observation of phenomena
such as multifragmentation or vaporization, the possibility to get a deeper insight into the
nuclear matter phase diagram. For example, a spinodal decomposition scenario has been
proposed to explain the multifragmentation: because of the initial compression, the system
may enter a region, the spinodal zone, in which the nuclear matter is no longer stable, and
so any fluctation leads to the formation of fragments. This thesis deals with spinodal
decomposition within the theoretical framework of stochastic mean field approaches, in
which the one-body density function may experience a stochastic evolution. We have
shown that these approaches are able to describe phenomena, such as first order phase
transitions, in which fluctuations and many-body correlations play an important role. In the
framework of stochastic mean-field approaches we have shown that the fragment
production by spinodal decomposition is characterized by typical time scales of the order of
100 fm/c and by typical size scales around the Neon mass. We have also shown that these
features are robust and that they are not affected significantly by a possible expansion of
the system or by the finite size of nuclei. We have proposed as a signature of the spinodal
decomposition some typical partition of the largest fragments. The study and the
comparison with experimental data, performed for the reactions Xe + Cu at 45 MeV/A and
Xe + Sn at 50 MeV/A, have shown a remarkable agreement. Moreover we would like to
stress that the theory does not contain any adjustable parameter. These results seem to give
a strong indication of the possibility to observe a spinodal decomposition of nuclei.
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La connaisance de l'équation d'état de la matière dans des conditions extrêmes
de densité, température et pression est l'une des grandes questions posées à la
physique nucléaire. Cette équation d'état joue, par exemple, un rôle important en
astrophysique, car elle permet d'aborder des problématiques liées à la dynamique
du big-bang; elle détermine l'évolution interne des étoiles massives durant leur
effondrement gravitationnel, et l'explosion des supernovae et la formation des
étoiles à neutron est liée à la compressibilité de la matière nucléaire à haute
température. Les collisions entre ions lourds constituent un moyen très efficace
pour explorer ces états extrêmes de la matière nucléaire et donc peuvent devenir
un outil important pour l'étude des propriétés de son équation d'état.
Les comportements observés dans les collisions d'ions lourds dépendent de
l'énergie du faisceau et du paramètre d'impact. Limitons-nous, pour l'instant,
à considérer les collisions centrales. A faible énergie du faisceau (typiquement
inférieure à 30 MeV par nucléon), un gros résidu est détecté ainsi que des partic-
ules légères. A des énergies du faisceau très hautes (supérieures typiquement à
100 MeV par nucléon) le système se "vaporise" dans un gaz de nucléons. Entre
ces deux extrêmes se situe un régime dans lequel un grand nombre de fragments
de masse intermédiaire (IMF) est observé. On parle alors de multifragmentation.
Le scénario qui rencontre le consensus le plus large est que, à basse énergie,
un noyau composé est formé oscillant autour de la densité de saturation et se
refroidissant par émission de particules. A des énergies plus hautes, par contre,
il y aurait formation de régions à haute température et, éventuellement, à haute
densité qui ensuite se dilatent. Si la dilatation est suffisamment forte, elle peut
arriver à casser le système en une multitude de noyaux (multifragmentation) ou
de nucléons (vaporisation).
1.1 Introduction
II est particulièrement intéressant de savoir pourquoi est comment les noyaux
se désagrègent à des énergies suffisamment élevées et notamment de comprendre
si cette désagrégation se produit dans des circonstances bien précises que l'on
pourrait définir en termes de transitions de phase. Pour le moment, en dépit des
efforts faits aussi bien du côté théorique que du côté expérimental, la complexité
du processus n'a pas encore permis de fournir des réponses satisfaisantes aux
questions posées.
Du point de vue théorique une description réaliste des collisions nécessite le
développement d'approches dynamiques microscopiques permettant de décrire la
décomposition du système et de faire un lien avec l'équation d'état. En fait,
n'importe quel point de l'équation d'état n'est pas forcément accessible du point
de vue dynamique, son accessibilité dépendant fortement des ingrédients utilisés
pour fixer la condition initiale et pour suivre l'évolution du système.
Le régime d'énergies que nous sommes en train de considérer est un régime
transitoire entre les basses énergies, proches de la barrière coulombienne, dominées
par le champ moyen nucléaire, et les hautes énergies dominées par les colli-
sions nucléon-nucléon. Une bonne description de ces deux régimes est obtenue
respectivement par des calculs de champ moyen quantiques du type Hartree-
Fock dépendant du temps (TDHF) [Bon76, Neg82], pour les basses énergies, et
de calculs classiques de cascade intranucléaire (INC) [Cug81], pour les hautes.
Dans les années 80, dans le but d'étudier les collisions entre ions lourds aux
énergies intermédiaires, ces deux aspects ont été réunis dans des approches semi-
classiques prenant en compte le champ moyen et un terme de collision analogue à
l'équation de Boltzmann pour les fermions (connue aussi sous le nom d'équation
de Boltzmann-Uehling-Uhlembeck) [Ber88, Nor28, Ueh33]. Ces approches semi-
classiques préservent une propriété quantique: la statistique fermionique. Dans
ces approches, le système est décrit par la fonction de densité à un corp: chaque
particule est considéré indépendante et bouge dans le champ moyen créé par
toutes les autres.
Toutefois, en procédant de cette façon, nous avons projeté l'ensemble des
informations contenues dans le problème initial à N corps sur le sous-espace des
observables à un corps, avec un nombre réduit de degrés de liberté, et nous avons
donc perdu un certain nombre d'informations (appelées corrélations). Seulement
leur effet moyen est pris en compte par le terme de collision de type Boltzmann.
Ces corrélations peuvent devenir très importantes dans des situations, comme
c'est le cas de la multifragmentation, dans lesquelles les fluctuations ont un rôle
très important.
Il faut donc aller au-delà des approches à un corps. A la fin des années '80
il a été proposée de simuler certains effets des corrélations en faisant subir à la
fonction de distribution à un corps une évolution aléatoire, en analogie avec le
mouvement brownien d'une particule dans un fluide: nous avons à faire avec la
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théorie des approches stochastiques de type Boltzmann-Langevin [Ayi88, Ran90].
Ce travail de thèse essaie d'apporter une contribution à la compréhension
du phénomène de la multifragmentation nucléaire dans le cadre des approches
stochastiques de champ moyen. Dans la suite de ce chapitre, nous introduirons
un lien possible entre le processus de fragmentation et le diagramme de phase de la
matière nucléaire. Notamment, nous expliquerons comment le passage du système
à travers une région du diagramme de phase dans laquelle la matière nucléaire
n'est plus stable (la région spinodale) peut entraîner sa fragmentation. La forma-
tion de fragments par "décomposition spinodale" serait alors due à l'amplification
des instabilités ressenties par le système dans cette région. Dans le deuxième
chapitre, nous expliquerons l'approche théorique avec lequel la décomposition
spinodale est traitée. Il s'agit d'une approche dynamique de type Boltzmann-
Langevin, c'est-à-dire une approche de champ moyen complétée par la prise en
compte des fluctuations, qui dans le cas de systèmes instables peuvent devenir
très importantes. La partie finale de ce deuxième chapitre est dédié à l'étude,
dans le cadre de la réponse linéaire, de la propagation des fluctuations dans des
systèmes infinis instables et de l'amplitude des fluctuations associées aux ter-
mes stochastiques de la théorie de Boltzmann-Langevin. Les méthodes utilisées
pour simuler l'équation de Boltzmann-Langevin sont décrites dans le chapitre 3.
Dans le chapitre 4 nous discuterons de la validité et de la possibilité d'utiliser
des méthodes stochastiques de champ moyen pour la problématique que nous
sommes en train de traiter. En particulier les rôles de l'expansion [Col95a], de
la taille finie du système [Col96a], du chaos et des non-linéarités [Jac95, Jac96b]
seront étudiés en détail et une vérification de la méthode dans un cas soluble ex-
actement (classique) [Jac96a] sera présentée. Tous ces calculs ont été effectués à
deux dimensions. L'application de la méthode au cas réaliste d'un noyau [Gua96a]
aussi bien que la comparaison avec les données expérimentales pour les réactions
Xe + Cu à 45 MeV par nucléon et Xe -f Sn à 50 MeV par nucléon [Gua96b]
sont finalement montrées dans le chapitre 5. Dans le même chapitre un exemple
de l'application des méthodes stochastiques de champ moyen pour des collisions
semiperipheriques, dans le but d'étudier les "instabilités de col", est aussi présenté
[Col95b].
1.2 Les modèles de multifragmentation
Ce paragraphe ne veut pas être une revue exhaustive de l'ensemble des modèles
théoriques utilisés dans le domaine de la multifragmentation, pour laquelle nous
renvoyons le lecteur aux références [Mor93, Bon95, Gro90], mais une introduc-
tion au débat présent concernant le phénomène. A l'heure actuelle essentielle-
ment deux types d'approches sont suivis pour expliquer la multifragmentation:
les théories statistiques d'un côté et les théories dynamiques de l'autre. Les ap-
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proches de type statistique peuvent être vues comme des extensions naturelles
des théories décrivant la fission. La production des fragments pourrait, dans ces
approches, être expliquée par une séquence de cassures binaires (probablement
plus plausible à basse énergie) ou par une explosion quasi-instantanée (à plus
haute énergie), l'idée étant que, dans chacun des cas, toutes les voies possibles
de décroissance sont également peuplées.
Parmi les différentes approches de ce type proposées [Lop89, Fri83, Bon85,
Gro90, Koo87], le code développé par Gross et collaborateurs (connu aussi comme
le code de Berlin) [Gro83, Gro90, Gro92] est parmi les plus sophistiqués. Dans
cette approche, on considère un système de particule et de noyaux isolés dans
un volume fixé, supérieur au volume du noyau de masse et de charge totale
équivalente, et interagissant par l'intermédiaire de l'interaction coulombienne.
Le système est supposé être en équilibre et constitue un ensemble microcanon-
ique fini. Les partitions en masse, en charge, en énergie et en moment total
sont générées par un algorithme de Metropolis qui simule les conditions initiales.
L'évolution spatiale du système à partir des configurations ainsi définies est gou-
vernée par l'interaction coulombienne agissant entre les fragments. Ce modèle
est capable de reproduire des distributions de masse aussi bien que d'autres ob-
servables plus exclusives. Néanmoins, il contient un certain nombre de faiblesses
(d'ailleurs partagées par les autres modèles de multifragmentation statistique ):
il ne tient pas compte des effets dynamiques du processus de formation (effet
de déformation, compression); il suppose l'existence d'un équilibre thermody-
namique des différentes partitions du système. Surtout, dans ce modèle le choix
de la forme et du volume de la région dans laquelle l'équilibre est calculé devient
d'importance critique et devrait être justifié.
De l'autre côté, il y a les approches dynamiques. Le prototype de ces appro-
ches est la théorie d'Hartree-Fock dépendant du temps (TDHF) [Bon76, Neg82],
utilisée avec un certain succès pour la description des collisions entre ions lourds à
basse énergie. Dans le but d'améliorer ces traitements, beaucoup d'efforts ont été
faits, dans la limite semi-classique, pour inclure un terme de collision, essentiel
aux énergies plus hautes. Ces efforts ont abouti à l'équation de Vlasov complétée
par un terme de collision à la Boltzmann [Ber88, Nor28, Ueh33]. Les différents
codes capables de résoudre numériquement cette équation ont permis de calculer
avec succès l'évolution de nombreuses observables, comme le transfert de moment,
les spectres inclusives des particules,... La limite de ces approches est qu'elles ne
permettent de calculer que l'évolution moyenne de ces observables et ne tiennent
pas compte des fluctuations et des corrélations à plusieurs corps.
Il y a des situations physiques dans lesquelles la prise en compte des fluctu-
ations est nécessaire pour avoir une description correcte du système. La multi-
fragmentation est un de ces cas. En fait, si on considère une collision centrale,
il y a initialement une symétrie cylindrique qui n'existe plus pour les fragments
La multifragmentation
détectés. Dans les calculs, il faut donc pouvoir briser cette symétrie. Toutefois
l'équation de Boltzmann la préserve.
Il est donc nécessaire d'aller au-delà de l'équation de Boltzmann. Pour cela
il y a actuellement deux possibilités. La première est d'essayer de résoudre le
problème à N corps au moyen d'une dynamique où les nucléons sont localisés soit
de façon purement classique [Len90, Lat94, Pra95, Dor87, Aic91, Pei92, Boa88]
soit, de façon plus sophistiquée, en introduisant le caractère fermionique des
nucléons par une antisymétrisation explicite de la fonction d'onde [Fel90, Ono92,
Col96b].
La deuxième est d'améliorer les approches à un corps TDHF et BUU en
introduisant des extensions stochastiques de ces équations de transport. Ces
modèles sont connus sous le terme d'approches de type Boltzmann-Langevin
[Ayi88, Ayi90, Ran90]. C'est la voie que nous avons suivi dans notre travail.
1.3 L'équation d'état et la décomposition spino-
dale
L'équation d'état d'un système est la relation qui lie les paramètres définissant
son état d'équilibre thermodynamique. Par exemple, dans le cas des fluides réels
(gaz ou liquides) on peut caractériser le système par sa pression P, sa densité p et
sa température T qui sont reliés par une équation d'état qui peut être approchée
par la relation de van der Waals [Waa73]
Les paramètres a et b peuvent être reliés respectivement [Diu89] à la partie at-
tractive à longue portée et répulsive à courte portée de l'interaction entre les
molécules que l'on peut modéliser par exemple par un potentiel à la Lennard-
Jones du type
où Vb et r0 sont des paramètres microscopiques caractéristiques de l'interaction
intermoléculaire.
Donc l'équation d'état d'un système reflète les interactions élémentaires entre
ses constituants. Nous savons que l'interaction nucléon-nucléon contient un terme
dominant répulsif à courte portée (< 0.5/m) et attractif à plus longue portée
(> 0.8/m). Cette forme, analogue à celle d'un potentiel moléculaire de type
Lennard-Jones suggère que l'équation d'état d'un système infini de nucléons est
voisine de celle d'un gaz de van der Waals. Cette analogie nous donne en première
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Figure 1.1: Comparaison d'une équation d'état de type van der Waals (à gauche)
avec une équation d'état nucléaire phénoménologique de type Skyrme (à droite).
Un réseau d'isothermes, dans le plan pression-densité, à partir de la température
0 et à tous les 2 MeV, est présenté. L'isotherme plus épaisse correspond à la
température critique, en dessous de laquelle deux phases liquide et gazeuse exis-
tent. Dans le cas de l'équation d'état nucléaire elle est de 17 MeV. Le point de
saturation correspond au point ayant pression et température nulles. Enfin, la
partie grisée est la région mécaniquement instable: la région spinodale.
approximation la forme générale de l'équation d'état nucléaire. Sur la figure (1.1)
nous présentons (à gauche) l'équation d'état de van der Waals pour des valeurs
particulières de a et b et (à droite) l'équation d'état de la matière nucléaire infinie
obtenue avec une force effective du type Skyrme [Sky56, Vau72]
L'analogie entre les deux équations d'état est claire. Cette analogie suggère la
possibilité de la coexistence des phases liquide et gaz. La phase dense liquide
pourrait correspondre aux noyaux et la phase gazeuse aux nucléons libres. Il
est aussi possible de définir pour l'équation d'état nucléaire aussi bien que pour
l'équation d'état des gaz une région (indiquée en grisé sur les figures) dans laquelle
la dérivée de la pression par rapport à la densité est négative. Dans cette région,
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Figure 1.2: Evolution possible de la matière nucléaire pendant une collision
entre ions lourds dans le plan densité-température: à partir des noyaux stables
une région à haute densité et très comprimée est formée. Ensuite le système se
dilate et se refroidit, en rejoindrant ainsi dynamiquement la région spinodale où
il se décomposera en fragments.
tions de densité sont amplifiées, en conduisant éventuellement à la formation de
fragments.
L'approche que nous nous proposons d'étudier en détail pour expliquer la mul-
tifragmentation s'appuie sur le concept d'instabilité spinodale (ou de volume).
Ce mécanisme fut proposé en 1983 par Bertsch et Siemens [Ber83]. L'image de
l'instabilité spinodale est attrayante parce qu'elle lie directement la dynamique
et l'équation d'état: le système, initialement comprimé et chaud à cause de la
collision, se dilate et pénètre la région instable dans laquelle les fluctuations




Les approches stochastiques de
champ moyen
2.1 Introduction: le mouvement brownien
II arrive parfois qu'une goutte d'eau soit emprisonnée dans un morceau de lave
lors du refroidissement de celle-ci. Au début du XIXe siècle le botaniste écossais
Robert Brown découvrit une telle goutte dans un morceau de quartz; cette goutte
d'eau était restée intacte pendant des millions d'années et aucune spore ni aucun
pollen portés par le vent et la pluie n'avaient pu la contaminer. Il examina la
goutte d'eau à l'aide d'un microscope: suspendues dans l'eau, un grand nombre
de particules minuscules étaient animées d'un mouvement irrégulier et incessant.
Ce mouvement était familier à Brown: il l'avait déjà observé pour des grains
de pollen en suspension dans l'eau. Cette nouvelle expérience rendait caduque
son explication antérieure du phénomène, à savoir que "la vitalité est conservée
par les "molécules" d'une plante longtemps après la mort de la plante et que
ces molécules "vivaient" puisqu'elles bougeaient". Brown conclut alors [Bro28],
à juste titre, que l'agitation des particules emprisonnées à l'intérieur du quartz
devait être un phénomène plus physique que biologique, mais il n'alla pas plus
loin dans son raisonnement.
L'explication de ce mouvement, que l'on appelle aujourd'hui brownien, est
maintenant bien connue, grâce surtout aux travaux d'Einstein [EinO5, EinO6]:
un grain de pollen ou de poussière suspendu dans un fluide est soumis à un
bombardement incessant par les molécules qui constituent le fluide. La quantité
de mouvement d'une molécule isolée n'est jamais suffisamment importante pour
que son effet sur la particule en suspension soit visible au microscope. Cependant,
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si un grand nombre de molécules frappent en même temps la particule du même
côté, elles peuvent déplacer celle-ci de façon notable.
Par conséquent, le mouvement brownien est un double phénomène aléatoire:
le trajet de la particule suspendue est rendu aléatoire par les fluctuations aléatoires
des vitesses des molécules voisines.
Le mouvement brownien révèle très clairement les fluctuations statistiques
dans un système à l'équilibre thermique. Il y a un grand nombre de situations
qui sont similaires: par exemple, le mouvement aléatoire d'un miroir suspendu sur
le fil d'un galvanomètre, ou les courants fluctuants présents dans une résistance
électrique. Donc le mouvement brownien peut être considéré comme un problème
typique dont l'analyse permet une meilleure vision des mécanismes responsables
de 1' existence de fluctuations et de dissipation d'énergie.
2.1.1 L'équation de Langevin
Pour des raisons de simplicité, considérons le problème du mouvement brownien à
une dimension. Considérons une particule de masse m dont la position du centre
de masse au temps t est indiquée par x(t) et dont la vitesse correspondante est
v(t). Cette particule est immergée dans un fluide à la température absolue T.
Essayer de décrire les interactions du centre de masse avec tous les autres degrés
de liberté du système différents de x est une tache presque sans espoir. Toutefois,
ces autres degrés de liberté peuvent être regardés comme s'ils constituaient un
bain thermique à la température T et leurs interactions avec x peuvent être
introduites comme une force effective F(i). La particule peut aussi interagir
avec un système extérieur, comme la gravité ou un champ électromagnétique,
par une force dénotée par J-{t). La vitesse v de la particule peut, en général, être
différente de sa valeur moyenne à l'équilibre. Si on se concentre sur l'évolution
de la coordonnée du centre de masse, la IIe loi de Newton nous donne:
Dans cette équation, on connaît très peu de choses sur la force F(t) qui décrit
l'interaction de x avec les autres degrés de liberté du système. Essentiellement,
F(t) doit dépendre de la position des nombreux atomes qui sont en mouvement
constant. Donc F(t) est une fonction très rapidement variable dans le temps
et, en effet, on ne peut pas spécifier de façon exacte la dépendance de F(t) par
rapport au temps.
Pour avancer, on peut considérer un traitement statistique du problème. Cela
veut dire qu'il faut considérer un ensemble de systèmes préparés de la même façon,
chacun constitué de la particule et du fluide qui l'entoure. Pour chacun d'eux la
force F(t) est une fonction aléatoire de t. La fréquence avec laquelle F(t) varie
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peut être caractérisée par un "temps de corrélation" ou "temps de collision" rco
qui mesure grossièrement le temps moyen entre deux maxima (ou minima) de
la fonction fluctuante F(t). Ce temps rco doit être plutôt petit sur une échelle
macroscopique. En outre, si on considère une situation dans laquelle la particule
est à l'arrêt, alors il n'y a pas de direction privilégiée dans l'espace; donc F(t)
doit pouvoir être aussi souvent positive que négative, de sorte que la moyenne
d'ensemble F(t) soit nulle.
L' équation (2.1) est valide pour chaque membre de l'ensemble et nous voulons
maintenant essayer de déduire à partir d'elle les propriétés statistiques de v. Etant
donné que F(t) varie très rapidement avec le temps, il est évident, à partir de
l'équation (2.1), que v fluctue aussi avec le temps. Mais la dépendance de v avec
le temps peut aussi présenter une évolution plus lente. Par exemple, on peut
focaliser notre attention sur la vitesse v moyennée sur l'ensemble, qui est une
fonction qui varie encore plus lentement que v avec le temps, et écrire:
v = v + v' (2.2)
où v' représente la partie de v qui varie rapidement (mais toujours moins rapi-
dement de F(t), étant donné la masse élevée de la particule) et dont la valeur
moyenne est nulle. La partie lentement variable v est très importante ( même si
elle est petite) parce qu'elle détermine le comportement de la particule sur des
longues périodes de temps. Pour étudier ce comportement, intégrons l'équation
(2.1) sur un intervalle r qui est petit sur une échelle macroscopique, mais grand
devant rco. On obtient:
ft+T
m[v{t + r) - v{t)] = F{t)r + / F{t')dt' (2.3)
Jt
où on a supposé que la force externe F varie assez lentement pour ne pas changer
de façon notable pendant le temps r. Le dernier terme dans l'équation (2.3)
devrait être très petit car F(t) change de signe plusieurs fois pendant le temps r.
On pourrait donc s'attendre à ce que la partie lentement variable de v soit juste
due à la force externe T\ c'est-à-dire que l'on serait tenté d' écrire:
m f = * (2.4,
Mais cet ordre d'approximation est trop grossier pour décrire la situation physique.
En effet, l'interaction avec le milieu exprimée par F(t) doit être telle qu'elle amené
toujours la particule vers l'équilibre. Supposons, par exemple, que la force externe
T = 0. L'interaction exprimée par F doit alors être telle que, si v ^ 0 à un cer-
tain temps initial, elle fait approcher progressivement v vers sa valeur à l'équilibre
v = 0. Mais l'équation (2.4) n'arrive pas à prédire ce type de comportement. La
raison de cela est le fait que nous avons été trop négligents dans la façon de traiter
les effets de F dans la relation (2.3). En particulier nous n'avons pas considéré le
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fait que la force F doit en réalité être aifectée par le mouvement de la particule
et qu'elle doit contenir une partie lentement variable F conduisant la particule
vers l'équilibre. Donc, nous allons écrire, de façon analogue à la relation (2.2),
F = F + F' (2.5)
où F' est la partie rapidement fluctuante de F dont la valeur moyenne est nulle.
La partie qui varie très lentement F doit être une fonction de v telle que F(v) — 0
à l'équilibre, quand v = 0. Si v n'est pas trop grand, F {y) peut être développée
en série en v dont le premier terme non nulle doit être linéaire en v. Donc F doit
avoir la forme générale:
F = —av
où a est une constante positive (appelée "constante de viscosité") et où le signe
moins indique explicitement que la force F agit de façon à faire tendre v vers zéro.
Pour l'instant on ne peut rien dire sur la valeur de a. Nous pouvons cependant
supposer que a doit être de quelque façon lié aux propriétés de F, car la force de
frottement est provoquée par l'interaction décrite par F(t).
Dans le cas général la partie lentement variable de la relation (2.1) dévient
donc
m— = F + F = T-av. (2.6)
ai
Si on inclut les parties rapidement variables v' et F' des équations (2.2) et (2.5),
la relation (2.6) peut être écrite
m^=T-av + F\t) (2.7)
où nous avons mis av ~ au avec une erreur négligeable à l'ordre considéré.
L' équation (2.7) est appelée "équation de Langevin" [LanO8]. Elle diffère de
l'équation de départ (2.1), car ici la force est explicitement décomposée en une
partie lentement variable —av et une partie fluctuante F'(t) qui est "purement
aléatoire", c'est-à-dire telle que sa valeur moyenne s'annule indépendamment de
la vitesse ou de la position de la particule. De cette façon, l'équation de Langevin
(2.7) permet de décrire le comportement de la particule à tous les temps dès que
les conditions initiales sont spécifiées.
Comme l'équation de Langevin contient la force de frottement —av, ceci im-
plique l'existence de processus dans lesquels l'énergie associée avec la coordonnée
x de la particule est dissipée vers les autres degrés de liberté. Ceci est en ac-
cord avec notre connaissance du monde macroscopique dans lequel les forces de
frottement sont communes. Néanmoins, on traite ici un exemple d'un problème
général intéressant et conceptuellement difficile. Considérons un système A en
contact avec un bain thermique B. Les équations microscopiques qui règlent le
mouvement du système combiné (A+B) n'incluent aucune dissipation et donc
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aucune force de frottement. L'énergie totale est conservée et le mouvement de A
et B est réversible. Mais si nous focalisons notre attention sur A, son interaction
avec le bain thermique B peut être convenablement décrite par des équations
du mouvement qui contiennent des forces de frottement. Il y a donc dissipation
d'énergie de A vers le réservoir B et le mouvement de A seul n'est pas réversible.
2.1.2 Théorème de fluctuation-dissipation
Afin d'avoir une meilleure compréhension des forces de frottement, considérons à
nouveau l'équation (2.1) et essayons de l'analyser plus en détail. Reprenons un
temps r macroscopiquement petit mais grand sur une échelle microscopique, de
façon que
T >T C 0
(nous rappelons que TCO est le temps de corrélation qui est de l'ordre de la période
moyenne des fluctuations de la force F(t).) Supposons aussi que la force externe
T varie lentement et regardons la partie lentement variable de la vitesse v. Fo-
calisons notre intérêt sur un ensemble de systèmes préparés de façon similaire et
évoluant suivant l'équation (2.1). Si on considère cette équation dans la forme
(2.3) et si l'on prend la moyenne d'ensemble des deux membres, on obtient
/
t+T
< F(t') > dt'. (2.8)
II nous faut donc la moyenne d'ensemble de F pour pouvoir prédire l'évolution
de la vitesse moyenne.
Pour faire une analyse approchée de la situation, on peut procéder de la
façon suivante. Considérons la particule décrite par la coordonnée x comme un
petit système A décrit par x et les autres degrés de liberté comme un grand
réservoir de chaleur B dont la température T = (Z?)"1 est essentiellement con-
stante, indépendamment des échanges d'énergie avec A. Pour une valeur donnée
de la vitesse u, considérée ici comme un paramètre, les différents états de A seront
notés r; dans un tel état, la force F aura une valeur FT.
Supposons qu'à un certain temps t la particule ait la vitesse v(t). Dans une
première approximation, on peut imaginer qu'à ce temps le système est dans
une situation d'équilibre dans laquelle < F >= 0 et la probabilité pour A de
se trouver dans un état r est dénoté par Wj:°\ Dans l'approximation suivante il
faut considérer comment < F > est affectée par le mouvement de la particule.
Considérons donc la situation à un temps légèrement postérieur t' = t + T' OÙ la
particule a une vitesse v(t + T'). Le mouvement de la particule affecte le milieu
et, si T' est suffisamment petit, la force moyenne < F(t') > dépend de la situation
au temps précédent t. Et, du fait que la vitesse de la particule change, l'équilibre
interne du milieu est troublé. Mais après un temps de l'ordre de rco les interactions
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entre les molécules auront rétabli des conditions d'équilibre consistantes avec la
nouvelle valeur de la vitesse v = u(t+r ') . Cela signifie que le réservoir B pourra se
trouver avec une probabilité égale dans un quelconque de ses fi états accessibles.
Supposons alors que dans un intervalle de temps r ' > rco la vitesse de la particule
change de la quantité AU(T') et que, en conséquence, l'énergie de B change de
E' à E' + AE'(T'). Le nombre d'états accessibles à B change en conséquence de
n(E') à Çl(E' + AE'). Comme, dans une situation d'équilibre, la probabilité de
trouver A dans un état r est proportionnelle au nombre correspondant d'états
accessibles au réservoir B, il est alors possible de comparer la probabilité d'avoir
la même configuration r aux temps t et t + r'. Si on dénote la dernière avec
WT(t + r ' ) , on a simplement
Wr(t + r') iîjE' + AE1) _
où (/5)"1 = (dlntt/dE')'1 est la température du réservoir B. Physiquement, cela
signifie que la probabilité que le système A soit dans un état donné à un certain
temps postérieur est plus grande si plus d'énergie devient disponible au réservoir.
Donc
WT{t + T') = Wr<°> e0AE> « Wr<°>(l + 0&E1).
Au temps t'la valeur moyenne de F est donc donnée par
< F >= £ WT{t + T')FT = £ Wr(°)(l + p&E')Fr =< (1 + PAE')F >0
où la dernière moyenne est calculée avec la probabilité à l'équilibre W^°\ Comme
< F >o= 0, on obtient
<F>=P< FAE' >0 (2.9)
qui, en général, n'est pas nul.
D'autre part, la variation d'énergie de B dans le temps t' — t est simplement
l'inverse du travail effectué par la force F sur la particule:
AE' = - T v(t")F{t")dt" « -v(t) f F{t")dt".
Jt Jt
D'après la relation 2.9 on peut donc écrire
< F(t') >= -/? < F{t')v{t) f F(t")dt" >0= -0v(t) f dt" < F(t')F{t") >0
où nous avons d'abord moyenne sur v(t), car la vitesse varie plus lentement que
F(t).
Toutes ces considérations peuvent maintenant être utilisées pour transformer
l'équation (2.8), quand r ^> rc0. L'intégrale dans cette expression est cal-
culée sur un intervalle suffisamment long tel que r ' = t' — t ~^> r^ pratique-
ment sur tout le temps d'intégration, rendant possible de cette façon l'utilisation
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de l'approximation (2.1.2) dans l'intégrande. Nous pouvons maintenant utiliser
s = t" - t' et écrire l'équation (2.8)
dt' / ds < F(t')F{t'+s) >0 . (2.10)
J t — t
La quantité
K{s) =< F(t')F(t") >0=< F{t')F{t' + s) >0
est appelée "fonction de corrélation" de la fonction F(t). La moyenne d'ensemble
est ici considérée à l'équilibre. Donc cette moyenne est indépendante du temps
t' et dépend seulement de la différence des temps 5.
En utilisant la propriété K(s) = K(—s) on peut écrire
/
t+r rO 1 r+<x
dt' / dsK(s) « - T / dsK(s)
Jt-f 2 J-oo
et donc l'équation (2.10) devient
m < v(t + T) - v(t) >= F{t)T - av(t)r (2.11)
où la constante a de façon explicite est
On peut aussi réécrire l'équation (2.11) sous la forme analogue à l'équation (2.6)
m-^- = T-av. (2.13)
dt
La relation (2.12), qui est souvent appelée "théorème de fluctuation-dissipation",
nous fournit une expression explicite pour la constante a en termes de la fonction
de corrélation de la force fluctuante F(t) à l'équilibre.
2.1.3 L' équation de Fokker-Planck
Considérons le mouvement brownien en absence de forces externes. A la place
d'étudier comment la valeur moyenne de la vitesse varie avec le temps, nous
pouvons nous demander comment varie la probabilité P(v,t)dv que la vitesse
de la particule au temps t soit entre v et v + dv. On peut supposer que cette
probabilité ne dépende pas de toute l'histoire de la particule, mais plutôt qu'elle
puisse être déterminée par la simple connaissance de la vitesse uo à un temps
antérieur t0. Cette hypothèse sur l'absence d'effets de mémoire dans le système
est dite "markovienne". Donc on peut écrire P plus explicitement comme une
probabilité qui dépend de VQ et to comme paramètres; i.e.:
Pdv = P(v,t\vo,to)dv
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est la probabilité que la vitesse soit entre v et v + dv au temps t si la vitesse était
Vo au temps antérieur to- Compte tenu que rien dans ce problème ne dépend
de l'origine à partir de laquelle le temps est mesuré, P peut juste dépendre des
différences de temps s = t — t0. Donc on peut simplement écrire
P(v,t\vo,to)dv = P(v,s\vo)dv.
Si 5 —• 0, on sait que v = Vo, d'où
pour s —• 0 P(u, S\VQ) —* S(v — v0).
D'autre part, si s —»• oo, la particule doit tendre vers l'équilibre avec le milieu
à la température T, sans tenir compte de l'histoire passée. Alors P devient
indépendant de vo et se réduit à une distribution canonique:
pour s -» oo P(v, s\v0) ] *
On peut alors écrire une condition générale qui doit être satisfaite par la prob-
abilité P(v,s\vo). Dans chaque petit intervalle de temps As, la variation de la
probabilité qu'une particule ait une vitesse comprise entre v et v + dv provient
de deux contributions: un terme de perte et un terme de gain. Le premier corre-
spond à la décroissance de la probabilité due au fait qu'une particule, à l'origine
avec une vitesse entre v et v + dv, a une probabilité P(v\, As\v)dvi de changer
sa vitesse à une valeur quelconque entre vi et v\ + dv\. Le deuxième correspond
à l'accroissement de la probabilité due au fait qu'une particule, à l'origine avec
une vitesse quelconque entre V\ et v\ + dv\, a une probabilité P{v,As\v\)dv de
changer sa vitesse à une valeur entre v et v + dv. Cela donne
P(v, s + As\vo)dv — P(v, s\vo)dv —
- f P(v,s\vo)dv •P(vliAs\v)dvi+ f P(vi,s\vo)dv1 • P(u, As|ui)dt; (2.14)
où les intégrales portent sur toutes les vitesses possibles v\. Dans la première
intégrale P{V,S\VQ) ne dépend pas de t>i, d'où en utilisant la condition de nor-
malisation
/ P(vUT\v)dvl = 1
on a
dP r+o°
—As = -P(v,s\vo)dv+ / P{v-tts\vo)P(v,As\v-Odt (2.15)
OS J-oo
où on a introduit Vi = v — £.
Dans le cas du mouvement brownien, la vitesse d'une particule macroscopique
peut changer que par une petite quantité pendant un temps As. Donc on
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peut affirmer que la probabilité P(v, As\v — £) peut être appréciable que quand
|£| = \v — v\\ est suffisamment petit. Nous pouvons faire un développement de
l'expression à intégrer en série de Taylor en ( autour de P(V,S\VQ)P(V + £,
et retenir seulement les termes d'ordre plus bas. On a donc
P(v - Mvo)P{v, As\v - 0 = £ {-^~[P(v,S\vo)P(v + £, As\v)).
La relation (2.15) devient alors
wo
 n = 0 •<.. vu
(2.16)
Le terme n = 0 est simplement, pour la normalisation adoptée, P(v,s\vo)- Pour
les autres termes, on peut introduire la notation
où < [Ai^As)]" > = < [v(As) — v(0)]n > est le moment n-ième de l'accroissement
de la vitesse dans le temps As. Donc l'équation (2.16) devient alors
dP(v,s\v0)
ds ^ r ^
On peut démontrer que, quand As est macroscopiquement infinitésimal (mais
toujours As ^$> TCO) les termes avec n > 2 peuvent être négligés. Donc l'équation





Dans le cas du problème du mouvement brownien on peut déduire les valeurs
M! = -^ < Av(As) >= -
M2 = £ < [AV(As)]2 >=
où 7 = ^. Donc l'équation (2.17) devient
os ov m
En résolvent l'équation (2.18), on peut obtenir la distribution P(v,s\vo) à tous
les temps suivants. Une fois obtenue _P(u,s|i>o), toutes valeurs moyennées de v
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L'équation (2.18) est une forme particulière de l'équation de Fokker-Planck
[Fokl4, Plal7]. En effet, l'équation générale pour une variable a; a la forme [Ris84]
P. (2.19)dt ~
Dans cette équation D^2\x) > 0 est appelé "coefficient de diffusion" et
"coefficient de dérive". Ils peuvent dépendre aussi du temps. Le coefficient
de diffusion donne une mesure de l'étalement de la distribution P, tandis que
le coefficient de dérive contrôle le déplacement du centroïde de la distribution.
L'équation (2.18) est donc associée à un coefficient de dérive linéaire et un coef-
ficient de diffusion constant.
L'équation de Fokker-Planck n'est pas, bien entendu, la seule équation possi-
ble pour décrire l'évolution d'une fonction de distribution. Par exemple on peut
citer l'équation de Boltzmann (dont on va parler dans le paragraphe suivant) ou
les équations maîtresses. L'équation de Fokker-Planck est d'habitude utilisée pour
des variables qui décrivent un sous-système macroscopique mais petit, comme la
position et la vitesse pour le mouvement brownien d'une petite particule ou un
courant dans un circuit électrique. Si le sous-système est grand les fluctuations
peuvent alors être négligées et on a donc une équation déterministe. Toutefois,
dans les cas où les équations déterministes ne sont pas stables ou sont chaotiques,
une description stochastique est alors nécessaire aussi pour des grands systèmes.
2.2 L' équation de Boltzmann
La première équation du mouvement à avoir été dérivée pour la distribution
dans l'espace des phases d'un gaz dilué est l'équation de Boltzmann [Bol72].
Dans ce cas, le système est décrit statistiquement par la fonction de distribution
f(r,p,t)drdp qui représente le nombre de molécules du gaz dans l'élément de
volume <ir<ip de l'espace des positions et impulsions. Si on néglige complètement
les collisions entre les molécules, le théorème de Liouville sera valide, impliquant
qu'un élément de volume de l'espace des phases à une particule entraîné par le
fluide reste constant. Pour la distribution / on pourra écrire que la distribution
des particules emportées par le fluide reste constante
f = 0. (2.20)
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Si le système se trouve dans un champ externe £/(r), alors on a
dt dt^ / + dp
où F = —VU est la force avec laquelle le champ agit sur les molécules.
L'équation (2.20) n'est plus valide si on tient compte des collisions (i.e. des
interactions à deux ou plusieurs corps): la fonction de distribution n'est plus
constante le long des trajectoires des particules du fluide. A sa place, il faut
écrire
| (2-21)
où la quantité / [ / ] , qui est appelée intégrale des collisions, indique la vitesse
de variation de la fonction de distribution due aux collisions: drdpl[f] est la
variation par unité de temps, causée par les collisions, du nombre de molécules
dans le volume drdp de l'espace des phases.
Explicitons maintenant la quantité /[/] pour une interaction à deux corps.
Quand deux particules entrent en collision, les valeurs de leurs impulsions p
changent. Donc chaque choc, auquel une particule d'impulsion comprise entre
p et p + dp est soumise, la fait sortir de 1' intervalle dp. Le nombre totale de
collisions avec une autre particule est donné par
drdp / tw(p/,p'1;p, p^ffidpidp'dp^
où l'on intègre sur les impulsions des particules après réaction et sur l'impulsion
du partenaire de la collision, où w(p',Pi;p,Pi) est le taux de transitions p,pi —•
p',p'i et / = / (r ,p, i ) et f\ = f(r,pi,t). Aucune intégration n'est effectuée en
r car l'interaction est supposée locale. C'est le terme de perte. Toutefois il y a
aussi des molécules, dont l'impulsion n'appartenait pas à l'intervalle dp autour
de p, qui vont finir dans cet intervalle après avoir subi une collision. Ces sont
les transitions p'jPi —• P,Pi, de nouveau avec toutes les valeurs possibles de
Pi,p',p'i pour un p donné. Le nombre de ces collisions est
drdp I w(p, pi; p'^p'^f'fldpidp'dp'-y.
C'est le terme de gain. Après soustraction de ces deux contributions on obtient
drdpj(w'f'f[-wff1)dp1dp'dp'l.
où on a indiqué
w' = w(p,p1;p',p/1), w = w(p',p[;p,p1).
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Comme on a w = w' et
(où ^ est la section efficace de collision des deux molécules du gaz et Cl est l'angle
entre v — Vi et v' — vi) , on obtient finalement l'équation de Boltzmann
* + Z . v r / + F(r) Vp/ = /[/] (2.22)
7ï - M). (2.23)
2.3 La hiérarchie BBGKY
Bien que la dérivation de l'équation (2.22) soit satisfaisante du point de vue
physique, il est très intéressant d'expliquer ici une méthode qui permet d'obtenir
analytiquement cette équation à partir des équations microscopiques du mou-
vement des particules du gaz. Cette méthode est importante car elle permet
d'obtenir non seulement l'équation de Boltzmann, mais aussi ses corrections.
Le point de départ de la méthode est le théorème de Liouville pour la fonction
de distribution d'un gaz, considéré comme un système de N particules. Notons
cette fonction (dans l'espace à 6N dimensions) avec le symbole /N(SI, S?, ..., sjv),
où les Si indiquent l'ensemble des coordonnées et des impulsions de la z-ème
particule: s, = (i\,p,). Cette fonction est normalisée a 1
/ l) 52, • • • , Spj)ds\ . . . dSff = 1.
La fonction de distribution à une particule, qui figure dans l'équation de Boltz-
mann, s'obtient en intégrant la fonction //v par rapport à tous les dsi excepté
la fonction / i est normalisée, elle aussi, à 1. Nous conserverons la notation / (sans
indice) pour la fonction de distribution normalisée au nombre total de particule:
A partir du théorème de Liouville dans l'espace à 6N dimensions on aura
?P- + f f^r.. + ^ p,l = 0. (2.24)
Ot r^i [ OTi dpi
En utilisant les équations d'Hamilton
. dH . ÔH
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où Uij indique U{\T{ — rj-1). Intégrons maintenant cette équation par rapport à
ds2,... ,dsw. A cause de cette intégration, parmi tous les termes de la somme
dans l'équation(2.25), il ne restera seulement que ceux qui contiennent les dérivées
par rapport à pi ou ri; les autres intégrales sont nulles parce qu'elles vont faire
intervenir la fonction /AT calculée à l'infini; mais la distribution fs étant nor-
malisée, elle doit tendre vers zéro lorsque l'une quelconque de ses variables tend
vers l'infini. On obtient ainsi
^ o
 + vpv Vi=N i m*,», t) svndst (226)
at OTi J api ari
où fi est la fonction de distribution de deux particules, c'est-à-dire
fi = /
De façon analogue, en intégrant la relation (2.25) par rapport à ^53 , . . . , ds^ on
obtient
dh , d/2 , df2 df2 dU12 df2 dU12






où fz(si,32, sz,t) est la fonction de distribution de trois particules. On va obtenir
ainsi une chaîne d'équations dans laquelle il faut connaître fn+i pour pouvoir
étudier l'évolution de fn. Ce système d'équations, pour n variant de 1 à N,
constitue ce que l'on appelle la "hiérarchie BBGKY", car y sont attachés les
noms de Bogoliubov, Born et Green, Kirkwood, et Yvon [Bog46, Bor46, Kir56].
Ce système d'équations est jusqu'ici exact et parfaitement équivalent à l'équati-
on de Liouville. Son principal intérêt est cependant qu'il se prête mieux que
l'équation de Liouville complète aux approximations, qu'il permet d'introduire
de façon systématique.
En effet, pour pouvoir véritablement exploiter la hiérarchie BBGKY, il est néces-
saire de la tronquer à un certain niveau, c'est-à-dire de la réduire à un système
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fermé de n équations faisant intervenir seulement les n premières fonctions de
distribution. Le système d'équations tronqué permet ensuite de calculer /n , puis
/ n_i , • • • ; une illustration très simple de cette méthode est donnée par l'équation
de Vlasov; l'équation de Boltzmann peut aussi être obtenue de cette façon.
2.3.1 L'équation de Vlasov
Dans l'équation (2.26) qui régit l'évolution de la fonction de distribution à une
particule, supposons que la fonction /2 puisse être remplacée au second membre
par l'expression approchée
f2(si,s2,t) ~ /i(«i,0/i(*2,<)-
Cette hypothèse considère les particules comme indépendantes les unes des autres:
la probabilité de trouver, à un instant t quelconque, deux particules l'une en ri
et l'autre en r2 avec les impulsions respectives pi et p2, est alors le produit de la
probabilité de trouver à cet instant une particule en ri avec l'impulsion pi et de
la probabilité de trouver au même instant une particule en r2 avec p2; on néglige
donc les corrélations entre ces deux événements simultanés. Cette hypothèse
peut donc être vue comme un hypothèse d'information minimum (c'est-à-dire
d'entropie maximum).
L'équation (2.26) ne fait plus alors intervenir que la fonction de distribution
à une particule /i(si,f); elle s'écrit
avec
C'est l'équation proposée par Vlasov en 1938 [Vla38]. L'hypothèse d'indépendan-
ce des particules a pour effet de décrire leurs interactions par un potentiel moyen
û(r, t): lorsqu'une particule se trouve au point r, elle y ressent globalement
l'effet des (N — 1) autres particules à travers ce potentiel û(r,t). Ce type
d'approximation, dit de "champ moyen", est très souvent utilisé en mécanique
statistique. Notons un point important: le potentiel moyen dépend lui-même
de la fonction de distribution f\ que l'on cherche à déterminer. On est donc
confronté à un problème d'auto-cohérence donc à un problème non linéaire. La
dynamique pourra alors présenter toutes les caractéristiques des équations non
linéaires: solitons, bifurcations, chaos ...
Soulignons que, contrairement à l'équation de Boltzmann, l'équation de Vlasov
est invariante par renversement du temps: si l'on change t en —t dans l'équation
de Vlasov, il faut changer simultanément p en —p (le renversement du temps
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transforme une vitesse en son opposée) et l'on constate que /i(r , — p,— i) vérifie
la même équation que / i(r , p, i).
2.4 Le cas (nucléaire) des fermions
Tout ce que l'on vient de montrer est valide dans une approche classique. Dans
le cas nucléaire on est confronté à des systèmes quantiques de fermions.
Considérons un système de N particules caractérisées par le hamiltonien
N 2 N
où le premier et le deuxième terme représentent respectivement l'énergie cinétique
et les interactions à deux corps entre les particules. Un de ces systèmes dans un
état pur peut être décrit à travers sa fonction d'onde (à N corps) <f> qui est solution
de l'équation de Schrôdinger
où H est le hamiltonien du système. Si on a à faire à un ensemble statistique, on
introduira plutôt la matrice densité
^=El^ ( m ) >p ( m ) <^ m ) l
tn=l
L'évolution quantique de ce système est donnée par l'équation de Von Neu-
mann (qui est l'équivalent quantique de l'équation de Liouville)
ih—pN{t) = [H,pN{t)\ = CPN(t)
que l'on déduit facilement de l'équation de Schrôdinger et où C est l'opérateur
liouvillien C = [H, ].
Dans le formalisme de la seconde quantification on peut définir les densités à
m corps comme valeur moyenne des opérateurs de création et d'annihilation de
particules ai et a]
p m ( l • • ' m , l f ' - - m f , t ) = < a \ - - - a l a m > . . - a v >
où < A > = < <f>\A\<f> > dans le cas d'un état pur et < A >= Tvp^A dans le cas
d'un ensemble statistique. On peut donc écrire les opérateurs densités à un corps
et à deux corps
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P2{\ 2,1' 2',t) =< a\l,t)a\2,t)a(l\t)a(l',t) > .
Si maintenant, grâce à l'équation de Von Neumann, on écrit l'évolution de ces
deux densités, on obtient les deux premières équations de la hiérarchie Martin-
Schwinger (qui est l'équivalent quantique de la hiérarchie BBGKY)
ift ^ ( l . l ' . t ) = £ < 12\[H,P2(t)]\l'2 >, (2.27)
^ ï 2 ' , t ) =< 12|[#,^(i)]|l'2' > + £ < 123|[V>3]|1'2'3 > (2.28)
3
où < miVl lOT >=< 13|V|1'3' > 822,+ < 23|V|2'3' > 6IV. A partir de
cette hiérarchie (en particulier de l'équation 2.27) on peut déduire facilement
les équations de Hartree et de Hartree-Fock dépendant du temps [Bon76, Neg82]
en supposant que les corrélations à deux particules peuvent être négligées; à
l'approximation d'Hartree p2(12, l'2') = />i(l, l')pi(2,2'), tandis qu'à l'approxima-
tion d'Hartree-Fock on tient compte des termes d'échange
p2(12,l'2') = p1(l,ï)Pl{2,2')-p1(l,2')p1(2,l'). (2.29)
On obtient donc
où /i = if + Ui est 1' hamiltonien de Hartree ou de Hartree-Fock, U\ étant le
potentiel moyen calculé à partir de l'interaction à deux corps V\2 et prenant
éventuellement en compte le terme d'échange.
2.4.1 Les approximations semi-classiques
L'analogie formelle entre l'équation classique de Liouville et l'équation quan-
tique de Von Neumann nous laisse penser que l'on peut introduire un modèle in-
termédiaire qui associe la facilité conceptuelle de la théorie classique et quelques
caractéristiques quantiques comme, par exemple, le principe d'exclusion de Pauli
[Pau25] pour l'occupation de l'espace des phases, qui empêche deux fermions
d'occuper le même état quantique.
Ce modèle intermédiaire s'obtient au moyen de la transformée de Wigner. La
transformation de Wigner permet d'écrire des opérateurs à un corps A, exprimés
en une représentation \r > ou \p >, dans une représentation mixte [Rin80]; elle
revient à faire une transformation de Fourier:
^ ( r , P) = - \ T / da e*-/» < r + | | A | r - | > .
(2TT)2 J I I
24
Les approches stochastiques de champ moyen
De cette façon on peut introduire la fonction de distribution à une particule qui
s'écrit
/(r, P) = - V / da
 e*-/api(r + s/2, r - s/2)
(27T)2 J
où p\ est la matrice densité à un corps. De façon analogue on peut obtenir les
fonctions de distribution à m particules.
Puisque la transformée de Wigner fait intervenir % dans l'exponentielle, on voit
qu'elle permet de faire des développements et des approximations semi-classiques,
en arrêtant les développements à un ordre donné en % ou en faisant tendre h vers
0. La transformée de Wigner de l'équation TDHF (2.30) contient le calcul des
transformées de [h, pi]. Pour cela on utilise la propriété [Rin80]
[A, B)w = 2iAw sin f -A ) Bw
où l'opérateur A est défini par VrVp — VPW (la flèche indiquant dans quelle
direction agit l'opérateur de dérivation). Cette relation permet d'obtenir la trans-
formée de l'équation TDHF (2.30)
jr L • ( A i r /n on
— f = —hw sin I —A / ( Z.ol )
ut il V L I
où h\y — 2^ + U(r,p,t) est la transformée de Wigner de 1' hamiltonien de
Hartree-Fock. Le développement en puissance de h dans l'équation (2.31) peut
être tronqué pour donner l'approximation semi-classique à l'ordre le plus bas
at m
si U dépend éventuellement de p. On voit bien qu'à la limite semi-classique on
obtient l'équation de Vlasov.
2.4.2 Au delà du champ moyen
Aller au delà du champ moyen (et donc de l'équation de Vlasov) consiste à faire
des approximations moins sévères que celles indiquées précédemment, mais en
procédant de la même manière, c'est-à-dire en découplant les équations d'ordre le
plus bas dans le nombre des particules. Dans le contexte de la physique nucléaire,
une telle dérivation a été effectué par Botermans et Malfliet [Bot86]. A la limite
semi-classique ils obtiennent une équation cinétique du type Boltzmann avec
champ moyen qui s'écrit
jtf = {hwj} + hoii (2.32)
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ou
hou = JdPl<m^\v - v1\(ffjf1 - ffj'fl) (2.33)
(les indices des fonctions de distribution à un corps font référence ici aux par-
ticules, par exemple f\ = / ( r i ,pi ,£)) La notation / indique la quantité 1 — /
et est reliée au principe de blocage de Pauli: en effet, en sachant que 1 est
la valeur maximale possible de la fonction de distribution dans un point (r, p)
de l'espace des phases et que / est sa valeur réelle, la probabilité d'occuper ce
point de la part d'une particule provenant de l'extérieur est proportionnelle à
1 — / . L'équation 2.32 est connue comme équation BUU (Boltzmann-Uehling-
Uhlenbeck) [Ber88, Nor28, Ueh33]. 1
2.5 L'équation de Boltzmann - Langevin
L'équation BUU inclut l'effet moyen des collisions à deux corps sur l'évolution
temporelle de la distribution réduite à un corps et donc rentre dans la catégorie
des traitements à un corps. Puisque ces approches traitent seulement l'effet
moyen des collisions à deux corps, l'évolution du système est complètement
déterministe: une distribution initiale à un corps bien spécifiée produit une et
une seule trajectoire dans l'espace de toutes les distributions à un corps possi-
bles. Ces caractéristiques limitent l'utilité pratique de ces modèles à des processus
dans lesquels la dynamique montre des fluctuations relativement petites. Toute-
fois pendant des collisions nucléaires aux énergies intermédiaires, les fluctuations
peuvent être très importantes et donc il faut développer de nouvelles approches
capables de tenir compte des effets des fluctuations.
Sur la base de ce que l'on vient de voir tout le long de ce chapitre nous pouvons
imaginer de considérer l'évolution de la densité à un corps comme un processus de
Langevin généralisé, proche du mouvement d'une particule brownienne dans un
bain thermique, excepté le fait que la cordonnée brownienne n'est pas l'impulsion
de la particule mais la densité à une particule elle-même.
Pour pouvoir introduire ces effets dans des équations de transport il faut
considérer les corrélations à deux corps. En particulier on ne peut plus faire,
pour la densité à deux corps /?2, l'hypothèse du chaos moléculaire exprimée par
la relation (2.29) mais il faut remplacer cette relation par la décomposition
P2{12, l'2', t) = p°2(12, l'2', t) + 6a{l2, l'2', t) (2.34)
où /?2(12,1/2', i) est encore la partie non corrélée définie par la relation (2.29) et
<5<J(12, l'2',f) est la partie qui contient toutes les corrélations.
1
 Selon la méthode numérique de résolution utilisée, elle est connue aussi sous d'autres
acronymes: VUU (Vlasov-Uehling-Uhlenbeck) [Kru85], LV (Landau-Vlasov) [Rem84], BNV
(Boltzmann-Nordheim-Vlasov) [Bon94].
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Nous pouvons introduire cette décomposition dans l'équation d'évolution de
la densité à deux corps (2.28). Si on fait l'hypothèse que l'effet des corrélations à
trois corps est négligeable, nous pouvons éliminer dans cette équation le dernier
terme du deuxième membre et obtenir une équation pour l'évolution des corrélati-
ons 6a(t)
p -ih^p°2(t) + Cp2(t). (2.35)
En utilisant la décomposition du hamiltonien H en une partie qui contient le
champ moyen et une autre qui contient l'interaction résiduelle H — Hç, + Hv et en
considérant seulement le terme d'ordre plus bas dans l'interaction (en particulier
en négligeant le terme Cv8a: c'est l'hypothèse du couplage faible) on obtient
inscrit) = Co 8*{t) + CvP°2{t).
La résolution de cette équation donne
p2(t) = p°2(t) -l-f dt'G(t - t')CvP°2(t) + G(t - to)Sa(to) (2.36)f
JtQ
où G(t — t0) = exp — %[(t — to)Co] est le propagateur champ moyen. On voit
bien que la densité à deux corps peut être séparée en trois parties physiquement
distinctes: le premier terme est la composante non corrélée qui permet de définir
un champ moyen; le deuxième terme décrit le changement dans la densité à deux
corps pendant une collision et produit 1' intégrale des collisions dans l'équation
de transport; le troisième terme décrit la propagation des corrélations initiales
dans l'équation de transport et donne un terme additionnel que nous appellerons
terme de collision fluctuant.
Nous pouvons donc obtenir une équation d'évolution pour la densité à un
corps en introduisant l'expression (2.36) dans l'équation (2.27)
jtp,{t) + i[fclPl] = K(Pl) + 6K(Pl) (2.37)
où K(pi) est l'intégrale des collisions
= - i £ Ç ai! < \2\CyG(t-t)CvÂ\l'2 >, (2.38)
il j *o
et SK(pi) le terme de collision fluctuant
6K(Pl) = - i £ < l2\CvG(t - <o)M*o)|l'2 > • (2-39)
h
 2
A la limite semi-classique l'équation (2.37) donne celle que l'on appelle "équation
de Boltzmann-Langevin" [Bix69]:
27
2.5 L'équation de Boltzmann - Langevin
Nous pouvons observer que, si la densité a deux corps est initialement non
corrélée, c'est-à-dire, si p2(to) = P^o), alors la quantité SK(t) dans l'expression
(2.39) devient nulle et on retombe sur les équations de transport habituelles.
L'équation de transport (2.37) (ou l'équation (2.40) à la limite semi-classique)
contient toutes les informations sur les propriétés de la dissipation et de la fluctu-
ation de la densité à un corps. Toutefois à l'état actuel elle n'est pas encore utile,
parce qu'il est presque impossible de calculer le terme de collision fluctuant. Il
faut introduire d'autres approximations. En stricte analogie avec l'équation de
Langevin, nous faisons l'hypothèse que le terme de collision fluctuant agit sur la
densité comme une force aléatoire caractérisée par une fonction de corrélation
X 6K{\, 1', t)6K(2,2', t)y= C ( l , 1'; 2,2'; t, t') = C ( l , 1'; 2,2')6(t - t')
avec un temps de corrélation de l'ordre de la durée d'une collision à deux corps,
qui, dans l'hypothèse markovienne ici faite, est égale à zéro. Le symbole -< • >-
correspond à une moyenne statistique.
A partir de l'équation (2.38) il est possible de donner pour l'intégral des
collisions l'expression
~ P') J dp2dp3dp4w(12; 34)(nin2n3n4 - n1n2n3n4) (2.41)
où g est la dégénérescence, les quantités n,- sont les nombres d'occupation et
u;(12;34) est la probabilité de transition entre les états (1,2) et (3,4) qui sera
explicitée dans la suite. Cette expression est tout à fait équivalente à celle obtenue
à la limite semi-classique dans le paragraphe 2.4.2 en substituant les nombres
d'occupation avec les fonctions de distribution à un corps.
2.5.1 La fonction de corrélation (terme de Langevin)
Donc afin de spécifier complètement l'équation de transport stochastique il nous
faut expliciter la fonction de corrélation. Dans le cas d'un système homogène
il nous suffit de considérer les termes diagonaux du terme de collision fluctuant
8K(p, p, t) = 6K(p, t) et de suivre sa propagation sur des temps courts par
rapport au temps moyen entre les collisions; donc
~ r+oo
C(l,l';2,2') = 2D(p,p') = / àr -< 8K(p,t + r)6K(p',t) >- . (2.42)
On peut évaluer 6K à l'aide de l'équation (2.39) en explicitant le commutateur
contenu dans C.
8K(p,t + r) =
—^ Y, (< 12 |« (T) |34 > ($<7(34,12, t)- < 34 |U(T) |12 > 8a(12,34, t)) (2.43)
^ " 234
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ou
12|u(r)|34 >=< 12|v|34 > exp f-»r(ei + e2 - e3 - e4)]
En introduisant la relation (2.43) dans l'équation (2.42) on obtient
2D(p, p') =
+oo
- < 12 |V(T) |34
+ < 34 |V(T) |12 > < l '2>|3'4 ' >-< ba(l2, 34)<5<T(3'4', l'2')
- < 34 |U(T) |12
4/i
Pour calculer les quantités -< baba' y on fait deux approximations: on néglige
les fluctuations quanti ques par rapport aux fluctuations statistiques
X ba Sa' y=« <f>\8A\<f> >< 4>\bA'\<f> >y=
<t>\bASA'\4> >y + ^ < <f>\8A'6A\<j>
et on calcule ce terme à Tordre plus bas dans les corrélations, en estimant les
valeurs moyennes quantiques sur un état non corrélée. De cette façon, en utilisant
le théorème de Wick [Rin80], on obtient
-< ba(kî, ij)8a(ïj\ k'i') y= (S^S^ - Sij>Sji>)(Skk'Su> - Ski>Sik>){l - n»)(l - nj)nkni
où les S ai sont des deltas de Kroenecker et les ni les nombres d'occupation. En
introduisant ces quantités dans l'équation (2.44) on obtient alors
2£>(p,p') = ^J3^cos[^(£1+e2-e3-£
x S ^ 2 | < 12|u|34
I234
34
- 2 ^2 | < 12|u|l'4 > |2(nin2ni»n4 + niûvn^n^ > . (2.45)
J24
On peut alors utiliser
dr \rr+°° dr \T I 7T
i-oo R5" C 0 S lh^£l + £ 2 " £ 3 ~ £ 4 ) | = ^"<5(£l + £2 - Ê3 - £4)
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qui est le reflet de l'approximation markovienne. En remplaçant les sommes avec
des intégrales sur les impulsions ^ —• gV f dp/(2Trh2), où V est le volume du
système et g est la dégénérescence, on obtient
D(p,p' )= /
—2 /
-f -——7^S(p — p') / rfp2<fp3«ip4io(12; 34)(nin2n3n4 + nin2n3n4) (2.46)
ou
T/3 2; 34) = 7 ^ - r d < 12|v|34 > | 2 ^ ( £ l + e2 - e3 - e4). (2.47)
Si maintenant on utilise l'approximation semi-classique, en supposant que
les collisions sont locales, on peut simplement utiliser le résultat obtenu et dire
que dans les équations de transport la fonction de corrélation est locale dans les
cordonnées spatiales
C(l, 1'; 2,2'; t, t') = 2D(p, p')6(r - r')S(t - t').
Donc la fonction de corrélation pour l'équation de Boltzmann-Langevin (2.40)
est la même que celle que l'on vient d'obtenir (2.46), dans laquelle on a remplacé
les nombres d'occupation n,- par les fonctions de distribution dans l'espace des
phases /(r,-,p,-,*).
Il faut remarquer que, comme conséquence du théorème de fluctuation - dis-
sipation, la fonction de corrélation est entièrement déterminée à partir des pro-
priétés moyennes de la fonction de distribution à un corps. Cette théorie ne
requiert donc pas de nouveaux paramètres pour décrire les fluctuations.
Si on compare le résultat obtenu avec l'intégrale de collision on s'aperçoit
que l'expression (2.41) ressemble au dernier terme de la fonction de corrélation
(2.46) excepté le fait que la fonction de corrélation fait intervenir la somme des
termes de perte et de gain, tandis que dans l'intégrale des collisions c'est la
différence qui apparait. Ceci a une signification physique simple: le changement
dans les fonctions de distribution est déterminé par l'effet net des termes de
perte et de gain. D'autre part le changement dans les fluctuations des fonctions
de distribution est déterminé par la somme des termes de perte et de gain, comme
dans tout problème de mouvement brownien.
2.5.2 Nombre de collisions fluctuant
Le traitement du problème dans les termes que l'on vient de présenter est dû au
travail de Ayik et Grégoire [Ayi88, Ayi90]. Dans les mêmes années un travail
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de Randrup et Rémaud [Ran90] suggérait une méthode différente pour traiter la
même problématique, mais qui, comme nous le verrons dans la suite, revient à la
même équation, sans pour cela invoquer les mêmes hypothèses.
Considérons un ensemble de M systèmes identiques à plusieurs corps que nous
allons indiquer avec m = 1, • • •, M. Chaque élément de l'ensemble sera caractérisé
par la densité à un corps f\[ (r, p,f), que nous supposons être normalisée de
façon à donner l'occupation d'un élément de l'espace des phases de volume h3.
Supposons aussi que les densités à un corps de ces systèmes au temps initial
soient les mêmes (les systèmes seront, bien sûr, différents au niveau des densités à
plusieurs corps). A cause de la nature stochastique des collisions, chaque système
aura une évolution différente et il sera possible écrire la densité (qui, à partir de
ce moment, sera toujours à un corps et qui sera simplement indiquée avec / ) du
système m-ième dans la forme
où /(r, p, t) est la moyenne des densités pour tous les systèmes de l'ensemble
/(r, p, t) =X /<")(r, p, 0 y= ± £ /<m>(r, p, t) (2.48)
m = l
où la notation X • >- indique encore la moyenne d'ensemble.
Par définition on a X Sf^ y= 0. Par contre Sf peut être caractérisée par
sa corrélation
a(s, s') = <r(r, p, r', p') =X 6f^\r, p, t)6f^(r', p', t) y=
=X /C")(r, p, 0 / ( m V , p', *) y - / ( r , p, t)f(r', p', t). (2.49)
Etant donnée une observable à un corps A(r, p, t) son observation sur la m-
ième réalisation de l'ensemble statistique est donnée par
où les notations ds = drdp/h3 et s = (r, p) ont été introduites. Cette dernière
relation étant linéaire, il est immédiat de montrer que
x A[/M] y= A[f\.




2.5 L'équation de Boltzmann - Langevin
= Jdsds'A(s)B{s)(7J(s,s')
En absence de collision à deux corps l'évolution du système est régi par le
champ moyen et donc par l'équation de Vlasov dans une approche semi-classique
d[__df_dH__d]_dH_
dt ~ dp dr ~ dr dp '
l'évolution correspondante de la fonction de corrélation (2.49) est
, d o ( d . d .. d . d ,.\ o, , M
*î = m a< = ~ U p + w p + ^ r+^r J °(r> P) r 'p} =
~ V dr dp + dr1 dp' dp dr dp' dr') ° ( F ' P ' F ' P h
Cette équation donne la variation de la fonction de corrélation due à la dynamique
de Vlasov. Dans la suite nous considérerons la variation due à l'intégrale de
collision.
Si on introduit dans l'espace des phases des cellules élémentaires de volume
As = ArAp/h.3, il est possible de passer de la représentation continue à une
représentation discrète et d'exprimer l'observable J4, introduite précédemment,
de la façon suivante
où l'indice i indique le point de l'espace des phases.
Le nombre moyen par unité de temps de collisions dans lesquelles des nucléons,
se trouvant dans les positions Si, 52 de l'espace des phases, font une transition
vers les positions 53,64 est donné par
<fri.2i3,4 = ds1ds2ds3ds4fif2fj4w(12;3i)6{rur2)8(r[,r1)8(r'2,rl) (2.50)
où le taux de transition tu(12;34) a été introduit dans la relation (2.47) et les
deltas viennent du fait que les collisions sont locales. Le nombre de collisions
durant un temps At et dans des volumes As autour des positions initiales et
finales dans l'espace des phases est donné par
l,2;3,4 = At /
J A 2 >A 43 ,
Ce nombre est équivalent au nombre de collisions de l'équation BUU. Toutefois il
faut considérer qu'en fait les collisions des nucléons sont un processus aléatoire.
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Donc pour chaque réalisation du système le vrai nombre de collisions sera donné
par
où 5i/(m) est un nombre aléatoire. Ce processus étant analogue à une marche
aléatoire dans l'espace des collisions, on s'attend à ce que les nombres de collisions
forment une distribution de Poisson caractérisée par
Dans cette approche, c'est le côté stochastique du nombre réel de collisions qui est
à l'origine du comportement "brownien" de / . Il faut remarquer qu'ici le théorème
de fluctuation - dissipation (2.51) est une simple conséquence des propriétés de
la loi de Poisson.
Considérons d'abord la variation de / , causée par les collisions, dans une cel-
lule de l'espace des phases. Une telle variation peut être due et aux collisions qui
entraînent des particules au-dehors de la cellule et aux collisions qui au contraire
amènent des particules dans la cellule (terme de gain). On peut donc introduire
un terme de perte et un terme de gain qui valent en moyenne
= ~ Jduli2;3AS(Sl - s )
- S)
Les quantités /~(ri,pi) et /+(r1 ,p1) s'identifient avec les termes de perte et de
gain de l'équation BUU (cf. §§2.4.2 et 2.2) et on a
^ K(r,p) = /+(r,p) - /-(r,p) = fW+ - fW~.
On peut donc imaginer l'évolution de la fonction /("^(r, p) comme un chemin
aléatoire dans lequel les quantités /~(r,p) et /+(r , p) expriment la valeur moyen-
ne des transitions à partir de et vers la cellule de volume h3 autour de s. Le vrai
nombre k de transitions pendant un intervalle de temps Ai suit la statistique de
Poisson, pour laquelle la variance est égale à la valeur moyenne et la variance
totale est donnée par la somme des variances. On a donc pour l'accroissement
spontané des fluctuations
Il est facile de voir que les variations temporelles de / et al sont exprimées par
% - fW~ (2.52)
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L = fW+ + fW~ - 2{W+ + W~)a). (2.53)
A l'équilibre est / = 0 et b) = 0, d'où on obtient fW+ = fW~ qui est le
résultat que l'on attend sur la base du principe du bilan détaillé. La valeur de
/ à l'équilibre est donc /o = W+/(W+ + W~). Si on écrit l'équation de Vlasov
dans la forme linéarisée |£ = —"~J0' on obtient r" 1 = W+ + W~ .
Pour ce qui concerne la variance, à partir de l'équation (2.53), on a, à l'équilibre
2{W+ + W~)a)
d'après laquelle crj = /o/o qui est la variance à l'équilibre pour la fonction de
Fermi-Dirac. Aussi, si on regarde l'évolution de la déviation de la variance de sa
valeur à l'équilibre A = crj — ff on peut montrer qu'on a
A = -2(W+ + W~)A
c'est-à-dire que la quantité A relaxe vers sa valeur à l'équilibre (qui est zéro)
deux fois plus rapidement que / relaxe vers /o.
Considérons maintenant la corrélation entre les fluctuations de / en deux
points différents de l'espace des phases. Le coefficient de diffusion qui correspond
à ce processus peut être calculé en considérant l'évolution initiale du produit
des changements induits dans les fonctions / dans les deux points considérés.
Puisque chacun des deux points peut être aussi bien un état initial qu'un état
final, il y a quatre processus de collision différents qui donnent une contribution
et par conséquence le coefficient de diffusion en deux points différents de l'espace
des phase peut être écrit




f(s)f(s')W++(s,s') = Jdvh2.i3A6(s3 - s)8(s4 - s)
f(s)f(s')W+-(s,S') = f(s)f(s')W-+(S,s')
= Jdvli2.3A6(Sl-s)6{s3-s) (2.55)
On s'aperçoit facilement qu'on a obtenu de nouveau la relation (2.46) à la limite
semi-classique.
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Finalement, pour donner un cadre complet de la théorie de Boltzmann-Lange-
vin, les auteurs de la référence [Ben92] ont réussi à obtenir une expression ana-
lytique pour la partie non diagonale de la variance crCou(r, p, r', p'):
<rcov(r, p, r', p') = fff'f [a + /?(p2 + p/2) + 7(p2p'2) - ^ P • p'}
où a = -jj,/9 = J,7 = - g avec 6 = 3mT, c = 10m2T£T, a = Jdrdpff et
d = ac — b2. Ici T est la température, ET est l'énergie cinétique par particule. Ce
résultats a été testé dans un cas particulier à deux dimensions [Bur94a] par la com-
paraison avec des simulations numériques de l'équation de Boltzmann-Langevin.
L'accord très bon entre les méthodes numérique et analytique, développées séparé-
ment, constitue un contrôle croisé important des deux résultats.
2.5.3 Equation de Fokker-Plank pour la distribution des
densités à un corps
L'ensemble des trajectoires dans l'espace des phase est décrit par la fonction de
distribution dans l'espace des densités à un corps:
l M 1 ,m)
m = l tri
qui donne la probabilité qu'un système caractérisé par l'occupation spécifiée sur
le réseau par le vecteur / = ( / i , /2, . . . ) appartient à l'ensemble des f(m\ La
normalisation des probabilités s'écrit / df$(f) = 1. La moyenne d'ensemble
d'une observable A peut être écrite
= Jdf$(f)A[f] =
où l'intégrale est calculée dans l'espace abstrait des fonctions de distributions à
un corps.
On peut maintenant écrire, dans le cadre des théories de transport, une
équation maîtresse qui donne la variation temporelle de $ ( / i , /2, •••) en termes des
transitions d'un "point" / = (/a, /2 , /3,...) vers un autre / ' = (/{, ft, f 3 , . . . ) . Une
telle équation est représentée par la forme généralisée de l'équation de Fokker-
Planck
où les Vi[f] sont les coefficients de dérive et les A j ( / ) les coefficients de diffusion.
Dans cette approche, l'équation n'est pas limitée à des termes de fluctuation
(ordre 2 en dérivée) mais peut contenir des termes d'ordre plus élevé.
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Pour l'observable A on aura donc
A = | -< An y= jJdfA(f)${f) = J dfA(f)è(f).
Et en particulier pour /
(2.56)
Cette équation décrit l'évolution de l'occupation moyennée sur l'ensemble de la
cellule i dans l'espace des phases et donc la trajectoire moyenne du système.
Considérons maintenant les fluctuations autour de cette valeur moyenne:
En procédant comme avant on obtient
- E / df'^KifWMSf; + W




Le premier terme (le terme de diffusion) de l'équation (2.57) est responsable
de la croissance des fluctuations tandis que le deuxième terme (qui provient des
coefficients de dérive) peut être interprété comme un terme de rappel qui s'oppose
à une telle croissance et qui assure donc, dans les cas dans lesquels le système
n'est pas instable, comme on verra mieux dans la suite, la convergence vers une
valeur d'équilibre.
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2.6 Théorie de la réponse linéaire
Dans cette partie du chapitre nous allons étudier plus avant les propriétés de
l'équation de Boltzmann-Langevin.
Les petites déviations d'un système par rapport à son comportement moyen
peuvent être décrites de façon simple dans le cadre de la théorie de la réponse
linéaire. En fait, si l'on décompose la densité à un corps de la manière suivante
où /o est une solution de l'équation non fluctuante et Sf la partie fluctuante, cette
dernière obéit (à l'ordre le plus bas en Sf) à l'équation [Pin89, Col94b, Ayi96]
Sf = MSf + B. (2.58)
L'évolution de Sf est donc régie par une équation différentielle linéaire stochas-
tique. La matrice M. représente la matrice RPA dont la structure, dans le cas
nucléaire et dans l'approximation semi-classique, est déterminée par l'interaction
de champ moyen et éventuellement par l'intégrale de collision à deux corps. Le
terme B est la source du comportement aléatoire du système et peut être con-
sidéré comme la source des fluctuations. Dans le cadre de la théorie de Boltmann-
Langevin ce terme est lié au terme de collision fluctuant.
Il est très important de connaître les propriétés de la source de fluctuations,
car les résultats finaux peuvent fortement en dépendre. Par exemple, un système
qui passe par la région spinodale peut donner lieu à multifragmentation si des
fluctuations de densité suffisamment grandes sont produites pendant l'évolution
du système; mais si les fluctuations restent petites, le système peut ne pas avoir
le temps de produire des fragments. En plus, si l'amplitude des fluctuations
est bien comprise, il sera possible de développer des approches simplifiées, dans
lesquelles le terme très compliqué de Langevin est remplacé par un terme plus
simple d'amplitude équivalente.
2.7 La relation de dispersion
Considérons le cas de la matière nucléaire infinie à une densité et une température
données. Dans cette situation simplifiée, pour des raisons de symétrie, toutes
les perturbations sont associées à des ondes planes caractérisées par un nombre
d'onde k.
Soient {u>£} les valeurs propres de la matrice M. et {<$/£} les vecteurs pro-
pres correspondants, où l'indice v indique les différents modes (collectifs et non-
collectifs) associés au même nombre d'onde k. Si on pose Sf = J^kl/ A^Sf^ et si
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on considère le cas simple de l'équation de Vlasov (dans laquelle le terme B est
zéro et l'intégrale de collision n'est pas pris en compte), il suit de l'équation (2.58)
que l'évolution de l'amplitude des fluctuations A"k est donnée par l'équation
À"k = iu,"kA"k V*,i/ (2.59)
et donc
Aft) = JVAKO).
On s'aperçoit facilement qu'il y a deux possibilités : soit w£ est réel et les
fluctuations ne sont ni amplifiées ni amorties, soit u>% est imaginaire et les fluc-
tuations vont être soit amorties soit amplifiées exponentiellement. Le premier
cas correspond à des situations dans lesquelles le système est stable, tandis que
le deuxième peut correspondre à situations dans lesquels le système est instable
(pour des valeurs négatives de u>£).
Pour le cas que l'on est en train de considérer (l'équation de Vlasov), nous
pouvons écrire l'équation (2.58) dans la forme [Col94a]
0 (2 .6 0 )dt dr m dp dr
ou OU = — -r— op. Comme -^ — = —- 2p on obtientdp dp dp2
as/ (d p Ô/O du d r#p+ { 2 p J
II est donc possible d'identifier la matrice M dans l'équation (2.58) avec la partie
entre parenthèses de l'équation (2.61).
En exécutant une transformation de Fourier dans la variable r et en cherchant
la solution particulière etCl/*'£/(k, p,u;£), on parvient à une relation dans laquelle
les différents nombres d'onde sont découplés et qui est valide pour mw[ ^ p • k:
où la quantité dU(k)/dp est la transformée de Fourier de dU(r')/dp(r); la partie
entre parenthèses de cette relation nous permet de définir la structure en p des
fonctions propres 6f£. Dans la suite, pour simplifier les notations, on omettra
l'indice v là où cette opération ne comporte pas d'ambiguité. Il faudra toutefois
se rappeler toujours de l'existence des différents modes associés au même nombre
d'onde A;. L'intégration en dp des deux membres de la relation (2.62) nous amène
finalement à la relation de dispersion [Col94a, Pet88, Hei90, Pin89] qui relie les
énergies associées aux différents modes Ek = Wjt avec les nombres d'onde k
(dU(k)yl f dp dfp 2 p - k _
{dTJ Jh?JïdJ2"k + p-k/m k)- (2>63)
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L'intégrale x étant invariante par inversion de p en —p, les solutions de l'équation
(2.63) apparaissent par couple u;jt et —o»jt. Par ailleurs, nous pouvons aussi ob-
server que [x(wfc)]* = x(ul) e^ comme, pour vérifier la relation (2.63), il faut
que xi^k) soit réelle, alors si wjt est une solution, u^ l'est aussi. On peut aussi
démontrer que l'équation (2.63) a seulement des solutions soit réelles soit imagi-
naires pures.
Si nous résolvons l'équation (2.63) à température zéro, nous obtenons
(2.64)
2 \s-lJ F0(k)
où s = —Ek/kvF, F0(k) = [dU(k)/dp]/(2eF/3p) est le paramètre de Landau
et eF = mvFl2 est l'énergie de Fermi et p la densité. Dans l'équation (2.64)
le logarithme est défini dans le plan complexe avec une coupure sur l'axe réel
négatif. Cela signifie que l'équation (2.64) est valide dans le plan complexe entier
exception faite quand s se trouve sur l'axe réel entre —1 et 1.
On obtient pour cette équation des solutions réelles (s2 > 1) pour FQ positive.
Dans ce cas, tous les modes sont stables et ils se propagent à une vitesse plus
grande que la vitesse de Fermi sans être ni amplifiés ni amortis.
Si maintenant on cherche des solutions imaginaires de la relation de dispersion
s = «7 (qui correspondent à un régime instable), on peut récrire la relation
7arctan - = 1 + „ ,,
 N. (2.65)
7 -f(Kj
Cette équation peut être résolue si i*b(k) < —1, c'est-à-dire si la condition suiv-
ante est satisfaite
^
 + ^ < 0 . (2.66)
dp 3 p v
Les solutions de la relation de dispersion, pour les modes stables (Fo > 0) et
pour les modes instables (Fo < 1) sont montrées dans la figure (2.1).
Une situation spéciale se produit pour Foe[0,1]. Dans ce cas-là, il est possible
de démontrer [Col94a, Pet88, Hei90, Pin89] que la relation de dispersion n'a pas
de solutions collectives. Il apparaît que, si l'on veut propager des ondes telles
que uj < kpF/m, la singularité en w = —p • k/m donne lieu à un amortissement
des modes considérées. Cet effet peut être expliqué avec l'interaction entre l'onde
et les particules du système. Comme, dans une situation d'équilibre, il y a plus
de particules qui vont moins vite que l'onde plutôt que le contraire, il y aura
un transfert d'énergie de l'onde vers les particules qui explique l'amortissement
du mode. Cet effet est appelé "amortissement de Landau". Il est possible de
continuer analytiquement la relation de dispersion. De cette façon, on obtient
pour chaque valeur de Fo dans la region — 1 < Fo < 0 une seule solution, qui est
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Figure 2.1: Solutions de la relation de dispersion en fonction de Fo- Extraite
de la référence [Col94a].
montrée toujours sur la figure (2.1). On peut remarquer que la partie relative
à l'amortissement de Landau est la continuation de la branche due aux modes
instables.
Finalement, nous pouvons noter que l'introduction du terme de collision dans
l'équation de Vlasov rajoute un amortissement (i.e. une partie imaginaire pos-
itive) à la fréquence. Il est possible de comprendre qualitativement ce résultat
en utilisant l'approximation du temps de relaxation, dans laquelle le terme de
collision / ( / ) est remplacé par —6//rco//. Ainsi, l'effet moyen des collisions est
de changer les fréquences uvk = u)^ en w£ = u^mk + iucoU = w ^ + ijrcon. Si
le système est très instable, cette correction n'est pas importante et la croissance
des fluctuations est essentiellement dominée par le champ moyen instable.
2.8 Réponse à un bruit
Nous pouvons maintenant étudier l'effet des fluctuations introduites au moyen
du terme stochastique B. Pour faire cela nous résolvons l'équation (2.58) dans
sa forme générale en introduisant le changement de variable A^t) — a/J(t)eu*v*.
Ici nous considérons le cas général et l'indice fi comprend le mode k et tous les
modes collectifs et non-collectifs qui sont lui associés. On obtient
e-i^t (2.67)
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où B^ est la décomposition du terme de bruit B sur le mode /z; c'est-à-dire que
L'équation (2.67) donne
aM(<) = / dtBpWe-™»*1 + aJO). (2.68)
Jo
Comme le terme de source provient d'un bruit mar ko vi en on peut écrire:
-< jBM(t)B^(*') >-= 2DMl.(t)6(t - t'). (2.69)
On obtient alors les relations
•< H<> >• = Ï dt> f dt" •< BMBW) y e - ^ W ei"'^t")+ X aM(0)a:,(0) >•Jo Jo
= /1^ /2X>^(Oe" f ("""^' ) t '+Xa^(0)a;,(0)^ (2.70)
Jo
-< aMa*/>- = 2PMfi/(i)e ' l"M w<*' (2-71)
En utilisant la relation (2.70) on peut calculer la fonction de corrélation à
deux temps différents <TMM»(<i,i2) =~^ A ^ t f i ) ^ / ^ ) >- [Col94b]:
) (2.72)
où tmin = min(ti,t2). Quand l'un des temps est égal à zéro, alors
Dans ce cas, la corrélation contient des informations sur les énergies des états
propres. Par exemple, si le système est stable on aura UJ^ = w ^ ^ + iujcou et donc
si on considère /z = / / on obtient
aM(i,0) =-< AM(t)Al{0) y=< A^(O)A;(O) y e ' ^ e ^ - - " ' . (2.73)
L'étude de la fonction de corrélation du type -< 6f(t)6f(0) y est donc bien adapté
à la détermination de la constante rco/j qui est liée au temps entre deux collisions.
L'étude de la fonction de corrélation au même temps est aussi très important.
Cette quantité est définie par
i,0 = o»At) = e ' ( — ^ Qfdt'VD^We-*"'-*'* + ^ ( 0 ) ) (2.74)
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Comptes tenus de cette relation, il est claire que la fonction de corrélation crkki
suit l'équation différentielle linéaire (appelée équation de LALIME) [Col94b]
àini'{t) = i^nfi'Cfin' + 22?^/ (2.75)
où a été introduite la définition ui^i = LJ^ — u*,. Si on suppose que le terme de
source Vkki ne dépend pas du temps, l'équation (2.74) devient
aMll,{t) = i—^-{\ - e"W*) + aw ,(0) e**-*'*. (2.76)
Si nous considérons les termes diagonaux dans le cas de systèmes stables, nous
obtenons
a (t) = T) T d(l — e~2^Tco41) + a (0) e~2t/Tco" (2 77)
II faut remarquer que, quand t tends vers l'infini, la quantité <7M(t) tends vers la
valeur UMTCO//, déterminée par la nature du terme de source B: quelle que soit la
valeur de la constante 0^(0), c'est-à-dire, quelle que soit la perturbation initiale,
elle va être supprimée avec une constante de temps caractéristique TC0;;/2. En
d'autres termes, si le système est stable, fluctuations de n'importe quelle nature,
à l'exception de celles créés par B, vont s'amortir rapidement pendant l'évolution
du système. La théorie de la réponse linéaire montre donc comment la présence
de fluctuations initiales est peu importante, car dans un régime de stabilité, elles
vont être supprimées. En effet, très rapidement le système rejoint l'équilibre
statistique donné par ak = T)TCOU. Cette relation est équivalente à la relation
d'Einstein; les fluctuations à l'équilibre étant définies par la température, elles
fournissent une relation entre la dissipation r et la fluctuation V.
2.9 Réponse linéaire et instabilités
Considérons maintenant le cas dans lequel le système présente des instabilités,
i.e. les fréquences uk sont imaginaires. Nous avons vu (cf. §2.7) que la relation de
dispersion associe à chaque mode A; deux modes collectifs, donnant un amortisse-
ment exponentiel ou une croissance exponentielle. Par convention, les fréquences
reliées aux deux effets sont indiquées avec — iu*^
 k et — iu^ k respectivement,
où w^jt = —i*>Zn,k- Quand l'instabilité est assez importante la croissance expo-
nentielle va rapidement dominer. Dans ce cas, nous pouvons introduire le temps
d'instabilité r* = l / ^ ^ , ^ — u>coii) où nous avons pris en compte les effets de
l'amortissement dû aux collisions. Dans cette situation, la solution de l'équation
(2.72) devient
ak(t) =^ AkAl y= Vkrk{e2i'^ - 1) + <7fc(0) e2t'T". (2.78)
On observe donc une divergence des fonctions de corrélation, car toutes les
fluctuations, y comprises les initiales, sont amplifiées.
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Regardons plus en détail ce type de phénomène qui, comme nous allons le
voir, est responsable de la decomposition spinodale.
Nous avons précédemment résolu la relation de dispersion pour un système
infini à température nulle et nous avons ainsi obtenu la condition d'instabilité
(2.66). A la limite de basse température (T «C eF) la résolution de la relation de
dispersion conduit à la condition d'instabilité
fdU(k) 2eF 7T2 T 2 \
\ op 3/3 18eF p J
A la limite des grandes longueurs d'onde (k —+ 0), les relations (2.66) et (2.79)
correspondants à la condition d'instabilité mécanique définissant la région spin-
odale
dP
dp < 0. (2.80)T
2.10 Prédiction de la réponse linéaire pour la
matière nucléaire
La relation de dispersion (2.65) prédit, dans le cas d'un potentiel local, un temps
d'instabilité r^ = 1/wjt proportionnel à la longueur d'onde À = 2ir/k: plus la
longueur d'onde est petite, plus l'instabilité est rapide; à la limite des longueurs
d'onde très courtes l'instabilité serait instantanée. Ce résultat non-physique vient
du fait qu' une interaction sans portée n'introduit aucune échelle de longueur.
Il est possible de retrouver une situation physique en introduisant une portée
finie dans le champ moyen. A densité normale, cette portée finie va générer une
énergie de surface. Cette énergie de surface ne permet pas de former de trop
petits fragments. Elle introduit ainsi, comme on verra mieux dans la suite, une
coupure ultra-violette naturelle dans la relation de dispersion.
La manière la plus simple d'introduire un potentiel avec une portée finie est
de convoluer un potentiel local avec une fonction g (par exemple avec une gaussi-
enne). La portée de cette fonction peut être choisie de façon d'obtenir la bonne
énergie de surface (à la densité normale)
U -* U ®g.
Dans ce cas, le paramètre FQ et la condition d'instabilité vont dépendre de k.
Donc pour des conditions de densité et de température du système fixées, dans
la région spinodale, il y aura une valeur limite fc;,m de k qui correspond à la
condition F0'im = 1 au-dessus de laquelle les modes ne sont plus instables. De
plus, entre 0 et &i,m, il y aura un maximum de la frequence Uk (ou une valeur
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20 r
Figure 2.2: A gauche, limites de la region spinodale pour des valeurs différentes
de la longueur d'onde A. A droite, contours correspondant aux mêmes valeurs du
temps d'instabilité r, pour A = 10 fm. Extraites de la référence [Col94a].
minimale du temps d'instabilité Tfc = 1/cjfc) qui va définir le mode le plus instable
k
La figure (2.2)(à gauche) montre la région d'instabilité spinodale pour la
matière nucléaire infinie pour k = 0 et pour des modes correspondant à différentes
valeurs de k (et donc de A). Dans ce calcul [Col94a], la fonction de convolution
utilisé est une gaussienne de la forme exp(—r2/2a2) et le potentiel de champ
moyen est un potentiel à la Skyrme dont les détails seront donnés dans la suite
(cf. §3.2). Il est possible d'observer que, au fur et à mesure que A augmente, la
région spinodale devient de plus en plus petite; cela peut être expliqué par le fait
que les oscillations caractérisées par une longueur d'onde plus petite que la portée
a de la force ne peuvent pas être instables. Il est alors clair que les caractéristiques
de la relation de dispersion dépendent fortement du valeur du paramètre a. La
valeur ici utilisée donne une valeur de l'énergie de surface proche de celle du
modèle de goutte liquide et tient aussi bien compte de certains effets quantiques
(comme cela est discuté dans la référence [Ayi95]).
Sur la figure (2.2) (à droite) sont représentées les lignes de niveau pour les
temps r dans le plan (p, T) pour une valeur donnée A = 10 fm de la longueur
d'onde. La courbe correspondant à r = oo représente la limite de la région
spinodale pour la longueur d'onde considérée. Il est possible de voir que, quand
le mode commence à être instable, son temps d'instabilité est infini. Donc dans
la réalité il est stable. En fait, dans le cas des réactions nucléaires un mode peut
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Figure 2.3: La relation de dispersion nucléaire à T = 3 MeV pour p = po/2 et
p = po/3 à deux dimensions (à gauche) et à trois dimensions (à droite).
être considéré dynamiquement instable quand son temps d'instabilité est plus
petit que les temps caractéristiques de la réaction. Si on suppose que pour des
collisions entre ions lourds ces temps peuvent être situés autour de 50-100 fm/c,
on s'aperçoit que la region dynamiquement instable est beaucoup plus petite que
celle statique.
Finalement, la figure (2.3) montre la relation de dispersion pour la matière
nucléaire infinie pour des valeurs données de la température et de la densité, dans
le cas bidimensionnelle et tridimensionnelle. En particulier nous avons considéré
une température de 3 MeV et deux valeurs de la densité: p = po/2 et p =
/>o/3. Nous pouvons observer que, dans les deux cas, dans un large domain à
l'intérieur de la région spinodale les modes les plus instables sont caractérisés par
des longueurs d'onde autour de A = 10 fm, auxquelles sont associées des temps
d'instabilité typiquement entre T = 30 fm/c et r = 50 fm/c.
2.10.1 Fluctuations et coefficient de diffusion
Nous allons maintenant chercher l'expression des termes de source de fluctuations
dans le cadre de la théorie de Boltzmann-Langevin. Il est possible de traiter ce
problème avec la technique de la fonction de réponse développée dans la référence
[Ayi96].
Nous avons à résoudre l'équation (2.58), dans laquelle le terme général B a
été remplacé par le terme de collision fluctuant de Boltzmann-Langevin
- f k
k-p dU(k)k.pdf0
. — - t^r — - — Pk = 6Ik (2.81)
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ou
est la transformée de Fourier de <5/(r, p, t) et de façon analogue 8Ik est la trans-
formée de Fourier de 6/(r,p,£) et pk = / dpfk(p,t) est la transformée de Fourier
de la densité de matière p(r) = / dpfk(r, p, t).
Si maintenant on considère la transformée de Fourier par rapport au temps
de l'équation (2.81), on obtient
M S ^ ^ ). (2.82)
II est possible d'introduire la susceptibilité
( \ = 1 - / dp——— —. (2.83)
J dt k • p - mu> de




La composante de Fourier de la densité peut être maintenant obtenue en con-
sidérant la transformation inverse
m
Ici l'intégrale doit être calculé le long d'un chemin du plan complexe qui passe
au-dessus de tous les pôles de l'integrande. Les pôles sont déterminés par la
condition e{u>k) = 0 qu'on reconnaît être la relation de dispersion (2.64). Le
résidu de l'inverse de la susceptibilité est lié à
où on a introduit les fonctions
k.p/m-(u*).
» dU(k)dfo p - k
h - dp de muk + p • k
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et la notation < | > pour l'intégrale sur p.
Nous pouvons maintenant écrire le résultat (2.85) sous la forme compacte
Pk(t) = / dt> Y, e**''-'' <fo!^l> = £ W) (2.87)
où la dernière relation vient du fait qu'on peut écrire pk(t) = 51 „ ^ k{^)Pk e^ q u ' o n
a choisi une normalisation de p"k à 1. D'après la relation (2.87) on peut donc
écrire que
A cause de la nature stochastique de la dynamique, il faut considérer la
moyenne sur l'ensemble des évolutions possibles. Nous savons que la moyenne
d'ensemble du terme de bruit de l'équation de Boltzmann-Langevin est nulle,
-< SIk(p,t) y= 0, et donc -< Avk(t) >-= 0.
Si on se rappelle de la nature locale dans l'espace et dans le temps du terme
de bruit dans l'équation de Boltzmann-Langevin, on obtient que
-< SIk(p,t)Srk,(p',t') y= 2D(p,p')6(t - t')8kk,
et on s'aperçoit que les termes de bruit pour les différents modes sont décorrélés
et qu'on peut juste considérer la fonction de corrélation entre les modes collectifs
correspondants à la même valeur de A;. On obtient alors
*dt,e,K-K')-](t'-0
/ ' K-K'J'IC'-O. (2.88)
Nous avons donc vu que la dynamique de Boltzmann-Langevin peut être traitée
dans le cadre de la réponse linéaire et que ce traitement peut être utilisé pour
étudier et comprendre la première phase de la décomposition spinodale. En fait,
même si au début tous les modes sont amplifiés selon les coefficients de diffusion
microscopique D(p, p'), seul le mode collectif amplifié va dominer après un temps
plus long que le temps caractéristique rk. En effet, le mode collectif ammorti va
rapidement s'amortir, tandis que les modes non collectifs n'ont pas de croissance
exponentielle. Donc, si on est intéressé au comportement à longs termes, alors
il suffit de considérer juste le mode collectif amplifié. C'est pour ça que l'on se
concentre sur la quantité
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3.1 Les simulations sur réseau
Dans les dernières années, un grand effort a été fait pour essayer d'introduire les
fluctuations dans la dynamique de la fonction à un corps sur la base des approches
proposés par Ayik et Grégoire [Ayi88, Ayi90] et par Randrup et Remaud [Ran90],
introduites au chapitre 2.
Nous rappelons ici que l'équation de Boltzmann-Lange vin (2.40) contient trois
termes: le premier est le terme de Vlasov qui donne lieu à l'évolution déterministe
de la fonction de distribution à un corps, c'est-à-dire qu'une distribution initiale
donnée produit une évolution dynamique unique; le deuxième est l'intégral des
collisions, qui donne l'effet moyen des collisions à deux corps et qui, lui aussi,
est complètement déterministe; et enfin, le terme de collision fluctuant qui est
responsable de l'évolution stochastique de la fonction de distribution à un corps.
Les collisions à deux corps sont donc supposées produire une séquence stochas-
tique de transitions dans le système. Le nombre moyen dû par unité de temps de
ces transitions, supposées locales dans l'espace et dans le temps, est donné par
l'expression (cf. l'équation 2.50)
ce qui donne pour un temps Ai et des cellules Asx, A52,A53,A34, un nombre de
collisions
£ = A i / dû.
Ces processus sont considérés indépendants et le nombre v de transitions
qui ont lieu réellement dans un certain intervalle de temps est donnée par la
distribution de Poisson. En conséquence, la variance du nombre de transitions
3.1 Les simulations sur réseau
est égale au nombre moyen
°\ = v. (3.2)
L'évolution de la distribution des densités à un corps est donc diffusive, dans le
sens que, même si on part d'un seul point de l'espace des densités à un corps,
les collisions stochastiques à deux corps vont générer, au cours du temps, toute
une distribution de points. Quand on veut mettre en œuvre ce schéma, il est très
important de bien simuler le processus stochastique de base, compte tenu du fait
que l'on a une distribution continue de nucléons dans l'espace des phases. Par
exemple, une façon souvent utilisée pour avoir des distributions / continues est de
remplacer chaque nucléon par un ensemble de ce que l'on appelle des particules
test, qui dans cette situation vont représenter une fraction de nucléon. Dans ce
cas, il est très important de s'assurer que la relation entre la variation moyenne
et les fluctuations soit préservée.
Il est possible de voir que la méthode habituelle de particule test pose des
problèmes de ce point de vue. En fait, dans cette prescription chaque nucléon
est remplacé par Npt particules test dont la section efficace a été réduite conven-
ablement de façon à avoir un taux de collisions moyen correct. Les particules
test évoluent alors comme des particules individuelles. Puisque les collisions en-
tre couples de particules test sont indépendantes, la variance dans le nombre de
transitions élémentaires est égale à son nombre moyen, quand elle est exprimée
en terme de particules test. Mais, si on la réexprime en termes des nucléons (qui
sont les particules physiques), la variance sera Npt fois trop petite.
Une méthode, développée par Chomaz, Burgio et Randrup [Cho91, Bur91],
pour essayer de résoudre ce problème, consiste à représenter la distribution à un
corps / ( r , p) sur un réseau dans l'espace des phases. De cette façon le caractère
continu de / est préservé et le problème d'échelle lié à l'utilisation des particules
test est évité. Dans cette méthode l'espace des phases est sous-divisé dans un
réseau de cellule.
i) La propagation de Vlasov est obtenue en faisant évoluer la fonction / discrétisée,
par une méthode matricielle, d'abord en r et ensuite en p (voir la référence [Bur95]
pour plus de détails). Cette méthode est très précise et conserve parfaitement le
nombre de particules, l'impulsion et l'énergie. De plus, elle n'introduit aucune
fluctuation numérique.
ii) Le terme de collision est calculé en additionnant toutes les collisions élémentaires
possibles, données par l'équation 3.1.
iii) Le terme stochastique est produit en ajoutant à toutes les collisions possi-
bles une fluctuation choisie au hasard dans une distribution gaussienne de valeur
moyenne nulle et dont la variance est donnée par la relation 3.2.
Il faut remarquer que cette procédure requiert que toutes les collisions possi-
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Figure 3.1: Comparaison entre les résultats d'un traitement de type Boltzmann-
Langevin sur réseau (histogramme) et les prédictions de la mécanique statistique
(courbe) pour la variance (à gauche) [Bur91] et la covariance (à droite) [Bur94a]
d'un gaz de Fermi.
tiquement. Cette méthode est très différente de celle utilisant des particules test,
pour laquelle on tient compte seulement d'un état final, choisi aléatoirement.
La nécessité d'estimer toutes les collisions possibles augmente très fortement les
temps de calcul d'une méthode sur réseau. C'est la raison qui a limité jusqu'à
maintenant l'utilisation de cette méthode à des problèmes à deux dimensions.
Même avec la limite que l'on vient de citer, ce type de simulation a été toute-
fois capable d'élucider des points importants concernant la théorie de Boltzmann-
Langevin. Par exemple, il a été possible de vérifier que, quelle que soit la distri-
bution initiale en p, l'évolution de Boltzmann-Langevin conduit le système vers
la distribution d'équilibre statistique tant pour les valeurs moyennes que pour les
fluctuations et corrélations [Bur91, Bur94a] (voir la figure (3.1)).
3.2 Une simulation BUU rapide et fiable: le
code TWINGO
Nous avons vu que l'utilisation de la méthode sur réseau pour la résolution de
l'équation de Boltzmann-Langevin pose des problèmes du point de vue du temps
de calcul, quand on veut l'appliquer à des systèmes réalistes à trois dimensions.
Pour le moment la seule alternative possible, si nous voulons poursuivre dans la
même direction, est d' utiliser des résolutions basées sur la méthode des particules
test, dans lesquelles une source de stochasticité qui reproduit certaines propriétés
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du terme aléatoire de Boltzmann-Langevin est introduite. C'est la voie que nous
avons suivie. Toutefois, dans ce but, il nous fallait avoir un code très rapide et
fiable; en fait, pour produire un ensemble statistique sur lequel appliquer nos
analyses, il nous fallait générer le nombre le plus grand possible d'événements.
Nous avons donc entièrement écrit et testé un code résolvant l'équation BUU,
que nous avons appelé T W I N G O , qui a la caractéristique d'être rapide, sans pour
cela perdre en fiabilité.
Il s'agit d'un code de type BUU utilisant donc la "méthode des particules
test" [Won82, Ber88]. L'idée de base est de représenter la fonction de distribution
/ ( r , p, t) par un grand nombre (Npt pour chaque nucléon) de particules test; donc
AN
"Pt n = l
Dans cette méthode le nombre de particules test par nucléon est donc un paramè-
tre simplement numérique qui doit être choisi assez grand pour rendre la fonction
/ sufEsamment douce et éviter les erreurs numériques mais pas trop grand pour
que les calculs soient possibles du point de vue du temps de machine. Il y a
essentiellement trois points sur lesquels nous avons travaillé pour rendre le code
plus rapide. Ils concernent la façon de traiter la propagation dans le champ
moyen, le champ coulombien et l'intégrale de collision.
Le champ moyen que nous avons utilisé est une simple paramétrisation à
la Skyrme, mais qui contient une portée finie via l'introduction d'une densité
convoluée p
(
Po J \ Po J
où po = 0.16 fm~3 est la densité de saturation de la matière nucléaire. Les
paramètres A = —356, B = 303 et a — 7/6 sont directement relié à l'équation
d'état nucléaire et correspondent à une équation d'état "molle" (K=200 MeV)
proche des valeurs les plus couramment admises [Bla95, Bla76].
Pour l'application au cas nucléaire, a été ajouté un terme coulombien dont on
parlera dans la suite et un terme qui tient compte des effets d'isospin.
Pour le traitement de la propagation de Vlasov nous avons choisi d'utiliser
la méthode dite "lattice - hamiltonian" introduite par Lenk et Pandharipande









9(q) = (ni - \q\)6(nl - \q\) (3.4)
où / est la dimension des sites du réseau, 0 est la fonction de Heaviside et n est
un entier qui détermine la portée de S sur le réseau. Ce choix de la fonction 5
est très important, car elle détermine la propriété que, indépendamment de r,
et donc que, à tous les temps le nombre de particules est exactement conservé
Ces conditions sont loin d'être vérifiées pour un choix arbitraire de la fonction S,
comme une gaussienne. Il faut aussi noter que la fonction 5" introduit une portée
effective dans le champ moyen.
Le hamiltonien total du système est donné par
ANpt 2
où V est l'énergie totale d'interaction. Les particules bougent alors selon les
équations du mouvement de Hamilton
. _ dH_ _ Ti_
dpi m
p, = - ViH = -NptVV = -Npt £
a OPa
Pour avoir plus de précision dans la pratique nous faisons évoluer dans le temps
les particules selon l'algorithme du "saut de mouton" (aussi appelé Runge-Kutta)
[Ber88]:
r{t + At) = r(t - At) + 2At^-
m
p(t + 2At) = p{t) + 2AtF(t + At).
La méthode nous permet ainsi d'avoir une bonne conservation de l'énergie aussi
bien qu'une réduction des temps de calcul, qui, pour cette partie, sont linéaires
avec le nombre de particules. Une bonne conservation de l'impulsion est obtenue
(voir la référence [Len89]) en utilisant une valeur de n = 2 dans le facteur de
forme (3.3).
Il faut remarquer que l'introduction du facteur de forme dans la densité intro-
duit de façon naturelle des gradients de densité et donc des effets de surface. La
variance associée au facteur de forme utilisé est d'environ 0.9 fm qui donne une
53
3.2 Une simulation BUU rapide et fiable: le code TWINGO
relation de dispersion pour la matière nucléaire avec les bonnes caractéristiques
(cf. §2.10 et la référence [Ayi95]).
Pour effectuer des simulations réalistes, il faut tenir compte de l'interaction
coulombienne. Cette prise en compte peut devenir très lourde: en fait, si l'interac-
tion est calcule pour chaque couple de particules, les temps de calcul vont vite
augmenter comme le carré du nombre de particules utilisées. Nous avons choisi
une autre méthode. Il s'agit de calculer le potentiel coulombien en inversant
l'équation de Poisson
= -47T/»p
où Vcoui est le potentiel coulombien et pv la densité de protons. A partir donc
de la connaissance de la densité de protons (calculée au même temps et avec la
même méthode que la densité de particules) et grâce à la méthode des gradients
conjugués [Gil81], qui permet d'inverser rapidement le laplacian, nous pouvons
calculer le potentiel coulombien dans chaque point du réseau et l'utiliser pour la
propagation de champ moyen.
Finalement, le calcul de l'intégrale des collisions est basé sur une méthode
Monte-Carlo qui tient compte du libre parcours moyen des nucléons dans le milieu
[Bon94]. De plus, il est calculée avec la méthode des "ensembles parallèles"
[Ber88]. Dans cette méthode Nvt ensembles de A nucléons sont définis et les
collisions sont possibles seulement entre les nucléons du même ensemble. Cette
méthode par rapport à celle de "l'ensemble global" [Gre87], dans laquelle un seul
ensemble de ANpt nucléons existe et les collisions sont possibles entre tous les
nucléons de l'ensemble, permet d'un côté d'utiliser directement la section efficace
ann
 1
, tandis que l'autre nécessite la réduction de la section efficace d'un facteur
l/Npt, et de l'autre côté permet de réduire, elle aussi, le temps de calcul. Nous
avons testé que les méthodes des ensembles parallèles et de l'ensemble global
donnent toujours des résultats proches.
Le code ainsi construit est effectivement très performant. Il permet d'obtenir
un événement, utilisant autour de 10000 particules test et suivi pendant 400
itérations en temps, en environ 15 minutes de temps machine sur une station
alpha.
Maintenant le problème qui se pose est quel bruit introduire dans le code, afin
d'obtenir une approche stochastique satisfaisante.
'Dans nos calculs, la section efficace utilisée est la section efficace "libre" crnn = 41 mb.
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3.3 Méthodes d'introduction du bruit
3.3.1 Bruit dans les conditions initiales: méthodes TNT
et SIM
Nous avons vu au paragraphe 2.9 que l'évolution des fluctuations d'un système
instable est donnée à la limite de la réponse linéaire par
où T>k est le terme de source des fluctuations Tk est le temps d'instabilité du mode
k considéré et cr*(0) représente la fluctuation initiale. Il est évident que, à des
temps suffisament longs, les termes DkTk et crfc(O) jouent un rôle similaire. Il est
donc possible de remplacer la source "physique" T>k par un bruit initial o"jt(0)
approprié.
La méthode des particules test pour résoudre l'équation BUU, comme chaque
nucléon est représenté comme un ensemble de Npt particules test, contient tou-
jours (pour un nombre fini de particules test) des fluctuations (qui sont dues à
l'échantillonnage). De plus, la stochasticité de l'intégrale des collisions introduit
aussi des fluctuations, qui sont réduites d'un facteur Npt. Quand le système ne se
trouve pas dans la région spinodale, les fluctuations ne sont pas très importantes
parce qu'elles ne sont pas amplifies (mais plutôt amorties); donc la méthode ar-
rive à bien décrire la dynamique. Au contraire, quand le système est instable,
tout type de fluctuation peut être important, car elles sont amplifiées.
L'idée proposée par les auteurs de la référence [Col93] a été d'ajuster soigneuse-
ment les fluctuations numériques (c'est-à-dire le nombre de particules test Npt)
de façon à simuler les fluctuations physiques. Cette idée a été testée dans un cas
idéal à deux dimensions. A deux dimensions, en fait, il était possible de comparer
les résultats avec un calcul qui a démontré sa robustesse, le calcul sur réseau.
Puisque les fluctuations dans la densité introduites par l'utilisation d'un nom-
bre limité de particules test est de nature statistique, elles peuvent être calculées
de façon assez simple. Si n est le nombre de particules test présentes dans un vol-
ume V, la fluctuation de cette quantité autour de sa valeur moyenne n = pVNpt
(fixée par la valeur initiale bien spécifiée de la densité) aura une variance égale
à la valeur moyenne o\ = n. Par conséquence, la fluctuation de la densité est
donnée par
_ 2 _ ri
p
 V*Npt
Donc le bruit numérique se réduit comme 1/Npt et il est possible de choisir le
nombre de particules test de façon à reproduire la valeur de la source physique
T>k, pour une valeur particulière de k.
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Figure 3.2: Evolution temporelle de la variance des fluctuations associées au
mode les plus instable pour le calcul BL sur réseau et pour les simulations du
type BUU avec trois valeurs différentes du nombre de particules test par nucléon.
Extraite de la référence [Col93].
Dans la théorie de Boltzmann-Langevin, l'évolution asymptotique de la valeur
des fluctuations provenant du terme de collision stochastique est donnée par Dk^ki
tandis que dans la simulation avec les particules test la valeur asymptotique est
T^kTk/Npt + 0";t(O). Donc la comparaison des deux valeurs permet d'obtenir la
valeur de Npt.
L'étude des simulations effectuées avec des nombres de particules test différents
a permit de montrer que cette méthode simple (que dans la suite nous appellerons
TNT [Test-particles Noise Tuning]) permet de simuler correctement les calculs
de type Boltzmann-Langevin (voir la figure (3.2) et la référence [Col93] pour plus
de détails).
La meilleure reproduction de l'évolution de Boltmann-Langevin était obtenue
pour une valeur de Npt très proche de celui déduit de la comparaison des deux
termes de bruit dans le cas particulier considéré.
La méthode que l'on vient d'expliquer peut être légèrement modifiée sans
avoir recours au bruit numérique associé aux particules test. On s'aperçoit en
effet que plus la quantité VkTk est grande plus le nombre Npt de particules test
par nucléon fournissant un bruit comparable est petit: il y aura la possibilité
d'avoir des situations dans lesquelles le nombre de particules test est si petit que
la dynamique ne serait plus fiable. La méthode alternative consiste à introduire
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dans la densité initiale un bruit additionnel qui satisfait à la condition
A<7*(0) = VkTk
pour les modes les plus instables. Dans la suite, cette méthode sera indiquée avec
le sigle SIM (Stochastic Initialisation Method). La limitation de cette méthode est
que le bruit ne peut pas être ajusté pendant l'évolution dynamique: nous pouvons
introduire ce bruit pour un système qui se trouve dans une région instable, mais
si on veut suivre la dynamique entièrement à partir des deux noyaux initiaux la
méthode ne peut pas s'appliquer. En effet dans ce cas-là il faut pouvoir introduire
le bruit quand et où le système rentre dans la région instable, car le bruit initiale
sera rapidement amorti.
3.3.2 La dynamique brownienne à un corps (BOB)
Dans le but d'introduire les fluctuations non seulement dans la condition initiale,
mais aus.si dans la dynamique, nous avons développé récemment une nouvelle
méthode [Cho94].
Cette méthode est directement inspirée des traitements "à la Langevin" du
mouvement brownien et peut être considérée comme un prolongement du travail
de Balian et Vénéroni [Bal81]. Elle consiste à remplacer la partie stochastique
de l'intégrale de collision SI par l'effet d'une force aléatoire 6F, de façon à re-
produire la dynamique prédite par la théorie de Boltzmann-Langevin complète,
tout au moins pour certains modes collectifs reconnus importants. En partic-
ulier, afin d'étudier comment la décomposition spinodale d'un système nucléaire
en expansion conduit à sa multifragmentation, nous imposons que la dynamique
des modes instables les plus importants soit bien reproduite, pour chaque densité
et température dans la région spinodale.
L'idée de base est donc de remplacer le terme de collision stochastique 81
de l'équation de Boltzmann-Langevin (2.40) par un terme "ad hoc" qui provient
d'un potentiel stochastique à un corps 6U(r,t). Si une fluctuation est introduite
dans le champ moyen
U(m\r, t) = C/[/(m)](r) + 6U{m\r) (3.6)
alors on peut écrire l'équation de Vlasov stochastique
déf dH d6f d(/
d d d ddt r p p r
soit





dt + dr dp dp dr ~ dr dp = ~ dp '
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Le remplacement qu'il faut faire dans l'équation de Boltzmann-Langevin est donc
g/M[/(»»)] _• £/(»)[/("»)] = -S^m)— (3.7)
dp
où 6F^ est la force brownienne, qui dérive du potentiel SU et dont la valeur
moyenne est zéro (< <SF(m) >= 0).
Si on linéarise cette expression autour de /o, solution de l'équation de Vlasov
sans fluctuations, il ne faut pas oublier que U[f^](r) inclue les fluctuations dans
le champ moyen dû à la propagation des fluctuations en / , c'est-à-dire que, si
f = fo + 6f, alors
U[f)(r) = Uo + U^Uo jj
Si on introduit cette expression dans l'équation de Vlasov stochastique avec
aussi l'expression pour les fluctuations en densité, on obtient l'équation linéarisée
, dsi_P_ _ dfodUidSp dfodsu_
 = au , ,
dt dr m dp dp dr dp dr ~ de ' l ' '
Puisque nous voulons que la dynamique brownienne à un corps reproduise
l'évolution de Boltzmann-Langevin, nous supposons la force stochastique lo-
cale dans l'espace et dans le temps et invariante par rotation. Sa fonction de
corrélation peut être donc écrite
y t2) >= 2D0(r1)S(rl - r2)S(h - t2). (3.9)
La dynamique est donc similaire à celle obtenue à partir de l'équation de Boltz-
mann - Langevin, mais le coefficient de diffusion est modifié
2D(r1,Pl;r2,p2) = 2Â)(r1)|^v1 • v2^5(rx - r2). (3.10)
La dépendance en impulsion du coefficient de diffusion ainsi obtenu (3.10) est
différente de celle qui est associée au terme original de Boltmann-Langevin. Donc
a priori le remplacement (3.7) n'est pas capable de reproduire correctement la
dynamique de tous les modes. Toutefois, il est possible d'ajuster la quantité DQ de
façon telle que les modes qui dominent la dynamique soient bien reproduits. On
s'attend à ce que les modes les plus instables, qui conduisent à la fragmentation
du système, soient aussi les plus importants pour l'évolution. Nous allons donc
essayer d'ajuster DQ pour reproduire l'évolution des modes les plus instables dans
la région spinodale.
Nous avons vu au paragraphe 2.10.1 (équation 2.88) que la fonction de corréla-
tion des modes collectifs correspondants à la même valeur de k est donnée par
- w





Nous demandons que les résultats de Boltzmann-Langevin (BL) pour les modes
les plus rapides, pour une température et une densité données, soient bien repro-
duits par la dynamique brownienne à un corps (BOB) 2, c'est-à-dire que nous
imposons la condition
V++ =Vt+(p,T). (3.11)
Pour obtenir le terme de source T>£+, pour la théorie de Boltzmann-Langevin,
il suffit de calculer la projection du coefficient de diffusion de Boltzmann-Langevin
sur le mode instable
(3.12)
où d est la dimension, et
Qt(p) = .
 n\ +-
D est le coefficient de diffusion qui, à limite de basse température, peut être écrit
[Ran94]
D = wo\ fifiS12 * - / i / i 0-+d cos di cos 02) hh
avec $o = (<^/2)(î1/£j?) et u>o l'inverse du temps de relaxation de l'occupation
moyenne.
Pour la dynamique brownienne à un corps il faut par contre calculer la même
quantité dans laquelle le coefficient D est remplacé par le D défini avec la relation
(3.10).
Si on résout les intégrales (où plutôt l'intégrale au numérateur, car pour les
deux termes de bruit le dénominateur est le même) on obtient, dans le cas de
l'évolution de BL
m [ ^ [i+Fo(kM ^ a +
\ dp ) [mu£ dp m duf. J
(3.13)
où Ck représente le dénominateur de l'équation (3.12) et où
avec Çld = K pour d = 2 et fij = 2?r pour d = 3.
2La dynamique BOB est la dynamique brownienne à un corps (Brownian One-Body).
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Dans le cas de l'évolution de type BOB




La quantité w0 peut être facilement reliée au nombre de collisions par partic-
ule. En fait, à l'équilibre,
est le nombre de collisions par unité de volume dans l'espace des phases; donc le
nombre total de collisions par nucléon «V(r) est
ljdeffwp \T
yv(r) = - — . — = -—WQ a deux dimensions
l J aej 2 eF
•A/7r) = -———-7—— ft* w0 à trois dimensions.
2 fdee1'2/ ieF
De cette façon la force peut être déterminée dans chaque point r tout au long
de l'évolution dynamique. Dans la pratique, une fois que Â)(r) a été calculé,
les particules test qui sont proches du point r vont sentir la force due au champ
moyen, à laquelle va s'ajouter une petite force 6F choisie au hasard dans une
distribution gaussienne centrée à zéro et avec une variance donnée par a\ =
2D0/AtAV, où At et AV sont le temps et le volume sur lesquels la force est
appliquée.
Cette méthode ne conserve pas l'énergie et l'impulsion si aucune corrélation
n'est imposée aux forces aléatoires. Cette petite violation de la conservation
de l'énergie et de l'impulsion peut être facilement éliminée en introduisant une
correction sur la force 6F,- ressentie par les particules test. En pratique, une fois
que les quantités 6F,- ont été déterminés, on apporte une correction de la forme
SFi = 6Fi + api + AF
(p,- étant l'impulsion de la i-ème particule test) de façon telle que l'énergie et
l'impulsion sont conservées, c'est-à-dire telle que
E.- Pt =
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Figure 3.3: Test effectué sur la méthode BOB en considérant l'évolution de
o> pour le mode le plus instable à p égal à la moitié de la densité normale et
T = 3 MeV (point; les barres représentent l'erreur statistique lié au nombre fini
d'événements) comparée avec la prédiction analytique de BL (ligne continue) et
de BOB (ligne tiretée).
Nous avons testé cette méthode dans le cas d'un système à deux dimensions.
Nous avons préparé le système à la moitié de sa densité de saturation et avec une
température de 3 MeV, qui est dans la région d'instabilité spinodale. Le mode
le plus instable pour ce système correspond au nombre d'onde k ta 0.6fm*1.
Nous avons simulé 25 événements qui employaient chacun 1500 particules test
par nucléon et nous avons étudié la croissance de la variance a^ associée au
mode le plus instable. L'utilisation de 1500 particules test par nucléon intro-
duit encore un petit bruit (autour du 5 %) qui a été pris en compte dans la
détermination de o^. La figure (3.3) montre les résultats obtenus (points) con-
frontés avec la prédiction analytique obtenue dans le cadre de la réponse linéaire
pour l'évolution de BL (ligne continue) et pour l'évolution de BOB (ligne tiretée).
Dans les deux prédictions analytiques, le temps d'instabilité obtenu à partir de
la simulation a été considéré. Il apparaît clairement que l'évolution de la simu-
lation converge vers la courbe prédite par la théorie de Boltzmann-Langevin et
que la prédiction analytique décrit bien les résultats de la simulation. De plus
les évolutions des modes proches du plus instable sont reproduites avec un aussi
bon accord. Nous pouvons conclure que la méthode BOB est capable de bien
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reproduire la dynamique de Boltzmann-Langevin.
La possibilité d'agir localement dans l'espace de phases pour introduire le
bruit en fonction des valeurs locales de la densité et de la température ainsi
que la relative facilité pour mettre en œuvre la méthode et les temps de calcul
limités sont les avantages de la dynamique brownienne à un corps. L'utilisation
de cette méthode est donc souhaitable surtout quand on est intéressé à suivre
l'évolution dynamique de la collision toute entière. Par contre, quand on étudie
l'évolution d'un système qui se trouve déjà dans la région d'instabilité la méthode
est équivalente à celle dans laquelle le bruit est introduit que dans les condi-
tions initiales, comme la méthode SIM. N'ayant mis au point cette méthode que




Les études théoriques des
approches stochastiques
Les approches stochastiques de champ moyen sont potentiellement capables de
bien décrire des systèmes dans lesquels des fluctuations même importantes sont
présentes. Elles peuvent faire des prédictions sur les caractéristiques des frag-
ments produits et sur les temps concernés, dans l'hypothèse d'une décomposition
spinodale. Cependant, avant de pouvoir les utiliser pour l'étude de la multifrag-
mentation, il est nécessaire de poser des questions importantes afin de clarifier
des points essentiels:
Ç? Quel est le pouvoir prédictif des approches stochastique dans le cas de
la décomposition spinodale. En fait, c'est la première fois que des telles
approches sont appliquées à l'étude de la multifragmentation. Il faut donc
vérifier les résultats d'une approche stochastique dans un cas de transition
de phase pour lequel on connaît aussi la solution exacte [Jac96a].
<> Quel rôle joue l'expansion du système dans la décomposition spinodale.
En effet, pour pouvoir atteindre la région spinodale, les systèmes nucléaires
doivent être en expansion et il est donc essentiel de voir quelle est l'influence
sur les modes instables et sur les temps d'instabilité de cette expansion
[Col95a].
A Quel est l'effet de considérer des noyaux, à savoir des systèmes caractérisés
par un nombre fini de constituants. A partir de quelle taille peut-on parler
de décomposition spinodale et quel est le rôle joué par la surface [Col96a].
4 Quel est le rôle du chaos dans les processus que l'on veut étudier. Nous
savons que les équations de champ moyen sont des équations non-linéaires.
Dans des situations de ce type le chaos peut devenir un facteur dominant
4.1 Approches stochastiques et instabilités spinodales
de la dynamique et il est essentiel de comprendre son rôle éventuel [Jac95,
Jac96b].
Dans ce chapitre, nous essayerons de donner des réponses à toutes ces questions.
4.1 Approches stochastiques et instabilités spin-
odales
Les approches stochastiques ont déjà été testées avec succès dans plusieurs situa-
tions impliquant des petites corrélations. Donc il n'est pas évident qu'elles soient
valides dans le cas des transitions de phase du premier ordre où les corrélations à
plusieurs corps deviennent très importantes. Comme il est impossible de vérifier
la validité de l'approche dans un cadre quantique, pour lequel aucune théorie est
encore capable de tenir compte de toutes les corrélations, nous l'avons fait dans
le cas de particules classiques. En fait, dans ce cas là, il est possible de simuler le
problème exact à plusieurs corps. De plus, ce type de calcul permet d'envisager
une problématique générale qui n'est pas liée strictement à la physique nucléaire
et qui est la validité des approches de champ moyen stochastiques dans la de-
scription des transitions de phase du premier ordre.
Pour pouvoir simuler un système infini, en réduisant les efforts de calcul, nous
avons considéré un gaz de van der Waals dans une grande boîte bidimensionnelle
avec des conditions aux limites périodiques1. Les particules du gaz interagissent
par le moyen d'une force avec un cœur dur de rayon rc = 0.55 fm et une com-
posante attractive à longue portée. Cette interaction est montrée dans l'insert
de la figure (4.1). Une fois l'interaction définie, nous pouvons simuler l'évolution
d'un gaz, simplement en résolvant les équations classiques de Hamilton. La propa-
gation pour la partie à longue portée est obtenue en utilisant la méthode standard
du "saut de mouton" [Ber88], tandis que l'évolution due au cœur dur est traitée
avec un algorithme de collisions de sphères dures [Jac96a]. De cette manière le
code obtenu est très rapide et précis. C'est ce souhait qui nous a fait choisir
la forme du potentiel montrée sur la figure (4.1). La température du système
peut être maintenue constante au moyen d'un bain thermique obtenu avec un
gaz auxiliaire de particules.
Tout d'abord, il est important d'extraire le diagramme de phase du système
classique considéré, qui va être notre référence pour la comparaison avec les calculs
stochastiques de champ moyen. Dans ce but, nous avons étudié le comportement
de la pression, calculé avec le théorème du viriel [Rei65], en fonction de la densité
1Du point de vue théorique s'être limité à deux dimensions ne réduit pas la portée des
conclusions, car il est connu que plus les dimensions sont grandes plus le champ moyen est
valide.
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Figure 4.1: Le diagramme de phase associé à l'interaction utilisée (montrée dans
l'insert): les carrés montrent la limite de la région d'instabilité observée dans
Inexpérience numérique". La courbe montre les limites de la région spinodale
prédites par la théorie de champ moyen.
du gaz. De cette façon, on est arrivé à extraire les bords de la région d'instabilité
comme ils sont montrés sur la figure (4.1). Pour le système considéré le point
critique a été situé a Tc = 40 MeV et pc = 0.5 /m~2 , mais il faut remarquer que
ces valeurs n'ont pas une signification absolue parce que, par exemple, la valeur
de Tc peut être facilement renormalisée simplement en ajustant convenablement
la profondeur de la partie attractive du potentiel, et celle de pc en changeant les
échelles de longueur. D'ailleurs ce changement ne modifie pas la dynamique, a
part un changement trivial dans les échelles des temps et des longueurs. C'est
pour cela qu'allons introduire des températures et des densités réduites (T/Tc et
Pipe)-
Nous avons donc simulé la dynamique du système plongé dans la région spin-
odale: en particulier, nous avons initialise le système à la densité critique et avec
une température T/Tc = 0.3. Une partie d'un événement, parmi ceux que nous
avons générés, est montrée sur la figure (4.2). On voit que le système forme
rapidement des fragments mais que aucun petit fragment n'est obtenu et qu'au
contraire tous les fragments ont des tailles similaires. Cela est confirmé par une
analyse de Fourier des fluctuations de la densité, c'est-à-dire en calculant la fonc-
tion de corrélation Cl (qui est la fonction de corrélation habituelle Uk normalisée
à la valeur initiale). Cette fonction présente un pic qui réfléchit la présence d'une
échelle favorisée autour deA = 27r//cwlO fm.
Nous allons maintenant considérer ces simulations comme une expérience
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Figure 4.2: A gauche, la distribution des particules pour un calcul exact (a) et de
la densité pour une simulation de champ moyen stochastique de la décomposition
spinodale à deux dimensions. Les temps montrés sont 40 et 60 fm/c. Dans la
réalité les simulations dans les deux cas sont effectuées sur des boîtes trois fois
plus grandes. A droite la fonction de corrélation Cl dans l'espace de Fourier,
calculé sur plusieurs événements.
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Figure 4.3: Les relations de dispersion obtenues pour les différentes simulations
(carrés:calcul exact; cercles: simulations de champ moyen stochastique), com-
parées avec les prédictions de la réponse linéaire (région grisée qui tient compte
de l'indétermination dans la paramétrisation du champ moyen). Dans l'insert
l'évolution de Cl(t) pour le mode le plus instable, renormalisée à la valeur ini-
tiale Cjfc(O), calculé pour le calcul exact et pour la simulation de champ moyen
stochastique.
numérique avec laquelle nous pouvons comparer les résultats de l'approche de
champ moyen stochastique. Ces résultats sont obtenus en résolvant l'équation de
Boltzmann-Langevin pour un gaz classique, c'est-à-dire en étudiant l'évolution
de la fonction densité à un corps, décrite par l'équation de Vlasov, complétée par
un terme de collision de Boltzmann et dans laquelle les fluctuations sont intro-
duites dans les conditions initiales avec la méthode SIM (cf. §3.3.1). Nous avons
utilisé un potentiel de Skyrme dans lequel les paramètres A, B et a sont ajustés
de façon d'avoir la même densité critique et la même température critique que
dans le cas classique exact. On pourra donc calculer facilement la pression et
déterminer la région spinodale à partir de la condition dP/dp\T = 0. Le bord
de la région spinodale obtenue dans l'approximation de champ moyen est aussi
montré sur la figure (4.1).
Pour tenir compte des propriétés de surface, très importantes quand on veut
étudier des processus de formation de fragments, nous avons convolué notre po-
tentiel local avec une gaussienne dont la variance a été choisie de façon d'avoir
la même énergie de surface que dans le calcul exact. De cette façon une portée a
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été introduite dans l'interaction effective.
Nous pouvons tout d'abord étudier le régime des petites fluctuations que
nous pouvons comparer à la réponse linéaire du champ moyen. La relation de
dispersion obtenue analytiquement est montrée sur la figure (4.3). Elle présente
un maximum à k = 0.5/m"1 qui est relié à la portée introduite dans le champ
moyen. La relation de dispersion peut être aussi extraite numériquement dans
le cas des simulations de champ moyen et des simulations exactes en étudiant la
propagation d'une petite perturbation sinusoïdale dans la densité de particules.
Les résultats sont aussi montrés sur la figure (4.3). Il est possible de voir que,
comme on s'attendait, les simulations de champ moyen suivent les prédictions de
la réponse linéaire. Mais le résultat le plus intéressant est que la simulation exacte
suit, elle aussi, les prédictions de l'approximation linéaire de champ moyen. En
outre, on peut observer que le maximum de la relation de dispersion correspond
à la longueur favorisée dans la fonction de corrélation de la dynamique exacte.
Si on regarde maintenant un événement simulé de la décomposition spinodale
du système dans l'approche de champ moyen stochastique (figure (4.2)), on voit
qu'il présente une ressemblance qualitative avec celui prédit avec la dynamique
exacte. La comparaison de deux événements pris au hasard ne suffit pas; il faut
aussi comparer l'ensemble des événements. Mais en fait cette ressemblance est
encore plus évidente au niveau d'un ensemble de trajectoires, par exemple si
on compare les fonctions de corrélation Cl (voir la figure (4.2)). On voit que
l'évolution est la même dans les deux cas et que la forme et le pic sont bien
reproduits. Si on regarde l'évolution de la fonction de corrélation pour le mode
le plus instable (qui est le même dans les deux cas) dans la simulation exacte
et dans la simulation de champ moyen stochastique (insert de la figure (4.3)) on
observe un très bon accord entre l'amplification exponentielle des fluctuations
dans l'approche de champ moyen stochastique et le résultat de la simulation
exacte.
Donc nous avons vu que, pour un gaz de Van der Waals dans la région
spinodale, le processus "exact" de formation de fragments suit les modes col-
lectives les plus instables prédites par la réponse linéaire au champ moyen; mais
aussi que ce même processus peut être simulé à travers des approches de champ
moyen stochastique, qui peuvent donc être considérées comme des bons outils
pour étudier des transitions de phase du premier ordre.
Etudions maintenent les propriétés des instabilités spinodales dans différents
cas. En particulier dans les prochains paragraphes nous considérerons les effets de
l'expansion, de la taille fini, de la répulsion coulombienne. Commençons d'abord
par la prise en compte de l'expansion.
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4.2 Instabilités spinodales et expansion
4.2.1 Cas unidimensionnel
Considérons d'abord un système schématique associé à une seule coordonnée:
un point sur un cercle de rayon R(t) en expansion. Dans ce cas, nous pouvons
introduire, comme variables, l'angle de la particule sur le cercle et le moment
angulaire associé à son mouvement
J = mR2(t)è = I(t)è. (4.1)
Si nous supposons que la force qui retient la particule sur le cercle est radiale
et que toutes les autres forces F sont tangentielle au cercle, l'évolution de J est
donnée par J = FR(t). Si la force dérive d'un potentiel FR(t) = —dU/dô, alors,






Si maintenant nos considérons un gaz de particules indépendantes qui bougent
sur le cercle sous l'effet du champ U, leur densité dans l'espace des phases suivra
l'équation de Vlasov
, J, o ^ du($, t) a/(g, j , t) J df{o, J, t)
 ( ,
dt de dj i(t) de '
Introduisons les coordonnées curvilignes des particules sur le cercle: s = R(t)6
et p = ms qui sont liées aux variables angulaires par
8 = s/R{t) (4.4)
J = \p-A(s,t)]R(t) (4.5)
où A(s,t) = mR(t)s/R(t) est l'impulsion collective dans la coordonnés s associé
avec l'expansion. Avec ces nouvelles coordonnées le hamiltonien devient
Zm
II faut observer que les conditions aux limites, qui correspondent à e = ±TT,
sont associées avec les coordonnées s = ±nR(t) qui s'éloignent avec une vitesse
v3 = ±rR(t). Ces conditions périodiques correspondent dans la représentation
des variables angulaires à
/ ( T , J ) = / ( - X , J ) (4.7)
tandis que dans la représentation des coordonnées curvilignes à
f(irR(t)tp + mvR(t)) = f(-TvR(t),p- mirR(t)) . (4.8)
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4.2.2 Généralisation à toute dimension
Le formalisme que l'on vient de présenter peut être généralisé à toute dimension
simplement en associant à chaque coordonnée s,- et pi, qui se dilate avec une
vitesse Ri(t), les variables généralisées réduites Qi et P, qui sont les analogues des
variables angulaires introduites dans le modèle simple considéré précédemment
et qui sont données par
Qi = Si/Ri(t) (4.9)
P< = [p,--A-(*, *)]#(*) (4.10)
où Ai est définie comme l'impulsion due à l'expansion collective Ai(si,t) =
mRi(t)si/Ri(t). Dans ce cas, le hamiltonien peut être écrit comme
où les paramètres d'inertie 2i(t) sont donnés par X,(f) = mR?(t). En termes des
coordonnées Si et pt- le hamiltonien devient
l P
^
{ S t ) ] 2
 +U(s,t) . (4.12)
i 2m
Et si on considère un gaz de particules, on peut écrire l'équation de Vlasov
a/(Q,p,0 ay(q,t) a/(Q,p,t) P 0/(Q,P,*)
 u
dt dQ ' dP l{t) ' dQ V
II est intéressant d'observer que dans le cas d'une expansion uniforme cette
équation peut être reliée à l'équation de Vlasov usuelle pour la densité dans
l'espace (s,p):
a/(s,p,o du(stt) a/(s,P>o p a/(s,P,o ,
dt Ôs ' 9p m ' ds V ' }
Pour ce qui concerne les conditions périodiques, elles sont données par
/(..., Qt = 7T,...; P) = /(..., Qi = -7T,...; P) (4.15)
dans l'espace des variables réduites et par
(4.16)
dans l'espace des coordonnées curvilignes.
Si nous avons un champ moyen,qui dépend de la densité dans l'espace s,
celle-ci sera donnée par
P(s) = g(Q)/Rd(t) (4.17)
70
Les études théoriques des approches stochastiques
où la densité en Q est définie par
/ ^ P ) • (4-18)
Ici d est la dimension de l'espace considéré et g introduit un éventuel facteur de
dégénérescence spin-isospin. Si le champ moyen est créé par une force avec une
portée constante as dans la coordonnée s, il aura, dans les variables réduites Q,
une portée qui dépend du temps
aQ = a,IR{t). (4.19)
Puisque la dynamique dans les coordonnées Q et P correspond à l'équation





 1 + exp[-/?(P72J(0) - it)) K ]
est une solution stationnaire. Toutefois, comme le paramètre d'inertie T est non
constant dans le temps, il est possible d'écrire la densité à un temps t
(
où nous avons introduit une température dépendante du temps (P(t) = l/T{t)):
( 4 . 2 2 )
et un potentiel chimique lui aussi dépendant du temps
Dans ces équations, nous avons introduit le facteur de dilatation a(t) — R(t)/R(0).
En utilisant ces variables la densité peut être aussi exprimée dans l'espace s et p
Cette expression peut être facilement comprise, car elle correspond à une distribu-
tion de Fermi déplacée de l'impulsion locale d'expansion A. Donc une expansion
positive (R >0) réduit la température du système.
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4.2.3 Réponse linéaire
Si maintenant nous développons / autour de la solution uniforme f(°\ nous
obtenons l'équation RPA pour les petites déviations f^:
où nous avons introduit de façon explicite la densité #(Q). Puisque / est périodique,
il est possible de calculer la transformée de Fourier dans la variable Q
dt dQ 1 dP dg(Q) ÔQ
/ ^ P , 0 - (4-26)
Donc l'équation RPA devient
l
 dt + J ( 0 / K ( ) ) i(t) de(t) dQ ^ W - 0 '
où l'énergie e(i) = P2/2X(t) a été introduite. L'équation RPA est donc équivalente
où la matrice M. est diagonale en K et est égale à
, P, K', P', 0 fM(K\ P', 0, (4.28)
(4.29)
Cette quantité dépend du temps, car l'inertie, le potentiel, la température et le
potentiel chimique dépendent du temps. Il est toutefois possible de remarquer
qu'à un temps donné il correspond à la matrice de la relation de dispersion sta-
tique pour le système dilaté. Donc les fréquences propres instantanées ne sont
pas affectées par l'expansion. Cependant, pour pouvoir étudier des propriétés du
système telles que la stabilité, il faut suivre la propagation de f^ sur un temps
t fini. Cette propagation est régie par l'équation
/£>(*) = r (eM-i£dt'M(t))) fS\Q) = KK{t) /£>(0) (4.30)
où T est l'opérateur d'ordre temporel et la matrice KK, qui permet de calculer
fx \t) à partir de / £ (0), est appelée matrice de monodromie.
La solution de l'équation (4.30) donne l'évolution temporelle de la perturba-
tion fx . Cette évolution peut être étudiée en introduisant les états propres et
les fonctions propres de la matrice de monodromie
/ftl(0 = *K{t) /£l(0) = exp(iu*,,,(i) 0 /#„(<)). (4.31)
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Dans le cas d'un système statique, puisque la matrice M. ne dépend pas du temps,
les solutions de l'équation (4.31) sont les états propres de la matrice RPA et les
fréquences propres UJK sont obtenues à partir de la relation de dispersion associée






Dans le cas d'un système en expansion, par contre, en appliquant la transforma-
tion de Magnus [Mag56], il est possible de réécrire l'équation (4.30) de la façon
suivante
S\ (£'' j)$)(0) (4.33)
où S est une somme d'intégrales qui dépendent des commutateurs [M.{t ),M.{t )],
c'est-à-dire des commutateurs de la matrice RPA prise à deux temps différents.
Pour des vitesses d'expansion relativement petites (ou pour des intervalles de
temps courts) il est possible de considérer juste le premier terme de l'expression
(4.33) et de négliger le terme S.
A partir de cette approximation on peut exprimer la dépendance en temps
de ffc{t) comme dans l'équation (4.31), où maintenant U>K(0 est donné par la
solution de l'équation
dfW dOK(t) K P
1 = / ,
 A , %{tl de f('} . (4.34)
J hd/g fj£ + uK(t)
où on a introduit le paramètre d'inertie moyenne dans le temps
ï-l{t)= f^-I-x{t') (4.35)
et le potentiel moyenne sur le temps
II est aussi possible d'introduire un paramètre de Landau renormalisé
et une fonction de réponse renormalisée
De cette façon, la relation de dispersion peut être réécrite dans la forme standard
î ^ (4.39)
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Cette analyse nous montre que, pendant un intervalle de temps petit, pour
lequel l'approximation faite est valide, le système suit la phénoménologie connue
et donc montre des instabilités pour F^(t) < — 1.
Pour les longueurs d'onde petites, nous savons (cf. §2.10) que la portée de
la force associée avec le potentiel U introduit une coupure pour les modes insta-
bles. La façon plus simple de prendre en compte ces effets est de considérer le
développement de la transformée de Fourier du potentiel en puissance de K et
de considérer les termes d'ordre plus bas
UK(t) = U(t)(l - K2*l(t)/2), (4.40)
où GQ est liée à la portée de l'interaction dans la variable Q qui change dans le
temps avec a(t) (voir l'équation (4.19)). Dans ce cas Û devient
ÛK(t) = £7(0(1 - K2<r2Q(t)/2) (4.41)
où la portée renormalisée est donnée par
Si on considère les termes du premier ordre en 0 = a — 1, on obtient
ë2Q{t)?za2Q{t)a{t). (4.43)
La portée de l'interaction associée dans la variable s donc évolue selon la même
relation
*]{t) « a]{t)a[t). (4.44)
II est donc clair que, au fur et à mesure que le coefficient de dilatation aug-
mente, la portée CTQ augmente aussi. Cela signifie que l'expansion simule une
force avec une portée plus grande. Cela peut être compris en considérant que
les particules, qui sont trop distantes pour interagir, étaient initialement plus
proches et donc pouvaient bien être en interaction. Donc la mémoire de cette
interaction passée augmente la portée effective, comme le décrit bien la relation
(4.44).
Toutefois, il faut remarquer que, au fur et à mesure que le système se dilate,
il devient toujours plus dilué (la densité évolue comme a~d). Donc, il existe
un intervalle de temps maximal au delà duquel les considérations faites ne sont
plus valides, soit parce que le système est sorti de la région spinodale, soit parce
que la densité est devenue si basse que le processus de formation de fragment
est devenu plutôt similaire à la nucléation. Cette valeur de la densité peut être
estimée autour de 1/10 de la densité de saturation en imposant que le nombre
de particules incluses dans des fluctuations typiques de la densité, associées aux
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longueurs d'onde les plus instables, ne soit trop petit (supérieur à 10). Cela donne
une limite supérieure au coefficient de dilatation: ad « 5.
Le temps que le système passe dans la région spinodale est relié à l'inverse
de la vitesse d'expansion t ?» 1/à. Donc le système se cassera selon les modes
instable du champ moyen si ce temps est suffisamment long pour permettre une
bonne amplification des fluctuations, c'est-à-dire quand 1/à > TK, qui conduit à
la relation:
à < 1/T*, (4.45)
ou Tpc est le temps caractéristique responsable de la croissance des fluctuations
dans des systèmes instables. Ce temps se situe autour de 50 fm/c et donc
pour des noyaux la relation (4.45) correspond à des vitesses maximales autour de
0.2 — 0.4 c selon la taille du système et selon la valeur initiale des fluctuations.
Pour des vitesses plus grandes le système va être directement "vaporisé".
Considérons maintenant quel est l'effet de l'expansion sur les modes les plus
instables et sur leurs temps d'instabilité en faisant une comparaison avec les
résultats qu'on connaît dans le cas d'un système à deux dimensions sans expan-
sion. Nous avons vu que pour un tel système les instabilités sont amplifiées ou
amorties avec un temps caractéristique obtenu à partir de la relation de dispersion
ï-*e+f)[-7fe+t)r- {iM)
Cette relation de dispersion a un maximum qui correspond à des longueurs d'onde
A ES 8 — 10 / m , quand le système se trouve bien dedans la région spinodale, et à
des temps d'instabilités associées autour de 40 fm/c.
Quand nous considérons un système avec une vitesse d'expansion à (petite),
nous obtenons encore deux solutions imaginaires pour u)k- Les temps d'instabilité
associés sont obtenus à partir de la relation de dispersion (qui dépend du temps)
4.\ ( 4
J [ P(t) W ) dp(t)
où nous avons introduit le paramètre d'inertie moyenne sur le temps
(4.47)
J C T ^ " " 1 1 - 1 0 (4-48)
et le potentiel dépendant du temps
D(t) « A(p{t)/po)(2a - 1) + B{p(t)/Po)2{3a - 2) (4.49)
Ce potentiel est associé à une portée renormalisée, comme nous l'avons définie
dans l'équation (4.44).
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L'équation (4.47) représente une correction par rapport au temps d'instabilité
calculé pour la matière nucléaire dans le cas statique. Quand la vitesse d'expansion
n'est pas grande (à < 0.02 c/fm), les fluctuations auront le temps de se développer
et donc on pourra conclure que, dans ces cas, la dynamique est encore dominée
par la croissance exponentielle des modes les plus instables. De plus, dans ces cas,
la correction due à l'équation (4.47) n'est pas importante et donc les modes qui
dominent la dynamique et le temps d'instabilité associés restent essentiellement
les mêmes que dans le cas statique. Donc les longueurs d'onde plus importantes
seront encore autour de A = 8 — 10 fm et les temps d'instabilité autour de
30 - 60 fm/c.
4.2.4 Simulations à 2D d'un système en expansion
Pour mieux illustrer ce qu'on vient d'obtenir, nous avons étudié un gaz de fermions
dans une boîte périodique à deux dimensions en expansion. La méthode utilisée
pour la résolution de l'équation d'évolution de / est la méthode des particules test
déjà introduite. Le champ moyen a été calculé en utilisant une paramétrisation
de Skyrme convoluée avec une gaussienne pour tenir compte des effets de surface
et de certains effets quantiques. Pour rendre l'analyse du processus de fragmen-
tation plus facile à comprendre, dans les simulations, le système s'étend juste
dans la direction x et le champ moyen est moyenne le long de la direction y.
Nous avons pris en compte explicitement les conditions aux limites perodiques
en expansion: en particulier, à chaque pas en temps, nous regardons les particules
qui traversent les limites (qui dépendent du temps) de la boîte et, au moment du
franchissement nous les déplaçons de l'autre côté de la boîte et nous inversons
leur vitesse d'expansion collective. De plus, pour le traitement de l'intégrale des
collisions, nous avons considéré les collisions dans le référentiel local en expansion,
c'est-à-dire, nous avons soustrait la vitesse d'expansion.
Nous avons donc considéré le système bidimensionnel que l'on vient d'introduire
à la température de 3 MeV et pour des valeurs différentes de la vitesse d'expansion:
à = 0.003 c/fm, à = 0.006 c/fm et à = 0.012 c/fm. Nous avons effectué des
simulations en considérant des valeurs différentes de la densité initiale toutes dans
la région spinodale, et nous avons regardé la réponse du système à l'introduction
de petites fluctuations dans la densité.
Sur la figure (4.4) nous montrons les temps d'instabilité en fonction des
différentes valeurs initiales de la densité (ligne épaisse) calculé, pour le mode
le plus instable, pour une vitesse d'expansion à = 0.003 c/fm et sur un inter-
valle de temps de 50 fm/c. La même quantité est représentée en fonction de la
densité finale (ligne fine). On peut voir que les valeurs obtenues sont similaires à
celles que l'on obtient dans le cas d'un système qui ne s'étend pas (ligne tiretée).
Cela est une confirmation du fait que l'expansion, à basse vitesse, n'affecte pas
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Figure 4.4: Le temps caractéristique de la croissance exponentielle du mode le
plus instable (trait épais), calculé après 50 fm/c, pour un système à deux dimen-
sions en expansion, en fonction de la densité initiale dans la région d'instabilité
spinodale. La température du système est T = 3 MeV et la vitesse d'expansion
à RJ 0.003c/ f'm. Les mêmes temps sont montrés aussi en fonction de la densité at-
teinte après 50 fm/c (trait fin). La courbe tiretée représente les résultats obtenus
pour un morceau de matière nucléaire sans expansion.
les propriétés des instabilités dynamiques.
Une étude intéressante concerne la façon avec laquelle le système se casse à la
suite du développement des instabilités. Pour avoir des résultats fiables, il faut
tenir compte de manière correcte des fluctuations introduites par la dynamique.
Pour faire cela nous avons utilisé dans ce cas la méthode TNT présentée au
paragraphe 3.3.1. La figure (4.5) présente l'évolution dynamique d'un système
en expansion préparé dans la région spinodale (à p = po/2, T = 3 MeV), pour 4
valeurs différentes de la vitesse d'expansion.
Les simulations montrent clairement que les fluctuations sont amplifiées par le
système et causent la formation de "fragments". Au fur et à mesure que la vitesse
d'expansion augmente, la fragmentation se passe plus rapidement. Ce résultat
est consistant avec l'estimation faite pour les temps d'instabilité obtenus avec
l'équation (4.47). Nous avions d'ailleurs prédit que le maximum de la relation
de dispersion autour de A « 8 — 10 fm est presque indépendant de la vitesse
d'expansion; en effet, il est possible de voir grossièrement sur la figure (4.5) que
77
4.2 Instabilités spinodales et expansion
-m -M • • - a - a « « t « - • -« • u
Position x (fm)
Figure 4.5: Evolution de la distribution de densité pour un morceau de matière
nucléaire infinie en expansion, à moitié de la densité de saturation et à la
température de 3 MeV. Quatre différentes valeurs de la vitesse d'expansion ont
été considérées (à fa 0., 0.003, 0.006, 0.012 c/fm). Plus de fragments sont formés
dans les systèmes avec les vitesses d'expaasion plus grandes, car la fragmentation
se passe dans un système plus étendu tandis que la longueur d'onde typique reste
la même.
1.0 U U U U U U U U U M OJ t.0 1.5
Wave number k (fm"1)
Figure 4.6: La variance <j\ en fonction du nombre d'onde k, à différents temps,
pour les systèmes présentés sur la figure (4.5).
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Figure 4.7: Evolution temporelle de la longueur d'onde A la plus importante,
dans le cas des vitesses d'expansion à « 0.003 c/fm (ligne en point-tiret), à «
0.006 c/fm (ligne en tiret), à « 0.012 c/fm (ligne continue).
la longueur d'onde est la même dans les différents cas.
Pour étudier ce phénomène de façon plus quantitative, il est possible de con-
sidérer la transformée de Fourier de la densité
,<)= / * dx e~ikx ôp{x,t) , (4.50)
où 6p(x) = p(x) — p(0) représente la partie fluctuante de la densité et Lx est la
taille du système dans la direction x. De plus, pour une étude quantitative il
faut considérer un ensemble d'événements et introduire la quantité moyennée sur
l'ensemble
aftt) =-< \p{k, t)\2 y= j J dxdx'
 e-
ife<s-*'> X Sp(x, t) Sp(x', t) y . (4.51)
qui est rien d'autre que le Fourier de la fonction de corrélation spatiale a[x —
La figure (4.6) montre la fonction de corrélation cri aux différents temps pour
les différentes vitesses d'expansion considérées. Sur cette figure, il est possible de
voir que pour tous les systèmes la fonction de corrélation est piquée à la même
position. Cet effet est plus clair dans la figure (4.7) qui montre la longueur
d'onde, associée avec le maximum du Fourier, en fonction du temps. Jusqu'au
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Figure 4.8: Evolutions de la multiplicité moyenne de fragments (à gauche) et de
la variance (à droite) obtenues pour le système instable considéré pour les vitesses
d'expansion a « 0.003 c/fm (ligne en point-tiret), à « 0.006 c/fm (ligne en
tiret), à « 0.012 c/fm (ligne continue).
moment où les fragments sont bien formés, la longueur d'onde qui domine le
Fourier est A « 8 — 10 fm. Après cette phase d'amplification des fluctuations,
des fragments sont formés et s'éloignent les uns des autres tant que le système
s'étend. Ce phénomène introduit une croissance linéaire de la longueur d'onde,
qui est proportionnelle à la distance moyenne entre fragments. Cette croissance
est visible dans la figure (4.7). Entre la phase de formation des fragments, à
longueur d'onde constante, et le comportement linéaire asymptotique, la longueur
d'onde, dans le cas de la vitesse plus faible considérée, présente une augmentation
rapide due essentiellement à des phénomènes de coalescence dans la voie de sortie.
Un des avantage des systèmes que nous sommes en train de considérer est
que l'expansion introduit clairement un temps au delà duquel les fragments sont
définis de façon univoque. (On verra cela plus en détail dans la suite.) La figure
(4.8) (partie gauche) montre la multiplicité moyenne de fragments en fonction
du temps. Il est évident que, pour les systèmes en expansion plus rapide, les
fragments sont formés plus vite et la partition du système est figée de façon
plus précoce. Cela peut être vue aussi dans la partie droite de la même figure
qui montre les fluctuations de la multiplicité de fragments. Il apparaît aussi
clairement que les vitesses d'expansion les plus hautes sont associées à des plus
grandes multiplicités. Ce résultat est en accord avec la prédominance d'une
longueur d'onde pour toutes les vitesses d'expansion considérées. Il s'en suit que
le nombre de fragments est simplement donné par la taille du système, au moment
de la fragmentation, divisé par la longueur d'onde typique. Simultanément, les
fluctuations de la multiplicité semblent être réduites par l'expansion. En fait,
une fois les fragments formés, la multiplicité est bien définie et les fluctuations
décroissent, car l'interaction entre fragments décroît.
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4.3 Instabilités spinodales et systèmes finis
Considérer le cas de la matière nucléaire infinie est plutôt limitatif, car expérimen-
talement on peut étudier seulement quelques centaines de nucléons au maximum.
De plus, on a à faire à des forces à longue portée comme la répulsion coulombienne
et à des systèmes qui pendant leur fragmentation sont en expansion. Pour une





Figure 4.9: Exemples typiques de fragmentation de la matière nucléaire à deux
dimensions pour: une boîte périodique (a), un morceau de matière fini (sans
conditions périodiques) (b), incluant la répulsion coulombienne (c) et en expansion
(d).
Dans ce paragraphe nous ferons cette étude sur un système "modèle" à deux
dimensions. Des systèmes réalistes seront considérés au chapitre prochain.
Considérons d'abord les effets liés à la taille finie du système. Nous avons donc
étudié la dynamique d'un morceau de matière nucléaire fini (i.e. sans conditions
périodiques). Nous avons d'abord observé (voir figure (4.9b)) que l'évolution
est encore caractérisée par la présence d'instabilité de volume. En fait, à cause
de ces instabilités, le système se casse en 5-6 fragments qui correspondent au
développement d'oscillations avec une longueur d'onde autour de A = 10 fm.
Mais la présence de la surface introduit une rupture explicite de la symétrie
par translation qui déclenche la rupture du système en fragments. Nous pouvons
observer qu'après 150 fm/c la partition initiale du système est fortement modifiée
à cause de la présence de l'interaction entre les fragments. Cet effet peut être
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Figure 4.10: Nombre moyen de fragments en fonction du temps pour la boîte
périodique (ligne en tiret), le morceau de matière sans conditions périodiques
(ligne en trait-point), chargé (ligne continue) et en expansion (ligne en pointillé).
mieux observé dans la multiplicité moyenne présentée sur la figure (4.10). Les
recombinaisons sont donc accélérées par la présence de la surface, les fragments du
bord étant attirés par ceux du centre. Toutefois il faut remarquer que le manque
de petits fragments persiste, car, dans la simulation, seulement des phénomènes
de fusion sont observés.
Ce phénomène de fusion sera réduit par la présence de forces répulsives. Il est
donc important de considérer l'effet de la répulsion coulombienne. Nous avons
ajouté dans les calculs l'interaction coulombienne. Comme l'on voit sur les figures
(4.9c) et (4.10), cette interaction réduit la recombinaison finale des fragments. En
fait, il est facile de montrer que le temps qu'il faut pour qu'un fragment de taille
M s'éloigne d'une distance d = 1 fm est donné de façon grossière par
TCOU1 = yjMRdlVc « 10 - 30 fm/c
où R est la distance du centre de la charge et Vc le potentiel coulombien. Donc
l'effet de l'interaction coulombienne est de réduire le temps nécessaire au système
pour figer sa répartition en fragments et en conséquence d'augmenter les possi-
bilités de garder la mémoire des instabilités dynamiques.
Le même effet est obtenu en introduisant dans la dynamique l'expansion du
système, comme on a déjà vu au paragraphe précédent, et comme on peut le
voir, dans le cas d'un système ouvert, sur la figure (4.9d). En effet la vitesse
collective éloigne les fragments les uns des autres et, par conséquence, ils arrêtent
d'être en interaction très rapidement. Cet effet est clair sur la figure (4.10) où
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on voit que le système se casse assez rapidement en fragments et que la mémoire
des instabilités initiales, entre autre la multiplicité, est gardée dans la partition
finale.
Pour comparaison, dans les deux figures (4.9a) et (4.10) nous avons présenté de
nouveau les résultats obtenus pour un système infini. C'est là le bon moment pour
faire une remarque importante. Dans le cas de geometries fermées, le système
doit relaxer vers l'équilibre statistique. Cette tendance peut être observée dans
les simulations numériques du système fermé pendant les derniers 100 fm/c (voir
les figures). Comme nous le verrons (cf. §4.4), cette relaxation vers l'équilibre
est essentiellement liée à l'interaction résiduelle parmi les domaines à grande
densité qui détermine des effets aléatoires de coalescence et qui peut conduire à
des comportements chaotiques. Pour les forces qu'il faut considérer dans le cas
nucléaire, les temps concernés avant que ces effets se produisent sont assez longs.
Ces temps peuvent être estimés grossièrement en calculant le temps nécessaire
pour que le système échantillonne statistiquement toutes les partitions possibles.
Il est relié au temps dont un fragment a besoin pour subir une réaction nucléaire.
Dans le cas idéalisé que nous sommes en train de considérer il peut être estimé
par la relation
où dmoy est la distance moyenne entre la surface des fragments (donc dans notre
cas autour de 5 fm) et vj est la vitesse du fragment. Cette vitesse peut être
estimée à partir du théorème d'équipartition ce qui nous donne: vc » 0.01 c. Donc
le temps d'échantillonnage est très long, de l'ordre de plusieurs centaines de fm/c,
en accord avec notre simulation numérique, mais aussi avec les temps obtenus
pour l'apparition du chaos (voir dans la suite le paragraphe 4.4). Ce temps
est à comparer avec les temps liés à la répulsion coulombienne et au processus
d'expansion; il est évident alors que, ces derniers étant beaucoup plus courts
que les premiers, les interactions entre les fragments n'arrivent pas à modifier de
façon importante les partitions initiales et que le système se partitionne suivant
les instabilités spinodales initiales.
4.4 Instabilités spinodales et chaos
II est connu d'un point de vue mathématique que l'apparition du chaos est
liée à la présence de non-linéarités dans l'équation d'évolution [Tab89, Ott93].
Les équations de champ moyen, comme l'équation de Vlasov, contenant un po-
tentiel auto-consistent, sont des équations non linéaire et sont donc des bons
candidats pour générer des évolutions chaotiques. D'ailleurs, la présence d'un
régime chaotique dans des processus comme la multifragmentation a été évoqué
des nombreuses fois pour expliquer le relatif succès des modèles statistiques
[Gro92, Koo87, Bon85].
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Récemment de différents travaux ont été rapportés dans la littérature [Bur94b,
Bal95], décrivant une apparition très précoce du chaos dans la dynamique des
systèmes instables, telle que la prédit une approche de type champ moyen. Ces
résultats semblaient très différents des nôtres, dans lesquels la phase linéaire était
suffisamment longue pour donner lieu à la formation des fragments selon les modes
les plus instables prédits par la réponse linéaire.
Pour mieux comprendre ce point nous avons étudié l'évolution de Vlasov
d'un morceau de matière nucléaire infinie. Pour cela nous avons utilisé (comme
d'ailleurs les auteurs des références [Bur94b, Bal95]) la méthode de résolution
sur réseau de l'équation de Vlasov, brièvement introduite au paragraphe 3.1.
Pour rendre plus simple l'analyse le champ moyen est moyenne le long de la
direction y. Les paramètres du champ moyen sont ceux indiqués au paragraphe
cité auparavant, sauf que pour la variance de la gaussienne, avec laquelle on
convolue le potentiel pour introduire une portée finie, nous avons utilisé deux
valeurs, a = 0.26/m et a = 0.93/m, dans le but d'étudier le rôle de ce paramètre.
Dans la suite, on utilisera C (courte portée) pour se référer à la première valeur et
L (longue portée) pour la deuxième. Toutefois, il faut remarquer que, dès que l'on
veut étudier un système nucléaire, comme nous avons déjà vu (cf. §2.10), c'est
la deuxième valeur de la variance qui donne une relation de dispersion proche de
celle attendue pour la matière nucléaire [Ayi95].
Sur la figure (4.11) les relations de dispersion obtenues numériquement pour
les deux interactions sont confrontées avec les prédictions analytiques de la réponse
linéaire. On voit que les résultats numériques sont très proches des prédictions
analytiques. Pour l'interaction L la longueur d'onde la plus instable est autour
de Xi « 10 fm et le temps d'instabilité associé est autour de r^  « 40 fm/c,
tandis que pour l'interaction C ces échelles sont divisées par trois: A,- fa 3 fm et
Ti ?s 12 fm/c. Cela est relié trivialement au fait que la portée de l'interaction C
est trois fois plus petite que la portée de l'interaction L. Dans le but d'étudier la
sensibilité aux conditions initiales de la dynamique des modes propres, nous avons
calculé l'évolution d'une onde plane pour deux valeurs légèrement différentes de
la densité initiale, pour les deux interactions (figure (4.12)), qui est la méthode
préconisée dans la référence [Bur94b] pour signer la présence du chaos. Il ap-
paraît clairement sur la figure que la dynamique des modes propres est presque
insensible à la différence dans la densité initiale, contrairement à ce qui avait été
rapporté dans la référence [Bur94b]. En effet nous avons montré [Jac95] que la
sensibilité aux conditions initiales observée dans la référence [Bur94b] était due
à une erreur de Fortran dans le code utilisé pour l'initialisation du système.
L'insensibilité aux conditions initiales, pour l'initialisation considérée, est en-
core plus clair si on regarde à l'évolution de la transformée de Fourier
Jdxeikxp{x,t)
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Figure 4.11: Gauche: la relation de dispersion obtenue à p = pa/2 et
T = 3 MeV, dans le cas de l'interaction C. La courbe continue représente la
prédiction analytique de la réponse linéaire, les points les valeurs obtenues d'après
la simulation de Vlasov sur réseau [Cho91, Bur91]. Dans l'insert est représenté
la fonction avec laquelle on convolue le potentiel. Droite: la même représentation
qu'à gauche, mais pour l'interaction L (qui est plus réaliste dans le cas nucléaire).
Pour comparaison la relation de dispersion pour la force L est montrée en tireté
sur la figure de gauche.
de la densité (figure (4.13)). On peut bien voir que la fluctuation initiale reste
dominante et que, seulement après plusieurs temps d'instabilité, le système com-
mence à montrer des phénomènes de doublement de fréquence. Toutefois cela
n'est pas encore lié à la présence du chaos, mais plutôt est une indication du fait
que le système est seulement sur le chemin vers le chaos.
L'étude de la propagation des modes propres n'est pas suffisante si on veut
caractériser complètement la dynamique du système. En conséquence, nous avons
étudié un ensemble d'événements dans lesquels les fluctuations de densité sont
déterminées aléatoirement autour d'une densité moyenne égale à 0.4 PQ. Si on
regarde deux systèmes différents initialises de cette façon (figure (4.14)), ils sem-
blent évoluer très différemment. On pourrait donc penser que cette rapide amplifi-
cation des petites différences initiales puisse être une indication d'un régime chao-
tique. Toutefois, on peut remarquer (figure (4.15)) que le même comportement
est observé dans un calcul dans lequel les fluctuations introduites initialement
sont amplifiées indépendamment pour chaque mode. Ce fait est une indication
que la dynamique est en réalité, au moins jusqu'au temps considéré, régulière.
Il a été proposé [Bur94b, Bal95] de chercher la signature de la présence du
chaos grâce à l'étude des exposants de Lyapunov. Cette méthode donne une
condition nécessaire pour la caractérisation du chaos [Tab89, Ott93]. Elle a déjà
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Figure 4.12: Evolutions dynamiques d'un mode propre de nombre d'onde
























• n p=o.5 p0
i ,
















1 2 3 1
k (fin"1)
Figure 4.13: La même chose que pour la figure (4.12), mais dans l'espace ifc.
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Figure 4.14: Deux évolutions dynamiques d'un système initialise aléatoirement
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Figure 4.15: La dynamique de champ moyen complète d'un système ini-
tialise aléatoirement(à gauche) comparée avec l'évolution complètement linéaire
(à droite) obtenue en considérant des oscillateurs instables découplés, pour
l'interaction C.
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Figure 4.16: Les exposants de Lyapunov (définis dans le texte) en fonction de
la température (à droite) et de la densité (à gauche), comparés aux fréquences
imaginaires de la réponse linéaire, dans le cas de l'interaction C.
été utilisé pour mettre en évidence un comportement chaotique dans d'autres
domaines de la physique nucléaire [Bal93].
L'exposant de Lyapunov donne une mesure de la divergence de deux trajec-
toires et il est défini comme
= Hd(t)/d(0)]
où d(t) est la distance entre les deux trajectoires, qu'il faut définir de façon
judicieuse. Les auteurs des références [Bur94b, Bal95], qui ont fait des calculs
tout à fait analogues à ceux que l'on vient de montrer, l'ont défini comme le
module de la différence des densités p^ et p^ dans l'espace r:
= £ |
où Nc est le nombre de cellules le long de la direction x. La distance initiale
<f(0) est choisie très petite. En pratique dans les références [Bur94b, Bal95] les
trajectoires considérées sont les mêmes de celles que l'on a montrées sur la figure
(4.12), au-dessus desquelles des fluctuations de haute fréquence ont été ajoutées.
Nous avons comparé sur la figure (4.16) les exposants ainsi obtenus avec les
prédictions de la réponse linéaire pour les fréquences des modes les plus instables
(voir la figure (4.11)). Il est évident que la théorie de la réponse linéaire est
capable de bien reproduire et la dépendance en température et la dépendance en
densité des coefficients de Lyapunov. Et en effet, puisque, comme nous avons
montré, toute la première partie de la dynamique de la décomposition spinodale
est dominée par la croissance exponentielle des modes les plus instables, il est
facile de voir que les exposants de Lyapunov doivent être égaux à la fréquence
la plus instable [Jac96b]. Donc les exposants de Lyapunov ne peuvent pas être
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Figure 4.17: Diagramme (ffk,àk) pour des différentes valeurs de n = Lx-^
(Lx[= 52 fm] est la longueur de la boîte dans le calcul), obtenu avec 200
événements. Pour chaque événement les valeurs des deux variables sont reportées
tous les 5 fm/c, à partir de 5 fm/c jusqu'à 50 fm/c pour l'interaction C, et à partir
de 25 fm/c jusqu'à 200 fm/c pour l'interaction L.
utilisés pour caractériser la présence du chaos. Ils sont une condition nécessaire,
mais non suffisante pour définir un comportement chaotique.
Pour essayer de mettre en évidence une éventuelle présence du chaos, nous
avons proposé une analyse en terme de transformée de Fourier de la densité. Pour
un mode k donné, on peut chercher de corréler la "coordonnée" a^ et la "vitesse"
&k- Si la dynamique est régulière on obtient une corrélation simple. En fait dans
le cas d'instabilité considéré, on devrait observer une simple corrélation linéaire,
dont la pente est liée au temps d'instabilité du mode considéré. Sur la figure (4.17)
les couples (o^ , <r[ ), prises tous les 5 fm/c, sont montrées pour 200 événements
différents, pour l'interaction C jusqu'à 50 fm/c et pour l'interaction L jusqu'à
200 fm/c. Après cette phase, la corrélation linéaire disparaît progressivement et
le diagramme va se remplir de façon aléatoire.
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Une autre façon d'analyser l'évolution est de regarder le coefficient d'amplifica-
tion
Ak(t) = (4.52)
et de considérer la moyenne de Ak(t) sur un ensemble d'événements
Afc(t) = N — (4-53)
et sa fluctuation relative AAk(t)
On peut remarquer que AAk(t) est une manière de mesurer la dispersion de la
corrélation entre la fluctuation initiale et la fluctuation à un temps t, c'est-à-dire
la déviation par rapport à une évolution régulière. Quand AAk(t) est grand par
rapport à 1 les fluctuations sont grandes et la corrélation entre les temps initiaux
et finals est perdue. Cela correspond à un régime chaotique. Au contraire, si
la largeur est petite, le système est dominé par une dynamique régulière. Les
comportements de Ak(t) pour 100 événements différents, avec leur valeur moyenne
et leur dispersion sont montrés sur les figures (4.18) et (4.19) pour différentes
valeurs de k et pour les deux interactions considérées. On peut bien voir que
le coefficient d'amplification moyen suit une loi exponentielle durant la première
phase de son évolution. Cela est caractéristique d'un régime linéaire. Pour les
différents modes, on peut observer que la fluctuation reste petite jusqu'à 5 —7 fois
le temps d'instabilité. De plus, si on regarde les modes les plus instables (n = 5
pour l'interaction L et n = 15 pour l'interaction C) à la fin de la simulation, la
fluctuation relative est encore plus petite que 1. Ceci démontre que les modes les
plus instables sont très robustes et que leur évolution est faiblement perturbée
par la dynamique des autres modes.
La conclusion que l'on peut tirer de cette analyse est que, dans la dynamique
de champ moyen, le processus de fragmentation est dominé dans une première
phase par une amplification exponentielle des modes instables, comme le prédit
la théorie de la réponse linéaire. Dans les simulations présentées, cette première
phase dure jusqu'à plusieurs fois le temps d'instabilité, notamment jusqu'à quand
les fluctuations de densité sont grandes (Sp/p > 0.5). Le désordre commence à
jouer un rôle après, quand les régions à haute densité commencent à interagir.
C'est en fait la coalescence des fragments formés par décomposition spinodale qui
est à l'origine de ce phénomène. Cette remarque est importante parce que si le
processus réel de fragmentation nucléaire est assez rapide (comme, par exemple,
dans le cas d'un système ouvert en expansion (cf. §§4.2 et 4.3)) tout l'espace des
phases accessible ne peut pas être peuplé de façon chaotique.
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Figure 4.18: Gauche: Evolution temporelle du facteur d'amplification At (voir
le texte) pour l'interaction L, pour des différentes valeurs de n [n=5 (trait continu
noir), n=3 (trait tireté), n=2 (trait continu gris) dans la partie en haut, et n=5
(trait continu noir), n=6 (trait tireté), n=7 (trait continu gris) dans la partie en
bas]. Cent événements sont présentés. Centre: Evolution de la valeur moyenne
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Figure 4.19: Le même que pour la figure (4.18), mais pour l'interaction C. Les
valeurs de n considérées sont 15,10 et 5 en haut et 15,20,25 en bas.
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5 10 20 50
Figure 4.20: Distributions en taille des fragments obtenues pour différentes
valeurs de la densité de coupure: pC0Up = 0.275 fm~2 (trait fin), pCOup = 0.1 / m " 2
(trait tireté) et pe0Up = 0.05 fm~2 (trait épais) à deux temps différents.
Finalement, un dernier point qu'il faut clarifier est la signification des dis-
tributions en taille dans un système à géométrie fermée. En effet, pour pou-
voir définir des fragments, il est nécessaire d'introduire une densité limite de
coupure, au-dessus de laquelle une région donnée est considérée occupée. Mais
les caractéristiques de la partition peuvent être très dépendantes de la densité de
coupure utilisée et surtout du temps auquel la distribution est considérée.
Par exemple sur la figure (4.20) nous montrons les distributions que'on obtient
en considérant trois coupures différentes (0.05 /Jcoup/poiO.l pcoup/po, 0.2 pCOup/po)
et deux temps différents (75 fm/c et 100 fm/c). Il est évident que la densité de
coupure agit comme un paramètre d'occupation de site dans un calcul de type
percolatif, en permettant d'obtenir des formes très différentes pour la distribution
en taille. Dés qu'on regarde l'évolution temporelle de la distribution en taille, on
s'aperçoit que la distribution change avec le temps de façon très importante. La
conclusion de ce point est que, pour un système fermé, on ne peut pas tirer des
conclusions sur les distributions en taille. La seule manière d'éviter ces ambiguïtés
est de considérer des systèmes ouverts ou en expansion.
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Chapitre 5
La décomposition spinodale et les
instabilités dans les noyaux
Compte tenu des résultats montrés au chapitre précédent, nous sommes arrivés
à la conclusion que les approches stochastiques de champ moyen sont adaptés
pour étudier la décomposition spinodale des systèmes instables. Nous pouvons
donc étendre notre étude aux noyaux. Pour un système infini à trois dimensions
la relation de dispersion que nous avons obtenue analytiquement à partir de la
réponse linéaire (cf. §2.7 et figure (2.3)) prédit que, dans un large domaine à
l'intérieur de la région spinodale, les modes les plus instables sont caractérisés
par des longueurs d'onde autour de A = 10 / m , auxquelles sont associées des
temps d'instabilité autour de r = 40 fm/c. Nous avons vu que dans le cas d'un
système fini à deux dimensions les instabilités qui dominent la dynamique sont
les mêmes que pour un système infini. Nous attendons le même comportement
aussi pour un système réaliste à trois dimensions. Dans ce cas, la situation
peut être relativement complexe tant du point de vue de l'analyse, car pour un
système fini, les ondes planes ne sont plus des modes propres, que du point de
vue physique à cause des phénomènes de battement entre les différents modes
instables et d'interaction entre les fragments.
5.1 Relation de dispersion d'un système réaliste
fini
Commençons par étudier les modes propres d'un système nucléaire sphérique
plongé dans la région spinodale. Nous avons donc simulé l'évolution d'un "noyau"
de masse A=210, de charge Z=90, porté à une température T = 3 MtV et à
basse densité, autour de la moitié de la densité normale p = po/2. Nous avons
éventuellement introduit une vitesse d'expansion auto-similaire, c'est-à-dire, une
5.1 Relation de dispersion d'un système réaliste fini
vitesse proportionnelle à la distance du centre. Dans les simulations que nous














Figure 5.1: Simulation de la décomposition spinodale d'un système nucléaire à
p ss po/2 et T = 3 MeV. Un nombre de fragments lié au mode le plus instable
dans la situation considérée est obtenu.
Sur la figure (5.1) nous montrons un résultat typique d'une telle simulation
dans l'espace des coordonnées. En particulier la figure montre des surfaces car-
actérisées par la même valeur de la densité (autour de la moitié de la densité
normale, excepté pour le premier temps pour lequel la densité montrée est au-
tour de 0.1 po). Il est possible de s'apercevoir que la croissance des fluctuations
aboutit, après 120 fm/c, à la formation de 6 fragments de taille comparable, dont
deux ont interagis en fusionnant pour former un fragment plus gros.
Dans une vision simplifiée, nous pouvons expliquer ce résultat en admettant
que, si la relation de de dispersion de la matière infinie s'applique aussi dans le cas
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considéré, l'amplification exponentielle des modes les plus instables doit donner
Figure 5.2: Vision simplifiée du processus de formation des fragments par
décomposition spinodale, correspondant au développement du mode le plus in-
stable (a) et au battement entre deux modes différents (b).
au processus de fragmentation des caractéristiques précises:
=>• Le temps de formation de fragments à partir de la source diluée est reliée
au temps d'instabilité le plus court; en particulier, il faut entre 2 et 3 fois
ce temps pour arriver à former des fragments: dans notre cas, on atteint
des temps de l'ordre de 100 — 120 fm/c.
=> Pour pouvoir placer radialemment au moins une oscillation avec une longueur
d'onde autour de 10 fm, en gardant la symétrie sphérique, le système est
obligé, dans le cas que nous avons considéré, à creuser un trou au centre
(voir la figure (5.2)); donc la formation de fragment a lieu à la surface.
=$• La matière que se trouve sur la périphérie du système peut avoir 5-6 oscil-
lations correspondant à une longueur d'onde proche de 10 fm (figure (5.2));
95
5.1 Relation de dispersion d'un système réaliste fini
donc on aurait la formation de fragments distants d'approximativement 10
fm. Il ne faut pas toutefois oublier les phénomènes de battement entre
plusieurs modes instables. Par exemple, la figure (5.2) montre le battement
entre les modes qui correspondent à la formation de 4 et 5 fragments. A
cause de ce phénomène, des fragments peuvent être formés très proches les
uns des autres, rester en interaction et fusionner, en donnant ainsi lieu à
la formation de fragments plus gros et en moins grand nombre. Cela est
analogue au cas de la fission asymétrique pour laquelle les modes L=2 et
L=3 sont en compétition.
Pour avoir un aperçu plus approfondi sur la phase initiale de la formation
des fragments, nous avons analysé la réponse de petite amplitude d'un ensemble
d'événements avec les mêmes conditions initiales "macroscopiques" [Gua96a].
Premièrement, nous avons étudié la distribution radiale de matière en fonction
du temps (figure (5.3a)). Nous pouvons observer que les fragments sont formés
à la périphérie et que le centre du système est ainsi dépeuplé.
Puisque L et M sont des bons nombres propres pour la matrice RPA d'une
source sphérique, nous nous attendons à observer des modes qui ressemblent
au développement multipolaire d'ondes planes. Nous avons donc effectué une
analyse des fluctuations de densité en termes des harmoniques sphériques et nous
avons considéré l'observable suivante:
*L{k) = £ X I fdv jL{kr)YlM{Çl) Sp(r,t) 2 y (5.i)
qui n'est rien d'autre que la projection de la fonction de corrélation crp =-< 8p8p >-
sur les fonctions JL{kr)
Tout d'abord, nous avons étudié, pour une valeur de la multipolarité fixée et
pour un temps fixé, la quantité acik) en fonction de k. La figure (5.3b) montre
<T£,(fc) à 100 fm/c pour une valeur de la multiplicité {L = 5). En fait, pour
pouvoir comparer les résultats pour des valeurs différentes de L, il est préférable
d'introduire un nombre d'onde réduit défini par la relation k^ed = kjdi, où dt
est l'argument du premier maximum de la fonction de Bessel ji,(d). NOUS avons
observé que cr^k) possède un maximum qui correspond à la même valeur de
kTed quelle que soit la multipolarité considérée (entre L = 2 et L = 7): k™ejx =
0.1 fm'1. Cela montre que la structure radiale des modes instables est la même
pour les différentes valeurs de L. En effet, le maximum à kTed « 0.1 fm'1 conduit
à A = l/kred « 10 fm.
Ensuite, nous avons étudié l'évolution temporelle de ox(fc) pour le mode L =
5, Kd = 0.1 fm'1 (voir la figure (5.3d)). On observe une croissance exponentielle,
d'après laquelle est possible calculer un temps caractéristique r ?» 35 fm/c qui
est en bon accord avec le temps calculé pour un système infini.
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Figure 5.3: a) Distribution radiale de matière en fonction du temps pour une
source sphérique de 210 nucléons plongée dans la région spinodale. b) Fonction
de corrélation cr,k(fc) en fonction de krej (voir texte) pour L = 5. c) La même
quantité mais en fonction de la multipolarité L pour Jfere(j — 0.11 fm~l. d)
Evolution temporelle de C£(jfe) pour le mode le plus instable.
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Figure 5.4: Temps d'instabilité pour les différentes valeurs de L obtenus à partir
de l'analyse de la croissance exponentielle de <TL(k), comme dans la figure 5.3d.
Finalement, nous pouvons analyser, à un temps donné (100 fm/c pour la
figure), la quantité 07,(fc), prise en son maximum autour de kred = 0.1 /m" 1 ,
en fonction de la multipolarité L (figure (5.3c)). La valeur de la multipolarité
pour laquelle <7£,(&) a son maximum est L = 5 qui correspond à l'introduction
sur la surface de cinq ondulations de la densité. On observe, comme dans le cas
de la matière nucléaire infinie, une coupure ultra-violette, qui ici, à cause de la
taille finie du système apparaît comme une coupure pour les grandes valeurs de
L. Toutefois, il est possible de remarquer que la distribution de modes instables
autour du mode L = 5 est fort large, surtout si l'on tient compte du fait que
la somme sur M dans la définition (5.1) introduit un facteur de dégénérescence
(2Z/ + 1). Ceci nous indique que dans un système fini la relation de dispersion
présente une coupure pour les petites longueurs d'onde, mais que les autres modes
(entre 2 et 6) ont des temps d'instabilité très proches. Cette déduction est facile-
ment confirmée par l'étude de l'amplification exponentielle des modes instables
(voir la figure (5.4)) qui montre que la relation de dispersion en fonction de L
est relativement plate jusqu'à la coupure ultra-violette à grands L. Cette pro-
priété est clairement un effet de taille finie et peut avoir comme conséquence la
production de fragments de grande taille.
5.1.1 Les effets de taille
Dans le but d'étudier l'effet lié à la taille du système, nous avons aussi effectué
une série de calculs pour trois sources différentes avec les masses: A=40, A=100,
A=210 [Col96a]. Les trois systèmes ont été initialises à moitié de la densité
de saturation, à une température de 3 MeV et avec une vitesse auto-similaire
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maximale de 0.1 c. Dans ce cas nous nous sommes limités à calculer la projection
de la densité sur les harmoniques sphériques:
2
 y . (5.2)
M
La figure (5.5) montre l'évolution dynamique d'un événement pour chacun
des trois systèmes: le noyau de masse 40 se casse en trois fragments mais, à cause
de l'interaction, deux entre eux vont se recoller afin de former deux fragments
asymétriques; le noyau de masse 100, dans le cas que nous présentons ici, va
donner cinq fragments; le noyau de masse 210, six fragments. Nous pouvons
ainsi remarquer une certaine relation entre la masse initiale et le nombre de
fragments formés. Pour être quantitatif et s'affranchir de la limitation liée au
fait de ne regarder qu'un événement, nous avons étudié la quantité ai obtenue
en considérant 100 événements pour chaque système.
C'est ce que montre la figure (5.6). A gauche nous avons représenté ai en fonc-
tion de L à deux temps différents, t — 50 fm/c (en continu) et t = 100 fm/c (en
tireté). Il est possible de voir que les deux systèmes les plus gros sont essentielle-
ment instables par rapport à des grandes valeurs de L. Ces modes correspondent
à la formation, à partir de la source initiale diluée, de régions à haute densité avec
une distance moyenne de l'ordre de la longueur d'onde la plus instable A = 10 fm.
Dans le cas du système formé de 40 nucléons les modes instables sont L — 2 et
L = 3. Il est aussi possible de voir que pour le système de 210 nucléons les
interactions dans la voie de sortie ne jouent pas un rôle très important; en effet le
mode L = 5 est prédominant à 50 fm/c mais aussi à 100 fm/c. Par contre, dans
le cas du système de masse 100 et encore plus dans le cas du système de masse
40 l'interaction entre les fragments formés dans la phase initiale change au temps
100 fm/c le mode dominant (dans le cas A=40 de manière nette). Cela veut
dire qu'il y a un certain nombre d'événements (important pour le système plus
petit) dans lesquels deux fragments se sont collés dans la voie de sortie. Dans
ce phénomène un rôle très important est joué, comme on a déjà eu la possibilité
de voir, par la vitesse d'expansion et par la répulsion coulombienne. La partie
droite de la figure (5.6) montre l'évolution temporelle de ai pour le mode le plus
instable dans la phase initiale. On peut bien voir que la croissance exponentielle
prédite par la théorie de la réponse linéaire est claire dans le trois cas. Les temps
caractéristiques que l'on peut extraire de ces courbes sont autour de 41 fm/c pour
le système de masse 210, 47 fm/c pour le système de masse 100 et 57 fm/c pour
le système de masse 40. Ces valeurs sont en accord avec les temps prévus pour
la croissance des instabilités dans la région spinodale, la taille finie du système
réduisant peu l'instabilité. En particulier, le temps obtenu pour le noyau de 40Ca
est en accord avec des calculs R.PA avec contrainte pour un tel système [Vau86].
Nous voulons aussi faire remarquer que les caractéristiques que nous venons
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A A^lOO A=210
Figure 5.5: Evénements typiques de fragmentation pour des systèmes nucléaires
sphériques de A=40,100,210 nucléons à p — po/'2 et T = 3 MeV.
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Figure 5.6: A gauche, la variance ai en fonction de L après 50 fm/c (his-
togramme continu) et 100 fm/c (histogramme en tiret) dans le cas des noyaux
de A=40,100,210. A droite, l'évolution temporelle de <r& pour le mode le plus
instable dans chaque cas.
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de décrire sont robustes et que l'on obtient des résultats tout à fait similaires
pour une gamme large de vitesses et de moments angulaires.
5.1.2 Les effets de forme
Jusqu'à présent, nous n'avons considéré que des sources sphériques. Toutefois,
il peut être intéressant d'étudier le rôle de la forme initiale de la source sur la
topologie de la partition finale des fragments. En effet dans les dernières années,
il y a eu un fort débat sur la possibilité d'avoir de formes "exotiques", comme des
toroïdes ou des bulles, pour ce qui concerne la distribution spatiale des fragments
[Mor92, Bau92, Xu93, Bor93]. Dernièrement ces types de formes semblent peut-
être avoir été observé expérimentalement [Dur96a, Sto96].
Nous avons donc comparé les résultats obtenus pour la source sphérique de
masse 210 avec des simulations effectuées pour une source aplatie avec un rapport
d'aspect de 2:1 et ayant même masse, densité et température. Sur la figure (5.7)
l'évolution d'un de ces événements est montrée. Dans ce cas aussi, le processus
de fragmentation se passe par le développement d'instabilités spinodales, et la
formation d'un trou au centre est la seule manière permise au système pour
développer les modes les plus instables, compte tenu de sa faible taille.
Une confirmation de cette interprétation est donnée par une analyse en mul-
tipolarité analogue à celle faite pour la sphère. Dans ce cas, toutefois, on a
seulement une symétrie de révolution autour d'un axe. El faut donc étudier la
quantité
\ J ^ y (5.3)
où <f> est l'angle formé par la projection de r sur le plan de symétrie. La figure (5.8)
présente les résultats de cette analyse ainsi que, pour comparaison, les résultats
obtenus pour la sphère.
La partie à droite montre des contours de densité radiale en fonction du
temps et de la distance au centre du système calculés pour des ensembles de 100
événements. Dans les deux cas, la formation d'un trou au centre est évidente.
Dans la partie à gauche, on peut voir les quantités C?M et <j£, (définies par les
équations (5.3) et (5.2)) dans le cas du disque et de la sphère respectivement.
La prédominance des multipolarités 5 et 6, correspondant à la formation de
fragments dont la distance relative est autour de 10 fm, est une signature du
développement des instabilités spinodales. Cette signature est renforcée par
l'observation du temps de croissance du mode le plus instable qui est de 40 fm/c
en très bon accord avec le temps obtenu dans le cas de la sphère et le temps prévu
par la relation de dispersion d'un système infini.
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Figure 5.7: Simulation de la décomposition spinodale d'une source dont la forme
est un disque avec un rapport d'aspect 2:1 (en haut). Pour comparaison nous
présentons de nouveau la simulation faite pour une source sphérique (en bas).
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Figure 5.8: Comparaison des résultats obtenus de l'analyse des sources
sphériques et en forme de disque. Sont montrées: à gauche, l'évolution temporelle
de la densité en fonction de la distance au centre; au centre, l'amplitude des fluc-
tuations à t=100 fm/c en fonction de L et M; à droite, l'évolution temporelle de
l'amplitude des fluctuations pour le mode le plus instable.
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Figure 5.9: Nombre moyen de fragments en fonction du temps. Les barres
indiquent la dispersion autour de la valeur moyenne.
5.2 La distribution de masse
Contrairement à un système fermé, dans lequel les fragments restent en interac-
tion, dans un système ouvert nous avons vu que l'interaction entre les fragments
cesse d'être important après un certain temps à partir duquel la distribution de
masse (ou de charge) peut être considérée figée.
Cet effet peut être observé dans l'évolution de la multiplicité moyenne (cal-
culée sur un ensemble de 427 événements) de fragments obtenus par décomposition
spinodale de la source introduite au début du chapitre, présentée sur la figure
(5.9). Nous pouvons voir, d'abord, que 5-6 fragments sont formés après 100 fm/c,
ce qui est en accord avec les résultats précédents concernant les modes les plus
instables et les temps liés à ces modes. En suite, des phénomènes de coalescence
interviennent à cause de l'interaction entre les fragments et des battements entre
les différents modes instables, et la multiplicité moyenne diminue pour finalement
rejoindre une valeur de saturation quand la distribution est figée.
A partir de ce temps, nous pouvons étudier la distribution en charge moyennée
sur les 427 événements. Nous pouvons remarquer en cette observable (figure
(5.10), trait fin) trois caractéristiques importantes:
1. l'absence de fragments petits (Z < 4), lié au fait que les modes avec des
petites longueurs d'onde (ou des valeurs de L grandes) ne sont pas instables.
2. le plateau autour de la charge 10, qui est une signature de la présence de
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Figure 5.10: Distribution en charge des fragments obtenue avant (ligne fine)
et après (ligne épaisse) la phase de désexcitation, pour une source dont la
température initiale est de 3 MeV. Les produits de desexcitation d'un noyau de
Néon sont montrés dans l'insert.
partitions privilégiées correspondant aux modes les plus instables.
3. la présence d'une longue traîne à grandes masses provenant du battement
de différents modes, des instabilités liées à des grandes longueurs d'onde
(ou à des valeurs de L petites), des effets de coalescence dus à l'interaction
entre les fragments avant qu'ils se soient assez éloignés les uns des autres.
Ces propriétés de la distribution primaire sont robustes: nous avons obtenu des
distributions de charge tout à fait similaires pour un vaste domaine des car-
actéristiques de la source initiale. En particulier en faisant varier la température
entre 0 et 5 MeV, la vitesse d'expansion entre 0.05c et 0.25c et même en in-
troduisant un spin variant entre 0 et 100 h, les conclusions essentielles de ce
paragraphe ne changent pas.
Maintenant la question qui se pose est: les caractéristiques de la décomposition
spinodale que l'on vient de présenter sont elles affectées par la phase de désexcitation?
En effet, jusqu'à là nous n'avons parlé que de la distribution primaire. Mais
il faut tenir compte du fait que la décomposition spinodale a lieu à température
finie et que par voie de conséquence les fragments formés sont chauds. Donc nous
avons été obligés de prendre en considération l'évaporation et d'étudier plus en
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5 10 15 20 25 30
Charge Z
Figure 5.11: Distribution en charge des fragments avant (trait fin) et après (trait
épais) la phase de desexcitation pour trois valeurs différentes de la température
de la source.
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détail l'effet de la température initiale de la source sur la distribution de charge
finale.
La température des fragments est calculée à partir de l'énergie cinétique
associée au mouvement désordonné des particules appartenant au fragment, à
laquelle l'énergie associée au mouvement de Fermi (correspondant à la densité
du fragment) est soustraite. La température est ensuite obtenue en utilisant la
relation entre cette observable et l'énergie d'excitation moyennant le paramètre
densité de niveau, lui aussi dépendant de la densité. Nous avons remarqué que le
processus de formation des fragments est presque isotherme: par exemple pour
une température initiale de la source de 3 MeV les fragments sont formés avec des
températures qui varient entre 3 et 4 MeV. Nous avons donc appliqué événement
par événement un code de désexcitation aux fragments formés; en particulier,
dans les cas que nous traiterons dans ce paragraphe, nous avons applique le code
GEMINI [Cha88]. La figure (5.10) montre (trait épais) la distribution finale
en charge des fragments. Nous pouvons observer que, même si le maximum a
légèrement bougé vers des charges plus petites, un signal est encore observable.
En effet, pour les énergies d'excitation concernées dans le cas considéré, le chemin
de désexcitation d'un noyau de néon, par exemple, donne lieu à la formation d'un
résidu d'oxygène ou de carbone associé avec des alphas d'évaporation (voir l'insert
dans la figure (5.10)).
Parmi toutes les variations des paramètres de la source, il est maintenant
intéressant d'étudier comment la distribution finale va être affectée par la tempéra-
ture initiale de la source. Nous avons donc comparé les distributions en charge
pour différentes valeurs de la température. Sur la figure (5.11) nous montrons
cette comparaison pour les températures initiales de la source de 3 MeV, 5 MeV
et 8 MeV. Nous pouvons bien voir que la distribution se déplace vers les charges
plus petites en indiquant que des événements de vaporisation se produisent.
Mais le point essentiel est sûrement que pour des températures de plus en plus
hautes un éventuel signal dans la distribution de charge inclusive devient de plus
en plus faible, la distribution se rapprochant de plus en plus de celles décroissant
de façon monotone des approches statistiques.
De plus, on peut voir qu'à toutes les températures le signal est relativement
faible avec un rapport pic sur fond inférieur à 1 et qu'il suffit donc d'une légère
augmentation des fluctuations ou d'un mélange avec des événements provenant
de différentes sources pour noyer ce signal dans les distributions inclusives.
5.3 Vers des observables exclusives
Pour comparer les résultats obtenus avec des données expérimentales et trancher
entre les différents modèles, la distribution en charge donc n'est pas suffisante. Il
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Figure 5.12: Analyse des caractéristiques des trois fragments les plus gros dans
chaque événement dans le cas de la source avec une température initiale de 3 MeV.
a) Diagramme de Dalitz. b) Distribution en charge du fragment le plus gros, c)
Distribution en charge de la somme des charges des trois fragments.
nous faut trouver des critères plus exclusifs pour essayer de signer une décomposi-
tion spinodale. Nous avons donc étudié directement les partitions obtenues.
Par exemple, nous pouvons faire une analyse événement par événement des car-
actéristiques des trois plus gros fragments [Gua96a]. Dans la figure (5.12) nous
avons effectué cette analyse pour les 427 événements simulés pour la source à la
température initiale de 3 MeV. Nous avons regardé le diagramme de Dalitz, la
distribution en charge du plus gros fragment et la distribution en charge de la
somme des charges des trois fragments les plus gros.
Les diagrammes de Dalitz nous informent sur l'asymétrie en charge entre les
trois plus gros fragments de chaque événement. Dans cette représentation, chaque
événement est caractérisé par trois quantités qui sont les distances à chacun des
trois côtés d'un triangle equilateral
i = 1,2,3.
Ainsi, les événements qui se situent aux sommets du triangle correspondent à des
partitions où il n'y a qu'un fragment lourd associé à de plus petits fragments.
Les événements pour lesquels deux fragments seulement ont une taille similaire
et le troisième est plus petit se situent dans un point intermédiaire sur un des
côtés du triangle. Les événements pour lesquels les trois fragments ont une taille
similaire se situent près du centre du triangle.
Le fait de remplir, dans la figure (5.12), la région centrale du diagramme de
Dalitz est une confirmation du fait qu' il y a beaucoup de partitions avec des
fragments de masse proche. La distribution de charge du plus gros fragment
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piquée à une valeur légèrement plus basse que 20 et la distribution de la somme
des trois charges piquée autour de 45 est une indication du fait que dans le
cas considéré (température de 3 MeV relativement basse) ils restent des fortes
fluctuations en masse dues aux instabilités de petit L et au phénomène de collage.
5.4 Application de la méthode BOB au cas tridi-
mensionnel
Tous les résultats que nous avons montrés ont été obtenus avec la méthode SIM
(cf §3.3.1) dans laquelle des fluctuations, dont l'amplitude est déterminée par
la théorie de Boltzmann-Langevin, sont introduites dans les conditions initiales.
Nous avons voulu vérifier la robustesse de ces prédictions, en effectuent des sim-
ulations dans lesquelles les fluctuations ont été introduites avec une méthode
différente. Nous avons, en particulier, considéré la méthode BOB décrite au
paragraphe 3.3.2 et nous l'avons appliqué au cas tridimensionnel.
Les simulations que nous avons effectuées concernent un noyau d'or fortement
comprimé initialement puis laissé libre de se dilater. En accord avec ce qui est
| prévu par la méthode BOB, quand le système (ou une partie du système) se trouve
dans la région spinodale, chaque particule du système (ou du sous-système) subit
une force additionnelle choisie au hasard dans une distribution gaussienne de
valeur moyenne nulle et dont la variance est reliée à "DQ (cf. équation 3.15).
\ La figure (5.13) présente les résultats de l'analyse de 100 événements "générés"
de cette façon. Nous observons (à gauche) que l'évolution de la distribution
I radiale de matière montre la dilatation du système pendant les premiers 30 fm/c
suivie par la formation d'un trou au centre. Au centre de la figure, la quantité <T£,
! définie par l'équation 5.2, à 100 fm/c montre que le mode favorisé corresponde à la
I multipolarité L — 5. Finalement, à droite, l'évolution temporelle du mode L = 5
montre une croissance exponentielle avec un temps caractéristique autour de 35
fm/c. Ces caractéristiques sont identiques à celles que nous avons obtenu avec
la méthode SIM. Un deuxième test a été effectué pour la distribution en charge
des fragments obtenus à 200 fm/c. La figure (5.14) montre cette distribution en
charge pour une densité de coupure de 0.07 fm~3. Toutes les caractéristiques
obtenues avec la méthode SIM sont reproduites.
Nous pouvons donc conclure que les deux méthodes d'introduction du bruit
que nous avons utilisé sont équivalentes, dans les situations que nous sommes en
train de considérer. Dans la suite, nous avons utilisé la méthode SIM.
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Figure 5.13: Résultats obtenus pour l'analyse des sources d'or sphériques dans
lesquelles les fluctuations sont introduites avec la méthode BOB. Sont montrées:
à gauche, l'évolution temporelle de la densité en fonction de la distance au cen-
tre; au centre, l'amplitude des fluctuations à t=100 fm/c en fonction de L; à





Figure 5.14: Distribution en charge obtenue avec la méthode BOB à 200 fm/c
et pour une densité de coupure de 0.07 fm~3.
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5.5 La comparaison avec les données expérimen-
tales
Les informations sur l'éventuelle décomposition spinodale des noyaux dans la
multifragmentation sont donc à rechercher dans les partitions primaires typiques
caractérisées par une relative absence de petits fragments associée à une certaine
surabondance de fragments de taille proche. En particulier, l'analyse que nous
avons effectuée au paragraphe précédent, consistant à regarder simultanément le
diagramme de Dalitz et les distributions en charge des trois plus gros fragments,
est probablement un outil adapté à ce but, qu'il nous faut maintenant comparer
à l'expérience. Il faut remarquer que cette comparaison doit être effectuée pour
les événements provenant des collisions les plus centrales et donc du point de
vue expérimental il est très important de sélectionner ce type de collisions. Nous
avons donc considéré deux systèmes:
• le système Xe + Cu à 45 MeV par nucléon pour lequel les données expéri-
mentales de la collaboration Multics [Bru92, Bru94] semblent donner des
indications similaires à celles que nous proposons.
• le système Xe + Sn à 50 MeV par nucléon pour lequel les hautes perfor-
mances du multidétecteur Indra nous donnaient beaucoup d'espoir d'avoir
des données de très haute qualité.
5.5.1 La réaction Xe + Cu à 45 MeV par nucléon
L'intérêt pour cette réaction vint du fait que expérimentalement avait été rap-
portée la "production de trois fragments de masse presque égale" [Bru92]. En effet
les auteurs des références [Bru92, Bru94] ont effectué une étude systématique pour
les événements à trois fragments de la collision Xe + Cu à 45 MeV par nucléon.
En se basant sur des observations cinématiques, ils arrivent à sélectionner des
événements qui proviennent essentiellement des collisions les plus centrales. Les
conclusions de cette analyse expérimentale sont que dans les collisions les plus
centrales les événements de multiplicité trois sont caractérisés par une partition
privilégiée du système en fragments de taille presque égale autour de la charge
Z = 10. En effet, on peut bien observer (voir la figure (5.15)) que pour les
événements considérés la région centrale du diagramme de Dalitz est peuplée et
que la somme des charges des trois fragments Ztot se place à une valeur proche
de 36. Ces résultats sont encore plus intéressants si on considère que les auteurs
des références citées ont essayé de reproduire, sans y arriver, leur données avec
des codes de multifragmentation statistique. En particulier, ils ont utilisé deux
codes: le code de fragmentation binaire séquentielle GEMINI [Cha88] et le code
de multifragmentation simultanée de Gross [Gro90].
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Figure 5.15: résultats expérimentaux pour les événements de multiplicité 3 de
fragments de masse intermédiaire dans le cas de la réaction Xe + Cu à 45 MeV/u
[Bru92, Bru94]. A gauche, diagramme de Dalitz des trois fragments et, à droite,
distribution de la somme des charges des trois fragments.
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Figure 5.16: Comparaison [Bru94], pour ce qui concerne la somme des charges
des trois fragments, des données expérimentales avec les résultats de deux modèles
statistiques (Gemini, code de Berlin et code de Berlin dans lequel le fragments de
charge plus petite ou égale à 5 ont été "éliminés").
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Figure 5.17: Evolution de la densité dans une sphère autour du centre de masse
du système d'après un calcul de type BUU pour la réaction Xe + Cu à 45 MeV/u.
La partie en tiret indique que la dynamique dans cette région n'a pas de sens, car
les fluctuations deviennent trop importantes pour être négligées.
La source à laquelle ils ont appliqué les deux codes est celle provenant d'un
calcul BUU arrêté au moment auquel le système est thermalisé, mais il faut
aussi remarquer qu'ils ont essayé d'autres sources (en particulier d'autres énergies
d'excitation) et que le meilleur accord a été obtenu pour la source obtenue d'après
le calcul BUU. La figure (5.16) (extraite de la réf. [Bru94]) montre les résultats
de ces calculs comparés avec les données expérimentales, pour ce qui concerne la
distribution de la somme des charges des trois fragments. Il est évident que les
prédictions obtenues en couplant BUU avec GEMINI ne sont capables de repro-
duire ni la distribution de Ziot (figure (5.16b)) ni le diagramme de Dalitz [Bru94].
Cela semble indiquer qu'un mécanisme de désexcitation binaire séquentielle n'est
pas adapté pour reproduire le processus à l'origine de la production des frag-
ments. Si nous nous intéressons maintenant aux prédictions du code de Berlin,
nous observons un meilleur accord en ce qui concerne la symétrie de charges (dans
le sens que les événements peuplent essentiellement le centre du diagramme de
Dalitz [Bru94]), mais la distribution de Ztot (figure ( 5.16c)) ne ressemble pas à
la distribution expérimentale. En effet on voit l'apparition d'un deuxième maxi-
mum autour de Ztot = 15, qui provient de la détection partielle d'événements de
multiplicité grande. Le seul moyen d'obtenir pour cette observable un meilleur
accord avec les données est de supprimer de façon arbitraire dans les événements
les fragments avec Z < 5 (figure (5.16d)).
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Pour essayer de comprendre ces résultats, nous avons donc effectué des sim-
ulations pour ce système. D'abord, nous avons effectué un calcul BUU sans
fluctuations grâce à notre code TWINGO. NOUS avons pu vérifier (voir la figure
(5.17)) que le calcul prévoit que le système après approximativement 80 fm/c
rentre dans la zone spinodale. Nous avons observé à ce moment-là l'existence
d'une source unique quasi-sphérique avec les caractéristiques suivantes
A w 158
Z « 7 0
p ta 0.06 /m"3
où p est la densité moyenne de la source et /3^x est la vitesse d'expansion au-
tosimilaire maximale à R = 8.5/m. Nous avons effectué 300 simulations de la
décomposition spinodale de cette source en utilisant la méthode SIM (cf. §3.3.1).
La figure (5.18) présente la multiplicité moyenne des fragments ainsi obtenus en
fonction du temps. Comme nous l'avons déjà discuté la densité de seuil au-dessus
de laquelle une région de l'espace est considérée occupée introduit une certaine
ambiguïté sur la définition des fragments quand ils sont encore proches. Nous
avons donc regardé à quel temps des différentes coupures, utilisées pour définir
les fragments, donnent la même multiplicité. Cela est une indication que les frag-
ments sont déjà assez éloignés pour que la configuration soit figée et que nous
ayons le droit de définir la distribution en charge. En effet, nous pouvons ob-
server que les multiplicités obtenues avec les différentes coupures convergent vers
la même valeur à partir de 150 fm/c.
La figure (5.19) montre les distributions en charge des fragments primaires
à 150 fm/c pour les différentes coupures. Nous pouvons remarquer que les
différentes coupures introduisent une barre d'erreur dans la distribution (l'effet de
la coupure étant de "définir" des fragments plus ou moins grands) mais, d'autre
part, que les distributions en charge présentent toutes les caractéristiques déjà
observées précédemment: manque de petits fragments, longue traîne, maximum
autour de la charge 8-10.
Bien évidemment, les fragments formés sont encore chauds et il faut considérer
leur désexcitation. Dans ce but, nous avons utilisé le code d'évaporation SIMON
[Dur96b] développé par D.Durand, qui par rapport à GEMINI a l'avantage de
permettre de suivre les trajectoires coulombiennes de tous les fragments. Cela
était important pour pouvoir effectuer des comparaisons aussi sur des observables
cinématiques. En particulier en utilisant la procédure décrite dans les références
[Bru92, Bru94] nous avons étudié pour les événements à trois fragments:
1. - la quantité Y33 définie comme la déviation maximale des vitesses relatives
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Figure 5.18: Nombre moyen de fragments en fonction du temps pour trois
coupures différentes utilisées pour la détermination des fragments. Au temps final





Figure 5.19: Distribution en charge des fragments au temps final pour les trois
coupures considérées.
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Figure 5.20: Caractéristiques cinématiques des trois fragments: à gauche, la
corrélation entre la vitesse relative entre fragments et la variable V33 définie dans
le texte (voir équation 5.4); à droite la corrélation entre les vitesses relatives et
les angles relatifs entre les trois fragments pour les événements les plus centraux.
Expérimentalement les mêmes corrélations ont été observées.
par rapport à leur valeur moyenne
^33 =< vrd > - t ; r m jn ; (5.4)
2. - la corrélation entre l'angle relatif entre fragments et leur vitesse relative,
dans la region du diagramme de Dalitz définie par la condition Zmin/Ztot >
0.26, où Zmin est la charge la plus petite entre les trois et Ztot est la somme
des trois charges.
Dans les deux cas, l'accord est remarquable (voir figure (5.20) ), ceci étant une
indication que, d'un côté, les fragments détectés proviennent d'une source unique
et, de l'autre, que le scénario plus probable pour expliquer leur production est
celui de la multifragmentation simultanée de la source en trois fragments de masse
similaire (voir dans la figure le maximum autour d'un angle relatif de 120 degrés
et des faibles valeurs de Y33).
Nous pouvons finalement passer à la comparaison des résultats concernant les
caractéristiques des trois fragments. La figure (5.21) présente les diagrammes de
Dalitz et la distribution de Ztot dans les cas des données expérimentales et des
résultats des nos simulations. L'accord est très bon et seulement la largeur de
la distribution en Ztot est légèrement sous-estimée. Cela peut être un effet lié
aux fluctuations en taille et en température de la source initiale qui n'ont pas été
prises en compte dans les simulations.
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Figure 5.21: Comparaison des diagrammes de Dalitz et de la somme des charges
des trois fragments entre les données expérimentales (en haut) et les résultats des
nos simulations (en bas) pour la réaction Xe + Cu à 45 MeV/u.
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Figure 5.22: Comparaison des distributions en charge des trois fragments or-
donnés pour la réaction Xe + Cu à 45 MeV/u. Les points correspondent aux
données expérimentales, les histogrammes aux résultats des simulations. Les
valeurs moyennes sont aussi précisées.
La comparaison entre les données et les calculs peut être plus détaillée en
regardant à la distribution de masse des trois fragments pris séparément (voir la
figure (5.22)). Les prédictions théoriques arrivent à bien reproduire à la fois la
forme, les valeurs moyennes, les maxima des distributions expérimentales.
Cet accord entre données et simulations est donc très prometteur. Pour tirer
des conclusions définitives toutefois il faudra faire passer les résultats de nos
simulations par le filtre expérimental. Il faut néanmoins remarquer que dans les
résultats présentés ici une première sélection a été effectuée en considérant les
IMF à partir de la charge 4, car l'efficacité de détection de Multics pour le charge
3 semble être plus faible.
5.5.2 La réaction Xe + Sn à 50 MeV par nucléon
Récemment un nouveau multidétecteur très performant a été mis en service au
GANIL: il s'agit du multidétecteur Indra. Large couverture angulaire, granularité
élevée, seuils de détection faibles, bonne identification en charge sur une large
gamme d'énergie sont les qualités de ce détecteur qui permet des analyses sur des
événements dans lesquels plus de 80 % de la charge et de l'impulsion totales sont
mesurées.
Nous avons donc entrepris une étude de la réaction Xe + Sn à 50 MeV par
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Figure 5.23: Evolution de la densité dans une sphère autour du centre de masse
du système d'après un calcul de type BUU pour la réaction Xe + Sn à 50 MeV/u.
La partie en tiret indique que la dynamique dans cette region n'a pas de sens, car
les fluctuations deviennent trop importantes pour être négligées.
nucléon, pour laquelle une analyse détaillée des événements les plus centraux a
été menée par la collaboration Indra [Mar95].
Dans ce cas aussi, nous avons d'abord vérifié que le scénario de la décomposition
spinodale est applicable, en regardant l'évolution de la densité dans une sphère
autour du centre de masse du système (figure (5.23)) prédite par un calcul BUU.
Nous avons pu vérifier qu'après 130-150 fm/c le système se trouve assez pro-
fondément dans la region spinodale. A ce moment-là les caractéristiques de la
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En effectuant 100 simulations de la décomposition spinodale de cette source
nous avons obtenu la multiplicité moyenne et la distribution en charge primaire
montrées sur la figure (5.24). Nous pouvons remarquer que la multiplicité moyenne
se situe autour de 6 qui est la valeur rejointe asymptotiquement avec les différentes
coupures et que la distribution en charge a toujours les caractéristiques attendues
avec un maximum autour de la charge 8-10.
Le processus de désexcitation peut être maintenant pris en compte en appli-
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Figure 5.24: A gauche, le nombre moyen de fragments, pour des coupures
différentes, dans le cas de la source considérée pour la réaction Xe + Sn à
50 MeV/u. A droite, la distribution en charge obtenue dans le même cas avec la
coupure à 0.07/m~3.
quant événement par événement le code SIMON aux fragments primaires chauds
formés. La figure (5.25) (trait tireté) montre la distribution en charge finale
ainsi obtenue. Sur la même figure sont présentées la distribution expérimentale
(points) et la distribution qui est obtenue en effectuent sur les données "simulées"
une sélection sur le moment de Fox et Wolfram d'ordre deux [Fox78] identique à
celle utilisée dans l'expérience. Ce moment est défini événement par événement
par
m =
 W) E I*I M
if(0) = E |pi| IPil
La somme est étendue à tous les fragments de masse intermédiaire Zfmi', P» e t Pj
sont les impulsions des fragments i et j , dans le référentiel du centre de masse de
la réaction. L'angle #,•_,• est l'angle relatif entre les deux fragments. La variable
H(2) donne une mesure de la forme de l'événement et permet de sélectionner les
événements dans lesquels les particules sont distribuées isotropiquement. Dans le
cas idéal, un événement à deux sources donne une valeur de H{2) égale à 1 tandis
qu'un événement d'émission isotrope donne une valeur égale à zéro. La sélection
expérimentale a été effectuée en utilisant la condition H(2) < 0.1. Nous pouvons
remarquer (figure (5.25)) que l'effet de la sélection sur H{2) est essentiellement
d'enlever les fragments les plus gros, qui contribuent à donner une plus grande
asymétrie aux événements.
L'accord entre les données expérimentales et les calculs (voir 5.25) est bon,
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Figure 5.25: Distribution en charge associée aux événements centraux dans
la réaction Xe + Sn à 50 MeV/u. Les points correspondent aux données
expérimentales [Mar95], les histogrammes aux résultats de nos simulations avant
(en tiret) et après (en continu) avoir appliqué la même sélection sur H(2) que
dans les données expérimentales [Mar95].
la différence pour les charge entre Z=3 et Z=6 peuvant provenir de plusieurs
sources: fluctuations en température et masse de la source non prises en compte
dans les calculs mais aussi une contribution de particules de pre-équilibre dans
la région de faibles masses.
Une analyse qui a été aussi faite concerne la forme des événements, en parti-
culier s'ils sont sphériques ou plutôt aplatis. Cette analyse consiste à construire,
pour chaque événement, avec les impulsions un ellipsoïde dont les trois axes
(Ai > A2 > A3) permettent de calculer deux variables appelées sphéricité et
coplanarité définies par
La corrélation entre les deux observables permet de définir la forme. En par-
ticulier dans le cas idéal le couple (s,c) = (1,0) définit une sphère, (0,0) un
cigare et (3/4, \/3/4) un disque. La figure (5.26) montre la comparaison entre
les données et les simulations: pour les événements sélectionnés (#(2) < 0.1)
les deux donnent une forme sphérique de la source. On peut toutefois noter une
légère différence entre les données et le calcul qui pourrait indiquer un forme pas
totalement sphérique pour les événement expérimentaux.
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Figure 5.26: Comparaison entre les données expérimentales (en haut) et les
simulations (en bas) des caractéristiques liées à la forme des événements. Dans
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Figure 5.27: Comparaison des distributions en charge des trois fragments or-
donnés pour les événements centraux de la réaction Xe + Sn à 50 MeV/u. Les
points correspondent aux données expérimentales, les histogrammes (continus)
aux résultats de nos simulations. Les valeurs moyennes sont aussi précisées. Pour
comparaison les distributions obtenues avec le modèle de Gross, pour une source
avec les mêmes caractéristiques et la même énergie d'excitation, sont montrées
(histogramme en tiret).
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Figure 5.28: Comparaison des diagrammes de Dalitz et de la distribution de la
somme des charge des trois fragments les plus gros pour les événements centraux
de la réaction Xe + Sn à 50 MeV/u entre les données expérimentales, les résultats
de nos simulations (histogramme continu) et les résultats du modèle de Gross
(histogramme en tiret).
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Finalement, nous avons étudié les trois fragments les plus gros de chaque
événement. La figure (5.27) présente cette comparaison. Dans ce cas aussi les
simulations (trait continu) arrivent à bien reproduire les données (points). Il est
ici intéressant de comparer ces résultats avec ceux d'un modèle statistique. Nous
avons effectué des calculs avec le code de Berlin pour la même source utilisée
dans nos simulations. Les résultats sont montrés aussi sur la figure (5.27). Il
est clair que ce code surestime la production de petits fragments. Cet effet est
encore plus claire sur la figure (5.28) dans laquelle est montré la distribution Ztot
de la somme des trois charges les plus gros obtenue expérimentalement (points),
avec nos simulation de champ moyen stochastique (trait continue) et avec le code
de Berlin (trait tireté) aussi bien que les diagrammes de Dalitz pour les trois
cas. Même si les deux types de simulations arrivent à bien reproduire la symétrie
des charge seulement les simulations stochastiques de champ moyen arrivent à
donner la bonne allure de la distribution de Ztot- Pour améliorer l'accord entre
les prédictions d'un modèle statistique et les données il faudrait artificiellement
abaisser l'énergie d'excitation du système.
Une dernière comparaison qui a été effectuée avec les données concerne la
distribution en charge de l'énergie moyenne des fragments (voir la partie en haut
de la figure (5.29)). Nous pouvons remarquer que la forme de la distribution est
bien reproduite avec une croissance linéaire de l'énergie moyenne avec la charge
jusqu'à Z ~ 15, suivie d'une chute pour les charges les plus grandes. Cet effet très
net est dans nos simulations dû au fait que le champ moyen ralentit d'avantage les
fragments les plus gros. La reproduction de l'allure des distibutions en vitesse est
un argument en faveur du scénario de la décomposition spinodale, mais toutefois
il faut remarquer que les valeurs des énergies moyennes sont sous-estimées par
nos simulations. Ceci est sans doute due à une trop faible vitesse d'expansion de
la source considérée.
En effet, nous avons observé (voir les profiles de densité en fonction du temps
dans la partie basse de la figure (5.29)) que l'expansion des fragments est reliée
de façon non linéaire à la vitesse d'expansion auto-similaire de la source ini-
tiale. Une légère augmentation donc de cette quantité (d'ailleurs dans les barres
d'erreur de l'estimation obtenue d'après le calcul BUU) devrait améliorer l'accord
entre nos simulations et les données expérimentales sur les énergies moyennes des
fragments.
Nous venons de voir que, dans le cas des collisions centrales autour de 50
MeV/u les approches stochastiques mettant en jeu des instabilités spinodales
sont capables de bien reproduire les données expérimentales. Mais qu'en est-il
pour d'autres paramètres d'impact.
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Figure 5.29: Partie haute: Comparaison de la distribution en charge de l'énergie
moyenne entre les données expérimentales (à droite) et les résultats de nos simu-
lations (à gauche). Partie basse: Evolution temporelle du profile de densité pour
deux vitesses d'expansion différentes de la source initiale.
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5.6 Instabilités de col
Des résultats expérimentaux récents [Stu92, Lec95, Mon94, Tôk95, Lyn95, Ben95,
Luk96] ont attiré l'attention sur la possibilité d'observer la production de frag-
ments de masse intermédiaire aussi dans des collisions semi-peripheriques, pour
lesquelles le scenario d'une violente explosion nucléaire ne semble pas s'appliquer
à cause du fait que, le paramètre d'impact étant grand, la dissipation d'énergie
n'est pas suffisante. Dans cette partie nous essayerons de comprendre les mécan-
ismes responsables de ces observations, qui représentent la ligne de separation
entre les événements de transfert profondement inelastique et les événement de
multifragmentation.
En particulier, nous avons étudié la dynamique de la zone de superposition des
noyaux (couramment appelée le "col"), pour une vaste gamme d'énergies et de
paramètres d'impact, en essayant de détecter des mécanismes liés à la présence
d'instabilités (éventuellement de type spinodal). Le but étant d'observer des
comportements instables, nous avons utilisé la méthode TNT.
5.6.1 Instabilités et dynamique
Nous voulons donc étudier les collisions semi-périphériques entre ions lourds dans
lesquelles deux ou plusieurs sources primaires sont formées. Les événements bi-
naires pour des collisions non centrales à basse énergie sont simplement liés aux
effets coulombiens et de rotation qui empêchent la formation d'une source unique.
Cela se passe sur des temps assez longs. La physique de ces processus est assez
bien comprise sur la base de l'échange des nucléons entre les deux noyaux à travers
la région de superposition [Ran82, Ran87]. Dans certains cas, comme dans la fis-
sion, des instabilités de forme peuvent apparaître, conduisant à la cassure en deux
ou trois fragments.
En augmentant l'énergie, on observe d'un côté une diminutions des temps
d'interaction et de l'autre la formation, dans la région du col, de régions à haute
densité. Ces régions peuvent, dans la phase suivante d'expansion, rejoindre des
valeurs critiques de la densité et se casser en plusieurs morceaux [Ber78]. Le fait
d'atteindre des densités basses (éventuellement dans la région spinodale) peut
conduire le système à montrer des comportements typiques de la matière nucléaire
instable. En particulier, nous avons déjà vu comment, en présence d'instabilités,
les fluctuations jouent un rôle très important. En effet, l'amplification des fluc-
tuations peut conduire le système considéré vers des chemins très éloignés de
la trajectoire moyenne. Cela peut avoir comme conséquences importantes une
très forte augmentation des variances de toutes les observables associées à la
quasi-cible et au quasi-projectile par rapport à celles reliées aux fluctuations à
l'équilibre, notamment celles due à l'échange de nucléons entre les deux noyaux.
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De plus, ce processus peut être accompagné d'une émission de fragments dans la
région du col.
Un paramètre extrêmement important est le temps pendant lequel le système
reste en interaction. Si ce temps, qui dépend essentiellement du paramètre
d'impact considéré et de l'énergie du faisceau, est long par rapport aux temps
typiques de retour vers l'équilibre, nous nous attendons à observer seulement des
fluctuations d'équilibre dues à la nature stochastique de l'échange de nucléons en-
tre les deux partenaires de la réaction et/ou aux collisions entre nucléons dans un
système stable. C'est ce qui se passe pour les collisions profondément inélastiques
à basse énergie, au-dessous de 10 MeV par nucléon.
Du côté opposé, si ce temps est très court, le système n'aura pas la possibilité
de s'équiilibrer ou de développer des instabilités; dans ce cas aussi, les seules fluc-
tuations qui peuvent se manifester sont celles liées aux fluctuations statistiques
des processus dynamiques. C'est ici le cas des réactions du type participant-
spectateur pour des énergies autour de 100 MeV par nucléon.
A des énergies intermédiaires (entre 15 et 70 MeV par nucléons) nous nous
attendons à observer des phénomènes différents. Pour ces énergies, en effet, le
temps d'interaction est de l'ordre des temps de croissance des instabilités et donc
les instabilités seront amplifiées, conduisant à des grandes variances pour toutes
les observables liées aux fragments primaires de la réaction. Cela est en effet très
intéressant d'autant plus qu'assez récemment la présence de grosses variances
dans la distribution en charge du quasi-projectile et de la quasi-cible aussi bien
que l'émission de fragments de masse intermédiaire dans la région du col ont
été expérimentalement rapportés [Stu92, Lec95, Mon94, Tôk95, Lyn95, Ben95,
Luk96].
Puisque nous sommes en train d'étudier un système dans lequel les fluctua-
tions jouent un rôle très important, nous sommes obligés d'utiliser une approche
de type stochastique. Pour obtenir les résultats qui seront montrés dans la suite,
nous avons utilisé la méthode d'introduction du bruit que nous avons introduite
au paragraphe 3.3.1, la méthode TNT. Nous utilisons donc le bruit associé au
fait d'échantillonner l'espace des phases avec un nombre fini de particules test.
Nous avons utilisé dans ces calcules 50 particules test par nucléon. Ce nombre
permet d'un côté de reproduire la dynamique moyenne dans des situations sta-
bles et, de l'autre, introduit des fluctuations dont l'amplitude est de l'ordre de
grandeur prévu pour la région de densités et températures que le système est en
train d'explorer. Cette méthode doit être considérée comme très qualitative.
Toutefois il faut noter que, dans les calculs que nous avons effectués, nous
sommes intéressés à la possibilité de mettre en évidence des situations d'instabilité
et non pas de donner une description complète de la dynamique; donc l'amplitude
des fluctuations n'est pas d'importance extrême. Il est évident que, dès qu'on veut
être plus quantitatifs et, par exemple, faire des comparaisons avec des données
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expérimentales, une prise en compte plus détaillée des fluctuations à introduire est
nécessaire. Une fois les caractéristiques des instabilités déterminées, une méthode
du type BOB devrait être très bien adaptée.
5.6.2 Les résultats des simulations
Nous avons donc étudié la réaction œNi + 90Zr pour des valeurs différentes de
l'énergie du faisceau et pour un paramètre d'impact réduit b/bmax = 0.5 et la
réaction 5aNi + ssZr à 15 MeV par nucléon pour différents paramètres d'impact.
Toutes les simulations ont été effectuées avec la paramétrisation du potentiel déjà
introduite au paragraphe 3.2.
Pour étudier le développement des fluctuations, nous avons "généré" plusieurs
événements avec les mêmes conditions macroscopiques, mais un échantillonnage
différent de l'espace des phases. La figure (5.30) montre les contours de densité sur
le plan de réaction pour trois événements différents (chaque ligne correspondant
à un événement) autour du temps de séparation pour la réaction ^Ni + 90Zr à
15 Mev/u (a), 40 MeV/u (b) et 80 MeV/u (c).
Il est possible d'observer, dans les trois cas, un comportement différent dans
la région du col. A basse énergie, nous avons une réaction binaire, comme
dans les collisions profondément inélastiques. A 40 MeV/u, nous observons le
développement de différentes configurations dans la région de la superposition
correspondantes à des fortes fluctuations et la possibilité de former des fragments
dans la région du col. A haute énergie, nous avons une explosion du type "boule
de feu".
La variance de la densité
Pour effectuer une analyse plus précise, nous avons étudié les valeurs moyennes
et les variances associées à différentes observables. La figure (5.31) montre
l'évolution temporelle de la densité moyenne (cercles) et de la variance sur la
densité (carrés) définie par
calculées dans une sphère de rayon 2 fm autour du centre de masse pour la réaction
Ni + Zr à 15 MeV/u. Nous pouvons remarquer que la variance oscille avec une
tendance à grandir, surtout à partir du moment auquel le système tombe dans
la région instable (entre 220 et 300 fm/c). Cette croissance affectera les largeurs
des observables associés au quasi-projectile et à la quasi-cible, comme on verra
plus en détail dans la suite.
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Figure 5.30: Contours de densité sur le plan de réaction pour la réaction Ni+Zr
pour un paramètre d'impact réduit b/bmax = 0.5. Trois événements différents sont
montrés pour la réaction à: 15 MeV/u à t=280, 300, 320 fm/c (a); 40 MeV/u à
t=120, 140, 160 fm/c (b); 80 MeV/u à t=80, 100, 120 fm/c (c).
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Figure 5.31: Evolution temporelle de la densité (cercles) et de la variance as-
sociée (carrés) calculées pour une sphère de 2 fm dans la région de superposition,
pour la réaction Ni + Zr à 15 MeV/u.
Nous avons effectué la même analyse pour la même réaction à 40 MeV/u. La
figure (5.32) (en haut) montre l'évolution de la densité moyenne et de la variance
dans une sphère de 3 fm autour du centre de masse du système. Dans ce cas,
nous pouvons observer une croissance exponentielle de la variance à partir de 120
fm/c, associé à l'entrée du système dans la région spinodale. Pour avoir aussi une
idée du comportement des observables liées à la forme, nous avons étudié, pour la
même réaction, l'évolution du moment octupolaire de la densité, calculé le long
de l'axe d'élongation maximale en rotation. Nous avons considéré le moment
octupolaire
JV,tot
où la somme est calculée sur les Ntot particules test qui font partie du système
di-nucléaire, et Z{ et r,- sont calculés par rapport au référentiel tournant dans
lequel l'axe d'élongation maximale corresponde à l'axe z. Cette quantité est liée
aux fluctuations dans le rapport des masses des deux fragments plus gros qui
sont formés dans la réaction (voir la figure (5.30b)). La figure (5.32) montre
l'évolution de la valeur moyenne de O (cercles) et de sa variance (carrés). Nous
pouvons observer une croissance exponentielle de la variance à partir de 100-120
fm/c jusqu'à 180 fm/c, tandis qu'au même temps la valeur moyenne de O reste
presque constante.
Finalement la figure (5.33) montre l'évolution de la densité moyenne et de la
variance associée pour la réaction à 80 MeV/u. Dans ce cas bien que la densité
moyenne arrive à rentrer dans la région spinodale, la dynamique est trop rapide,
les fluctuations n'ont pas le temps de se développer et la variance n'a pas le temps
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Figure 5.32: Partie haute: Evolution temporelle de la densité (cercles) et de la
variance associée (carrés) pour la réaction Ni + Zr à 40 MeV/u. Partie basse:
Evolution temporelle du moment d'octupole de la densité (cercles) et de la vari-
ance associée (carrés) pour la même réaction.
Figure 5.33: Evolution temporelle de la densité (cercles) et de la variance as-
sociée (carrés) pour la réaction Ni + Zr à 80 MeV/u.
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de croître.
La variance de la masse
Une des caractéristiques importantes et accessibles du point de vue expérimental
des collisions semi-périphériques est la largeur des distributions en masse de la
quasi-cible et du quasi-projectile. Nous pouvons essayer de mettre en relation la
valeur de cette observable avec la présence d'instabilités.
En effet, si le système est stable, la valeur d'équilibre de la variance de la
masse, dans un modèle qui arrive à bien reproduire les données expérimentales à
basse énergie [Ran82, Ran87], est simplement reliée au nombre moyen de nucléons
échangés entre les deux partenaires de la réaction nech par la relation:
a\ = nech. (5.5)
Dans un calcul de type BUU qui utilise Npt particules test par nucléon on observe
aussi des fluctuations dues à l'échange des particules test, mais cette valeur doit
être renormalisé au nombre de particules test, c'est-à-dire que dans une situation
stable la variance est donnée par
â\ = 5=*. (5.6)
Nous avons donc comparé les valeurs de la variance obtenues sur un ensemble
d'événements en considérant les fluctuations en masse du quasi-projectile avec la
valeur obtenue en considérant la relation 5.6 (donc en calculant le nombre moyen
de nucléons échangés), opportunément remultipliée par Npt. Si nous ne sommes
pas en précence d'instabilités les deux valeurs coïncident, tandis qu'en présence
d'instabilités les deux valeurs diffèrent fortement. Le tableau 5.1 montre cette














Tableau 5.1: Variances dans la masse du quasi-projectile pour la réaction Ni +
Zr pour le paramètre réduit b/bmax = 0.5 aux différentes énergies.
Nous pouvons observer que déjà à 15 MeV/u la variance obtenue dans les
simulations est plus grande que celle prévue "à l'équilibre". Ceci est une indica-
tion que des instabilités sont déjà présentes, en accord avec les résultats obtenus
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pour l'évolution de la variance présentés au paragraphe précédent. Dans le cas
de la réaction à 40 MeV/u nous pouvons observer que la différence entre la valeur
à l'équilibre et la valeur obtenue d'après les simulations est encore plus grande.
L'effet est une croissance des variances de la masse du quasi-projectile et de la
quasi-cible et, comme nous avons vu, la possibilité de produire des fragments
dans la région du col. Finalement, à 80 MeV/u, la variance en masse converge
vers la valeur attendue à l'équilibre.
Il faut remarquer que, comme nous avons vu au paragraphe précédent, un
rôle-clef est joué par le temps d'interaction. En effet, pour les réactions à 15
et 40 MeV/u, pour lesquelles les temps d'interaction sont comparables avec le
temps de croissance des instabilités (qui, nous le rappelons, sont de l'ordre de
40-60 fm/c), le système montre la présence des instabilités, tandis que pour la
réaction à 80 MeV/n, pour laquelle le temps d'interaction est plus court que le
temps d'instabilité, le système n'arrive pas à amplifier les fluctuations.
Une analyse similaire a celle qu'on vient de montrer peut être effectuée en lais-
sant constante l'énergie de la réaction et en faisant varier le paramètre d'impact.
Dans ce cas, en effet, les collisions plus centrales induisent une plus grande dis-
sipation d'énergie et donc des temps d'interaction plus longs. Nous avons donc
considéré le système Ni-\-Ni à 15 MeV/u pour des différents paramètres d'impact.
Le tableau 5.2 montre les résultats de la comparaison des variances dans la masse

















Tableau 5.2: Variances dans la masse du quasi-projectile pour la réaction Ni +
Ni pour l'énergie E/A = 15 MeV/u à différents paramètres d'impact.
Les fluctuations d'équilibre de type statistique sont obtenues pour les collisions
les plus centrales (b=3 fm), pour lesquelles il y a fusion et pour lesquelles la vari-
ance a été calculée en considérant le nombre moyen de nucléons évaporés. Pour
les collisions semi-périphériques (b=6 et b=7 fm), nous avons l'augmentation at-
tendue de la variance. Finalement, pour les collisions les plus périphériques (b=9
fm) la variance revient à sa valeur à l'équilibre, car dans ce cas les fluctuations
n'ont pas le temps de se développer. Une remarque importante à faire est que les
variances que nous avons obtenues ne peuvent pas être confrontées aux données
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expérimentales. Pour cela un contrôle des fluctuations introduites dans la dy-
namique est nécessaire, ce qui était au-dehors des buts de ce travail, comme nous
avons déjà pu voir au début du paragraphe 5.6.
En conclusion, nous avons vu que les instabilités de champ moyen peuvent
avoir un rôle important aussi dans la dynamique des collisions semi-périphériques,
avec des effets plutôt grands sur les largeurs de toutes les observables physiques
jusqu'à la possibilité de formation de fragments primaires de masse intermédiaire
dans la région du col. La région physique pour la meilleure observation de ces






Le but de cette thèse a été double: d'un côté, il y avait le développement de
méthodes stochastiques pour l'étude réaliste (en trois dimensions) des problèmes
à N corps, de l'autre l'application de ces méthodes à la description de la multi-
fragmentation nucléaire en termes de décomposition spinodale. Finalement, nous
voulions confronter ces nouvelles théories avec l'expérience.
Pour ce qui concerne le premier point, il s'agissait de tenter d'améliorer les
approches de champ moyen à un corps, qui, bien que capables de donner des bons
résultats dans des situations "stables" dans lesquelles corrélations et fluctuations
ne jouent pas un rôle déterminant, ne peuvent pas être appliquées là où insta-
bilités, bifurcations, brisures de symétrie, chaos sont présents. Un cas typique
dans lequel fluctuations et corrélations sont essentielles est celui de la multi-
fragmentation par décomposition spinodale; dans ce cas, en effet, le passage du
système dans une région d'instabilité fait que toutes petites fluctuations peuvent
devenir déterminantes pour la dynamique. Il a été proposé [Ayi88, Ayi90, Ran90]
donc de compenser les lacunes des approches de champ moyen en introduisant
une nouvelle équation du transport stochastique, en analogie avec la descrip-
tion du mouvement brownien. Il s'agit de l'équation de Boltzmann-Langevin
dans laquelle un terme supplémentaire est ajouté à l'équation de champ moyen
de Boltzmann-Uehling-Uhlembeck. Ce terme supplémentaire, qui simule l'effet
de toutes les corrélations non prises en compte dans le terme de collision de
l'équation BUU, est considéré comme un terme stochastique qui agit comme une
force de Langevin sur la fonction de distribution à un corps / ( r ,p , i ) . En fait,
dans ce cas, nous n'avons plus à considérer une seule fonction de distribution
mais un ensemble statistique de fonctions de distribution. L'utilisation pratique
de ces approches s'était limitée, à cause des problèmes liés à la résolution exacte
de l'équation de Boltzmann-Langevin, à des cas modèles à deux dimensions.
Ce travail de thèse constitue l'une des premières applications d'un calcul de
champ moyen stochastique au cas tridimensionnel d'un noyau plongé dans la
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région d'instabilité de volume. Pour parvenir à ce but nous avons écrit ex novo
un code de type BUU très performant pour ce qui concerne rapidité et fiabilité:
le code T W I N G O (cf. §3.2). Toutefois l'introduction du terme fluctuant de
Boltzmann-Langevin n'étant pas possible à 3 dimension nous avons développé
deux approches stochastiques différentes: la première, que nous avons appelée
SIM (cf. §3.3.1), consiste à introduire des fluctuations dans les conditions ini-
tiales du système, pourvu qu'il se trouve dans la région instable; la deuxième
(BOB, §3.3.2), inspirée directement du mouvement brownien, permet de suivre
dynamiquement le système et de régler localement la présence et l'amplitude des
fluctuations. Cette deuxième méthode est bien évidemment plus puissante, car
elle peut être appliquée dans des situations plus générales; néanmoins nous avons
montré que les deux méthodes donnent les mêmes résultats, quand elles sont
utilisées dans des conditions similaires pour des sources dans la région d'instabilité
spinodale (cf. §5.4). Dans ces différentes approches, nous avons utilisé la théorie
de la réponse linéaire, afin de déterminer l'amplitude des fluctuations à introduire
dans la dynamique, en projetant le terme de bruit de la théorie de Boltzmann-
Langevin sur les modes les plus instables prédits par la théorie de la réponse
linéaire (cf. §2.10.1).
Ces théories stochastiques n'ayant jamais été employées pour décrire des tran-
sitions de phase du premier ordre, un test important que nous avons effectue
concerne la comparaison des résultats des simulations stochastiques avec ceux
d'une simulation exacte dans le cas d'un gaz classique (cf. §4.1). Nous avons
pu observer que la dynamique du processus de fragmentation montre la même
évolution dans les deux cas, même quand le système montre des fortes corrélations
à plusieurs corps. Ainsi, nous avons pu conclure que les approches stochastiques
sont bien capables de décrire la dynamique d'une transition de phase du premier
ordre.
Sur la base de ces résultats, le deuxième point, concernant l'étude de la
décomposition spinodale d'un noyau, pouvait donc être abordé. Il est connu
[Gun83] que la décomposition spinodale de systèmes classiques, comme les al-
liages binaires, pour lesquels le temps de la séparation des phases est compatible
avec l'observation expérimentale, se déroule avec des échelles temporelles et spa-
tiales typiques des interactions entre les constituants. L'idée sous-jacente à ce
travail de thèse est que dans le cas nucléaire aussi, si le scénario de la multifrag-
mentation par décomposition spinodale s'applique, il sera possible d'observer des
échelles en temps et en taille de fragments typiques des interactions nucléaires.
Ces échelles peuvent être obtenues facilement par une étude, dans le cadre d'une
approche de champ moyen, de la réponse d'un système infini à l'introduction de
fluctuations de petite amplitude. Dans le cas nucléaire, nous avons obtenu (cf.
Chap. 2) des échelles temporelles autour de 100-120 fm/c, tandis que les échelles
de longueur autour de 10 fm conduisent à prédire typiquement la formation de
fragments avec une masse proche de celle du Néon. Il faut remarquer que, du
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point de vue expérimental, des temps similaires pour la production des fragments
dans les collisions les plus centrales ont été estimés [Lou94, Dur95].
Avant de passer à l'étude d'un système nucléaire fini, nous avons voulu étudier
plus certains aspects de notre approche, importants pour l'utilisation dans un cas
réaliste:
1. - Nous avons montré (cf. §4.1) que, même dans le cas d'un système clas-
sique, la dynamique de la première phase de la fragmentation est dominée
par les modes collectifs calculés dans le cadre de la réponse linéaire ap-
pliquée à la propagation de champ moyen correspondante: les modes du
son zéro instable.
2. - Nous avons étudié l'effet de l'expansion du système sur les modes insta-
bles (cf. §4.2). Nous avons, en particulier, dérivé une relation de dispersion
approchée, valide pour un système en faible expansion, et montré que son
action sur les modes instables est limitée. En effet, nous avons conclu que
l'expansion augmente légèrement la portée effective avec laquelle la relation
de dispersion est calculée et donc augmente la longueur d'onde associée à la
coupure ultra-violette. Le système, pour des vitesses d'expansion petites,
va donc former des fragments selon les mêmes modes instables qui domi-
nent dans la matière nucléaire statique. D'autre part, pour des vitesses
d'expansion plus grandes, le système peut même ne pas avoir assez de temps
pour développer les instabilités, avant de rejoindre des densités très basses,
et peut se "vaporiser" directement. Ces résultats ont été confirmés par des
simulations effectuées pour des systèmes à deux dimensions en expansion.
3. - Nous avons étudié aussi quel est l'effet de considérer de systèmes finis
(cf. §4.3). Nous avons vu que, si d'un côté la création d'une surface a
comme conséquence d'augmenter les phénomènes de coalescence entre les
fragments, d'un autre côté, l'introduction d'une expansion et de la répulsion
coulombienne peut réduire ou même éliminer cet effet.
4. - Finalement, nous avons étudié la possibilité d'une évolution chaotique
de notre système plongé dans la région spinodale (cf. §4.4). Nous avons
démontré que, dans une dynamique de champ moyen, la première phase de
la formation de fragments par décomposition spinodale est dominée par une
amplification linéaire des modes les plus instables prédits par la théorie de la
réponse linéaire. Dans nos simulations cette première phase correspond à un
intervalle de plusieurs temps caractéristiques T; du mode le plus instable. Le
désordre commence à jouer un rôle après, quand les régions à haute densité
créées durant la première phase commencent à interagir. Il est alors évident
que si le processus de fragmentation est assez rapide, comme on l'attend
pour un système en expansion par exemple, l'espace des phases ne pourrait
pas être peuplé de façon chaotique.
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L'utilisation des méthodes stochastiques pour un système nucléaire réaliste
était à ce point-là de nos études possible. Nous avons d'abord pu vérifier (cf.
§5.1) que la décomposition spinodale d'un tel système est en accord avec la rela-
tion de dispersion de la matière nucléaire infinie. En effet, une analyse multipo-
laire permet de mettre en évidence des partitions préférentielles du système dans
lesquelles la distance moyenne entre les fragments est autour de 10 fm. De plus, le
temps de formation des fragments est compatible avec les temps caractéristiques
des modes les plus instables. Nous avons pu observer aussi que la décomposition
spinodale conduit toujours, quelle que soit la forme initiale de la source, à la
formation d'un trou au centre du système (cf. §5.1.2) et que la taille initiale joue,
comme il était prévisible, sur le nombre moyen de fragments formés (cf. §5.1.1).
La conséquence attendue de ce biais dans les chemins possibles de frag-
mentation est une distribution en charge des fragments primaires avec des car-
actéristiques particulières: essentiellement la présence d'un pic autour de la
charge 10 et le manque de petites charges. Ces caractéristiques peuvent être
seulement partiellement gardées dans le processus d'évaporation successif (cf.
§5.2) et peuvent difficilement être observées expérimentalement. C'est pour cela
qu'il est nécessaire de chercher d'autres signatures possibles du phénomène. Nous
avons proposé (§5.3) donc de regarder les caractéristiques des trois fragments les
plus gros, moyennant les diagrammes de Dalitz et les distributions en charge de
ces fragments. En effet, l'étude simultanée de ces observables permet de mettre
en évidence au même temps la symétrie en charge entre les fragments et leurs
tailles moyennes.
Finalement, nous avons effectué des simulations pour les sources obtenues
dans les cas des réactions Xe + Cu à 45 MeV/u et Xe + Sn à 50 MeV/u, pour
lesquelles une comparaison avec des données expérimentales était possible (cf.
§5.5). Nos simulations ont montré dans les deux cas un très bon accord avec
les données pour ce qui concerne les partitions des fragments, aussi bien que
pour d'autres observables cinématiques et globales. Cet accord est encore plus
intéressant quand on considère que des approches de multifragmentation statis-
tique n'arrivent pas à reproduire aussi bien les mêmes données.
Une conclusion possible est que le scénario de multifragmentation par décompo-
sition spinodale que nous proposons est applicable au moins dans les cas que nous
avons étudié. Toutefois, avant de faire des affirmations concluantes il faudra
éliminer toute ambiguïté dans les résultats expérimentaux et dans les résultats
des simulations, mais surtout il faudra qu'aucun modèle, qui ne prévoit pas le
passage du système par la région spinodale, ne soit capable de reproduire les
données.
Néanmoins, dans l'attente de ces confirmations, nous pouvons quand même
conclure et mettre l'accent sur le fait que ce modèle complètement dynamique,
suivant l'évolution du système dès la première phase de la collision jusqu'à la
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production de fragments, est capable, sans aucun paramètre ajustable, de bien
reproduire des données expérimentales de multifragmentation. Il faut remarquer
en effet que d'autre modèles, qui arrivent à réproduire des donnés expérimentales
de multifragmentation, nécessitent l'utilisation de paramètres dont la signification
physique n'est pas toujours évidente.
Ce travail ouvre la voie à des nouveaux développements théoriques, car il a
démontré le pouvoir prédictif des approches stochastiques, quant au traitement
du problème à N corps, y compris dans le cas de la transition de phase. La pour-
suite de ce travail nécessite une étude plus systématique des réactions en fonction
de l'énergie de faisceau et des systèmes, pour pouvoir évaluer l'évolution des sig-
natures proposées. Un travail de recherche, par exemple sur les corrélations, est
aussi nécessaire pour pouvoir proposer d'autre observables accessibles expérimen-
talement. Et finalement une étude sur d'autres type d'instabilités, comme les in-
stabilités de col, dont nous avons présenté ici une analyse qualitative (cf. §5.6), les
instabilités de surface, les instabilités coulombiennes, . . . , devra être entreprise.
A plus longs termes, les équations de champ moyen quantiques stochastiques,
c'est-à-dire des extensions stochastiques de TDHF ou TDHFB, semblent être
l'évolution souhaitable de l'approche semi-classique que nous avons utilisé. En
effet, elles semblent non seulement éviter un certain nombre de difficultés nu-
mériques des approches semi-classiques, liées par exemple au traitement du terme
de collisions, mais surtout elles permettent de traiter des caractéristiques essen-
tielles des nucléons dans les noyaux telles la délocalisation de la fonction d'onde,
les effets de couches, éventuellement les effets de pairing, etc. qui pourraient avoir
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Résumé
Une perspective qui s'est ouverte pour la physique nucléaire dans les dernières
années, avec la mise en évidence de phénomènes tels que la muttifragmentation ou la
vaporisation, est la possibilité d'observer une transition de phase dans la matière
nucléaire. Une explication proposée de la multifragmentation est la décomposition
spinodale: le passage du système à travers une zone du diagramme des phases, la
région spinodale, dans laquelle la matière nucléaire n'est plus stable. Ce mémoire traite
ce processus dans le cadre théorique d'une approche de champ moyen stochastique.
Nous avons montré que ce type d'approche, dans laquelle la fonction de distribution à un
corps peut avoir une évolution aléatoire, est capable de bien décrire des phénomènes
dans lesquels corrélations et fluctuations jouent un rôle important, comme dans le cas
d'une transition de phase du premier ordre. Dans le cadre d'une approche de champ
moyen stochastique, nous avons montré que la production de fragments par
décomposition spinodale est caractérisée par des temps typiques (de l'ordre d'une
centaine de fnVc) et par des tailles typiques (autour de la masse du Néon). Nous avons
montré que ces caractéristiques sont assez robustes et qu'elles ne sont pas affectées de
façon importante par une éventuelle expansion du système ou par la taille finie des
noyaux. Nous avons proposé de chercher de telles caractéristiques dans les partitions
des fragments les plus gros. L'étude et la comparaison avec les données
expérimentales, effectuées pour les réactions Xe + Cu à 45 MeV/A et Xe + Sn à 50
MeV/A, ont montrés un très bon accord qui est d'autant plus remarquable que les
théories que nous avons développées ne contiennent aucun paramètre ajustable. Ces
résultats constituent une indication forte sur la possibilité d'observer une décomposition
spinodale dans les noyaux.
Abstract
In the last decade nuclear physics research has found, with the observation of
phenomena such as multifragmentation or vaporization, the possibility to get a deeper
insight into the nuclear matter phase diagram. For example, a spinodal decomposition
scenario has been proposed to explain the multifragmentation: because of the initial
compression, the system may enter a region, the spinodal zone, in which the nuclear
matter is no longer stable, and so any fluctation leads to the formation of fragments. This
thesis deals with spinodal decomposition within the theoretical framework of stochastic
mean field approaches, in which the one-body density function may experience a
stochastic evolution. We have shown that these approaches are able to describe
phenomena, such as first order phase transitions, in which fluctuations and many-body
correlations play an important role. In the framework of stochastic mean-field approaches
we have shown that the fragment production by spinodal decomposition is characterized
by typical time scales of the order of 100 fm/c and by typical size scales around the Neon
mass. We have also shown that these features are robust and that they are not affected
significantly by a possible expansion of the system or by the finite size of nuclei. We have
proposed as a signature of the spinodal decomposition some typical partition of the
largest fragments. The study and the comparison with experimental data, performed for
the reactions Xe + Cu at 45 MeV/A and Xe + Sn at 50 MeV/A, have shown a remarkable
agreement. Moreover we would like to stress that the theory does not contain any
adjustable parameter. These results seem to give a strong indication of the possibility to
observe a spinodal decomposition of nuclei.
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