To weaken the disturbances of multi-variable and reveal the real situation, it is proved that the essence of the weakening buffer operator (abbreviated as WBO) can weaken the disturbance of one variable. According to this, the multi-variable weakening buffer operator is put forward.
Introduction
Forecasting the future values of time series data plays a very important role in our research.
Superior forecasting ability is an important characteristic of successful managers in complex and uncertain environments. With the rapid developments of science and technology, managers can better understand the future situation and make right strategies and plans by getting more information in advance. Thus, some forecasting methods have been developed, for example, moving
The conclusions of this work are discussed in Section 5.
The essence of a variable WBO
With the changes of economic development, the historical data tends to deviate from the current situations. Grey buffer operator can weaken these disturbances and reveal the real situation.
Its definition is as follows.
GM(1,1) model with the WBO
Definition [13] Given a raw data sequence X (0) = {x (0) (1),
) (n)d}, where
D is a first order WBO.
The sequence {x , k = 2, 3, · · · , n. [11, 20] . The least squares estimate of a and b can be obtained by
The prediction expression of GM(1,1) model can be obtained asx
Assume that A ∈ C n×n , δA ∈ C n×n , b ∈ C n , δb ∈ C n , vector norm · and matrix norm · are tolerant. If a matrix norm · followed A −1 δA < 1, then the solutions of linear system equations AX = b and (A + δA)(X + δx) = b + δb satisfy Then the relative perturbation bound of the parameter estimation is larger while the more recent data is perturbed.
Proof. Since
. . .
. .
Similarly, if it happens that disturbancex (0) (r) = x (0) (r)+ r , r = 3, 4, · · · , n, we obtain L r and T r . It is easy to find that L r and T r from So the relative perturbation bound of the parameter estimation (
an increasing function of r, that is to say, the relative perturbation bound of parameter estimation is larger, while the more recent data is perturbed and the perturbation of each data is equable.
The essence of WBO can attach more importance to the more recent data. Attaching more importance to the more recent data is likely to have better forecasting performance, which is consistent with the priority theory of new information in grey system theory. According to the essence of WBO, the multi-variable weakening buffer operator is put forward.
Multi-variable weakening buffer operator
The sequence 
from the regression model given by
where β 0 , β 1 , β 2 , · · · , β m are the regression parameters, Eq. (2) is called as multi-variable weakening buffer operator. The ordinary least squares estimators of the parameters are
The flow chart of the multi-variable weakening buffer operator model is shown in Fig. 1 . Proof. Since
Similarly, if it happens that disturbancex i (n − 1) = x i (n − 1) + i (i = 1, 2, · · · , m),ŷ(n − 1) = y(n − 1) + 0 , we obtain L n−1 = δX m1 = ( If the perturbation of per period data is equable, the relative perturbation bound of the parameter estimation is larger while the more recent data is perturbed. It means that the role of new information on cognition is better than the old information, that is to say the impact of data far from the prediction point on future prediction is gradually weakened or even nonexistent, while the data close to the prediction point will have a significant impact on prediction. It also means that this method gives new information more weight. As can be seen, L r+1 − L r and T r+1 − T r mean the change of relative perturbation bound, when L r+1 − L r and T r+1 − T r are larger, the relative perturbation bound changed greatly, the difference between the weight of r + 1th data and the weight of rth data is larger. The size of L r+1 − L r and T r+1 − T r is determined by the size of sample n, if n is smaller, then L r+1 − L r and T r+1 − T r are larger; if n is larger, then L r+1 − L r and T r+1 − T r are smaller. That is to say, when n is small, the difference between the weight of old data and the weight of new data is more obvious; when n is large, the difference is not obvious, it
If it happens that disturbancex
can not highlight the role of WBO. So Eq. (2) is suitable for the small-data-set problems.
Experimentation results
In this section, to testify the proposed model, three criteria are used to evaluate the forecasting precision. They are mean absolute percentage error (MAPE = 100%
Case 1: Energy demand forecasting in China [10] We consider an example from paper [10] Table 1 . The fitting and prediction results of four models are plotted in Fig.2 . As can be seen from Table 1 , the multi-variable weakening buffer operator provides the lowest errors. This implies that the multi-variable weakening buffer operator can improve the prediction accuracy of the other models.
Case 2: Construction land demand forecasting example in Kunming [18] We consider an example from paper [18] . The same sample is applied here to compare the precision. Actual values and fitting values of three compared models are presented in Table 2 . The fitting and prediction results of three models are plotted in Fig.3 .
As can be seen from Table 2 , from a short-term forecasting viewpoint, multi-variable WBO has We consider an example from paper [21] Table 3 . The fitting and prediction results of three models are plotted in Fig.4 . As can be seen from Table 3 , from a short-term forecasting viewpoint, the multi-variable WBO has better forecasting performance than the other models, it indicates that the multi-variable WBO can obtain accurate forecasting.
Case 4: The freight volume forecasting example in Handan city [12] We consider an example from paper [12] which provides the sample data. In 2009, the gov- Table 4 . The fitting and prediction results of three models are plotted in As can be seen from Table 4 and Fig.5 , from a short-term forecasting viewpoint, the multivariable WBO can effectively reduce the forecasting errors, which means that the multi-variable WBO reaches the objective of accurate forecasting.
Conclusion
As to the prediction, the most recent data is likely to carry more information than the older data. Therefore, the multi-variable WBO is constructed with preference for recent data, the prediction results must be very accurate. From the real cases shown above, it is found that the multi-variable WBO always has a better forecasting performance than the conventional GM (1, 1) model and multivariate regression model. In this sense, it is suggested that it would be better to use the multi-variable WBO for practical small sample problems.
