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Abstract
For the almost Mathieu operator (Hλ,α,θu)n = un+1+un−1+2λ cos 2π(θ+nα)un, Avila
and Jitomirskaya guess that for a.e. θ, Hλ,α,θ satisfies Anderson localization if |λ| > eβ,
and they establish this for |λ| > e 169 β. In the present paper, we extend their result to
regime |λ| > e 32β.
1 Introduction
The almost Mathieu operator (AMO) is the (discrete) quasi-periodic Schro¨dinger oper-
ator on ℓ2(Z):
(Hλ,α,θu)n = un+1 + un−1 + λv(θ + nα)un, with v(θ) = 2 cos 2πθ, (1.1)
where λ is the coupling, α is the frequency, and θ is the phase.
Hλ,α,θ is a tight binding model for the Hamiltonian of an electron in a one-dimensional
lattice or in a two-dimensional lattice, subjecting to a perpendicular (uniform) magnetic
field (through a Landau gauge)[12], [18]. This model also describes a square lattice with
anisotropic nearest neighbor coupling and isotropic next nearest neighbor coupling, or anisotropic
coupling to the nearest neighbors and next nearest neighbors on a triangular lattice [4], [20].
For more applications in physics, we refer the reader to [16] and the references therein.
Besides its relations to some fundamental problems in physics, the AMO itself is also
fascinating because of its remarkable richness of the related spectral theory. In Barry Si-
mon’s list of Schro¨dinger operator problems for the twenty-first century [19], there are three
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problems about the AMO. The spectral theory of AMO has attracted many authors, for ex-
ample, Avila-Jitomirskaya[1], [2], Avila-Krikorian[3], Bourgain[6],[7], Jitomirskaya-Simon
[15] and so on.
Anderson localization (i.e., only pure point spectrum with exponentially decaying eigen-
functions) is not only meaningful in physics, but also relates to some problems of the quasi-
periodic Schro¨dinger operator, such as the reducibility of cocycles via Aubry duality [11]
and the Ten Martini Problem (Cantor spectrum conjecture) [1].
For α ∈ Q, it is easy to verify that Hλ,α,θ has no eigenvalues, let alone Anderson local-
ization. Thus, in the present paper, we always assume α ∈ R\Q.
For simplicity, we say Hλ,α,θ satisfies AL if for a.e. phase θ, Hλ,α,θ satisfies Anderson
localization.
Avila and Jitomirskaya guess that Hλ,α,θ satisfies AL for |λ| > eβ (Remark 9.2, [1]),
where
β = β(α) = lim sup
n→∞
ln qn+1
qn
, (1.2)
and pnqn is the continued fraction approximants to α. One usually calls set {α ∈ R\Q| β(α) > 0}
exponential regime and set {α ∈ R\Q| β(α) = 0} sub-exponential regime.
This guess is optimal in some way. On the one hand, for every α there is a generic set
of θ for which there is no eigenvalues [15]. On the other hand, if |λ| ≤ eβ, for every θ, Hλ,α,θ
has no localized eigenfunctions (i.e., exponentially decaying eigenfunctions) [10].
In [8], Bourgain and Jitomirskaya prove that Hλ,α,θ satisfies AL if α ∈ DC1 and |λ| > 1.
Avila and Jitomirskaya obtain that Hλ,α,θ satisfies AL if β(α) = 0 and |λ| > 1 [2]. In fact, Avila
and Jitomirskaya’s analysis also suggests that Hλ,α,θ satisfies AL if |λ| > eCβ, where C is a
large absolute constant (after carefully checking their proof ). In [1], Avila and Jitomirskaya
give a definite quantitative description of the constant C and get C = 169 . In the present paper,
we extend to regime |λ| > e 3β2 , i.e., the following theorem.
Theorem 1.1. (Main Theorem) Let α ∈ R\Q be such that β = β(α) < ∞, then for almost
every phase θ, Hλ,α,θ satisfies Anderson localization if |λ| > e 32β.
Here we would like to talk about some histories of the investigation to Anderson local-
ization in more details. To state the problem more simply, we sometimes drop the parameters
dependence, such as λ, α, θ and so on.
1We say α ∈ R\Q satisfies a Diophantine condition DC(κ, τ) with κ > 0 and τ > 0, if
|qα − p| > κ|q|−τ for any (p, q) ∈ Z2, q , 0.
Let DC = ∪κ>0,τ>0DC(κ, τ). We say α satisfies Diophantine condition, if α ∈ DC. Notice that β(α) = 0 for
α ∈ DC.
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Let H = Hλ,α,θ. Define HI = RIHRI , where RI = coordinate restriction to I = [x1, x2] ⊂
Z, and denote by GI = (HI−E)−1 the associated Green function, if HI−E is invertible. Denote
by GI(x, y) the matrix elements of Green function GI. Note that GI depends on λ, α, θ, E.
It is easy to check if the Green function GI(θ) satisfies
|GI(θ)(m, n)| < e−c|m−n| for |m − n| > |I|/5, (1.3)
where c > 0 and |I| = b−a+1 for I = [a, b], then Anderson localization holds. Unfortunately,
(1.3) does not hold in general.
Nevertheless, Bourgain proves that (1.3) holds for I = [0, N] except for θ in a small
exceptional set. A typical statement would be the following
||G[0,N](θ)|| < N1−δ (1.4)
and
|G[0,N](θ)(m, n)| < e−c|m−n| if |m − n| > N/5 (1.5)
for all θ outside a set of measure < e−Nσ if |λ| > 1. Here δ, σ are some positive constants.
Via Bourgain’s careful arguments, he proves that for a full Lebesgue measure subset of Dio-
phantine frequencies, Hλ,α,θ satisfies AL if |λ| > 1. See Bourgain’s book [7] for details.
In [8], Bourgain and Jitomirskaya develop another subtle way to set up sharp estimate
of Green function. We recall the main idea. For any k > 0, they success to look for a interval
I = [x1, x2] ⊂ Z with k ∈ I and dist(k, xi) > |I|/5, such that
|GI(xi, k)| < e−c|k−xi | for some c > 0. (1.6)
Then Anderson localization follows from (1.6) in a well known manner–block resolvent
expansion (see [6] for example). As a result, they display AL for Hλ,α,θ if α ∈ DC and
|λ| > 1. Their discussion strongly relies on the cosine potential. Concretely, their methods
can only apply to quasi-periodic Schro¨dinger operator (1.1) with v = 2 cos 2πθ. How to
apply to general potential v is still open.
Following the program of Bourgain-Jitomirskaya in [8], Avila and Jitomirskaya esti-
mate the Green function more finely [2]. In addition using Lemma 2.3 below technically,
Avila and Jitomirskaya obtain that Hλ,α,θ satisfies AL for β(α) = 0 and |λ| > 1. Furthermore,
in another paper[1], they distinguish k resonance and non-resonance respectively to look for
interval I such that (1.6) holds. Together with some results in [2],[8], they prove that AL
holds if |λ| > e 16β9 .
We investigate the Anderson localization as the program of Avila and Jitomirskaya in
[1]. If k is non-resonant, Avila and Jitomirskaya’s analysis is optimal, thus we use directly
(Theorem 2.2). In the present paper, we focus our attention on the resonant k, and carry on
more subtle computation in estimating Green function.
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The present paper is organized as follows:
In §2, we give some preliminary notions and facts which are taken from other authors,
such as Avila-Jitomirskaya [1], Bourgain[7] and so on. In §3, we set up the regularity of res-
onant y if |λ| > e
3β
2
. In §4, we give the proof of Main theorem by block resolvent expansion.
2 Preliminaries and some known results
It is well known that Anderson localization for a self-adjoint operator H on ℓ2(Z) is
equivalent to the following statements.
Assume φ is an extended state, i.e.,
Hφ = Eφ with E ∈ Σ(H) and |φ(k)| ≤ (1 + |k|)C , (2.1)
where Σ(H) is the spectrum of self-adjoint operator H. Then there exists some constant c > 0
such that
|φ(k)| < e−c|k| for k → ∞. (2.2)
The above statements can be proved by Gelfand-Maurin Theorem. See [5] for the proof
of continuous-time Schro¨dinger operator. The proof of discrete Schro¨dinger operator is sim-
ilar, see [17] for example.
We will actually prove a slightly more precise version of Theorem 1.1. Let
R1 = {θ : | sin π(2θ + kα)| ≤ k−2 holds for infinitely many k, k ∈ Z}, (2.3)
and R2 = {θ : ∃s ∈ Z such that 2θ + sα ∈ Z}. Clearly, R = R1 ∪ R2 has zero Lebesgue
measure.
Theorem 2.1. Let α ∈ R\Q be such that β = β(α) < ∞, then Hλ,α,θ satisfies Anderson
localization if θ < R and |λ| > e 3β2 .
If α satisfies β(α) = 0, Theorem 2.1 has been proved by Avila-Jitomirskaya in [1] and
[2]. Thus in the present paper, we fix α ∈ R\Q such that 0 < β(α) < ∞. Unless stated
otherwise, we always assume λ > e 32β ( for λ < −e 32β, notice that Hλ,α,θ = H−λ,α,θ+ 12 ), θ < R
and E ∈ Σλ,α2. Since this does not change any of the statements, sometimes the dependence
of parameters E, λ, α, θ will be ignored in the following.
Given an extended state φ of Hλ,α,θ, without loss of generality assume φ(0) = 1. Our
objective is to prove that there exists some c > 0 such that
|φ(k)| < e−c|k| for k → ∞.
2 The spectrum of operator Hλ,α,θ does not depend on θ, denoted by Σλ,α. Indeed, shift is an unitary operator
on ℓ2(Z), thus Σλ,α,θ = Σλ,α,θ+α, where Σλ,α,θ is the spectrum of Hλ,α,θ. By the minimality of θ 7→ θ + α and
continuity of spectrum Σλ,α,θ with respect to θ, the statement follows.
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Let us denote
Pk(θ) = det(R[0,k−1](Hλ,α,θ − E)R[0,k−1]).
Following [14], Pk(θ) is an even function of θ+ 12(k− 1)α and can be written as a polynomial
of degree k in cos 2π(θ + 12(k − 1)α) :
Pk(θ) =
k∑
j=0
c j cos j 2π(θ + 12(k − 1)α) , Qk(cos 2π(θ +
1
2
(k − 1)α)). (2.4)
Let Ak,r = {θ ∈ R | Qk(cos 2πθ)| ≤ e(k+1)r} with k ∈ N and r > 0.
Lemma 2.1. (p.16, [1]) The following inequality holds
lim
k→∞
sup
θ∈R
1
k ln |Pk(θ)| ≤ ln λ. (2.5)
By Cramer’s rule (p. 15, [7]) for given x1 and x2 = x1 + k − 1, with y ∈ I = [x1, x2] ⊂ Z,
one has
|GI(x1, y)| =
∣∣∣∣∣
Px2−y(θ + (y + 1)α)
Pk(θ + x1α)
∣∣∣∣∣ , (2.6)
|GI(y, x2)| =
∣∣∣∣∣
Py−x1 (θ + x1α)
Pk(θ + x1α)
∣∣∣∣∣ . (2.7)
By Lemma 2.1, the numerators in (2.6) and (2.7) can be bounded uniformly with respect to
θ. Namely, for any ε > 0,
|Pn(θ)| ≤ e(ln λ+ε)n (2.8)
for n large enough.
Definition 2.1. Fix t > 0. A point y ∈ Z will be called (t, k)-regular if there exists an interval
[x1, x2] containing y, where x2 = x1 + k − 1, such that
|G[x1 ,x2](y, xi)| < e−t|y−xi | and |y − xi| ≥
1
5k for i = 1, 2; (2.9)
otherwise, y will be called (t, k)-singular.
It is easy to check that (p. 61, [7])
φ(x) = −G[x1 ,x2](x1, x)φ(x1 − 1) −G[x1 ,x2](x, x2)φ(x2 + 1), (2.10)
where x ∈ I = [x1, x2] ⊂ Z. Our strategy is to establish the (t, k(y))-regular for every large y,
then localized property is easy to obtain by (2.10) and the block resolvent expansion.
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Definition 2.2. We say that the set {θ1, · · · , θk+1} is ǫ-uniform if
max
x∈[−1,1]
max
i=1,··· ,k+1
k+1∏
j=1, j,i
|x − cos 2πθ j|
| cos 2πθi − cos 2πθ j|
< ekǫ . (2.11)
Lemma 2.2. (Lemma 9.3 , [1]) Suppose {θ1, · · · , θk+1} is ǫ1-uniform. Then there exists some
θi in set {θ1, · · · , θk+1} such that θi < Ak,ln λ−ǫ if ǫ > ǫ1 and k is sufficiently large.
Assume without loss of generality that y > 0. Define bn = q8/9n , where qn is given by
(1.2), and find n such that bn ≤ y < bn+1. We will distinguish two cases:
(i) |y − ℓqn| ≤ bn for some ℓ ≥ 1, called resonance.
(ii) |y − ℓqn| > bn for all ℓ ≥ 0, called non-resonance.
For the non-resonant y, Avila and Jitomirskaya have established the regularity for y,
which is optimal. We give the theorem directly.
Theorem 2.2. (Lemma 9.4, [1]) Assume θ < R, λ > eβ and y is non-resonant. Let s ∈
N be the largest number such that sqn−1 ≤ dist(y, {ℓqn}ℓ≥0), then ∀ε > 0, y is (ln λ +
9 ln(sqn−1/qn)/qn−1 − ε, 2sqn−1 − 1)-regular if n is large enough (or equivalently y is large
enough). In particular, y is (ln λ − β − ε, 2sqn−1 − 1)-regular.
Lemma 2.3. (Lemma 9.8, [1]) Let m ∈ N be such that m < qr+110qn , where r ≥ n. Given a
integer sequence |mk| ≤ m − 1, k = 1, · · · , qn, let 1 ≤ k0 ≤ qn be such that
| sin π(x + (k0 + mk0qr)α)| = min1≤k≤qn | sinπ(x + (k + mkqr)α)|, (2.12)
then
∣∣∣∣∣∣∣∣∣
qn∑
k=1
k,k0
ln | sinπ(x + (k + mkqr)α)| + (qn − 1) ln 2
∣∣∣∣∣∣∣∣∣
< C ln qn +C(∆n + (m− 1)∆r)qn ln qn, (2.13)
where ∆n = |qnα − pn|.
3 Regularity for resonant y
In this section, we mainly concern the regularity for resonant y. If bn ≤ y < bn+1 is
resonant, by the definition of resonance, there exists some positive integer ℓ with 1 ≤ ℓ ≤
q8/9
n+1/qn such that |y − ℓqn| ≤ bn. Fix the positive integer ℓ and set I1, I2 ⊂ Z as follows
I1 = [−[
2
3
qn], [
2
3
qn] − 2],
I2 = [(ℓ − 1)qn + [23qn] − 1, (ℓ + 1)qn − [
2
3
qn] − 1],
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and let θ j = θ + jα for j ∈ I1 ∪ I2. The set {θ j} j∈I1∪I2 consists of 2qn elements.
Note that, below, we replace I = [x1, x2]∩Z with I = [x1, x2] for simplicity, and assume
ε > 0 is sufficiently small.
We will use the following three steps to establish regularity for y. Step 1: We set up
the β2 + ε-uniformity of {θ j} where θ j = θ + jα and j ranges through I1 ∪ I2. By Lemma 2.2,
there exists some j0 with j0 ∈ I1 ∪ I2 such that θ j0 < A2qn−1,ln λ− β2−2ε. Step 2: We show that
∀ j ∈ I1, θ j ∈ A2qn−1,ln λ− β2−2ε if λ > e
3
2β
. Thus there exists θ j0 < A2qn−1,ln λ− β2−2ε for some j0 ∈ I2.
Step 3: We establish the regularity for y.
Remark 3.1. In [1], Avila and Jitormirskaya construct I1 = [−[58 qn], [58qn] − 1], I2 = [(ℓ −
1)qn+ [58 qn], (ℓ+1)qn − [58qn]−1] and set θ j = θ+ jα for j ∈ I1 ∪ I2. They use the above three
steps to establish the regularity of y. More precisely, firstly, they establish the β2+ε-uniformity
of {θ j} and there exists θ j0 < A2qn−1,ln λ− β2−2ε for some j0 ∈ I1 ∪ I2. Secondly, they prove that
∀ j ∈ I1, θ j ∈ A2qn−1,ln λ− β2−2ε and thus there exists θ j0 < A2qn−1,ln λ− β2−2ε for some j0 ∈ I2, if
λ > e
16
9 β
. Thirdly, they set up the regularity of y. In the present paper, we reconstruct I1 and
I2, and show that the three steps also hold.
Recall that
∀1 ≤ k < qn+1, ‖kα‖R/Z ≥ ∆n, (3.1)
and
1
2qn+1
≤ ∆n ≤
1
qn+1
, (3.2)
where ||x||R/Z = min j∈Z |x − j|.
Step 1: We establish the (β2 + ε)-uniformity for {θ j} j∈I1∪I2 .
In Lemma 2.3, let r = n and m = ℓ ≤ q8/9
n+1/qn, one has
(∆n + (m − 1)∆r)qn = ℓ∆nqn ≤ C,
since ∆n ≤ 1qn+1 by (3.2). Moreover, we obtain the following lemma.
Lemma 3.1. Given a integer sequence |mk| ≤ ℓ − 1, k = 1, · · · , qn, let 1 ≤ k0 ≤ qn be such
that
| sin π(x + (k0 + mk0qn)α)| = min1≤k≤qn | sinπ(x + (k + mkqn)α)|, (3.3)
then
− (qn − 1) ln 2 −C ln qn ≤
qn∑
k=1
k,k0
ln | sin π(x + (k + mkqn)α)| ≤ −(qn − 1) ln 2 +C ln qn. (3.4)
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Theorem 3.1. ∀ ε > 0, the set {θ j} j∈I1∪I2 is (β2 + ε)-uniform for θ < R and sufficiently large
n.
Proof: Let
I′1 = [−[
2
3
qn],−[
2
3
qn] + qn − 1]
and
I′2 = [−[
2
3
qn] + qn, [
2
3
qn] − 2] ∪ [(ℓ − 1)qn + [23qn] − 1, (ℓ + 1)qn − [
2
3
qn] − 1].
Clearly, both {θ j} j∈I′1 and {θ j} j∈I′2 consist of qn elements, and I
′
1 ∪ I
′
2 = I1 ∪ I2. In (2.11), let
x = cos 2πa, k = 2qn − 1 and take the logarithm. Thus in order to prove the theorem, it
suffices to show that for any a ∈ R and i ∈ I′1 ∪ I′2,
ln
∏
j∈I′1∪I′2, j,i
| cos 2πa − cos 2πθ j|
| cos 2πθi − cos 2πθ j|
=
∑
j∈I′1∪I′2 , j,i
ln | cos 2πa − cos 2πθ j| −
∑
j∈I′1∪I′2, j,i
ln | cos 2πθi − cos 2πθ j|
< (2qn − 1)(β2 + ε). (3.5)
Without loss of generality assume i ∈ I′1. We estimate
∑
j∈I′1∪I′2 , j,i ln | cos 2πa − cos 2πθ j|
first.
Clearly,
∑
j∈I′1∪I′2 , j,i
ln | cos 2πa − cos 2πθ j|
=
∑
j∈I′1∪I′2, j,i
ln | sinπ(a + θ j)| +
∑
j∈I′1∪I′2, j,i
ln | sinπ(a − θ j)| + (2qn − 1) ln 2
= Σ+ + Σ− + (2qn − 1) ln 2, (3.6)
where
Σ+ =
∑
j∈I′1∪I′2, j,i
ln | sinπ(a + θ + jα)|, (3.7)
and
Σ− =
∑
j∈I′1∪I′2, j,i
ln | sinπ(a − θ − jα)|. (3.8)
Write Σ+ as the following form:
Σ+ =
∑
j∈I′1, j,i
ln | sinπ(a + θ + jα)| +
∑
j∈I′2
ln | sinπ(a + θ + jα)|. (3.9)
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We will estimate
∑
j∈I′1, j,i ln | sinπ(a + θ + jα)| and
∑
j∈I′2 ln | sinπ(a + θ + jα)| respectively.
On the one hand,
∑
j∈I′1, j,i
ln | sin π(a + θ + jα)|
=
∑
j∈I′1
ln | sin π(a + θ + jα)| − ln | sinπ(a + θ + iα)|
=
qn∑
k=1
ln | sinπ(x + kα)| − ln | sinπ(a + θ + iα)|
=
qn∑
k=1,k,k0
ln | sinπ(x + kα)| + ln | sin π(x + k0α)| − ln | sinπ(a + θ + iα)|,
where x = a+ θ − ([23qn]+ 1)α and k0 satisfies | sin π(x + k0α)| = min1≤k≤qn | sinπ(x + kα)|. In
Lemma 3.1, let mk = 0, k = 1, 2, · · ·qn, by the second equality of (3.4), one has
qn∑
k=1,k,k0
ln | sinπ(x + kα)| ≤ −(qn − 1) ln 2 + C ln qn.
Since ln | sin π(x + k0α)| ≤ ln | sinπ(a + θ + iα)| (by the minimality of k0), we have
∑
j∈I′1, j,i
ln | sin π(a + θ + jα)| ≤ −(qn − 1) ln 2 +C ln qn. (3.10)
On the other hand,
∑
j∈I′2
ln | sin π(a + θ + jα)|
=
qn∑
k=1
ln | sin π(x + (k + mk)α)|
=
qn∑
k=1,k,k0
ln | sinπ(x + (k + mk)α)| + ln | sin π(x + (k0 + mk0)α)|,
where x = a + θ + (−[23 qn] + qn − 1)α, mk = 0 for 1 ≤ k ≤ 2[23qn] − qn − 1 and mk = ℓ − 1 for
2[23qn]−qn ≤ k ≤ qn, and k0 satisfies | sinπ(x+ (k0 +mk0α)| = min1≤k≤qn | sin π(x+ (k+mk)α)|.
By the second equality of (3.4) again, one has
qn∑
k=1,k,k0
ln | sin π(x + (k + mk)α)| ≤ −(qn − 1) ln 2 +C ln qn.
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In addition ln | sin π(x + (k0 + mk0α)| ≤ 0, one has
∑
j∈I′2
ln | sinπ(a + θ + jα)| ≤ −(qn − 1) ln 2 +C ln qn. (3.11)
Putting (3.9), (3.10) and (3.11) together, we have
Σ+ ≤ −2qn ln 2 + C ln qn. (3.12)
We are now in the position to estimate Σ−. In order to avoid repetition, we omit some
details. Similarly, Σ− consists of 2 terms of the form as (3.4), plus two terms of the form
mink=1,...,qn ln | sin π(x+(k+mkqn)α)|, where mk ∈ {0, (ℓ−1)}, k = 1, · · · , qn, minus ln | sin π(a−
θi)|. Following the estimate of Σ+,
Σ− ≤ −2qn ln 2 + C ln qn. (3.13)
Putting (3.12) and (3.13) into (3.6), we obtain
∑
j∈I1∪I2 j,i
ln | cos 2πa − cos 2πθ j| ≤ −2qn ln 2 + C ln qn. (3.14)
The estimate of ∑ j∈I′1∪I′2, j,i ln | cos 2πθi − cos 2πθ j| require a bit more work.
It is easy to see that
∑
j∈I′1∪I′2, j,i
ln | cos 2πθi − cos 2πθ j|
= Σ
′
+
+ Σ
′
− + (2qn − 1) ln 2, (3.15)
where
Σ
′
+
=
∑
j∈I1∪I2, j,i
ln | sinπ(2θ + (i + j)α)|, (3.16)
and
Σ
′
− =
∑
j∈I1∪I2 , j,i
ln | sin π(i − j)α|. (3.17)
Firstly, we estimate Σ′
+
. Similarly, Σ′
+
consists of 2 terms of the form as (3.4), plus two
terms of the form mink=1,...,qn ln | sin π(x+(k+mkqn)α)|, where mk ∈ {0, (ℓ−1)}, k = 1, · · · , qn,
minus ln | sin 2π(θ + iα)|.
Following the above arguments and using the first inequality of (3.4), we obtain
Σ
′
+
> −2qn ln 2 −C ln qn + 2 minj,i∈I1∪I2
ln | sinπ(2θ + ( j + i)α)|. (3.18)
Thus it is enough to estimate the last term in (3.18). By the hypothesis θ < R, one has
min
j,i∈[−2qn ,2qn−1]
| sinπ(2θ + ( j + i)α)| > 1
16q2n
for large n. (3.19)
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If k ∈ I2, let ℓk = ℓ − 1 and k′ = k − ℓkqn; if k ∈ I1, let ℓk = 0 and k′ = k, then i′, j′ ∈
[−2qn, 2qn − 1]. Recall that ∆n ≤ 1qn+1 . It is easy to verify |ℓk∆n| <
1
q5n
for n large enough since
β(α) > 0. Combining with (3.19), we have for any i, j ∈ I1 ∪ I2,
| sin π(2θ + ( j + i)α)|
= | sin π(2θ + ( j′ + i′)α) cos π(ℓi + ℓ j)∆n ± cos π(2θ + ( j′ + i′)α) sin π(ℓi + ℓ j)∆n|
>
1
100q2n
(3.20)
(the ± depending on the sign of qnα − pn).
Thus, by (3.18) and (3.20),
Σ
′
+
> −2qn ln 2 − C ln qn. (3.21)
Similarly, Σ′− consists of 2 terms of the form as (3.4) plus the minimum term ( because
min j∈I′1 | sinπ(i − j)α| = 0, then
∑
j∈I′1, j,i ln | sinπ(i − j)α| is exactly of the form (3.4) ). It
follows that
Σ
′
− > −2qn ln 2 −C ln qn + minj∈I1∪I2 , j,i
ln | sin π(( j − i)α)|. (3.22)
We are now in the position to estimate the last term in (3.22). Notice that for any i ∈ I1 ∪ I2,
there is only one ˜i ∈ I1 ∪ I2 such that |i − ˜i| = qn or ℓqn. It is easy to check
ln | sinπ(i − ˜i)α| ≥ min{ln | sin πqnα|, ln | sinπℓqnα|} > − ln qn+1 −C, (3.23)
since ∆n ≥ 12qn+1 . If j , i, ˜i and j ∈ I1 ∪ I2, then j − i = r + m′jqn with 1 ≤ |r| < qn and
|m′j| ≤ ℓ + 2. Thus by (3.1) and (3.2),
||rα||R/Z ≥ ∆n−1 ≥
1
2qn
and
min
j∈I1∪I2 j,i,˜i
ln | sinπ( j − i)α| > ln(||rα||R/Z − (ℓ + 2)∆n) − C
> − ln qn − C, (3.24)
since (ℓ + 2)∆n < 110qn for n large enough.
By (3.23) and (3.24), one has
min
j∈I1∪I2 j,i
ln | sinπ( j − i)α| > − ln qn+1 − C ln qn. (3.25)
By the definition β = lim supn→∞
ln qn+1
qn
, (3.22) becomes
Σ
′
− > −2qn ln 2 − ln qn+1 − C ln qn
> −2qn ln 2 − (β + ε)qn − C ln qn, (3.26)
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for large n.
By (3.15), (3.21) and (3.26),
∑
j∈I′1∪I′2 , j,i
ln | cos 2πθi − cos 2πθ j| > −2qn ln 2 − (β + ε)qn −C ln qn. (3.27)
Together with (3.14), we obtain
∑
j∈I′1∪I′2, j,i
ln | cos 2πa − cos 2πθ j| − ln | cos 2πθi − cos 2πθ j| < (β + ε)qn +C ln qn.
This implies
max
x∈[−1,1]
max
i=1,··· ,k+1
k+1∏
j=1, j,i
|x − cos 2πθ j|
| cos 2πθi − cos 2πθ j|
< e(2qn−1)(
β
2+ε)
for large enough n. 
In Lemma 2.2, let k = 2qn − 1, ǫ1 = β2 + ε and ǫ =
β
2 + 2ε. Clearly, ǫ1 < ǫ. Thus for any
ε > 0, there exists some j0 ∈ I1 ∪ I2 such that θ j0 < A2qn−1,ln λ− β2−2ε for n large enough.
Step 2: We will show that θ j ∈ A2qn−1,ln λ− β2−2ε for all j ∈ I1.
Lemma 3.2. ∀ε > 0, suppose k ∈ [−2qn, 2qn] and d = dist(k, {mqn}m≥0) ≥ qn4 , then for
sufficiently large n
|φ(k)| < exp(−(L − ε)d). (3.28)
Proof: We will use block resolvent expansion to prove this lemma. For any ε0 > 0,
by hypothesis k ∈ [−2qn, 2qn], there exists some m ∈ {−2,−1, 0, 1} such that mqn ≤ k ≤
(m + 1)qn. ∀y ∈ [mqn + ε0qn + 1, (m + 1)qn − ε0qn − 1], apply Theorem 2.2 with ε = ε0, then
sqn−1 ≥ 12dist(y, {mqn}m≥0) ≥ ε0qn2 and
ln λ + 9 ln(sqn−1/qn)/qn−1 − ε0 ≥ ln λ + 9ln(ε0/2)qn−1 − ε0 ≥ ln λ − 2ε0,
for large n. Moreover, there exists an interval I(y) = [x1, x2] ⊂ [(m − 1)qn, (m + 2)qn] such
that y ∈ I(y) and
dist(y, ∂I(y)) ≥ 15 |I(y)| =
2sqn−1 − 1
5 >
qn−1
3 (3.29)
and
|GI(y)(y, xi)| < e−(L−2ε0)|y−xi |, i = 1, 2, (3.30)
where ∂I(y) is the boundary of the interval I(y), i.e.,{x1, x2}, and recall that |I(y)| is the number
of I(y), i.e., |I(y)| = x2 − x1 + 1. For z ∈ ∂I(y), let z′ be the neighbor of z, (i.e., |z− z′| = 1) not
belonging to I(y).
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If x2 +1 < (m+1)qn − ε0qn or x1 −1 > mqn+ ε0qn, we can expand φ(x2+1) or φ(x1 −1)
as (2.10). We can continue this process until we arrive to z such that z+ 1 ≥ (m+ 1)qn − ε0qn
or z − 1 ≤ mqn + ε0qn, or the iterating number reaches [ 3dqn−1 ]. Thus, by (2.10)
φ(k) =
∑
s;zi+1∈∂I(z′i )
GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1), (3.31)
where in each term of the summation one has mqn + ε0qn + 1 < zi < (m + 1)qn − ε0qn − 1,
i = 1, · · · , s, and either zs+1 < [mqn + ε0qn + 2, (m + 1)qn − ε0qn − 2], s + 1 < [ 3dqn−1 ]; or
s + 1 = [ 3dqn−1 ].
If zs+1 < [mqn + ε0qn + 2, (m + 1)qn − ε0qn − 2], s + 1 < [ 3dqn−1 ], by (3.30),
|GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1)|
< e−(ln λ−2ε0)(|k−z1 |+
∑s
i=1 |z
′
i−zi+1 |)qCn
< e−(ln λ−2ε0)(|k−zs+1 |−(s+1))qCn < e
−(ln λ−2ε0)(d−ε0qn−4− 3dqn−1 )qCn , (3.32)
since |φ(z′
s+1)| ≤ (1 + |z′s+1|)C ≤ qCn . If s + 1 = [ 3dqn−1 ], using (3.29) and (3.30), we obtain
|GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1)| < e
−(ln λ−2ε0) qn−13 [ 3dqn−1 ]qCn . (3.33)
Finally, notice that the total number of terms in (3.31) is at most 2[ 3dqn−1 ] and d ≥ qn4 .
Combining with (3.32) and (3.33), we obtain
|φ(k)| < e−(ln λ−3ε0−8ε0 ln λ)d
for large n. By the arbitrariness of ε0, we complete the proof of the lemma.
Remark 3.2. Under the hypothesis of Lemma 3.2, Avila and Jitomirskaya only prove that
|φ(k)| < exp(−(ln λ − ε)d2 ). We give the refined version.
Theorem 3.2. ∀ε > 0 and for any b ∈ [−53 qn,−13qn] ∩ Z, we have θ + (b + qn − 1)α ∈
A2qn−1,2 ln λ/3+ε if n is large enough, i.e., for all j ∈ I1, θ j ∈ A2qn−1,2 ln λ/3+ε.
Proof: Let b1 = b − 1 and b2 = b + 2qn − 1. For any ε0 > 0, applying Lemma 3.2 (let
ε = ε0), one obtains that for i = 1, 2,
|φ(bi)| ≤

e−(ln λ−ε0)(2qn+b), −5qn3 ≤ b ≤ −
3qn
2 ;
e−(ln λ−ε0)|qn+b|, −3qn2 < b < −
qn
2 and |b + qn| >
1
4qn;
e(ln λ−ε0)b, −qn2 ≤ b ≤ −
qn
3 .
In (2.10), let I = [b, b + 2qn − 2] and x = 0, we get for n large enough,
max(|GI(0, b)|, |GI(0, b+2qn −2)|) ≥

e(ln λ−2ε0)(2qn+b), −5qn3 ≤ b ≤ −
3qn
2 ;
e(ln λ−2ε0)|qn+b|, −3qn2 < b < −
qn
2 and |b + qn| >
1
4qn;
e−(ln λ−2ε0)b, −qn2 ≤ b ≤ −
qn
3 ;
e−ε0qn , |b + qn| ≤ 14qn,
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since φ(0) = 1 and |φ(k)| ≤ (1 + |k|)C .
Let ε = ε0 in (2.5), and let I = [b, b + 2qn − 2], y = 0, k = 2qn − 1 in (2.6) and (2.7).
After careful computation, we obtain
|Q2qn−1(cos 2π(θ + (b + qn − 1)α)|
= |P2qn−1(θ + bα)|
≤ min{|GI(0, b)|−1e(ln λ+ε0)(b+2qn−2), |GI(0, b + 2qn − 2)|−1e−(ln λ+ε0)b}
≤ e(2qn−1)(2 ln λ/3+8ε0).
By the arbitrariness of ε0, we finish the proof. 
Since ln λ > 3β2 ,
2 ln λ
3 < ln λ −
β
2 . In Step 1 and Step 2 if let ε be so small that
2 ln λ
3 + ε <
ln λ − β2 − 2ε, i.e., ε <
1
9(ln λ − 32β), we have θ j ∈ A2qn−1,ln λ− β2−2ε for all j ∈ I1. This implies
there exists some j0 ∈ I2 such that θ j0 < A2qn−1,ln λ− β2−2ε if ε <
1
9 (ln λ − 32β).
Step 3: Establish the regularity for y.
Theorem 3.3. For any ε > 0 such that t = (ln λ − 3β2 − ε) > 0, y is (t, 2qn − 1)-regular for
large enough n.
Proof: According to the previous two steps, there exists some θ j0 < A2qn−1,ln λ− β2−2ε0 for
j0 ∈ I2 if ε0 < 112 (ln λ − 32β). Set I = [ j0 − qn + 1, j0 + qn − 1] = [x1, x2]. In (2.5), let ε = ε0,
combining with (2.6) and (2.7), it is easy to verify
|GI(y, xi)| < e(ln λ+ε0)(2qn−2−|y−xi |)−2qn(ln λ−
β
2−2ε0).
By a simple computation |y − xi| ≥ (23 − 1q1/9n )qn, then
|GI(y, xi)| < e−|y−xi |(ln λ−
3β
2 −12ε0),
for large enough n. This implies y is (ln λ − 3β2 − 12ε0, 2qn − 1)-regular if ε0 < 112(ln λ − 32β).
For any ε > 0 such that t = (ln λ − 3β2 − ε) > 0, select ε0 small enough so that ln λ − 3β2 − ε <
ln λ − 3β2 − 12ε0. Then y is (t, 2qn − 1)-regular for n large enough.
4 The proof of Theorem 2.1
Now that the regularity for y is established, we will use block resolvent expansion again
to prove Theorem 2.1.
Proof of Theorem 2.1.
Give some k with k > qn and n large enough. ∀y ∈ [q
8
9
n , 2k], let ε = ε0 in Theorem 2.2
and 3.3, then there exists an interval I(y) = [x1, x2] ⊂ [−4k, 4k] with y ∈ I(y) such that
dist(y, ∂I(y)) > 15 |I(y)| ≥ min {
2sqn−1 − 1
5 ,
2qn − 1
5 }
≥
1
3
qn−1 (4.1)
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and
|GI(y)(y, xi)| < e−(ln λ− 32β−ε0)|y−xi |, i = 1, 2. (4.2)
As in the proof of Lemma 3.2, denote by ∂I(y) the boundary of the interval I(y). For z ∈ ∂I(y),
let z′ be the neighbor of z, (i.e., |z − z′| = 1) not belonging to I(y).
If x2 + 1 < 2k or x1 − 1 > bn = q
8
9
n , we can expand φ(x2 + 1) or φ(x1 − 1) as (2.10).
We can continue this process until we arrive to z such that z + 1 ≥ 2k or z − 1 ≤ bn, or the
iterating number reaches [ 3kqn−1 ].
By (2.10),
φ(k) =
∑
s;zi+1∈∂I(z′i )
GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1), (4.3)
where in each term of the summation we have bn + 1 < zi < 2k − 1, i = 1, · · · , s, and either
zs+1 < [bn + 2, 2k − 2], s + 1 < [ 3kqn−1 ]; or s + 1 = [
3k
qn−1
].
If zs+1 < [bn + 2, 2k − 2], s + 1 < [ 3kqn−1 ], by (4.2), one has
|GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1)|
≤ e−(ln λ−
3
2β−ε0)(|k−z1 |+
∑s
i=1 |z
′
i−zi+1 |)kC
≤ e−(ln λ−
3
2β−ε0)(|k−zs+1 |−(s+1))kC
≤ max{e
−(ln λ− 32β−ε0)(k−bn−4− 3kqn−1 )kC , e−(ln λ−
3
2β−ε0)(2k−k−4− 3kqn−1 )kC}. (4.4)
If s + 1 = [ 3kqn−1 ], using (4.1) and (4.2), we obtain
|GI(k)(k, z1)GI(z′1)(z′1, z2) · · ·GI(z′s)(z′s, zs+1)φ(z′s+1)| ≤ e
−(ln λ− 32β−ε0)
qn−1
3 [ 3kqn−1 ]kC . (4.5)
Finally, notice that the total number of terms in (4.3) is at most 2[ 3kqn−1 ]. Combining with
(4.4) and (4.5), we obtain
|φ(k)| ≤ e−(ln λ− 32β−2ε0−ε0 ln λ)k (4.6)
for large enough n (or equivalently large enough k ). By the arbitrariness of ε0, we have for
any ε > 0,
|φ(k)| ≤ e−(ln λ− 32β−ε)k for k large enough. (4.7)
For k < 0, the proof is similar. Thus for any ε > 0,
|φ(k)| ≤ e−(ln λ− 32β−ε)|k| if |k| is large enough. (4.8)
We finish the proof of Theorem 2.1.
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Corollary 4.1. Suppose λ > e 32β and θ < R. If a solution ΨE(k) satisfies Hλ,α,θΨE = EΨE
with ΨE(k) ≤ (1 + |k|)C and E ∈ Σλ,α, then the following holds:
lim sup
|k|→∞
ln(Ψ2E(k) + Ψ2E(k + 1))
2|k| ≤ −(ln λ − 3β/2). (4.9)
In particular, for β(α) = 0
lim
|k|→∞
ln(Ψ2E(k) + Ψ2E(k + 1))
2|k| = − ln λ. (4.10)
Proof: If β(α) > 0, ∀ε > 0, by (4.8),
|ΨE(k)| < e(ln λ−3β/2−ε)|k| for |k| large enough.
This implies
lim sup
|k|→∞
ln(Ψ2E(k) + Ψ2E(k + 1))
2|k| ≤ −(ln λ − 3β/2) if β > 0. (4.11)
If β(α) = 0, following [1] or [2], k is (t, ℓ(k))-regular for large |k|, with t = ln λ − ε. By
the method of block resolvent expansion as above, we can obtain
|ΨE(k)| < e−(ln λ−ε)|k| if k is large enough,
thus
lim sup
|k|→∞
ln(Ψ2E(k) + Ψ2E(k + 1))
2|k| ≤ − ln λ. (4.12)
By (4.11) and (4.12), we obtain (4.9).
By Furman’s uniquely ergodic Theorem (Corollary 2 in [9] )
lim inf
|k|→∞
ln(Ψ2E(k) + Ψ2E(k + 1))
2|k| ≥ − ln λ. (4.13)
The last two inequalities imply (4.10).
Remark 4.1. In [13], Jitomirskaya proves (4.10) for α ∈ DC, we extend his result to all α
with β(α) = 0.
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