Abstract-Driven by the potential application to wireless communications, intensive research efforts have been made on the study of various selective combining (SC) schemes in the past decade. Nevertheless, regardless of its practical importance, performance analysis of multi-branch SC over spatially correlated fading channels is not available in literature except for the simplest case of dual diversity. The major difficulty lies in the fact that SC has its root in the theory of order statistics, and yet systematic methodology has been developed mainly for order statistics obtained from an independent population. In this paper, we formulate the problem in a very general framework, whereby a general solution is derived. The application of the new solution to SC with different modulation schemes and operational environments is elaborated. The fading environments to be addressed include correlated Nakagami, Rayleigh, and Rician channels. Numerical examples are also presented to illustrate the use of the theory.
I. INTRODUCTION

S
ELECTION combining (SC) is considered to be the most appropriate means to combat multipath fading for wireless communications due to its ease of implementation [1] . This potential application has stimulated research interest in SC in recent years, resulting in a large number of publications. The analytical foundation for SC is the theory of order statistics. The latter has been well developed under the assumption of independent identically distributed (i.i.d.), or at least independent population. SC with independent Rayleigh branches was thoroughly treated in [2] - [5] whereas its counterpart for Nakagami fading was tackled in [6] - [8] . Furthermore, the availability of the joint distribution function of order statistics [10] under the independent assumption makes it possible to investigate a hy- brid scheme called generalized selective combining (GSC) [11] , [12] . On the contrary, the analysis of SC with correlated branches is not as encouraging. The only statistical results of relevance to SC are the bivariate Rayleigh probability density functions (pdfs) due to Miller [14] and its counterpart for Nakagami fading due to Nakagami [20] . Accordingly, current research on correlated SC is focused on dual diversity. Most efforts made in the past aimed to simplify the calculation in one way or another. Series representation is a common way for an integral. Tan and Beaulieu [9] take this direction, expressing the joint Nakagami cumulative distribution function (cdf) of the dual-SC inputs as an infinite series of the product of a pair of incomplete gamma functions. Okui [15] and Fedele et al. [19] directly work on the SC output, yielding an expression for the SC output pdf in terms of a generalized Marcum -function; starting from that, Fedele et al. [19] further obtain the error performance of -ary DPSK with dual SC over correlated Nakagami channels. A different approach is taken by Simon and Alouini [16] . For Rayleigh fading, they represent the bivariate Rayleigh cdf in the form of a single integral with finite limits via the first-order Marcum -function. For Nakagami fading, they determine the output pdf of dual SC over correlated Nakagami channels through integration rather than differentiation, leading to simpler expressions. The restriction is that the fading parameter must be an integer. All these methods stand on their own merit, providing solutions to scenarios where they are applicable and making their own contribution to the progress in the SC research. Other relevant work on dual SC over correlated Rayleigh channels includes [17] and [18] .
The purpose of this paper is therefore to provide a general solution to this problem. We begin with the formulation of the problem in Section II, followed by the derivation of the pdf of the instantaneous SNR at the SC output in Section III. This pdf is then employed in Section IV to determine a general expression for the error performance of multi-branch SC. Application of this formula to different modulation schemes and fading environments will lead to various useful expressions, as shown in Sections V and VI. Numerical examples are presented in Section VII to illustrate the theory. Section VIII finishes the paper with concluding remarks. (1) where and represent the amplitude and phase of the transmitted signal, respectively. The effect of multipath propagation is described by the random channel gain , whose pdf completely specifies the channel characteristics. The additive noise is assumed to be a zero-mean white complex Gaussian process with single-sided spectral density . Symbolically, we can write
The noise components at different branches are mutually independent. Given the channel gains, the decoding problem reduces to a decision on a deterministic signal in additive white Gaussian noise (AWGN). The conditional error probability so obtained depends only on the instantaneous SNR at the combiner's output. The instantaneous SNR at branch is given by
The SC will choose the branch with maximum instantaneous SNR for a symbol decision; the output SNR is thus equal to (4) We denote the conditional error rate as to emphasize its dependence on . After averaging over the pdf of , we can express the average error probability as (5) The pdf of is related to its cumulative distribution function (cdf) by (6) The key is now to determine .
III. DETERMINATION OF
stands for the probability of the intersection of all the events . For independent branches, this probability can be easily obtained since it is simply equal to the product of the probabilities for individual events . To determine the probability of the intersection of in a correlated multi-branch environment, however, the joint pdf of must be specified. Although under some special case, the joint pdf of correlated can be expressed as an infinite series in terms of Laguerre polynomial [27] , general solutions are not available.
We take a different approach. Recall that the joint pdf is the multiple Fourier transform of its characteristic function. It is therefore natural to start with the multiple characteristic function (CF) of SNRs, which is defined by (7) where and are variables in the transform domain. Subsequently, we will also use the vector form for brevity. The CF method is further justified by the fact that for most problems in diversity reception, the joint CF is relatively easy to determine, as illustrated in later sections.
A. The Joint CDF
We will directly determine the joint cumulative distribution of the 's from the joint CF, avoiding the unnecessary intermediate step of determining the joint pdf of the instantaneous SNRs. Given the fact that the instantaneous SNRs, 's, are always nonnegative, we can simply express the their joint CF as [23, pp. 140-141 ] (8) which allows us to obtain the CF of by simply setting . It follows that (9) Observe that only the second factor in the integrand depends on whereas the first factor does not. This feature will be helpful in simplifying the pdf of .
B. The PDF of
By differentiating (9), we can write the pdf of as (10) where the function is defined by (11) To simplify , we first express (12) where is a binary sequence whose elements assume the value of zero or one. We then take the derivative of the above expression and insert the result into (11), yielding (13) This expression, when substituted into (10), provides an expression for the pdf of .
IV. ERROR PROBABILITY
Insert (10) into (5) to determine the error probability yielding (14) with (15) This is the basic formula for the error performance evaluation. Depending on the particular application, the error probability can be bit error rate or symbol error rate and is consistent with the conditional error probability . Note that in (14) the integrand is decomposed into two factors. The first factor is the CF, dependent solely on the channel characteristics. The second is the weighting function ; it depends solely on the modulation scheme. Such a decomposition makes the analysis simple and systematic. For a given modulation scheme operating over a specified environment, what we need is to determine these two factors and then substitute them into (14) to obtain the error probability. We therefore address these two factors separately in what follows.
V. THE WEIGHTING FUNCTION
The function varies with the modulation scheme to be used. We thus derive its expression for various signaling schemes in order.
A. Binary DPSK and NBFSK
For binary DPSK or noncoherent FSK (NFSK), it is well known that (16) where the constant for DPSK and for NFSK. It follows from inserting (16) into (15) that (17) To demonstrate the use of the formula, we explicitly express for the cases and , ending up with
respectively. These explicit expressions are relatively easy to use in numerical calculation.
B. DQPSK
The bit error rate of differential QPSK (DQPSK) with Gray coding is given by [16] (20)
where , and
Inserting (20) into (15) yields (22) where (23) Here, we put the subscript in the weighting function to indicate that the error probability so obtained is the bit error rate. By inserting shown above and the CF for a given operational environment into (14) , the error performance can be determined.
C. -DPSK
The conditional symbol error rate of -ary DPSK is given by [16] (24) where (25) Combining (24) with (15), we obtain (26) where (27) The subscript in the weighting function is used to indicate that the error probability so obtained is the symbol error rate. It follows that (28)
VI. THE CF
The CF depends on the channel environment and is independent of the modulation scheme. We will briefly summarize for various fading environments commonly encountered in practice.
A. Nakagami-Fading
Denote (29)
For Nakagami-fading, the joint CF is given by [21] (30) where the fading parameter can take on any positive real value from 0.5 to infinity, and the symmetrical matrix is related to the branch covariance matrix by [21] (31) where is the th entry of the matrix . Smaller values of correspond to more severe fading; and corresponds to the case of Rayleigh fading. The expected value of can be determined from through the relation
This relation is useful in computer numerical analysis for control of the average SNR at a specified branch.
B. Rician Channels
Refer to (1) and define such that the instantaneous SNR equals . Denote the L-by-1 vector
where the superscript stands for transposition. For correlated Rician channels, follows the complex Gaussian distribution: . The mean vector physically represents the direct-path component, whereas the signal strengths of the diffused components are specified by the diagonal elements of the covariance matrix . As such, the Rician factor at the th branch is given by with and denoting the th and th elements of and , respectively. It is straightforward to obtain the joint CF as shown by (34) with the dagger denoting the complex (Hermitian) transposition.
C. Rayleigh Fading
Correlated Rayleigh fading can be treated either as a special case of correlated Nakagami fading with or as a special case of correlated Rician fading with . The results are given by (35) (36) respectively.
VII. NUMERICAL RESULTS
Before proceeding further, let us examine the general formula given in (14) by considering an order-2 selection combiner with binary DPSK operating over independent Rayleigh channels. Denote the average SNRs at the two branches by and , respectively. By inserting (18) into (14), reorganizing and noting from (36) that (37) it follows that the bit error rate equals (38)
Since the integrand has only two simple poles on the upper halfplane, we can use the residue theorem to obtain (39) which is exactly the same as the well-known result [4, p. 462] , indicating that our formula includes the classical one as a special case.
In general, however, the calculation of in (14) relies on numerical methods. The behavior of the integrand is important to numerical calculation. Typical behavior of the integrand for an order-2 selection combiner is shown in Fig.  1 . The integrand is a function of two variables, and . Plotted in Fig. 1 is the integrand as a function of variable for . Obviously, the integrand assumes a large value only in the neighborhood of the origin. As increases, the integrand approaches zero rapidly. Although not shown here, its dependence on is similar. We can therefore choose finite integration limits for numerical calculation. For a given operational environment, it is wise to observe the behavior of the integrand before the choice of appropriate integration limits. The limits we used in the following calculation are for each dimension.
We suggest the use of Gaussian quadrature integration for numerical evaluation, which is based on interpolation using higher order Legendre polynomials. The abscissas and weight factors of various orders have been tabulated in [25] and widely used in diverse disciplines. We partitioned each dimension into a number of subintervals, with denser partition in the neighborhood of the origin. When using Matlab for computation, the CPU time can be reduced by one to two orders of magnitude if the programs are written in vector forms. Therefore, it is strongly recommended that the first two-fold integral be written in vector form. To this end, the product of and is considered to be a kernel function and is expressed as a matrix. This can be done by appropriately defining various column vectors and expressing them as outer products. The matrix so obtained is then left-and right-multiplied by the vector formed by the abscissas. In so doing, it only takes about 1 min on a Pentium II to calculate a threefold integral and about 35 min to calculate a fourfold integral. We next illustrate how to apply the new formula to various fading environments.
A. Correlated Nakagami Channels
Consider a selection combiner of order-3 operating in a correlated Nakagami environment with branch covariance matrix (40) where denotes the average SNR at branch 1. The average SNRs at the remaining branches are equal to and , respectively. It is easy to determine the correlation coefficients among the three branches, as given by
We are interested in the dependence of the bit error performance on the fading parameter. Let us consider the order-2 selection combiner consisting of the first two branches. We use the first 2-by-2 submatrix on the top right of (40) to calculate the CF in (30), and then insert the resulting CF and (18) into (14) to obtain the bit error probability. The calculation involves twofold integration. We partition each dimension into 10 subintervals. Smaller subinterval width is used for and close to the origin and the subinterval width is gradually increased as and increase. For each subinterval, we use the method of Gaussian quadrature for integration with order equal to 20 [25] . When using a Pentium II personal computer, each SNR point needs about 10 s if only the first integral is written in vector form. If we organize the two-fold integral in vector form instead, then CPU time reduces to the order of one second. The bit error performance with as a parameter is shown in Fig. 2 . Note that in this and all the subsequent figures, the horizontal axis represents the average SNR in decibels observed at branch 1.
The values we used were and . The case corresponds to Rayleigh fading. It is observed that as increases, the bit error performance improves. This is what we expect since larger implies less severe fading. Although the dual-branch SC was previously studied by many authors, the new formula puts no constraint on the fading parameter allowing it to assume any real number not less than 0.5. We further study the order-3 diversity system with covariance matrix shown in (40). The procedure is similar to what we described above. We substitute (40), (30), and (19) into (14) . Again, partition each dimension into 10 subintervals and for each subinterval, the method of Gaussian quadrature is used. When running on a PC, the cpu time is at the order of one minute for each SNR point. The results are depicted in Fig. 3 where two curves are shown for and , respectively. It is of practical interest to see the impact of the diversity order on the error performance. Comparison between order-3 and order-2 selection combining is shown in Fig. 4 , where . When SNR is greater than 10 dB, the order-3 system is about 2.5 dB better than its order-2 counterpart.
B. Correlated Rician Channels
For simplicity, we consider an order-2 selection combiner operating in a Rician environment with branch covariance matrix given by (41) and direct component given by (42) Here denotes the Rician factor, and represents the average SNR at the first branch. The factors and account for the contribution to the average SNR by the diffused and direct components, respectively. This can be easily examined by using the definition of the Rician factor. With the covariance matrix given above, it is easy to check that the cross-correlation coefficient between the two branches is 0.7.
Inserting the above expressions into (34), we can obtain the CF. When using Matlab for numerical calculation, it is more efficient to operate in vector form. To this end, we rewrite the exponent in the CF explicitly as shown in (43), at the bottom of the page, where denotes the th element of and the th entry of . The asterisk denotes complex conjugate.
The results for the order-2 selection combiner are graphed in Fig. 5 . The three curves are shown for , and , respectively. The larger the Rician factor, the higher the direct-path component. This implies a more stable received signal strength and hence, better error performance.
(43) C.
-
ary DPSK Systems
We finally study an order-3 SC system for reception of -ary DPSK signals over the spatially correlated Nakagami channels. The channel characteristics are the same as we used for the binary systems. The symbol error probability is shown in Fig. 6 for various values of .
VIII. CONCLUSION
In this paper, we tackled the general problem of selective combining over various correlated fading environments, which include Nakagami, Rician, and Rayleigh. Determination of the SC output SNR, , is the crucial step to success. We showed that the cdf of can be represented in terms of the joint characteristic function of the input SNRs, from which the pdf of is easily obtained by differentiation. This pdf was then used to determine the error probability of a general SC system, leading to an exact formula in the form of a multifold integral. The integrand is formed by two factors: one characterizes the properties of the channels and the other accounts for the modulation scheme. This simple structure enables us to treat the system modulation scheme and the environmental characteristics separately. The change of an operational environment simply corresponds to the insertion of a new CF, thereby making the formula quite general.
For numerical calculation, we suggest to partition each dimension into a number of subintervals, and integrate over each subinterval using the method of Gaussian quadrature. Expressing the first twofold integral in a quadratic form can significantly expedite the calculation. In doing so, it took only about 35 min to determine the per SNR point for an order-3 -DPSK systems.
