Abstract: Bayesian inference is increasingly used in fisheries. In formulating likelihood functions in Bayesian inference, data have been analyzed as if they are normally, identically, and independently distributed. It has come to be believed that the first two of the assumptions are frequently inappropriate in fisheries studies. In fact, data distributions are likely to be leptokurtic and (or) contaminated by occasional bad values giving rise to outliers in many fisheries studies. Despite the likelihood of having outliers in fisheries studies, the impacts of outliers on Bayesian inference have received little attention. In this study, using a simple growth model as an example, we evaluate the impacts of outliers on the derivation of posterior distributions in Bayesian analyses. Posterior distributions derived from the Bayesian method commonly used in fisheries are found to be sensitive to outliers. The distributions are severely biased in the presence of atypical values. The sensitivity of normality-based Bayesian analyses on atypical data may result from small "tails" of normal distribution so that the probability of occurrence of an event drops off quickly as one moves away from the mean a distance of a few standard deviations. A robust Bayesian method can be derived by including a mixture distribution that increases the size of tail so that the probability of occurrence of an event does not drop off too quickly as one moves away from the mean. The posterior distributions derived from this proposed approach are found to be robust to atypical data in this study. The proposed approach offers a potentially useful addition to Bayesian methods used in fisheries.
Introduction
Mathematical models are commonly used to describe fisheries data (Hilborn and Walters 1992; Deriso and Quinn 1997) . To relate a model to data observed in a fishery, an appropriate method is required to estimate parameters in the model. In general, there are two statistical approaches that can be used for parameter estimation: frequentist and Bayesian approaches. The statistical problem is similar for these two approaches: both are used to make statistical inferences about unknown parameters in the model (Berger 1985; Box and Tiao 1992) .
Frequentist inference is commonly used in fisheries studies (Hilborn and Walters 1992) . It assumes that parameters being estimated are fixed constant and data are random observations from some unknown statistical population (Cox and Hinkley 1974; Ellison 1996 ). An objective function needs to be defined based on assumptions made on random variables (Hilborn and Walters 1992; Chen and Paloheimo 1998) . Parameters and their confidence intervals can then be estimated by optimizing the objective function (Fournier and Archibald 1982; Deriso et al. 1985) .
Bayesian inference has been used increasingly in fisheries (Hilborn and Walters 1992; Hilborn et al. 1993; Walters and Ludwig 1994; Kinas 1996; Walters 1998 ). This approach assumes that parameters are random as opposed to constant for frequentist inference. Instead of estimating the "true" values of the parameters as in frequentist inference, it only looks at the statistical distributions of the values of the parameters (Cox and Hinkley 1974; Ellison 1996) .
Bayesian methods use a probability rule (Bayes' theorem) to calculate a "posterior distribution" from the observed data and a "prior distribution," which summarizes the prior knowledge of the parameters (Dennis 1996; Taylor et al. 1996) . Bayes' theorem states that the probability of parameter β given the data x, p( β | x), is proportional to the product of the probability of the data x given parameter β, p(x | β ), and the probability of the parameter, p( β ), not conditioned upon the data. The probability p( β | x) is the posterior distribution for parameter β and is the result of the analysis. The probability p(x | β ) is called the likelihood function and can also be written as L( β | x). The probability p( β ) is the prior distribution for β and represents the probability distribution for β before data x are known. Thus, the posterior distribution is equal to the product of the likelihood function and the prior distribution, normalized by the integral of the product of the likelihood and the prior:
For many fisheries studies, Bayesian inference is perhaps more appropriate than frequentist inference in that it can incorporate the prior knowledge on fisheries into parameter estimation (Hilborn and Walters 1992; Walters 1998) . Such knowledge existing in most fisheries can be obtained from biological and ecological theories, experience from other fisheries, fishers' experience, and scientists' insights into the fisheries being studied.
The use of likelihood functions in Bayesian inference makes it easy to incorporate data of various sources and uncertainties associated with the data (Taylor et al. 1996) . Uncertainties associated with fisheries stock assessment often make decisions about management strategies difficult (Kinas 1996) . Bayesian inference provides a systematic approach that explicitally incorporates both uncertainties and risks in analyses. This is essential to improve fisheries management . It has been predicted that Bayesian inference will be used in most fish stock assessment studies in the near future (Hilborn and Walters 1992) .
Fisheries data have frequently been analyzed as if, to an adequate approximation, errors are normally, identically, and independently distributed. It has come to be believed that the first two of the assumptions are frequently inappropriate in fisheries studies (Hilborn and Walters 1992; Chen et al. 1994) . In fact, error distributions are likely to be leptokurtic and (or) contaminated by occasional bad values giving rise to outliers in many fisheries studies (Chen et al. 1994) .
Errors inherent in fisheries studies can be categorized into four key forms: measurement errors, process errors, model errors, and operating errors (Chen and Paloheimo 1998) . Measurement error results from our inability to measure fisheries data perfectly, and process error results from our inability to describe fisheries process perfectly. Model error is due to ignorance about the appropriate model to represent complex fisheries process, and operating error may occur when the control exerted on a fish population is not the one that is observed or expected (e.g., measured fishing effort differs from effective fishing effort, which is proportional to fishing mortality rate; Chen and Paloheimo 1998). These errors are usually assumed to follow certain statistical distributions (e.g., normal, lognormal; Fournier and Archibald 1982; Hilborn and Walters 1992) , although such assumptions may not be realistic in many fisheries studies (Polacheck et al. 1993; Walters 1998) . Commonly used frequentist methods for parameter estimation, such as least squares and maximum likelihood estimators, are usually not robust to atypical observations and assumptions concerning errors, and their estimated parameters can be grossly biased if there are atypical data and (or) an unrealistic assumption is made with respect to the error structure in modeling fisheries data (Schnute 1989; Chen et al. 1994; Chen and Andrew 1998) . Many methods that are robust to outliers and (or) assumptions on errors are available for frequentist inference (e.g., Rousseeuw and Leroy 1987; Lawrence and Arthur 1990) .
Because of the likelihood of having outliers in fisheries studies, it is necessary to evaluate impacts of outliers on the performance of an estimator and desirable to apply an estimator that is robust to outliers in fisheries studies. The impacts of outliers on parameter estimation using the frequentist approach have been studied in fisheries (Chen et al. 1994) . However, the possible impacts of outliers on the derivation of posterior distributions in Bayesian analyses have received little attention in fisheries.
The objectives of this study are to evaluate whether and how outliers may affect posterior distributions calculated from the Bayesian method commonly used in fisheries and to propose a general approach that can be used to reduce the sensitivity of posterior distributions to outliers. Limited by the number of fisheries models that can be included, we used a simple but commonly used growth model, the von Bertalanffy growth function (Ricker 1975) , in this study as an example. This model was used to describe the size-at-age data for white sucker (Catostomus commersoni) sampled from Dickie Lake in Ontario (Chen 1991) . Three sets of data were included in the study. The first set comprises the original data having no outliers (Fig. 1) . The second set of data was simulated from the first one by creating one atypical data point. The third set of data was simulated from the original one by creating two atypical data points. Impacts of outliers on the derivation of posterior distributions were evaluated by comparing results derived from the three data sets. The proposed two-component mixture distribution function was also included in the study. The robustness of this proposed Bayesian approach to outliers in deriving posterior distributions was evaluated. It should be noted, however, that this study is only intended for proposing a general approach, which is based on a mixture distribution function, toward developing a robust Bayesian approach and that only one model and one type of mixture distribution function were included in the study. The performance of different mixture distribution functions with different fisheries models should be evaluated using simulation studies similar to the one presented in this study.
Likelihood function for Bayesian analysis
Assume that data obtained in a fisheries study can be defined by the following model:
where Y is the dependent variable, X 1 ,..., X k are the independent variables, β 1 ,..., β J are the parameters in the model, and ε is an error term assumed to follow the normal distribution N(0, σ 2 I). The likelihood function of the data, given β, can be written as
where N is the number of observations. Bayesian inference based on eq. 3 tends to be sensitive to outliers. The reason is simple: a normal distribution has a small "tail" so that the probability of occurrence of an event drops off quickly as one moves away from the mean a distance of a few standard deviations. To develop a robust Bayesian method that is less sensitive to outliers, but also performs well in the absence of the outliers, we need to use a mixture distribution that can increase the size of tail so that the probability of occurrence of an event does not drop off too quickly as one moves away from the mean. This can be achieved by using a mixture distribution that assumes that errors are either N(0, σ 2 ) with probability 1 -p or a fat-tailed distribution with probability p.
There are many probability density functions that can be used as the fat-tail distribution in a mixture distribution. In this study, we propose that the probability density function of the fat-tailed distribution be given by
where the parameter g can be used to adjust the spread of the fat-tailed distribution (Fournier 1996) . An increase in the value of g tends to increase the "thickness" of the tails, thus increasing the probability of having extreme values that are far away from the mean value (Fig. 2) . For the proposed two-component mixture distribution, the normal distribution, having a large a prior probability (i.e., 1 -p), represents the "true" population of observations, and the fat-tailed distribution, having a small a prior probability (i.e., p), represents the "problem" observations (i.e., outliers). The value of p was set at 0.05 in this study. The corresponding likelihood function for observations is
The L( β | x) in eq. 1 can be replaced with eq. 5. Given a prior for parameter β, we are able to derive the posterior distribution for β, p( β | x), from eq. 1. The probability distribution described by the proposed mixture distribution is influenced by the values of p and g. The value of p, which represents the proportion of data that are contaminated by abnormal errors, determines the relative importance of the two density distribution functions in describing the data. An increase in the p value implies an increase in the weight of the fat-tailed function in deriving the posterior distribution. If we know the number of atypical values in a data set, the value of p can be determined readily. In practice, however, it is unlikely that we know the true value of p except that p must have a value between 0 (no outlier) and 0.5 (half of the data are outliers). Thus, the choice of the p value can only reflect our belief about the quality of data. This belief may come from our experience and understanding of the problem and data collection process in analyzing similar types of data. The value of g in eq. 5 determines the probability of how far the atypical data may be away from the mean value. The choice of g values can be determined by our understanding of how far atypical data may distribute away from the mean. To illustrate the impacts of g values on the mixture probability distribution, we plotted the differences between the proposed two-component mixture probability distribution (eq. 5) and the normal probability distribution (eq. 3) for different g values (Fig. 3) . The difference (i.e., y-axis in Fig. 3 ) was calculated as
Because the distributions are symmetric, only the right portions of the differences in the two distributions were presented. When g is 1, the mixture distribution function has larger values than the normal distribution, but such a difference decreases quickly when x moves away from the mean. After moving 2 standard deviations away from the mean, the mixture distribution function has probability values that are virtually the same as for the normal distribution (Fig. 3) . Because an atypical datum is unlikely to have a value within 2 standard deviations from the mean (atypical data must have a value far away from the mean), 1 is not likely an optimal value for g. When g is 3, the probability yielded by the mixture distribution is still larger than that of the normal distribution. However, such a difference becomes larger first when moving away from the mean and then decreases gradually. Similar patterns can be observed when g is 5 and 7. However, for these two values, the mixture distribution tends to have smaller probabilities of having values within one standard deviation compared with the normal distribution (Fig. 3 ). When g is 3, the mixture distribution has the highest probability between 1.5 and 3 standard deviations. This suggests that 3 is an appropriate value if atypical data lie within 2 and 3 standard deviations away from the mean. If atypical data are likely to have values between 3 and 4 standard deviations away from the mean, 5 is an appropriate value for g in eq. 5 (Fig. 3) . In fisheries, we believe that an atypical datum that is difficult to identify without a detailed analysis is likely to fall within 4 standard deviations from the mean. Those data that lie beyond 4 standard deviations are rather obvious to identify. Thus, it may be appropriate to choose a g value between 3 and 5 in fisheries studies. The combined impacts of different values of g and p on the mixture probability distribution are illustrated in Fig. 3 . The relationships of the distance to mean and differences between the mixture and normal distributions for different g values are not changed with p values. The p values only change the scale of the differences between the mixture and normal probability distributions. Smith and Gelfand (1992) suggested that an algorithm referred to as sampling-importance-resampling (Rubin 1988 ) is a particularly useful and simple integration technique for Bayesian statistics. In this approach, values for the parameters are randomly selected from their joint prior distribution to form a sample set β (a vector). The likelihood of the data, given this particular β, is calculated and stored. This procedure is repeated n 1 times, generating n 1 βs and their associated likelihoods. These n 1 βs are then resampled n 2 times with replacement, with probability equal to weight q, where
. β
The generated distribution of size n 2 can be used to approximate the posterior distribution. Using the samplingimportance-resampling algorithm (Rubin 1988 ) with the likelihood defined in eqs. 3 and 5, we can estimate the posterior distribution for the commonly used and proposed Bayesian methods, respectively. Fig. 3 . Impacts of different g and p values on the mixture probability distribution. The difference is calculated by subtracting the probability of the normal distribution from the probability of the two-component mixture distribution.
Application
The impacts of outliers on Bayesian inference were illustrated with an example of modeling fish size-at-age data in this study. Size-at-age data were described by the commonly used von Bertalanffy growth function, written as
e ε where L t is the size at age t, L ∞ is the maximum attainable length, K is the Brody growth parameter, t 0 is the age at the size of 0, and ε t is an error term (Ricker 1975) . The size-at-age data used in this study were taken from Chen (1991) for white sucker in Dickie Lake in Ontario (Fig. 1 ). There are 13 age groups in the data. The reasons for using this type of model and data in this study are simplicity of the model and visibility of outliers in plotting size-at-age data. We first evaluated the impacts of having one outlier in the data on the derivation of posterior distributions if the commonly used Bayesian method (hereafter referred to as CBM), which is based on eq. 3 for the formulation of its likelihood function, was employed. An outlier was created by changing the size at age 6 from 30.9 to 35.9 cm while keeping the rest of the data unchanged (Fig. 1) . The CBM was applied to this altered data set (i.e., data with an outlier) as well as to the original data set (i.e., data without an outlier). The differences in the derived posterior distribution for a parameter between these two data sets were evaluated using a comparison index (CI) defined as follows:
where i is an index of interval used in grouping values of the parameter for calculating the posterior probability distribution of the parameter, n is the total number of the intervals for the parameter, and PT(i) and P(i) are the probabilities of the parameter in interval i calculated using the CBM for data without and with the outlier, respectively. The intervals used to group resultant parameters in this study were 0.025·year
for K, 1 cm for L ∞ , and 0.2 year for t 0 . The CI measures how severely the posterior distribution of a parameter estimated in the presence of outliers departs from the posterior distribution estimated for data without outliers. A larger value of CI indicates a greater difference in posterior distributions derived from data with and without outliers. This implies that the estimation method is sensitive to outliers in deriving posterior distributions. We then evaluated the robustness of the proposed Bayesian method (hereafter referred to as PBM) to outliers. The PBM was applied to both the data sets. The posterior distributions derived for the two data sets using the PBM were compared with the respective posterior distributions derived for data without outliers using the CBM. The CI defined in eq. 6 was used for the comparisons. In this case, PT(i) in eq. 6 represents the probability estimated using the CBM for data without outliers, and P(i) represents the probability estimated using the PBM for data with or without outliers. A small value of CI for the posterior distribution of each parameter in such a comparison suggests that impacts of the outlier on the derivation of the posterior distribution is small and that the PBM is robust to outliers.
The second outlier was simulated by changing size at age 7 from 33 to 39 cm. This outlier together with the first one (i.e., size at age 6) allowed us to evaluate the impacts of multiple outliers on CBM and PBM. The choice of having both outliers much larger than their true values, rather than having one larger and one smaller, reflects our belief that such a pattern (i.e., both outliers on one side of the growth curve) has greater impacts on the derivation of posterior distributions.
Different values of p and g were used in the simulation to evaluate their impacts on the derivation of posterior distributions. We used two values for p (0.05 and 0.15) and three values for g (1, 3, and 5). The combination of two p values, three g values, and the existence of different numbers of outliers (0, 1, and 2) results in 18 data sets for the PBM and three data sets for the CBM.
To test whether different priors might affect the evaluation of the impacts of atypical data on Bayesian inference, we considered two scenarios in identifying priors for parameters. For the first scenario, we assumed that we did not know anything about the parameters except their possible ranges; for the second scenario, we had a prior knowledge about distributions of the parameters. For the first scenario, uniform distributions, often referred to as noninformative distributions in a Bayesian analysis of fisheries data, were assumed for all parameters. The following distributions were used for priors: Rubin 's (1988) sampling-importance-resampling algorithm was used in deriving posterior distributions for the parameters. The first sample size n 1 was set at 2 000 000 and the resample size n 2 was set at 50 000. These numbers were derived from our preliminary study in which several different combinations of n 1 and n 2 were used. These numbers were found to be large enough to derive stable probability distributions for this study. They are also consistent with the n 1 and n 2 used in other studies (Taylor et al. 1996) . Extensive computation is required, as one can expected with any Bayesian analysis. However, with easy access to powerful personal computers, this is not a problem. In this study, it took about 75 min to complete calculations for one data set on a Pentium I 233-MHz personal computer.
Results

Noninformative priors
Posterior distributions of the parameters derived for the altered data with the outlier(s) differed greatly from those derived for data without outlier(s) when the CBM was used. For each parameter, the CI value calculated for the CBM-estimated posterior distribution in the presence of outliers was much higher than those for the PBM (Table 1) . The CI values tended to be smaller when there was only one outlier compared with those in the presence of two outliers. However, the difference was small (Table 1) . Posterior distributions of three parameters were plotted for data sets I (no outlier) and II (one outlier) (Fig. 4) . Modes of the distributions of all three parameters shifted to the right side after the outlier was introduced (Fig. 4) . The shapes of the posterior distributions of the three parameters were also different for data with and without the outlier, with the posterior distributions derived for data with the outlier having longer tails than those for data without the outlier. Thus the CBM, which is commonly used in fisheries, was sensitive to outliers in deriving posterior distributions for model parameters.
When the PBM was used, small differences were observed in the posterior distributions derived for data with and without outliers. Differences in the CI values were small for the data sets with and without outliers when the PBM was used compared with those derived using the CBM (Table 1). The posterior distributions estimated using the PBM in the presence of outliers did not change much from those estimated without the outliers. This could be seen from the small differences in CI values when the PBM (with the same g and p values) was applied to data with and without outliers ( Table 1 ). The choice of g and p values had large impacts on the CI values. The most appropriate value for g tended to be 3 in this study. This is consistent with our prediction that the value of g should be chosen based on how far outliers depart away from the mean (measured in standard deviations). The most appropriate p value seemed to be 0.05 when there was only one outlier. However, when there were two outliers, a p of 0.15 tended to result in smaller CI values. This is also consistent with our prediction that the value of p should be decided on by the proportion of data that are subject to atypical errors. In this study, one outlier represents 7.7% of the data, while two outliers represent 15% of the data. Overall, the PBM method with a g of 3 and a p of 0.05 had the smallest CI when there was one outlier, while the PBM with a g of 3 and a p of 0.15 had the smallest CI (Table 1) . When these optimal values were not used, the PBM tended to yield large CI values (Table 1) . For all values of g and p used in this study, the PBM had smaller CI values than the CBM (Table 1 ). This suggests that the inclusion of outliers has smaller impacts on the PBM-estimated posterior distributions compared with impacts on the CBM-estimated posterior distributions, even though the values of g and p are not optimal. Posterior distributions of the parameters derived using the PBM were plotted for data sets X (no outlier) and XI (one outlier) (Fig. 4) . The PBM-estimated posterior distributions were similar to those estimated using the CBM for the data without the outlier (Fig. 4) . The differences in the posterior distributions derived for data sets X (no outlier) and XI (one outlier) were small (Fig. 4) . For parameters t 0 and K, the PBM-estimated posterior distributions were almost identical to those derived using the CBM for data without the outlier (Fig. 4) . Thus, for the PBM, when an outlier was introduced into the data, the results in posterior distributions for parameters did not change greatly from those estimated in the absence of the outlier, and when there was no outlier, the differences in posterior distributions were small between the normal and proposed methods (Fig. 4) . All the above results suggest the PBM to be much less sensitive to outliers than the CBM and the PBM to be robust to outliers in deriving posterior distributions in Bayesian analysis.
Posterior distributions of σ were plotted for data sets I, II, X, and XI (see Fig. 4 ). Large differences were observed in the posterior distributions of σ derived using the CBM for data with and without the outlier (Fig. 4) . The CBM-derived posterior distribution of σ for data with the outlier shifted to the right of the CBM-derived posterior distribution of σ for data without the outlier, and there was almost no overlap between these two distributions (Fig. 4) . For the PBM, the change in the posterior distributions of σ was small after the inclusion of the outlier (Fig. 4) . The CBM-derived posterior distribution of σ for data without the outlier was found to be similar to those derived using the PBM.
Informative priors
The comparison results observed for informative priors were similar to those when priors were noninformative. The presence of outliers in the data resulted in large changes in the CBM-derived posterior distributions (see plots for data sets I and II in Fig. 5) . However, such changes were smaller than those derived when priors were noninformative (Figs. 4 and 5) . For all three parameters, the CI values of the CBM-derived posterior distributions for data with one or two outliers decreased substantially when priors were informative compared with when priors were noninformative (Tables 1 and 2). This may suggest that informative priors tend to reduce the sensitivity of the CBM to outliers in deriving posterior distributions. The PBM-derived posterior distributions still had small differences for data with and without outliers (see plots for data sets X and XI in Fig. 5 Table 1 . Summary of the CI calculated using eq. 6 when priors were noninformative. Fig. 4 . Summary of the posterior distributions for parameters of the von Bertalanffy growth function derived using the CBM and PBM for data sets I, II, X, and XI (see Table 1 ) when priors were noninformative. A, posterior distributions derived using CBM in the absence of the outlier; B, posterior distributions derived using CBM in the presence of the outlier; C, posterior distributions derived using PBM in the absence of the outlier; D, posterior distributions derived using PBM in the presence of the outlier.
study. However, it should be pointed out that more substantial studies may be needed to further evaluate the performance of this approach. A problem associated with applying the proposed approach in fisheries studies is to identify an appropriate value for g and p in the mixture distribution function (i.e., eq. 5). An optimal value for g and p can greatly improve the performance of the PBM. Although we know that g should have a value between 3 and 5 and that p should range between 0 and 0.5, the actual values for these two parameters may never be known in fisheries. Fisheries scientists should determine the values of g and p based on their understanding of the proportion of data that may be affected by abnormal errors and distributions of these atypical data. An alternative approach is to include g and p in the parameters to be estimated. However, this increases the number of parameters to be estimated. This study indicates that the PBM tends to outperform the CBM when outliers exist in the data, even though the values of g and p are not optimal (Tables 1 and  2 ). Thus, we will always better off using the PBM when outliers exist.
Small tails in normal probability distributions are identified as the cause for outliers arising in using the Bayesian method based on eq. 3. To make a Bayesian method robust, we need to increase the size of the tails in probability distributions. A two-component mixture probability distribution with one component being a normal density function and the other being a different function is surely an appropriate approach to achieving this goal. There are many probability functions that can be used in a mixture distribution together with the normal distribution to increase the size of the tails. This study explores only one of them (i.e., eq. 4). More studies can be done to explore other types of mixture distributions.
The information about posterior distributions obtained in Bayesian inferences is often used directly in managing fisheries resources (Walters 1998) . For example, in fish stock assessment, the derived posterior distributions of some parameters that are vital in describing the dynamics of fish populations are often used directly for risk analysis with respect to certain management strategies (Walters and Ludwig 1994; Walters 1998) . So far, no attention has been paid to the impacts of outliers on Bayesian analyses. This study shows that the existence of outliers may greatly bias the derived posterior distributions. The likelihood of having outliers in fisheries studies implies that posterior distributions derived from the Bayesian method based on eq. 3 in fisheries may be unreliable. This may lead to erroneous results on the dynamics of fish stocks and subsequently the adaptation of an inappropriate strategy in managing fisheries resources. 5 . Summary of the posterior distributions for parameters of the von Bertalanffy growth function derived using the CBM and PBM for data sets I, II, X, and XI (see Table 2 ) when priors were informative. A, posterior distributions derived using CBM in the absence of the outlier; B, posterior distributions derived using CBM in the presence of the outlier; C, posterior distributions derived using PBM in the absence of the outlier; D, posterior distributions derived using PBM in the presence of the outlier.
Although well-defined priors for parameters may reduce such errors, these errors are still quite large compared with those for the proposed robust Bayesian method. Besides, it may be impossible to define priors accurately in many fisheries studies because of the limited knowledge about the studied fisheries. This makes the use of this amelioration method with informative priors difficult. We suggest the use of a robust Bayesian method such as one proposed in this study in assessing fisheries resources. Table 2 . Summary of the CI calculated from eq. 6 when priors were informative.
