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Zusammenfassung
Manipulation von Quantenverschra¨nkung mit atomaren Ensemblen und mit Atomen
in optischen U¨bergittern
Die Quanteninformatik bietet vielversprechende Mo¨glichkeiten fu¨r die Entwicklung siche-
rer und effizienter neuer Arten, um Informationen zu u¨bertragen und zu verarbeiten.
Außerordenliche Anstrengungen wurden und werden in dieser Richtung unternommen,
jedoch ist die Realisierung einer skalierbaren Struktur noch immer eine betra¨chtliche Her-
ausforderung. Unter den mo¨glichen Kandidaten gelten Photonen als gute U¨berbringer
und neutrale Atome als gute Speicher. In dieser Dissertation werden Quellen fu¨r die Ver-
schra¨nkung von Photonen mit Materie, die die Vorteile beider Systeme ausnutzen, einge-
setzt, um die fu¨r skalierbare Quantennetzwerke notwendigen Techniken der Teleportation
und des effizienten Verschra¨nkungsaustauschs zwischen zwei atomaren Quantenspeich-
ernknoten vorzufu¨hren. Weiterhin werden diese Verschra¨nkungsquellen weiterentwickelt
und eine aktiv vorwa¨rtsgesteuerte Einweg-Quantenberechnung mit stationa¨ren Quanten-
speichern vorgestellt, die fu¨r die Skalierbarkeit eines Quantencomputers beno¨tigt wird.
Um ein anderes Merkmal der Skalierbarkeit, die einfache Erweiterbarkeit, zu erfu¨llen,
werden ultrakalte Atome in einem zwei-dimensionalen optischen U¨bergitter untersucht
und ein Experiment zur Herstellung von Vierteilchenverschra¨nkung wird entwickelt. Mit
Hilfe der Photonen-Materie Verschra¨nkungsquellen, eingesetzt als Quantenspeicher und
als Knoten in Quantennetzwerken, ist die Verwirklichung von großfla¨chigen Quanten-
netzwerken absehbar. Wa¨hrenddessen ko¨nnten große verschra¨nkte Zusta¨nde in optischen
U¨bergittern durch die Anwendung von kontrollierten Wechselwirkungen hergestellt wer-
den, die dabei behilflich sein ko¨nnten, Quantenprozessoren zu bauen, die die klassischen
Gegenstu¨cke an Leistung u¨bertreffen.
Abstract
Manipulating Quantum Entanglement with Atomic Ensembles and with Atoms in
Optical Superlattices
Quantum information science possesses promising potentialities for developing new se-
cure and efficient ways to transfer and process information. Prodigious efforts have
been and are being devoted, however, a scalable architecture is still a considerable chal-
lenge. Among the potential candidates, photons are assumed to be good carriers, and
neutral atoms good hosts. In this thesis, photon-matter entanglement sources, which
exploit the advantages of both, are employed to demonstrate a teleportation between
two atomic-ensemble quantum memory nodes and an efficient entanglement swapping,
which are essential for scalable quantum networks. Later, the entanglement source is
further developed, and an active feedforward one-way quantum computation is presented
with stationary quantum memories, which are necessary for scalable quantum comput-
ers. To fulfil another feature of scalability, the ease of integration, ultracold atoms in
two-dimensional optical superlattices are studied and an experiment is designed to gen-
erate four-qubit entangled states. With the help of the photon-matter entanglement
sources, serving as quantum memories and nodes of quantum networks, realization of
large-scale quantum networks is foreseeable. Meanwhile, by applying controllable inter-
actions, large entangled states could be generated in optical superlattices, which might
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QUANTUM INFORMATION SCIENCE, in which the quantum effects are em-
ployed to process information, possesses promising potentialities for developing new
secure and efficient ways to transfer information and novel computational techniques of
unprecedented speed. Over the past few decades, prodigious efforts have been devoted,
both from physicists and from information scientists, to the field by considering various
materials, such as photons, trapped atoms either ionized or neutral, nuclear magnetic
resonance, quantum dots, superconductors, and so on. Especially, scalable quantum net-
works and quantum computers are very promising by exploiting photons as carriers to
transmit information, benefitting from its high speed and low decoherence, and trapped
neutral atoms for information processing and storage, benefitting from its controllable
interactions. In this thesis, I present the work of how quantum networks and quantum
computers could benefit by manipulating photon-matter entanglement and entanglement
of ultracold bosons.
Quantum Information Science
In the study of the quantum information science, quantum communication and quantum
computation are two subfields which are widely investigated. The former holds the
promise of achieving secure information transfer that will not be intercepted by an
unauthorized party [4], while the latter has great potential for solving complex problems
that cannot be settled efficiently by classical computational systems [5].
In analogy with “bit” which is the unit of classical information, “quantum bit”, or
“qubit” for short, is defined as the unit of quantum information. It refers to a state in the
simplest possible quantum system that can be described by a two-dimensional Hilbert
space, such as electron spins and photon polarizations. The most attractive feature of the
“qubit” is that it can also exist in a continuum of intermediate states or superpositions.
Under special conditions, this unique feature will introduce a new resource, quantum
entanglement, which exhibits correlations that have no classical parallel. With the help
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of such a resource, an unknown quantum state can be conveyed from one place to another
through quantum teleportation [6, 7].
The Birth of Quantum Information Science
Born around 1900, “quantum physics” has left, and is leaving, a trail of footprints in the
process of human’s reforming the world. It has had unsurpassed success in explaining
many phenomena — from the structure of elementary particles to the physics of the
early universe, and also led to a great number of technological applications like lasers
and semiconductors [8].
In spite of the great progress that has been made by the aid of quantum mechanics
in the first several decades of the twentieth century, to manifest whether quantum me-
chanics can be considered complete was still a tremendous challenge until the end of the
century. In the “May 15, 1935” issue of Physical Review, Albert Einstein co-authored
a paper with his two research associates, Boris Podolsky and Nathan Rosen, generally
referred to as “EPR”, introduced an idea of pairs of particles strongly correlated over
large distances [9]. They explained the correlations by applying a hidden-variable theo-
ry, considering quantum mechanics as a statistical theory, in which the probabilities of
the possible events are fixed by nonobservable properties. In the same year, Schro¨dinger
realized that such correlated systems are extremely non-classical and coined the term
“entanglement” for these correlations which is recognized as the essential character-
istic of quantum mechanics today [10, 11]. A debate over the interpretation of the
quantum theory began, however, only with Gedankenexperiments. It was John Bell
in 1964 who derived the famous inequality from the local deterministic hidden-variable
theory which is inconsistent with quantum-mechanical predictions for a range of pa-
rameters chosen [12]. From then on, along with technological progress, more and more
experiments were performed to suggest that a local realistic explanation of nature is
inappropriate [13–19].
The story did not come to the end, on the contrary, it was just a beginning. The
intensive studies of fundamentals of quantum theory finally gave rise to a new field,
“quantum information science”, in which the distinctive quantum properties like un-
certainty principle, interference, and entanglement are employed. Especially, quantum
teleportation, first proposed by Charles H. Bennet and his colleagues [6], has been re-
searched a lot, by which people can transmit a qubit exactly from one place to another
without interacting with the media in between. Nowadays, it is widely accepted that
quantum teleportation is not only a critical ingredient of quantum infromation science,
but also a versatile tool to help us investigating the fundamentals of quantum theory [20].
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The most frequently used scientific objects for studying teleportation are photons, and
just recently, teleportation between single ions has been reported [21–23]. In this the-
sis, I will present a realization of quantum teleportation between two atomic-ensemble
quantum memory nodes with the aid of photon-matter entanglement.
Quantum Communication and Quantum Network
In the last few decades, the development of science and technology necessitates a truly
secure way to communicate. In particular, the most widely used algorithm for public-key
cryptography, RSA [24], would be broken easily by a functional quantum computer with
Shor’s algorithm [25]. Fortunately, by taking advantage of quantum properties, quantum
communication will help us in this respect by means of quantum cryptography [4]. In
addition, it enables the establishment of a quantum network, a secure network capable
of utilizing quantum principles.
One important quantum cryptographic task is quantum key distribution, that is, to
share a secret random bit string between two communication terminals traditionally
referred to as Alice (the sender) and Bob (the receiver). Different from classical key
agreement, the quantum counterpart allows the existence of eavesdroppers (Eve) while
the security is kept. The beautiful idea of quantum cryptography was first sketched in
the 1970s by Stephen Wiesner [4, 26], and then developed by Charles H. Bennet and
Gilles Brassard in 1984 (the protocol is known as BB84) [27]. In this BB84 protocol,
two pairs of conjugate states are employed, which are commonly encoded in the photon
polarizations. Thanks to the no cloning theorem [28], any interception made by Eve
will introduce errors and thus can be detected by both of the terminals. Moreover, a
further action named “privacy amplification” can be performed to assure a given level of
security, by which Eve’s information on the string is obliterated at the cost of decreasing
the length of the distilled key [29]. The first demonstration of quantum cryptography
was performed by a group of scientists of IBM [29]. Later, an enhanced protocol, named
“decoy-state”, has been researched to guarantee the unconditional security for longer
transmission distance [30,31]. Meanwhile, an alternative protocol was proposed by Artur
Ekert in 1991 (Ekert91), where entangled photon pairs are used [32]. The up-to-date
results are presented by a European collaboration [33,34].
Despite of the great progress in the realization of quantum communication, re-
searchers became aware of the fact that in practice the noisy channels severely limit the
transmission distance by introducing decoherence and losses, which makes the building
of a large-scale quantum network extremely challenging. In a seminal paper published
in 1998, Hans J. Briegel and his fellows presented a solution to establish entanglement
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between two remote sites by employing the so-called quantum repeater [35], of which
the scheme is composed of the creation of entangled pairs between every neighbouring
sites, the entanglement swapping [36], and the entanglement purification [37]. However,
since the purification procedure is probabilistic, quantum memory, a way to store the
qubits while performing the protocol, is necessary in order to ensure the polynomial
scaling in the communication efficiency. The first consideration of the realization of
quantum repeater was to store the information of the photonic states into the atomic
states by achieving strong coupling between atoms and photons with high-finesse cavi-
ties [38], which is a quite challenging technique. Just a few years later, Lu-Ming Duan
and his partners got around the problem and proposed a new scheme (DLCZ protocol)
by employing atomic ensembles and linear optics, which, in addition, has built-in en-
tanglement purification and is resilient to photon loss noise [39]. Following this idea,
tremendous achievements have been made including an improved protocol based on the
two-photon Hong-Ou-Mandel-type interference which relaxes the long distance stability
requirements by about 7 orders of magnitude [40, 41], and the first demonstration of a
quantum repeater node [42]. Unfortunately, due to the probabilistic characteristic of the
entangled photon source used in the former experiment, the efficiency of entanglement
swapping is quite limited. In this thesis, I will study and present a mew method to
implement an efficient entanglement swapping by using photon-matter entanglement,
where an enhanced factor of 257 is observed.
Quantum Computation and Quantum Computer
Computing might be one of the things we do the most in everyday life. The history of
computing can be traced back thousands of years when the concept of numbers arose —
not the abstractions. And the earliest known tool for use in computation, the abacus, was
invented in Babylon around 2400 BC. Nowadays, most of the computational tasks are
performed by electronic computers, and networks are established to allow computers to
exchange data. About half a century after quantum mechanics was formulated, scientists
realized that by taking advantage of the quantum principles, new kind of computation
with qualitatively new algorithms could be conceived [43]. The first proposal of such
a quantum computer was put forward by David Deutsch in 1985 [44], who afterwards
also introduced the universal quantum gates, which, together with the quantum “unit
wires”, can be used for constructing quantum computers [45]. Following this idea, tens of
quantum algorithms were proposed, and two of the best-known ones are Shor’s algorithm
for prime factorization [25] and Grover’s algorithm for searching an unsorted database
[46]. Both algorithms provide significant speedup over their classical counterparts.
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With the development of quantum computation theory, researchers studied sever-
al promising physical systems to implement the quantum computer including photons,
trapped atoms, nuclear magnetic resonance, quantum dots, superconductors, just to
name a few, by following the rules that a quantum computer has to possess the abilities
to control the quantum systems, to measure them, and to preserve the isolation from
the environment at the same time [47]. Analogous to the classical computer, most of
the experiments to implement quantum computation are based on sequences of unitary
quantum logic gates which process the qubits [48]. In 2001, a breakthrough known
as the “one-way quantum computer” proposed by Robert Raussendorf and Hans J.
Briegel showed an entirely different model which is scalable [49, 50]. In this one-way
architecture, a specific highly entangled state which is called cluster state is served as
the computational system, and the computation proceeds by a sequence of single-qubit
measurements with feedforward of previous outcomes. One-way quantum computa-
tion indeed has changed our understanding of quantum computation since there is no
analogue in classical physics, and there have been already a number of experimental
demonstrations reported in the last decade [48, 51–56]. Unfortunately, the probabilistic
character of photon sources and entangling operations make the realization of an effi-
cient optical quantum computation fail without the use of quantum memories. In this
thesis, I will present the realization of an optical one-way quantum computation with
stationary quantum memory involved.
Cold and Ultracold Neutral Atoms
Cold and ultracold neutral atoms are promising candidates for realizing quantum infor-
mation processing. Unlike the ions who have strong Coulomb interaction, neutral atoms
have relatively weak coupling with the environment, and typically interact only on-site
via short-ranged collisional interactions. In addition, by taking advantage of Feshbach
resonances, the interaction in ultracold quantum gases can be tuned [57].
In the early twentieth century, scientists found that identical particles are governed by
two different quantum statistics, either Bose-Einstein statistics or Fermi-Dirac statistics.
Bosons have integer spin and obey the former statistics, while fermions have half-integer
spin and obey the latter statistics. It was Albert Einstein who realized that by cooling
the identical bosonic atoms down to a temperature close to the absolute zero while
keeping the density large enough, a new kind of matter, the so-called Bose-Einstein
condensate (BEC) would be formed. Inspired by this idea, great efforts were put forth
to cool atoms in the following decades. Finally, by making use of laser cooling and
evaporative cooling technique, the BEC of a dilute gas of alkali atoms was observed
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in 1995 [58]. For a number of years, studies regarding this coherent matter wave were
mainly focused on the existence of the coherence, until the year 1998 when Dieter Jaksch
and his colleagues proposed that a quantum phase transition from the superfluid to the
Mott insulator phase could be achieved by loading a BEC into an optical lattice and
increasing the potential depth [59]. The dynamics can be easily described by a Bose-
Hubbard model, in which the on-site interaction U and the tunneling matrix element
J can be tuned by varying the optical lattice depth and by making use of Feshbach
resonances.
During the study of quantum properties of neutral atoms, several proposals were put
forward to apply neutral atoms to quantum information science. The improved DLCZ
protocol mentioned in the last section is one of the examples. In this thesis, I will
study the quantum information science by using the atomic-ensemble quantum mem-
ory developed from the protocol [60]. Another remarkable idea is to load a BEC into
an optical lattice where each single atom represents a qubit, which makes the creation
of a large entangled state feasible [61]. Following the idea, a great success was made
where multi-particle entangled states were generated through controlled collisions [62].
However, the experiment is based on a spin-dependent monochromatic lattice which
has limited tunability. In this respect, optical superlattices are more competent which
can tune the barriers within and between the double wells irrelevant to the spins, and
introduce many complex interactions to favor the manipulation of the atoms. By uti-
lizing the tunability of the optical superlattices, two-qubit entangled states have been
reported [63, 64]. In this thesis, I will study a two-dimensional system [65] where the
ultracold atoms are loaded into an optical superlattice, with the hope of reaching a large
entangled state for quantum information processing.
The Objective of This Work
The aim of this thesis is to achieve quantum information processing by manipulating
photon-matter entanglement and entanglement of ultracold bosons, which could help to
realize scalable quantum networks and quantum computers. The thesis is organized as
follows:
• In Chapter 1, some useful concepts of quantum information science are reviewed,
and theoretical analysis of atomic-ensemble quantum memory is given, especially
focusing on the generation of photon-matter entanglement. The basic elements of
the experimental setups are also explained.
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• In Chapter 2, a teleportation between two atomic-ensemble quantum memory
nodes is reported.
• In Chapter 3, an efficient entanglement swapping is demonstrated with the help
of a delayed choice method.
• In Chapter 4, the realization of an optical one-way quantum computation is pre-
sented, in which the stationary quantum memory is involved.
• In Chapter 5, a two-dimensional degenerate Bose gas is prepared and analyzed,
aiming for optical lattice loading.
• In Chapter 6, theoretical models of quantum gases in optical lattices are reviewed.
The system is characterized experimentally, and the quantum phase transition
from superfluid to Mott insulator is confirmed.
• In Chapter 7, a quantum gas in an two-dimensional optical superlattice is studied,




Memory with Cold Atomic
Ensembles
Quantum entanglement serves as an essential part of quantum information science,
especially to achieve a quantum network and a quantum computer. Quantum systems,
that once become entangled with each other, will remain entangled until either when a
measurement is performed or when they decohere via interactions with environment. So
far, a number of entanglement sources have been studied, including entangled photons
produced by spontaneous parametric down-conversion [66], entangled ions prepared in
Paul traps [67,68], entangled atoms in a cavity [69], entangled microwave photons from
quantum dots [70], entanglement between light and atomic ensembles [60,71], and so on.
In this chapter I will first review the theory of atomic-ensemble-based quantum memory
by considering the interactions between light and atoms. Then, with the help of this, I
will explain how to generate entanglement between a single photon and an atomic en-
semble, which is one of the central elements for the experiments presented in this thesis.
In addition, the current schemes to create remote entanglement are discussed. In the
third section, the experimental parameters are illustrated.
1.1 Theory of Atomic-Ensemble-Based Quantum Memory
Atomic ensembles are regarded as good candidates to realize quantum memories, in
which a quantum state of light can be stored for a controlled period of time and then
retrieved on demand. So far, different types of configurations have been studied, includ-
ing quantum nondemolition Faraday interaction [72,73], Raman and electromagnetically
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induced transparency (EIT) type [39, 74, 75], photon echo approach [76–78], and so on.
In this thesis, the Raman-type configuration is employed which can be illustrated by a
Λ-type three-level atomic system. To store a quantum state, one has to apply a write
process in which the quantum state will be imprinted on a collective excitation of an
atomic ensemble heralded by the simultaneous generation of a Stokes photon (or an
anti-Stokes photon depending on the structure of the atomic system). Later, a read
process is executed on demand to retrieve the quantum state from the stored collective
excitation and encode it to the corresponding anti-Stokes photon (or Stokes photon).
In the remaining part of the section, I will review the basic theory of the interactions
between the light and the atomic ensembles mainly based on the references [79–81].
1.1.1 Creation of a Collective Excitation
In Raman-type atomic ensemble quantum memories, the write process is described as
the creation, as well as the storage, of a collective excitation state, and the spontaneous
emission of a single photon specifying the information of the state, due to the interaction
between the atomic ensemble and a weak off-resonant classical light pulse.
Considering a Λ-type three-level atomic system depicted in Fig. 1.1, in which the
two ground states are represented as |g〉 and |s〉, respectively, and |e〉 represents the
excited state. At the very beginning, all the atoms in the atomic ensemble are prepared
in the lowest-energy ground state |g〉 by optical pumping and the state of the atomic
ensemble is described as |0a〉 ≡ ⊗j |g〉j . The weak classical write light, which couples the
transition |g〉 → |e〉 with a detuning ∆, can be described as
EW(r, t) = EW(r, t)ˆWe
i(kW·r−ωWt) + H.c., (1.1)
where the envelope EW(r, t) varies much slower than the optical angular frequency ωW,
and ˆW is the polarization unit vector. The spontaneously emitted Stokes field, which











i(kj ·r−ωjt) + H.c.
]
, (1.2)
where ˆα and ωj are the polarization and the angular frequency of the Stokes light field
of the mode {j, α}, respectively, and aˆj,α is the corresponding annihilation operator.
Thus, the total Hamiltonian for N atoms at position rj interacting with the light in the
Chapter 1 Entanglement and Quantum Memory with Cold Atomic Ensembles 11


















i(kj′ ·rj−∆ωj′ t)σjes + H.c.
]
, (1.3)
where ∆ = ωeg − ωW and ∆ωj′ = ωj′ − ωW + ωsg with ωeg = ωe − ωg and ωsg = ωs − ωg
represent the detunings, σjlm = |l〉j〈m| (l,m = g, e, s) are the transition operators of
the j-th atom, ΩW(rj , t) = deg · ˆWEW(rj , t)/~ is the Rabi frequency of the write light,
and gj′,α =
√
~ωj′/(20V ) (des · ˆα)/~ is the coupling constant of the Stokes field of the
mode {j′, α} which is also known as the “single-photon Rabi frequency”. In Eq. 1.3,
the terms in the first line come from the interaction between the atoms and the classical
write light, while the terms in the second line come from the interaction between the









Figure 1.1: An illustration of the interaction between atomic ensemble and light. When a
weak off-resonant classical write light is applied to the atomic ensemble, a collective excitation is
created via the spontaneous Raman process along with the emission of a Stokes photon. Later,
the EIT-based read process helps to convert the information of the collective excitation into a
corresponding anti-Stokes photon by shining a strong resonant light pulse to the atomic ensemble.
When the Rabi frequency of the write light ΩW and the line width of the excited state
|e〉 are small compared to the detuning ∆, one can adiabatically eliminate the excited









−i(kj′ ·rj−∆ωj′ t) + H.c.
 , (1.4)
where the AC Stark shifts are neglected. This Hamiltonian characterizes the dynamics
of the spontaneous emission from the pseudo excited state |g〉 to the pseudo ground
state |s〉, and the line width of the pseudo excited state is Γ′ = Ω2WΓ/∆2 where Γ is the
decay rate of |e〉 → |s〉.
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The Hamiltonian has been investigated in the last few decades [79, 82, 83], and
throughout this thesis the process is confined within the spontaneous emission regime
by limiting the interaction time T < 1/Γ′ (say, the pulse duration of the write). As a
result of solving the Schro¨dinger equation with perturbation theory to the first-order,





 |vac〉+ o(p), (1.5)
with |vac〉 = |0a〉|0p〉, where |0p〉 is the photon vacuum state. By assuming the Rabi




eikW·rj |g...sj ...g〉|γ〉j + o(p), (1.6)













To further analyze the state, we restrict the detection of the Stokes field to a small sol-
id angle along the axial direction as depicted in Fig. 1.2. In the far-zone approximation,
by applying Weisskopf-Wigner theory [84], one could simplify the spatial wave function
of a photon emitted by an atom from the quantized harmonic oscillator expression to




where ω is the atomic transition frequency, d is the electric-dipole transition matrix
element, r and r0 are the position of the observation point and the position of the atom,
respectively, and k is the wave vector which is parallel to r− r0. Thus, the Stokes field
emitted from the j-th atom takes the form of









(x− xj)2 + (y − yj)2 + (z − zj)2
]
, (1.9)
where εS represents the constant that is proportional to the dipole matrix element. By
expanding the square root term in Taylor series to the second-order and taking the
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assumption z2  x2, y2  x2j , y2j , z2j , one derives
EjS(r− rj) ' εS√





(z − zj) + (y − yj)
2
2(z − zj) +
(x− xj)2
2(z − zj) −














with the coefficient cS(r) = εS/z exp[ikS(2z
2 + y2 + x2)/(2z)], and the wave vector
kS ' kSzˆ due to the assumption of a small detection solid angle. Therefore, the detected
Stokes field can be regarded as a single mode and the state can be approximated by
|γ〉j = √paˆ†Se−ikS ·rj |0p〉, (1.11)
where p = TΓ′dΩ  1 is the probability for one of the atoms to scatter one Stokes
photon into the detection solid angle dΩ, and aˆ†S is the single-mode creation operator.







 |vac〉+ o(p), (1.12)









N for normalization and [Sˆ, Sˆ†] =
N∑
j
(|g〉j〈g| − |s〉j〈s|)/N ' 1 for weak inter-








where χ = Np is the probability to detect one Stokes photon in the write process.
The probability χ has to be much smaller than 1 in order to ensure the whole process is
maintained within the spontaneous regime, as well as to suppress higher order excitations
which will induce noise in the system.





Figure 1.2: A schematic view of write and read processes. The write light and the read light
counter-propagate along the z-axis. In the write process, the atomic ensemble scatters Stokes
photons in all directions for the short interaction time. However, the Stokes field can be treated
as a single mode when the detection solid angle is small and paraxial, that is, the angle between
the detection direction and the z-axis is small. In the read process, only the anti-Stokes field
whose propagation direction satisfies the phase matching condition will get enhanced.
The analysis above indicates that the detection of a single Stokes photon will result





ei∆k·rj |g...sj ...g〉, (1.15)
which is also know as a spin-wave state [85]. Note that the discussion above is limited
to the case of t = 0 which does not include the evolution of the spin-wave. Furthermore,
Eq. 1.12 implies that there is no collective enhancement during the write process due
to the lack of constructive interference in any of the directions. This can be understood
in the way that the scattering photons emitted from different atoms relate to different
states and all the N terms in the sum part of Eq. 1.12 are orthogonal to each other,
thus no interference appears. Another important feature which has to be mentioned is
the single-mode condition. In practice, to ensure high retrieval efficiency in the case
that the single-mode fiber is used to couple the retrieved photon, the Fresnel number
F ≡ A/(λL) should be kept around 1 [82,86].
1.1.2 Retrieval of the Stored Collective Excitation
In the read process, a strong resonant classical light pulse is applied to the atomic
ensemble which will convert the collective excitation state (Eq. 1.15) to an anti-Stokes
photon EAS while leaving an atomic vacuum state |0a〉. Since the read beam is strong,
the emitted anti-Stokes photon will not be absorbed due to the EIT [87].
Now we focus on the situation that the read light and the write light counter-
propagate as shown in Fig. 1.2. The wave vector of the read light is given by kR = −kRzˆ,
Chapter 1 Entanglement and Quantum Memory with Cold Atomic Ensembles 15
and the spatial wave function of the anti-Stokes field is
EAS(r















|r′ − rj |e
ikAS·r′ , (1.16)
in which the phase from the collective excitation state and from the read light are also
included. If the phase of all the fields match, i.e., kW − kS + kR − kAS = 0, the term
containing rj vanishes yielding constructive interference. In other words, the anti-Stokes
photon appears more likely on the detection surface where the phase matching condition
holds. With the phase matching condition and the paraxial approximation, the anti-
Stokes field is then
EAS(r

















with the coefficient cAS(r
′) = εAS/|z′| exp[ikAS(2z′2 + y′2 + x′2)/(2|z′|)], and the wave
vector kAS ' −kASzˆ. It can be seen clearly that the intensity of the phase-matched
anti-Stokes field gets an enhancement by a factor of N , the number of atoms.
Assuming γ is the emission rate for a single particle, the emission rate of the phase-
matched anti-Stokes field could be then estimated as NNdΩγξα, where dΩ ' λ2/A is
the small detection solid angle estimated by the Gaussian beam profile of the anti-Stokes
field, and ξα is the branching ratio of the transition relating to a chosen polarization.
In a similar way, the emission rate for the field other than the phase-matched one is
described as N(4pi − dΩ)γ. Thus, the retrieval efficiency can be estimated as
η ∼ NNdΩγξα




where od = ρσL = 3Nλ2/(2piA) is the optical depth for Rubidium 87 measured via
the cycling transition |F = 2,mF = +2〉 → |F ′ = 3,m′F = +3〉 with the cross section
σ = 3λ2/(2pi) [3]. When the atomic ensemble is optically thick, the retrieval efficiency
is expected to be close to unity. And after the read process, the Stokes and anti-Stokes
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A more detailed analysis can be done with dark-state polariton theory which yields the
same results [88].
1.1.3 Non-classical Correlation
To distinguish between classical and quantum behaviours of the light, the second-order
coherence correlation has to be analyzed. This requires the application of the second-















=|0S0AS〉+√χ|1S1AS〉+ χ|2S2AS〉+ o(χ3/2), (1.20)
with |nSnAS〉 (n = 0, 1, 2) the photon number states [89].
For further analysis, the following functions are introduced [90, 91], including the
































The inequality should hold for any classical light, however, would be violated for quan-
tum coherence. In the case of the Stokes and anti-Stokes state described in Eq. 1.20
with χ  1 to keep the process within the spontaneous regime, the second-order self-




AS ' 2χ2/(χ2 + 4χ3 + 4χ4) ' 2, and
the second-order cross-correlation function g
(2)
S,AS ' (χ + 4χ2)/(χ2 + 4χ3 + 4χ4) ' 1/χ.
This implies the failure of satisfying the inequality, a direct evidence for the presence of
quantum correlation between the Stokes and the anti-Stokes photon.
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1.1.4 Quantum Memory Storage Lifetime
The quantum memory storage lifetime is a critical parameter which affects the perfor-
mance of the system, such as the communication distance for a quantum repeater, and
the number of operation steps for a quantum computer [92]. It is defined as the time
interval after which the retrieval efficiency drops to 1/e of the original value. There
are several decoherence mechanisms that limit the storage lifetime, such as spin-wave
dephasing induced by inhomogeneity of the magnetic field and thermal atomic motion,
and loss of atoms in the collection mode induced by thermal atomic motion and gravity.
After all these problems are attacked, a memory of 16 s is reported by using an optical
lattice to localize the atoms, a constant magnetic field to compensate the differential
Stark shift, and the dynamic decoupling microwave pulses [93].
1.1.4.1 Inhomogeneity of Magnetic Field-Induced Dephasing
The most investigated mechanism is spin-wave dephasing induced by inhomogeneity of
the magnetic field over the whole illuminated region of the atomic ensemble. When a







where ∆ωj = (E
j
s − Ejg − Esg)/~ is induced by the Zeeman effect with Esg the energy
difference between the two ground states without the residual magnetic field. Thus, the
anti-Stokes field evolves to
EAS(r











N fNdΩγ + (4pi − dΩ)γ
'1− 1
1 + 14piN fNdΩ
, (1.27)
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where fN = |
N∑
j
exp[−i(ωsg + ∆ωj)t]|2 results from the interference and the branching












=N +N(N − 1) cos(∆ωjt−∆ωj′t)
=N2 cos(∆ωjt−∆ωj′t), (1.28)
where cos(∆ωjt−∆ωj′t) represents the arithmetic mean.
A homogeneous residual magnetic field does not influence the retrieval efficiency,
since the arithmetic mean is equal to unity which results in fN = N
2. However, the
retrieval efficiency will be affected by a magnetic field which is inhomogeneous since
the phase of each atom evolves differently and the arithmetic mean is no longer one.
According to the central limit theorem, for large N , one can assume the energy shift of
each atom, ∆Ejsg = E
j











where σsd represents the standard deviation and the mean is set to zero. The arithmetic


















If the optical depth is small (on the order of ones) so that NdΩ exp(−σ2sdt2/~2)/(4pi) < 1,
the retrieval efficiency is estimated as
η(t) ∼1− 1
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In the experiments, the ground states are normally chosen from the hyperfine level
|52S1/2, F = 1〉 and |52S1/2, F = 2〉 of Rubidium 87. By considering only the first-order
Zeeman shift, the storage lifetime for each pair is calculated and shown in Tab. 1.1,
under the condition of 5 mG standard deviation of the magnetic field which is a typical
inhomogeneity value in our lab over a distance of 1 mm. This explains to some extent
the reason of the short lifetime measured in the paper [92] which is about 14 µs, where
|F = 2,mF = +2〉 and |F = 1,mF = 0〉 are used as the ground states.
Table 1.1: Storage lifetime (µs) for different ground-state pairs.
PPPPPPPPF = 1
F = 2
mF = −2 mF = −1 mF = 0 mF = +1 mF = +2
mF = −1 15.2 22.7 45.5 +∞
mF = 0 22.7 45.5 +∞ 45.5 22.7
mF = +1 +∞ 45.5 22.7 15.2
Taking a closer look at Tab. 1.1, one finds three pairs, the so-called “clock states”,
which provide infinitely long lifetime, (|F = 2,mF = −1〉, |F = 1,mF = +1〉), (|F =
2,mF = 0〉, |F = 1,mF = 0〉), and (|F = 2,mF = +1〉, |F = 1,mF = −1〉). However, it
is no longer true after considering higher-order effects. For the ground-state manifold of
Rubidium 87 atoms, the energy shift can be estimated by using the Breit-Rabi formula
[94]
E = − ∆Ehfs
2(2I + 1)







where µB is the Bohr magneton, x = µBB(gJ − gI)/∆Ehfs is referred to as the field
strength parameter with gJ and gI the Lande´ factors, and the ± sign is negative for
F = 1 and positive for F = 2. Note that, when mF = −2 the square root is an
exact square which is interpreted as 1 − x. Fig. 1.3(a) shows the relation between
energy shift ∆Esg and the applied magnetic field B for clock states. When the slope
of the relation curve goes to zero, the standard deviation of the energy shift will vanish
according to the error propagation function [95], thus with the Gaussian distribution
assumption one gets infinitely long lifetime at these points. Fig. 1.3(b) presents the
storage lifetime τinh as a function of the magnetic field with 5 mG standard deviation.
And the infinitely long storage lifetime for (|F = 2,mF = −1〉, |F = 1,mF = +1〉),
(|F = 2,mF = 0〉, |F = 1,mF = 0〉), and (|F = 2,mF = +1〉, |F = 1,mF = −1〉) will
appear at −3.22892 G, 0 G, and 3.22892 G, respectively.
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(b) Storage lifetime
Figure 1.3: Energy shift and storage lifetime as a function of the magnetic field for clock states.
The green dashed line represents the result of (|F = 2,mF = −1〉, |F = 1,mF = +1〉), the red
dotted line (|F = 2,mF = 0〉, |F = 1,mF = 0〉), and the blue solid line (|F = 2,mF = +1〉, |F =
1,mF = −1〉). (a) shows the energy shift ∆Esg as a function of magnetic field. (b) shows the
storage lifetime τinh as a function of the magnetic field with the standard deviation 5 mG. It
implies that the storage lifetime could reach the order of seconds if certain magnetic field is
applied.
1.1.4.2 Thermal Atomic Motion-Induced Dephasing
Thermal atomic motion is another reason which results in spin-wave dephasing, thus
limits the storage lifetime. Since the temperature of the atomic ensemble is finite, the
momentum of each atom obeys the Maxwell-Boltzmann distribution. After a time of t,






The collection mode of the retrieved anti-Stokes photon was set to be the one in ideal
case, therefore the phase induced by thermal motion will be passed to the anti-Stokes
field
EAS(r






And the retrieval efficiency is estimated as
η(t) ∼ 1− 1




where the interference factor f thN = |
N∑
j
ei∆k·∆rj(t)|2 which can be expanded as
f thN = N
2 cos(∆k ·∆rj(t)−∆k ·∆rj′(t)). (1.37)
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Considering only the motion along the spin-wave direction which is the main contri-
bution, the scalar product can be reduced. The velocity distribution along the direction












kBT/m and kB the Boltzmann constant. Then the retrieval efficiency can
be calculated as
η(t) ∼1− 1













The wave vector of the spin-wave ∆k implies the existence of a wavelength of the spin-
wave in the form of λsw = 2pi/∆k. And the decoherence mechanism due to the thermal
motion can be safely neglected as long as the thermal motion is small compared to λsw.
For our experimental parameters where the energy difference between two ground
states is h × 6.8 GHz and the D-1 transition is employed, the wave vector of the spin-
wave can be estimated as ∆k ' kWθ when the detection angle between kW and kS is
small. Then the storage lifetime is inversely proportional to the angle θ. For a given
temperature of 100 µK, the relation between the storage lifetime τth and the angle θ is
depicted in Fig. 1.4. The maximal storage lifetime of 71.4 ms appears when the angle
goes to zero, at which the wavelength of the spin-wave is equal to 43.9 mm. When the
angle is 3◦, the storage lifetime is 24.7 µs which is one of the reasons limiting the storage
performance in the paper [92]. In order to weaken the mechanism, further confinement
is suggested, for example, an optical lattice [96].
1.1.4.3 Loss of Atoms in Collection Mode
Apart from the spin-wave dephasing mechanism, loss of atoms also plays an important
role which limits the storage lifetime. Since the mode of the anti-Stokes photon collection
is fixed, any motion, which forces the atoms to fly out of the collection area, will affect
the retrieval efficiency by decreasing the number of effective atoms. As discussed above,
when the optical depth is small, the retrieval efficiency scales as the number of atoms in
the collection mode. For this reason, the storage lifetime due to the loss of atoms could
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Figure 1.4: Storage lifetime τth as a function of the detection angle θ.
be estimated as the time interval after which the effective number of atoms drops to 1/e
of the initial value.
There are two main reasons, gravitational motion and thermal atomic motion, which
are responsible for loss of atoms. In practice, all the fields including write, read, Stokes,
and anti-Stokes are either emitted or collected with single-mode fibers that approximate
to the fundamental Gaussian mode. Therefore, the retrieval efficiency can be estimated
as the ratio of overlapping the fundamental Gaussian mode of the expected anti-Stokes
field and the one of the actual field due to the motion of atoms. For the ease of alignment,
the anti-Stokes field propagates perpendicular to the direction of the gravity in most of
the experiments. And the effect induced by the motion along the propagating direction
of the field can be ignored since it is much smaller than the Rayleigh length of the mode.











with g the standard gravity, and w0 the beam waist. In our experiments, the anti-Stokes
field has a waist of 100 µm, which yields the storage lifetime 4.5 ms. It is intuitive that
one would benefit if the collection modes are arranged along the direction of the gravity.
For thermal atomic motion-induced loss, by assuming the expansion of the atomic
cloud obeys the Maxwell-Boltzmann distribution, one could get the retrieval efficiency
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with vprob =
√
2kBT/m the most probable speed. With our experimental parameter,
the temperature of 100 µK, the storage lifetime due to thermal atomic motion is being
0.9 ms.
1.2 Quantum Repeater with Cold Atomic Ensembles
Generation of entanglement is a crucial part of quantum information science. The write
and read process provides an effective way to realize a quantum interface between the
photonic qubits and the stationary qubits. By applying the knowledge of the quan-
tum memory, I will present the generation of entanglement based on the single-photon
interference DLCZ protocol [39], and on an improved protocol employing two-photon in-
terference [60]. The entanglement swapping [36] to extend the quantum communication
distance and the atom-atom entanglement are also discussed.
1.2.1 The DLCZ Protocol
In the DLCZ protocol, two distant ensembles (A and B) are excited by two write pulses
simultaneously, as shown in Fig. 1.5(a). The forward-scattered Stokes photons are
collected and guided to two single photon detectors (D1 and D2) via a non-polarizing
beam splitter (BS) to erase the path information. A click in either D1 or D2 states that





































Figure 1.5: Entanglement generation and swapping in the DLCZ protocol.
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After the entanglement is established, one can simply extend it by performing entan-
glement swapping as depicted in Fig. 1.5(b). As a first condition, entanglement has been
generated between ensemble A1 and B1, and between ensemble A2 and B2, respectively,
before the application of entanglement swapping. Read pulses are applied to the en-
semble B1 and B2 to convert the atomic excitations into photons which are detected by
single-photon detectors D3 and D4 after interfering at a BS. The entanglement between
A1 and A2 will be then established after a click is recorded either in D3 or D4.
The feasibility of the protocol relies on the phase stability. However, the single-photon
Mach-Zehnder interference is involved both in the generation and swapping procedures,
which is sensitive to the fluctuations of the beam path length. To make the protocol
work, the phase has to be stabilized at the level of λ/10, with λ ∼ 1 µm typically, over
a time scale of a few tens of second [97], which is rather difficult to achieve even with
up-to-date technology.
1.2.2 Robust Scheme Resistant to Phase Noise
The phase fluctuations prohibit the practical use of the DLCZ protocol. To get around
the problem, Bo Zhao and his colleagues proposed the idea of taking two-photon Hong-
Ou-Mandel-type interference instead [97]. The basic element of the improved protocol
is to locally create entanglement between the spacial mode of the spin-wave and the
polarization of the signal photon as shown in Fig. 1.6. Take site A as an example,
two atomic ensembles labelled as “top” and “bottom” are illuminated by write pulses.
With a small probability, one scattered Stokes photon either from the top or the bottom
ensemble will pass through a polarizing beam splitter (PBS) possessing the vertical
polarization (V ) or horizontal polarization (H), respectively. The whole system of site












where φA,HV denotes the phase difference induced by the beam path difference between
H and V , and the subscript “t” (“b”) denotes top (bottom). Note that the phase
different φA,HV can be easily compensated since the generation of entanglement in the
improved protocol is local.
In a second stage, these local atom-photon entangled states are later converted into
remote atom-atom entanglement by use of two-photon interference. As depicted in
Fig. 1.6, after the atom-photon entanglement is prepared in both sites and the phase
difference is compensated properly, the two scattered photons are sent to a Bell-state
analyzer (BSA) type-I consisting of a PBS± (transmits positively polarized photons



















Figure 1.6: Creation of remote atom-atom entanglement with the improved protocol.
|+〉 = 1/√2(|H〉 + |V 〉), while reflects negatively polarized photons |−〉 = 1/√2(|H〉 −
|V 〉)), two PBSs, and four single-photon detectors. The BSA will project the photons
into a Bell state and thus leave the ensembles entangled in a corresponding way. For
instance, a detected coincidence between D1 and D4 heralds that the two sites are






































where φA (φB) represents the phase that the photon acquires during the propagation from
site A (B) to the BSA. The first term is the expected maximally entangled state where
the propagation phase is the global phase of the state, thus has no effect to the system.
However, second-order excitations of site A and site B contribute to the second term and
the third term, respectively, which limit the further use of the state. Fortunately, the
unexpected two-photon excitation terms can be automatically washed out by a carefully
designed BSA in the entanglement swapping step [97]. The only requirement from the
two-photon interference is to keep the two photons coherent before they meet at the
BSA, which implies that the phase fluctuations are within one tenth of the coherence
length (on the order of 10 m for Rubidium atomic ensembles). Thus the improved
protocol relaxes the stability requirements by 7 orders of magnitude.
The entanglement swapping used to extend the atom-atom entanglement is similar to
the DLCZ protocol as shown in Fig. 1.7. Two pairs of the entangled atomic ensembles
are prepared, say A1-B1 and A2-B2. The retrieved photons from B1 and B2 are sent to
the BSA type-II which results in an entanglement between A1 and A2 when coincidence
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count between D1 and D3, D1 and D4, D2 and D3, or D2 and D4 is registered. Note
that no expected coincidence would be registered if the two photons come from one






















Figure 1.7: Entanglement connection with the improved protocol.
Compared with the DLCZ protocol, the improved protocol is insensitive to the fluc-
tuations of path length. However, the success probability is on the order of χ2η2d with
χ the excitation probability and ηd the detection efficiency, which is much less than the
success probability of the DLCZ protocol (∼ χηd). In practice, although the excitation
probability is small, the repetition rate of the excitation process can be quite large which
remedies the negative effects.
1.3 Experimental Setup for Atomic-Ensemble-Based Quantum
Memory
The atomic-ensemble-based quantum memory is the essential element throughout the
first four chapters. It is based on cold Rubidium 87 atoms which are localized in the
so-called magneto-optical trap (MOT) [98]. In this thesis, a double-path scheme [60] is
used to generate atom-photon entanglement, so that a single atomic ensemble is adequate
instead of two presented in the last section. And a double-MOT setup is built in order
to generate atom-atom entanglement.
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1.3.1 Preparing Atomic Ensemble in a Magneto-Optical Trap
As one of the most useful technology, MOT has been utilized widely in the study of cold
and ultra-cold quantum gases [99,100]. Generally speaking, MOT makes use of Doppler
cooling as well as radiation pressure to push the atoms towards center. When an atom
moves towards a properly red-detuned laser beam, it will absorb a photon, thus receives
a momentum kick, due to the Doppler effect and then spontaneously emit a photon to
an arbitrary direction. On average, it provides a friction force towards the opposite
direction which slows down the atoms. When a magnetic quadrupole field is applied,
atoms moving away from the center will have a higher probability to be kicked since the
Zeeman shift drives the atomic resonance closer to the laser frequency. Typically, the
atoms can be cooled down to the Doppler cooling limit TD = ~Γ/(2kB) [101], which is
around 146 µK for Rubidium 87.
In practice, a MOT requires “cooler”, “repumper”, and magnetic quadrupole field.
And the basic construction is illustrated in Fig. 1.8.
Cooler which is responsible for the damping force, is composed of three orthogonal pairs
of counter-propagating laser beams with circular polarization. It is red-detuned
by 17 MHz from the cycling transition of the D-2 line, i.e., |52S1/2, F = 2〉 →
|52P3/2, F ′ = 3〉, and is stabilized by the Pound-Drever-Hall frequency modulation
(FM) method [102]. And it has an intensity of 10 mW/cm2 for each beam which
is provided by a Toptica DLX110 laser.
Repumper is used to assist in keeping the cooling mechanism functional by exciting the
atoms out of the “dark” state. It is tuned on resonance with the |F = 1〉 → |F ′ = 2〉
transition of the D-2 line and FM-locked. And it shines to the atomic ensemble
through six directions as well. A Topica taperred amplifier (BoosTa) together with
a homemade laser system are responsible for it.
Magnetic quadrupole field is composed of two coils in an anti-Helmholtz configura-
tion winded around the cell. Each coil has 19 windings with a diameter of about
6 cm. The typical working current is 5 A which corresponds to a gradient of
10 G/cm.
For a more detailed description, please refer to the thesis [103].
1.3.2 Memory Built-in Atom-Photon Entanglement Source
An atom-photon entanglement source (or photon-matter entanglement source) is essen-
tial to the study of quantum information science due to its ability to store information.






























Figure 1.8: An illustration of the configuration of MOT. The cooler beam and the repumper
beam are merged together via a PBS. After a telescope system to enlarge the beam waist, they
are delivered into six ports with balanced cooler power. The frequencies of the cooler light and
the repumper light are also depicted. HWP represents for half-wave plate, and QWP represents
for quarter-wave plate.
In the past decade, a few methods of generating atom-photon entanglement have been
developed including for example spin excitations to different magnetic sublevels [104,105]
which is suffering from the different excitation efficiencies, and dual-species mixture [106]
which is suffering from the low efficiency of frequency mixing. The atom-photon entan-
glement source in this thesis takes the idea from the paper [60] where a double-path
scheme is applied. However, it is modified according to specific purposes, for example,
the qubits are encoded into spatial modes in Chapter 4. Here the basic configuration
will be illustrated.
The configuration of the atomic energy levels used for write and read is illustrated in
Fig. 1.9. Two hyperfine ground states |a〉 = |52S1/2, F = 2〉 and |b〉 = |52S1/2, F = 1〉,
and the excited state |e〉 = |52P1/2, F = 2〉 form a Λ-type system. The Rubidium 87
atoms are prepared initially in the state |a,mF = 0〉 with the help of a pi-pump beam.
The write light is normally red-detuned by 15 MHz to the F = 2 → F ′ = 2 transition
of the D-1 line (52S1/2 → 52P1/2). The read light is tuned on resonance with the
F = 1 → F ′ = 2 transition of the D-1 line. Both of them can be switched on or off by
a transistor-transistor logic (TTL) signal coming from a field-programmable gate array
(FPGA) module.















Figure 1.9: The Λ-type system of Rubidium 87 for write and read. The clock state
(|F = 2,mF = 0〉, |F = 1,mF = 0〉) is taken to achieve long lifetime. The write light is hori-
zontally polarized in most of the case, and the scattered anti-Stokes signal photon is chosen
to be orthogonally polarized. The read light is vertically polarized correspondingly, and the
emitted idler photon has to be horizontally polarized under the condition of collective enhance-
ment [89,96]. The degeneracy is lifted when a magnetic bias field is applied.
The atom-photon entanglement source is illustrated in Fig. 1.10. The write pulse is
chosen to be 50 ns long and 1 µW strong with a beam waist of 240 µm. The anti-Stokes
signal photon is collected in two spatial modes with a beam waist of around 100 µm
marked as “ASl” and “ASr”, where the subscripts “l” and “r” denote left and right,
respectively. The angle between the collection mode and the write beam is around 0.5◦
to 3◦ depending on the purpose. Later, the spatial mode information is converted to the
polarizations through a PBS. Since the excitation probabilities are equal χl = χr = χ,











where φAS is the phase difference between two collection modes. According to the phase
matching condition, the read light, which is counter-propagating with the write, will
convert the spin-wave state into a corresponding Stokes idler photon with related wave




|H〉AS|H〉S + eiφAS+φS |V 〉AS|V 〉S
)
. (1.49)
To stabilize the phase φAS +φS, a positive polarized (|+〉) light named “locking beam” is
applied into this Mach-Zehnder interferometer. The interference is detected and serves
as a feedback signal to lock the phase by the aid of a moving mirror with piezoelectric
ceramics (PIEZO). The phase information can be transferred to polarization information
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where φ = φAS + φS represents the phase and the subscripts are neglected for simplic-
ity. It can be readily seen that the phase can be compensated to zero by maximizing
|1 + eiφ|2/|1− eiφ|2 which is the ratio of coincidence counts of |+〉|+〉 and |−〉|−〉 to co-
incidence counts of |+〉|−〉 and |−〉|+〉. A QWP-HWP-QWP setup, which can shift the
relative phase between horizontally polarized beam and vertically polarized beam, is re-
sponsible for phase compensation, and is placed at the idler field path with both QWPs
set at 45◦ relative to the horizontal [103]. In fact, after the total propagating-induced
phase is compensated, the phase φAS in the atom-photon entanglement can also be rec-
ognized as a fixed known phase, since the use of the spin-wave state always requires the















Figure 1.10: An schematic view of the atom-photon entanglement source. Magnetic bias field
and linearly polarized pi-pump beam (parallel to the bias field) are optional according to the
purpose of the experiment, where the pi-pump is tuned on resonance with the |F = 2〉 → |F ′ = 2〉
transition of the D-1 line. The signal photon and the idler photon are collected by the single-
mode fibers which in turn helps to keep the mode matching condition. The locking beam is
aligned a little bit higher than the signal and the idler fields so that it can be reflected by a
small mirror illustrated with a dashed border. A polarizer (POL) set at 45◦ is used to align the
polarization in order to obtain the interference.
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1.3.3 Bell-State Analyzer
Bell states are maximally entangled states of two qubits, which can be expressed as
|Φ+〉 = 1√
2
(|HH〉+ |V V 〉) = 1√
2
(|+ +〉+ | − −〉)
|Φ−〉 = 1√
2





(|HV 〉+ |V H〉) = 1√
2
(|+ +〉 − | − −〉)
|Ψ−〉 = 1√
2
(|HV 〉 − |V H〉) = 1√
2
(|+−〉 − | −+〉). (1.51)
They can be inspected by the BSA. In addition, this joint quantum-mechanical mea-
surement will project the qubits, if they were not in a Bell state, into a Bell state.
Three types of BSAs are used in this thesis shown in Fig. 1.11. BSA type-I can
detect the state |Φ+〉 (coincidence between D1 and D4, or D2 and D3) and |Ψ+〉 (D1 and
D3, or D2 and D4), since the first PBS± will only allow the two photons to appear in
both of the output modes when they are in the state |+ +〉 or | − −〉 and the following
PBSs judge the H/V states. Similarly, BSA type-II can detect the state |Φ+〉 (D1 and
D4, or D2 and D3) and |Φ−〉 (D1 and D3, or D2 and D4). BSA type-III can detect the
state |Ψ+〉 (D1 and D2, or D3 and D4) and |Ψ−〉 (D1 and D3, or D2 and D4). Different
from the first two types, the two photons cannot be separated by the BS unless they
are in the state |Ψ−〉 due to the interference [107]. All the BSAs used in this thesis
can only distinguish two of the four Bell states. A complete analysis of the Bell states
requires either hyperentangled states [108] or a nonlinear process such as the cross-Kerr
effect [109].
D1 D4D2 D3








Figure 1.11: Three types of the Bell-state analyzers. A PBS± is composed of a PBS with






Quantum teleportation and quantum memory are of great significance to large-scale
quantum networks. With the help of quantum entanglement distributed in advance,
quantum teleportation provides an intriguing way to transfer quantum states without
actual transmission of the physical carriers [6]. It has been demonstrated with single
photons [7, 110, 111], from light to matter [71, 112], and between single ions [21–23].
Quantum memory is required for scalability, which enables us to store and retrieve
fast-flying photonic qubits with stationary matter.
In this chapter, I report on the realization of quantum teleportation between two
remote atomic-ensemble-based quantum memory nodes connected by a 150 m optical
fiber [113]. The spin-wave state of one of the atomic ensembles is mapped to the po-
larization state of a propagating photon, and then sent to a BSA performing Bell-state
measurement (BSM) together with another photon which is entangled with the spin-wave
state of the other atomic ensemble. In addition, the detection of two-photon coincidence
heralds the success of the teleportation with an average fidelity of 88(7)%.
2.1 Scheme of the Experiment
The basic idea of quantum teleportation can be understood as follows. Suppose Alice
and Bob stay apart, and they share a maximally entangled state beforehand which has
the form of a Bell state, for instance, |Φ+〉AB = 1/
√
2(|0〉A|0〉B + |1〉A|1〉B) with {|0〉, |1〉}
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representing the orthogonal basis, and the subscripts A and B referring to Alice’s and
Bob’s particle, respectively. Later, Alice gets another particle which is in the state
|ψ〉C = α|0〉C +β|1〉C . To convey the state of the particle to Bob, Alice performs a BSM
on the two qubits in her possession. The state of the three particles is then given by
|Φ+〉AB|ψ〉C = 1√
2




[|Φ+〉AC(α|0〉B + β|1〉B) + |Φ−〉AC(α|0〉B − β|1〉B)
+|Ψ+〉AC(β|0〉B + α|1〉B) + |Ψ−〉AC(β|0〉B − α|1〉B)
]
. (2.1)
Thus, Alice only has to transfer two classical bits of information to tell Bob which Bell
state she measured, and Bob will obtain the desired state after a proper unitary operation
is performed. In this experiment, Alice and Bob have two atomic-ensemble quantum
memories. The entanglement shared between them is an atom-photon entanglement
where Bob keeps the stationary spin-wave state and Alice keeps the photonic state. We
aim to teleport a single spin-wave state from Alice to Bob, which are linked by a 150 m
long single-mode optical fiber and physically separated by about 0.6 m.
The layout of the experiment is shown in Fig. 2.1. Two separate atomic ensembles,
named atomic ensemble A and atomic ensemble B, respectively, are prepared by MOTs,
each consisting of about 108 Rubidium 87 atoms. At very beginning, atoms of atomic
ensemble A are prepared in the state |a〉 = |52S1/2, F = 2〉, while atoms of atomic
ensemble B are prepared in the state |b〉 = |52S1/2, F = 1〉 to allow interference between
the read-out photon of ensemble A and the write-out photon of ensemble B. All the write
and read beams are chosen to be on resonance with the D-1 line and linearly polarized
as described in Section 1.3.2. A pi-pump beam and a magnetic bias field are applied to
ensemble A to utilize the clock state (|F = 2,mF = 0〉, |F = 1,mF = 0〉). The detection
angle for ensemble A is set to be 0.5◦ yielding a storage lifetime of 126(6) µs which
is quite close to the theoretical value of 148 µs limited by the thermal motion-induced
dephasing as illustrated in Section 1.1.4. The detection angle for ensemble B is chosen
to be 3◦ for ease of alignment. In order to suppress the noise for detecting signal and
idler photons, pumping vapor cells (PVCs) are applied. Rubidium atoms inside of the
PVCs are optically pumped to the state where the unexpected photons with a frequency
of write (or read) are strongly absorbed, while it is transparent to the signal (or idler)
photons.
The time sequence is shown in Fig. 2.2. A FPGA card is used to generate all control
signals. Atoms are loaded into the MOT in the first 11 ms, and cooled down to ∼ 100 µK.
Later, the trapping beams and the magnetic quadrupole field are switched off and the
experiment is performed within 3 ms after the initial state is prepared with pumping
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HWP QWP POLPBS PBS PVC







































Figure 2.1: Experimental setup for quantum teleportation between two remote atomic ensem-
bles. The energy levels used for write and read processes are illustrated. Photon 1 (photon 2)
corresponds to the write-out (read-out) photon of ensemble A, and photon 3 (photon 4) cor-
responds to the write-out (read-out) photon of ensemble B. Both atom-photon entanglement
sources are locked, and the phases are compensated. To prepare an arbitrary spin-wave state,
photon 1 is measured in a corresponding basis by a set-up consisting of a QWP, a HWP, and
a POL. Single photon detectors (from PerkinElmer Inc.), working at gated output mode, are
responsible for single photon detections.
beams. During the experimental phase, the write pulse is repeated until a write-out
photon from ensemble A is registered, heralding the success of the state preparation.
Then, the spin-wave state is converted into a single photon (photon 2) through read
process. At the same time, atom-photon entanglement is established in ensemble B by
a write process. “Read B” is applied at last to convert the teleported state into the
polarization state of a single photon for further use. Note that since the excitation
probability for write process is made to be sufficiently low (∼ 0.003) to suppress the
double-excitation probability, the write process is repeated many times to get the spin-
wave state prepared successfully.






11 ms 3 ms
Figure 2.2: Time sequence for quantum teleportation between atomic ensembles. Pumping
beams, including pi-pump, are applied before every “Write A” pulse to purify the state which
leads to a total write trial time of 3.38 µs. The write trial time for ensemble B is 975 ns since
the pi-pump is unnecessary. The delay between “Read A” and “Write B” is made to compensate
the delay induced by the different optical path lengths so that photon 2 and photon 3 can meet
at the BSA.
2.2 Spin-Wave State Preparation
The experiment starts with initializing the atomic ensemble A in an arbitrary state
|ψ〉A = α|↑〉A + β|↓〉A, where |↑〉 and |↓〉 are the spin-wave states with ↑ and ↓ denoting
the directions of the vectors relative to the write direction, and α and β are arbitrary
complex numbers satisfying the condition |α|2 + |β|2 = 1. The preparation procedure
is done by taking the method of remote state preparation [114]. After the application
of a weak write pulse, entanglement is created between the spin-wave vector and the
momentum (emission direction) of the scattered photon via Raman scattering. A PBS
later converts the momentum information to polarizations and leaves the atom-photon
entanglement in the state
|Ψ−〉1A = 1√
2
(|H〉1|↓〉A − |V 〉1|↑〉A). (2.2)
Note that the phase induced by the path difference is compensated as explained in Sec-
tion 1.3.2. A projective measurement is applied on photon 1 in the basis {|ψ〉1, |ψ⊥〉1},
where |ψ〉1 = α|H〉1 + β|V 〉1 and |ψ⊥〉1 = β∗|H〉1 − α∗|V 〉1. According to the antisym-
metric nature, the atom-photon entangled state could also be expressed as
|Ψ−〉1A = 1√
2
(|ψ〉1|ψ⊥〉A − |ψ⊥〉1|ψ〉A). (2.3)
Thus, the ensemble A is projected to |ψ〉A if the measurement on photon 1 gives the
result of |ψ⊥〉1.
In the experiment, the following six initial states are chosen to evaluate the prepa-
ration process, |↑〉A, |↓〉A, |+〉A, |−〉A, |R〉A, and |L〉A with |±〉A = 1/
√
2(|↑〉A ± |↓〉A)
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and |R/L〉A = 1/
√
2(|↑〉A ± i|↓〉A) by projecting photon 1 to the corresponding state
|ψ⊥〉1. And the verification is done by performing the quantum state tomography to
the retrieved photon 2 where |↑/↓〉A is converted to the polarization state |H/V 〉2 [115].
The six spin-wave states (ρj with j=1 to 6) are reconstructed through maximum like-
lihood technique and plotted in the Bloch sphere as shown in Fig. 2.3. The fidelity
is defined as F (ρj , ρj′) ≡ [trace(√ρjρj′√ρj)1/2]2 [116], where ρj and ρj′ are arbitrary









































































































Figure 2.3: Tomography results of the prepared atomic states. In the Bloch sphere, the solid
arrows represent the six target states, i.e., |↑〉, |↓〉, |+〉, |−〉, |R〉, and |L〉, while the dashed arrows
represent the six measured states, i.e., ρj with j=1 to 6. The reconstructed matrices are shown
beside each of the states with left (right) one presenting the real (imaginary) part. Errors of the
fidelities are calculated based on the Poisson statistics of the raw photon counts.
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2.3 Spin-Wave State Teleportation
To teleport the prepared state, a quantum channel is established connecting the two
atomic ensembles. An atom-photon entanglement is responsible for the quantum chan-
nel, where the spin-wave state of ensemble B is entangled with the polarization state of




(|H〉3|↑〉B + |V 〉3|↓〉B). (2.4)
At the same time, a read pulse is applied to ensemble A to convert the spin-wave state
to a single photon (photon 2). The photon 2 and 3 are then guided through single-mode
fibers to a BSA for BSM. The BSA type-II allows the discrimination of the states |Φ+〉23
and |Φ−〉23 which in turn indicates the success of the teleportation (to some extent, to
be analyzed later). In addition, the classical measurement results are sent to ensemble
B’s site for necessary pi phase shift operation on |↓〉B when |Φ−〉23 is measured.
2.3.1 Quantum Teleportation with Short Fiber
To demonstrate the feasibility of the teleportation, short fibers (2-m-long) are used to
guide the photons to the BSA. The teleported state is later converted to a single photon
(photon 4) by applying read pulse to ensemble B. The evaluation of the teleportation is
done by performing quantum state tomography to the converted photon 4 where all of
the six input states (ρj with j=1 to 6) are utilized. In the case that |Φ−〉 is measured,
an artificial pi phase shift operation is applied to the reconstructed states. The fidelities
between the prepared input states and the teleported states, as well as the matrices of
the reconstructed states, are shown in Tab. 2.1. The average fidelity is 95(1)%, which
is well above the threshold of two-thirds predicted by classical theory [117].
With the tomography results of the states, the teleportation process can be char-
acterized further by quantum process tomography [118, 119]. An arbitrary single-qubit
operation on an input state ρin can be described by a process matrix χ, and the output







with Pauli matrices σˆ0 = 1, σˆ1 = σˆx, σˆ2 = σˆy, and σˆ3 = σˆz. The matrix is reconstructed
in a maximum likelihood sense to ensure physicality [120], and is illustrated in Fig. 2.4.
Ideally, teleportation process will not change a state and can be described as a process
matrix with only one nonzero element χideal00 = 1. Thus, the process fidelity Fproc ≡
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Table 2.1: Teleportation fidelities with short fiber.
Input state ρ1 ρ2 ρ3 ρ4 ρ5 ρ6































































trace(χidealχ) is calculated to be 84(3)% with the error calculated based on the Poisson
distribution of the original counts. Both imperfect atom-photon entanglement |Φ+〉3B































Figure 2.4: Measured process matrix χ for the teleportation with short fiber.
2.3.2 Quantum Teleportation with Long Fiber
To demonstrate the robustness of the teleportation over long distance, the short fiber
connecting ensemble B’s site with the BSA is replaced by a 150-m-long fiber which has
an intrinsic loss of about 11.4%. The stress and temperature dependent slow drift of
the polarization is checked regularly and compensated carefully by a QWP-HWP-QWP
setup [103]. In addition, the fiber is wound on a coil of diameter 1 m to suppress
fluctuations of the birefringence, and the contrast ratio keeps higher than 1000 : 1 over
10 hours. This time, the prepared state |ψ〉A is stored for 1.6 µs to compensate the time
of the entanglement generation in ensemble B and the propagation delay for photon 3.
The fidelities of the teleported states and the process tomography result are shown in
Tab. 2.2, and in Fig. 2.5, respectively. The average fidelity of the states is 95(1)%, and
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the process fidelity is 87(2)%, which are comparable with the teleportation with short
fiber.
Table 2.2: Teleportation fidelities with long fiber.
Input state ρ1 ρ2 ρ3 ρ4 ρ5 ρ6





























































































Figure 2.5: Measured process matrix χ for the teleportation with long fiber.
2.3.3 Heralded Quantum Teleportation
It has to be emphasized that the teleportation process discussed above is probabilistic
since it relies on a probabilistic generation of the auxiliary entanglement pair between
ensemble B and photon 3. However, for a prepared input state, the process succeeds
with a probability of ηAPB/2 ' 10−4 which is 4 orders of magnitude larger than the
previous trapped-ion teleportation experiment [23]. ηA (7%) is the detected retrieval
efficiency of ensemble A, PB (3×10−3) is the detection probability of a write-out photon
from ensemble B, and one half comes from the BSM (two of the four Bell states can
be discriminated). Another attractive feature of the presented teleportation scheme is
that the coincidence signal from the BSM works as a trigger to herald the success of the
teleportation, while the teleported state is stored until required for further use. This
will benefit many applications such as long-distance quantum communication [39, 121]
and distributed quantum computing [122,123].
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However, the read-out noise of ensemble A and high-order excitations of ensemble
B might give fake triggers and have to be suppressed. The BSM trigger signal mainly
comes from three sources as listed below,
from A&B A B
probability ηAPB ηAPA (1− ηA)P 2B
with PA the detection probability of a write-out photon from ensemble A during a single
write trial. The first term is the desired one which describes the process of a successful
retrieval from ensemble A together with a single excitation from ensemble B. The second
term comes from a successful retrieval together with read-out noise which is measured
experimentally ∼ PA. One major reason of this read-out noise could be explained by
a double-excitation of ensemble A. The detection efficiency of a scattered photon dA is
about 30% limited by the efficiency of the single photon detector, coupling efficiency
to the fiber, and transmission loss of the PVC. Thus the probability of this double-
excitation is P 2A/dA, and the probability to get a BSM trigger from this is η
2
APA/dA.
Another reason responsible for the second term is the spontaneous scattering of the
read process. Due to the probabilistic write process, there will be many atoms get
excited in other modes which are not relevant to the detection in the desired collection
mode. Although the retrieval photons of these atoms do not get enhanced to propagate
along the idler collection mode, the strong read beam will lead to a strong spontaneous
scattering process which has a chance to emit photons into the idler collection mode.
Since the number of excited atoms within each write trial is proportional to PA, the
strength of the mechanism scales as PA. The third term originates from a failure of
retrieval together with double-excitation of ensemble B. The second term does not cause
a retrieval of ensemble B, thus will not affect the fidelity of the teleportation as long as
the teleported spin-wave state is evaluated after the retrieval. However, the latter two
terms will reduce the heralding fidelity unless the following requirement is fulfilled
PA  PB  ηA. (2.6)
For this reason, the excitation probability of ensemble A is further reduced to PA '
0.3 × 10−3 yielding 0.3 × 10−3  3 × 10−3  70 × 10−3. Under this condition, the
average post-selected fidelity for the six input states is measured to be 93(2)%. The
fidelity of the heralded teleportation is defined as Fher ≡ Fηher, with the heralding
efficiency ηher ≡ p234/(p23ηB) in which p234 and p23 are the joint detection probabilities
of the corresponding detectors, and is measured to be 88(7)% averaged over the six
states. For a preparation of |↑〉A and |↓〉A state, Fig. 2.6 shows how the heralding
efficiency increases while the excitation probability decreases.
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Figure 2.6: Heralding efficiency as a function of the excitation probability. The heralding
efficiency is averaged over the results for preparing |↑〉A and |↓〉A states.
The slightly lower state fidelity limits the heralding fidelity, which is due to the
comparably higher background noise mainly coming from the leakage of control lasers
(write, read, filter cell pumping beams, and so on), stray light, and detector dark counts.
Moreover, the higher-order excitations also limit the heralding fidelity, which can be
inhibited through Rydberg blockade [124,125].
2.4 Discussion
In summary, a high-fidelity heralded quantum teleportation is demonstrated which tele-
ports an atomic spin-wave state to another atomic ensemble. Since the photons gen-
erated here have a coherence length on the order of 10 m, stable synchronization of
them is much easier than of the photons generated through parametric down-conversion
process used for previous photonic teleportation experiments which coherence length is
only a few hundreds of micrometers [7], thus the scheme can be extended to an even
larger-scale implementation. In addition, the presented teleportation is performed be-
tween two macroscopic sized objects [126] at a distance of macroscopic scale which is of
fundamental interest. From a practical perspective, the techniques of the heralded state
preparation, coherent mapping between matter and light, and heralded quantum state
teleportation, might provide a useful tool kit for quantum information transfer among
distant nodes in a quantum network and for measurement-based quantum computing
with atomic ensembles. Furthermore, the success probability is 4 orders of magnitude
larger than the previous trapped-ion teleportation experiment [23], benefiting from the
Chapter 2 Quantum Teleportation between Atomic-Ensemble Quantum Memories 43
collective enhancement which enables efficient conversion of atomic qubits to photonic
qubits propagating along a specific mode.
Methods for further improvement of the success probability include using a low-finesse
optical cavity to improve the conversion efficiency [127] (ηA), and using an auxiliary
atomic ensemble to create an atom-atom entanglement and later retrieve one of the
atomic state to photonic state which is distributed to ensemble A [42, 128] (PB → η).
Although the storage lifetime in the present experiment (126 µs) is only a little bit more
than the average creation time (97.5 µs) required for the latter method, nowadays, the
storage lifetime could be easily extended up to 16 s with the help of an optical lattice [93].
With these improvements, one could envision the realization of a quantum teleportation




Based on Delayed Choice
Entanglement swapping [36] lies at the heart of a quantum repeater [35] and a quantum
relay [129,130], which are used to extend the distance of quantum communication. How-
ever, the experiments based on the conventional entanglement swapping scheme [42,131]
have fairly low success rates due to the probabilistic character of the entanglement source.
Take the spontaneous parametric down-conversion (SPDC) [66] source as an example,
a pair of entangled photons is created with only a small probability, typically p < 0.01.
Thus the success probability of the entanglement swapping by using two entanglement
sources of this type is limited to p2, and therefore pn for n nodes. The exponential decay
of the success probability severely limits the applications of entanglement swapping in
quantum communication.
In this chapter, I report on the realization of an efficient entanglement swapping
where the exponential decay problem is circumvented by adopting a delayed choice en-
tanglement swapping method [132]. Two atomic-ensemble-based quantum memories
are responsible for the creation of the entanglement, and the entanglement swapping
is performed by a joint measurement on the retrieved photons. The quantum feedback
technique [133] together with the quantum memories help to achieve a success proba-
bility on the order of p/2, which corresponds to an enhancement factor of 257 for the
experimental parameters presented.
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3.1 Scheme of the Experiment
Delayed choice entanglement swapping was first proposed by Asher Peres in 1999, where
entanglement is produced a posteriori [132]. In a conventional entanglement swapping
experiment as sketched in Fig. 3.1, joint measurements (for example, BSMs) on the pairs
of particles (2 and 3) at the center have to be performed in advance in order to result
in entanglement between the two users (1 and 4). Later, the entanglement can be used
for different purposes, for example to generate secure keys. In contrast, in the delayed
choice entanglement swapping scheme, users measure the particles in their possession
at first, and the joint measurements are performed only when the two users would like
to communicate with each other. Suppose that user A generates entanglement between
particle 1 and 2 in the form of |Φ+〉12 and user B |Ψ−〉34, thus the joint state of them
can be expressed as
|Φ+〉12 ⊗ |Ψ−〉34 ≡1
2
(|Φ+〉23|Ψ−〉14 + |Φ−〉23|Ψ+〉14
− |Ψ+〉23|Φ−〉14 − |Ψ−〉23|Φ+〉14), (3.1)
where |Φ±〉 and |Ψ±〉 are Bell states. Note that, since the preceding local measurements
are done independently and completely uncorrelated, the joint state would not collapse to
the Bell states before the center performs a BSM. Therefore, after the center announces
the results of the BSMs, users can sort their results into four subsets, where each one
of the four post-selected subsets will produce statistical results identical to those arising
from maximally entangled pairs. If the preceding local measurements are done in basis
{|0〉, |1〉}, the users are able to create secure keys as in the Ekert91 protocol [32].
1 2 3 4
BSM
User A User B
Center
Figure 3.1: A sketch of the entanglement swapping scheme. User A (B) holds the entanglement
between 1 and 2 (3 and 4), of which particle 1 (4) is measured locally and particle 2 (3) is sent
to the center for joint measurement.
The layout of the experiment is shown in Fig. 3.2. Two atomic ensembles are
prepared by MOTs, and each consists of about 108 Rubidium 87 atoms. The two
ground states |a〉 = |52S1/2, F = 2〉 and |b〉 = |52S1/2, F = 1〉, and the excited state
|e〉 = |52P1/2, F = 2〉 form a Λ-type atomic system. The atom-photon entanglement of
ensemble A can be expressed as |Φ+〉1A = 1/
√
2(|H〉1|↑〉A + |V 〉1|↓〉A), and the entangle-
ment generated from ensemble B |Ψ−〉B4 = 1/
√
2(|↑〉B|V 〉4 − |↓〉B|H〉4), where |↑〉 and
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|↓〉 are the spin-wave states with ↑ and ↓ denoting the direction of the vectors relative
to the write direction. The detection angle is chosen to be 0.5◦ for ensemble A and 1.5◦
for ensemble B. In addition, a pi-pump and a magnetic bias field are applied to ensem-
ble A to utilize the clock state (|F = 2,mF = 0〉, |F = 1,mF = 0〉), and the lifetime
is measured to be 126(6) µs. The lifetime of about 7 µs is measured for ensemble B
which is limited by inhomogeneity of magnetic field-induced dephasing as illustrated in
Section 1.1.4. The write-out photon of ensemble A (B), labelled as photon 1 (photon 4),
is guided through a single-mode fiber to a polarization state analyzer SAA (SAB). And
the read-out photons (photon 2 and photon 3) are sent, through single-mode fibers, to a
type-II BSA for joint BSM of which the result is used to sort the preceding measurements






















Figure 3.2: Experimental setup for the efficient entanglement swapping. The circled number
j© (j = 1, 2, 3, 4) refers to the label “photon j”. The BS in the SA helps to randomly choose the
measurement basis between {|H〉, |V 〉} and {|+〉, |−〉} with |±〉 = 1/√2(|H〉 ± |V 〉). PVCs are
used to suppress the noise photons.
The time sequence is shown in Fig. 3.3. Atoms are loaded into the MOT during
the first 20 ms. In the first millisecond of the subsequent experiment phase of 5 ms,
pumping beams are applied to initialize the atoms to the proper states. After the atoms
are prepared, a group of “Write A” pulses are applied successively until a write-out
photon is registered by the single photon detectors. Then, “Write B” pulses are applied
in a similar way. The read processes commence only when a write-out photon from
ensemble B is also registered. The hundred-microsecond lifetime of ensemble A allows
a long preparation time for ensemble B. If in the worst case that ensemble B fails to
emit a signal photon within the coherence time of ensemble A, the states are cleaned
and “Write A” pulses are applied again.
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MOT Control 20 ms 5 ms
Write A
Write B
Read A & B
Figure 3.3: Time sequence for the efficient entanglement swapping. A short clean pulse made
of pumping beam(s) always precedes the write pulse. The write cycle duration for ensemble A
is TA = 2.9 µs, and for ensemble B is TB = 0.9 µs. Since the write process of ensemble B starts
after the write process of ensemble A has been finished, the success probability obtains a one-half
factor and yields p/2 as claimed.
3.2 Results of the Experiment
During the write process, the spin-wave state is stored in the ensemble A until ensemble B
succeeds. Thus the coherence time of the spin-wave state of ensemble A will determine
the maximum wait time. The coherence lifetime is characterized by measuring the
visibility of pairs of entangled photons (photon 1 and photon 2) as a function of storage
time τA, which is defined as
V = Ndesired −Nundesired
Ndesired +Nundesired
, (3.2)
in which Ndesired denotes the number of coincidence counts for the desired polarization
state, and Nundesired denotes for the undesired state. The measurements are performed
in both basis {|H〉, |V 〉} and {|+〉, |−〉} and are presented in Fig. 3.4.
Armed with such a long-lifetime quantum memory, the enhancement is verified by
measuring the four-fold coincidence count rate, as well as the visibility measured between
photon 1 and photon 4 averaged in basis {|H〉, |V 〉} and {|+〉, |−〉}, as a function of the
storage time of ensemble A (τA). The results are shown in Fig. 3.5. It can be readily seen
that an enhancement factor of 257 ± 16 is observed when the storage time is set to be
180 µs, where the average visibility is (0.76± 0.04) > 1/√2, large enough to violate the
Clauser-Horne-Shimony-Holt (CHSH) form of the Bell inequality [12, 134] with Werner
state assumption [135,136].
To evaluate the quality of the entanglement swapping, the CHSH form of the Bell
inequality is measured, which is defined as
S = |E(φ1, φ4) + E(φ1, φ′4) + E(φ′1, φ4)− E(φ′1, φ′4)| ≤ 2, (3.3)
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Figure 3.4: Visibility measurements on pairs of entangled photons of ensemble A. The upper
one refers to the measurements in basis {|H〉, |V 〉}, while the lower one refers to basis {|+〉, |−〉}.
Error bars represent standard deviation based on photoelectron counting statistics.











































Figure 3.5: Demonstration of enhancement with the feedback technique. The solid line rep-
resents a theoretical calculation of number of counts according to the experimental parameters,
such as excitation probability, retrieval efficiency, write cycle time, and so on. The enhancement
factor is defined as the ratio of count rate with feedback to count rate without feedback, and the
latter is numerically equivalent to a conventional entanglement swapping count rate.
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where E(α, β) represent the correlation functions and φj (φ
′
j), j = 1, 4, denotes the
corresponding basis for polarization measurements on photon j [66]. A violation of the
CHSH inequality is a direct proof for quantum entanglement. With proper bases for
measurements, S = 2.67± 0.35 is measured for BSM result |Φ+〉23, and S = 2.40± 0.37
for BSM result |Φ−〉23.
The delayed choice entanglement swapping demonstrated here not only helps to im-
prove the efficiency of the entanglement generation between distant nodes, but also
allows a variety of applications with the help of the quantum feedback technique and
quantum memories. One interesting idea is to distribute quantum keys “at will” where
a quantum channel is unnecessary at the time of key generation. The center provides
a large number of atom-photon entangled pairs. Each of the users comes to the cen-
ter to measure the photonic qubits in bases randomly chosen between {|H〉, |V 〉} and
{|+〉, |−〉}, and records the results as well as the chosen bases, while the atomic spin-
wave states will be stored in the center. When user A and B would like to generate
secure keys shared with each other, they just make a phone call to the center to ask
him/her to convert the atomic states to photonic states for joint BSMs. After the center
tells them the results, user A and B can just follow the standard procedure of quantum
cryptography to extract the final secure keys. In this way, the center can not gain any
knowledge about the keys, and thus needs not to be trustworthy. With the help of a
BS to perform random basis selection, a series of keys are created with our setup where
the information of the chosen bases and measurement results are recorded in an electric
memory card. The spin-wave state of ensemble B is stored for 3.35 µs. The quantum
bit error rate is measured to be (9.3±2.2)%, and secure keys can be derived by applying
classical error correction and privacy amplification [4].
3.3 Discussion
In summary, a delayed choice entanglement swapping is demonstrated by the aid of a
quantum feedback technique and quantum memories, and an enhancement factor of 257
is observed. The quality of the entanglement is verified by a violation of the CHSH
inequality. In addition, the idea of key generation on demand is realized and a series
of secure keys are generated. However, the delayed choice entanglement swapping fails
when one tries to integrate it into a multistage entanglement swapping scheme [137],
since there is no stationary state any longer after the measurement on the first stage.
And the storage lifetime of the current setup also limits the efficiency of the swapping.
Chapter 4
One-Way Quantum Computing with
Photon-Matter Hyperentanglement
Quantum Computing offers tremendous speedup of certain computing tasks such as
factorization of large numbers [25], database searching [46], simulation of quantum sys-
tems [43,138], and so on. Especially, optical quantum computing has attracted extensive
interest due to its weak coupling to the environment, ease of manipulation, and potential
for high experimental repetition rate [139,140]. In the past few years, experiments have
been done both in the circuit-based model [139] and in the one-way model [48, 51–56].
However, the probabilistic photon sources [141,142] and entangling operations [139] make
efficient optical quantum computing fail without quantum memories [143, 144]. For in-
stance, creation of a large cluster state [49] can be made much more efficient by using
quantum memories to store intermediate entangled states in order to wait for the prepa-
ration of the auxiliary resources. Especially in one-way quantum computing [50, 145],
storage of the remaining qubits with quantum memories is necessary so that feedforward
operations can be applied according to previous measurement results.
In this chapter, I report on the realization of optical one-way quantum computing
with stationary quantum memory involved [92]. The quantum information is encoded
in a four-qubit hyperentangled photon-spin-wave cluster state, where the spin-wave is
stored in a laser-cooled atomic ensemble. The storage capability of quantum memory
allows the realization of active feedforward operations performed by fast electro-optic
modulators (EOMs). Deterministic single-qubit rotations are demonstrated, as well as
the two-qubit controlled-phase (C-Phase) gate and Grover’s searching algorithm. In
comparison with previous experiments [53, 54], in which long optical fibers were used
to delay the photonic qubits for feedforward operations, the present scheme features
flexibility and potentially low loss for future large-scale applications.
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4.1 Introduction to One-Way Quantum Computing
The one-way model not only formulates quantum computation in a different way than the
circuit model, but also provides new theoretical insights [50, 146]. In one-way quantum
computation, any quantum circuit is imprinted into a cluster state of a certain pattern,
and arbitrary unitary operations on the encoded qubits such as single-qubit rotations
and two-qubit entangling gates are realized through a series of single-qubit measurements
on the physical qubits in a specific order.
The resource of one-way quantum computing, a cluster state [49] or graph state [147],
is a highly entangled multi-qubit quantum state of a certain structure designed for a
specific purpose. A typical cluster state [49] is shown in Fig. 4.1, where each vertex
on the graph corresponds to a qubit. The typical way to construct a cluster state is
to prepare every qubit in the state |+〉 = (|0〉 + |1〉)/√2 and then apply a C-Phase
operation |0〉〈0|⊗1+ |1〉〈1|⊗ σˆz on every pair of qubits whose vertices are connected by
a graph edge. Note that 1 represents the 2× 2 identity matrix, and the Pauli matrices
are described as σˆx = |0〉〈1|+ |1〉〈0|, σˆy = −i|0〉〈1|+ i|1〉〈0|, and σˆz = |0〉〈0| − |1〉〈1|.
Disentangling measurement
Processing measurement
Figure 4.1: A typical cluster state configuration. After the generation of the generalized cluster
state, necessary disentangling measurements are performed to modify the structure for a specific
purpose. The blue area with arrows points the way that information flows. And the physical
qubits are measured one after another to perform the computation. The green area represents
an operation of a two-qubit quantum gate.
During the computing process, two kinds of single-qubit measurements should be
employed, one for disentangling and the other for processing as depicted in Fig. 4.1.
The disentangling effect is induced by measuring the j-th qubit of the cluster state in the
computational basis {|0〉j , |1〉j}, which removes the qubit and leaves a smaller cluster
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state. The measurement in basisBj(α) = {|α+〉j , |α−〉j} with |α±〉j = (|0〉j±eiα|1〉j)/
√
2
and α ∈ R, will introduce a single-qubit rotation Rz(−α) with Rz(α) = exp(−iασˆz/2) a
rotation through angle α around the z-axis in the Bloch sphere, followed by a Hadamard
operation Had = (σˆx + σˆz)/
√
2 on the encoded qubit [48] in the cluster. The outcome
|α+〉j is defined as “0” indicating the computation proceeds with no error, while the
outcome |α−〉j is defined as “1” indicating a well-defined Pauli error has been introduced.
After the byproduct operators are permuted to the end, one realizes that the bases of
later measurements depend on ealier measurement outcomes. Thus, deterministic logical
operations necessitate active feedforward techniques in order to adapt the bases of later
measurements according to the previous results as well as to compensate Pauli errors. It
has to be emphasized that the byproduct operator can be considered as a modification of
the input state of the following qubit before applying the C-Phase operation. Swapping a
Pauli error acting on a qubit and a C-Phase operation would result in a chain effect which
applies additional Pauli errors to the connected qubits, thus makes the correction of the
byproduct operator by manipulating the following qubit in the cluster unadvisable. The
byproduct operators have to be permuted to the end, and compensated by manipulating
the last qubit.
4.2 Cluster State Preparation
The cluster in this experiment is shared between a single photon and an atomic ensemble
which serves as the quantum memory. In previous experiments, different methods have
been used to create atom-photon entanglement, including using the interference of differ-
ent spacial modes [60] and of different Raman pathways [104]. To create a hyperentan-
gled four-qubit state, we make use of both methods at the same time. The layout of the
experiment is shown in Fig. 4.2. An atomic ensemble of about 108 atoms of Rubidium 87
is loaded into a MOT and prepared initially in the state |a〉 = |52S1/2, F = 1,mF = 0〉.
After one applies a weak right-handed circularly polarized write pulse to the atomic
ensemble, a spin-wave excitation is created through Raman scattering either in the state
|b0〉 accompanied by a σ+-polarized Stokes photon, or in the state |b+2〉 accompanied by
a σ−-polarized Stokes photon. This signal photon is collected either in the spatial mode
l (noted as Sl in Fig. 4.2) with the spin-wave wave vector in the direction of ↑, or in the
spatial mode r (noted as Sr in Fig. 4.2) with the spin-wave wave vector in the direction




(|σ+〉S|b0〉+ |σ−〉S|b+2〉)⊗ (|l〉S|↑〉+ eiθ|r〉S|↓〉), (4.1)
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where the subscript “S” denotes the Stokes photon. The propagation phase θ can be
compensated by moving a PIEZO-mounted mirror (M2). Later, the polarization of
the Stokes photon is transformed from σ+/σ− to H/V with a QWP, respectively. In
addition, a pi phase shift is introduced between the H and V polarizations in the spatial
mode r for the Stokes photon with a QWP-HWP-QWP setup. Therefore, the desired
cluster is derived in the form of
|C4〉 =1
2
(|Hl〉S|b0↑〉+ |V l〉S|b+2↑〉+ |Hr〉S|b0↓〉 − |V r〉S|b+2↓〉)
≡1
2
(|0〉1|0〉2|0〉3|0〉4 + |1〉1|0〉2|1〉3|0〉4 + |0〉1|1〉2|0〉3|1〉4 − |1〉1|1〉2|1〉3|1〉4), (4.2)
































Figure 4.2: Experimental setup for the one-way quantum computing with photon-matter hy-
perentanglement. The write beam is 10 MHz red-detuned from the transition |a〉 → |e〉. Double-
pathway Raman scattering (to either |b0〉 or |b+2〉) is utilized to create photon-matter entanglemet
in the polarization degree. QWP-HWP-QWP setups help to change the phase between the H
and V polarizations in order to compensate the unwanted phase induced by the glass cell and to
modify the state. PIEZO-mounted mirrors M2 and M3 are used to compensate the phase as well
as to perform spatial mode measurements together with BS. All the photonic modes are guided
by single-mode fibers (SMFs) to the extended setup.
It has to be emphasized that the phase compensation method in this experiment is
different from the former two. In the former experiments, the beam path difference is
locked according to the signal generated by interference of phase locking beams passing
through the Mach-Zehnder interferometer. Then the phase is compensated with a QWP-
HWP-QWP setup by maximizing the coincidence counts ratio for specific polarizations
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as described in Section 1.3.2. However, the phase is compensated here by moving PIEZO-
mounted mirrors while changing the locking point. By taking a closer look at the
hyperentangled state, the phase is only imposed onto the photonic spatial mode states
and would be independent of the polarization states. Therefore, the hyperentanglement
can be expressed as
|ψ〉read-out = 1
2
(|HH〉+ |V V 〉)⊗ (|ll〉+ eiφ|rr〉), (4.3)
where the phase φ contains the propagation phase of both write-out and read-out pho-
tons, after the matter states are converted into photonic states as |b0, b+2〉 → |H,V 〉AS
and |↑, ↓〉 → |l, r〉AS. Applying Hadamard operations to the spatial mode states (|l, r〉 →




(|HH〉+ |V V 〉)
[




Thus compensating the phase to zero is equivalent to maximizing the ratio of coincidence
counts of |ll〉 and |rr〉 to coincidence counts of |lr〉 and |rl〉. Note that the lBS and the
rBS modes represent specific output modes of the BSs.
4.3 Cluster State Characterization
The cluster state is first evaluated by an optimal entanglement witness via the stabilizer
operators [148,149], which has the form
W =1
2
[41⊗4 − (σˆx1σˆxσˆz + σˆxσˆzσˆx1 + 1σˆz1σˆz
+ 1σˆxσˆzσˆx + σˆzσˆx1σˆx + σˆz1σˆz1)]. (4.5)
An ideal cluster state of |C4〉 predicts a minimum value of −1, and negative W implies
the existence of quadripartite entanglement character. In addition, the lower bound of
fidelity for the entangled state can be estimated as F ≥ Flow ≡ (1 − 〈W〉expt)/2 [149].
In this experiment, the polarization state is inspected by a combination of QWP-HWP-
PBS, and the photonic spatial degree is measured by using of a BS and a PIEZO-
mounted mirror for the basis {(|0〉 + eiα|1〉)/√2, (|0〉 − eiα|1〉)/√2} or removing the
BS for the basis {|0〉, |1〉}. The spin-wave is converted efficiently by a read pulse to a
propagating anti-Stokes photon, where the polarization of the spin-wave is mapped onto
the polarization of the photon by the relation |b0, b+2〉 → |H,V 〉AS and the spatial degree
of the spin-wave is mapped onto that of the photon |↑, ↓〉 → |l, r〉AS. Thus the evaluation
56 Chapter 4 One-Way Quantum Computing with Photon-Matter Hyperentanglement
of the spin-wave states are transformed into the measurement of the idler photons. The
lower bound of the fidelity is measured as a function of storage time shown in Fig. 4.3.
A minimum value of the witness 〈W〉expt = −0.60 ± 0.01 is observed when the spin-
wave is stored for 2.27 µs. This is a clear proof of genuine quadripartite entanglement
and yields a fidelity F ≥ 0.800 ± 0.007. Moreover, the points of which the fidelity is
larger than 0.5 indicate that the lifetime is longer than 14.27 µs. The oscillation of the
fidelity originates from the oscillation of the retrieval efficiency when multiple atomic
states are involved [150]. An intuitive understanding is that the retrieval efficiency of a
superposition of two spin-wave polarization states (e.g., |b0〉 + ei∆φ|b+2〉) will oscillate
since the spin-wave related to |b+2〉 will precess at a specific Larmor frequency so that
two states evolve with different phases. The angular frequency of the relative phase
of the two states is µBB0gb∆mF/~ ' 2pi × 420 kHz with the Lande´ factor of state |b〉
gb ' 0.5 and magnetic field B0 ' 300 mG. A direct measurement is done by observing
the oscillation of the retrieval efficiency of |±〉 polarized photons which is presented in
Fig. 4.4. A damped sine fitting gives the oscillation frequency of (421 ± 1) kHz which
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Figure 4.3: Measured lower bound of fidelity of the cluster state. The values are calculated
from witness measurements. The dashed line marks a fidelity of 0.5, the theoretical threshold
for a four-qubit entangled state [149]. Error bars represent statistical errors.
Furthermore, the density matrix of the cluster with a storage time of 2.27 µs is recon-
structed by quantum state tomography via the maximum likelihood technique [115]. The
reconstructed matrix is shown in Fig. 4.5, and the fidelity is calculated to be 0.817±0.004
which agrees with the witness result. Note that the error is given by a total of 100 simu-
lations, and each of them takes the data drawn randomly from a Poissonian distribution
with mean equal to the original number of counts. To investigate the reason for the
imperfect cluster state preparation, the reduced density matrices for each of the degrees
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Figure 4.4: Averaged retrieval efficiency oscillation of |±〉 states. Only one spatial mode is
chosen. The polarization of write-out photons and of read-out photons are orthogonal and are
chosen from {|+〉, |−〉}.
are also reconstructed. The four reduced density matrices are shown in Tab. 4.1, with
|ψl↑p 〉 = (|H〉S|b0〉 + |V 〉S|b+2〉)/
√
2 for the polarization degree when the spatial degree
state is |l〉S|↑〉, |ψr↓p 〉 = (|H〉S|b0〉 − |V 〉S|b+2〉)/
√
2 for the polarization degree when the
spatial degree state is |r〉S|↓〉, |ψHb0k 〉 = (|l〉S|↑〉+ |r〉S|↓〉)/
√
2 for the spatial degree when
the polarization degree state is |H〉S|b0〉, and |ψV b+2k 〉 = (|l〉S|↑〉 − |r〉S|↓〉)/
√
2 for the
spatial degree when the polarization degree state is |V 〉S|b+2〉. The relatively low fidelity
for polarization degree is mainly due to the imbalance of the coupling strength of the
corresponding transitions used in the write process. And the non-ideal entanglemen-
t preparation for spatial degree is mainly caused by higher-order excitations and the





























Figure 4.5: Quantum state tomography of the cluster state.
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Table 4.1: Reduced density matrices and fidelities.
Ideal state |ψl↑p 〉 |ψr↓p 〉 |ψHb0k 〉 |ψV b+2k 〉











































































































4.4 Results of the One-Way Quantum Computing
The hybrid cluster state enables us to demonstrate active one-way quantum computing
with the built-in quantum memory. In this section, deterministic single-qubit rotations
are demonstrated, as well as the two-qubit C-Phase gate, which constitute a basic set
of necessary elements for an arbitrary unitary operation. Results on the realization of
Grover’s searching algorithm are presented afterwards.
4.4.1 Single-Qubit Rotations
In one-way quantum computing, implementation of an arbitrary single-qubit rotation
requires a three-qubit linear cluster state |Φlin3〉 as shown in Fig. 4.6(a). The |Φlin3〉
cluster can be obtained from the prepared |C4〉 cluster by the following three steps:




notation “ppS” represents the polarization degree of the Stokes photon, “k
p
S” represents
the spatial degree of the Stokes photon, “as” represents the polarization degree of the
spin-wave, and “ks” represents the spatial degree of the spin-wave; (b) implementing a
unitary operation Had⊗ 1⊗ 1⊗ Had on the experimental state; (c) removing the first
qubit ks by post-selecting the corresponding results measured in the computational basis
{|0〉1, |1〉1}. In this experiment, the Hadamard transformation on qubit 1 (ks) is realized
by BS2, while the Hadamard transformation on qubit 4 (a
s) is realized by setting the last
HWP of the two read-out photon paths at 67.5◦. Although, the Hadamard operations
on qubit 1 and qubit 4 are performed after the measurements on qubit 2 and qubit
3, the operations commute with each other and thus are permutable. To remove the
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physical qubit ks, the results relating to the outcome of s1 = 0 are selected. Note that
the post-selection introduces a reduction of 50% to the state preparation efficiency for
|Ψin〉, however, it does not affect the deterministic character of the single-qubit gate.



































 p2 Sks  p3 Sps
(b) Extended setup for active one-way quantum computing
Figure 4.6: Single-qubit rotations. (a) shows the one-way quantum circuit configuration of
single-qubit rotations. (b) shows the extended setup to realize an active arbitrary single-qubit
rotation. The measurement basis is set to be B3(β) at s2 = 0 mode while B3(−β) at s2 = 1
mode to correct type-I error. The measured outcomes of s2 and s3 are fed forward to EOMs for
correction of type-II errors. The overall detection efficiency for the Stokes (anti-Stokes) photon
is ∼ 0.25 (∼ 0.20) including propagation efficiency, coupling efficiency, detector efficiency, and
so on. PVCs are used to suppress the noise photons.
An arbitrary single-qubit rotation can be realized by consecutively measuring qubit
2 and 3 of the cluster in the basis B2(α) and B3(β), respectively. And the effective
operation of rotations applied to the encoded qubit is expressed as
|Ψout〉 = σˆs3x σˆs2z Rx((−1)s2+1β)Rz(−α)|Ψin〉, (4.6)
where the single-qubit rotation Rx(α) = exp(−iασˆx/2) is defined similar as Rz(α),
|Ψin〉 = |+〉 is the encoded qubit, and sj taking the value of 0 or 1 is the outcome of
the measurement on qubit j. Equation 4.6 implies that the choice of measurement basis
B3(±β) on qubit 3 does depend on the previous measurement outcome s2 on qubit 2
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(type-I error), and the random measurement outcomes s2 and s3 will introduce random
Pauli errors (type-II error). Thus a deterministic single-qubit rotation necessitates active
feedforward to correct both types of errors.
Intuitively, errors can be corrected by making use of fast switchable optical elements
such as EOMs with the help of quantum memory to store the subsequent qubits so that
the time cost due to feedforward and the response time of the EOMs are compensated.
In this experiment, correction of type-I error requires feedforward from the spatial degree
of the Stokes photon kpS to the polarization degree of the Stokes photon p
p
S, which means
the choice of measurement basis of the polarization of the Stokes photon depends on the
output modes of BS1 that carries out the measurement B2(α) with M2 as shown in Fig.
4.2. Thus, the feedforward is simply realized by setting different measurement bases
B3(±β) at different output modes of BS1 (s2 = 0 or s2 = 1). However, type-II errors
have to be compensated by applying σˆs3x and σˆ
s2
z to the last qubit successively. In this
experiment, EOMs are responsible for correction of the errors, where the σˆx operation
is performed by introducing a pi phase shift between |+〉 and |−〉 and the σˆz operation
is performed by introducing a pi phase shift between |0〉 and |1〉. The total time cost for
preparing the Pauli error correction is about 1.69 µs, in which the response time of the
EOM system contributes 1.56 µs, optical propagation contributes 20 ns, and electrical
signal processing and transmission contributes 110 ns. For this reason, qubit 4 is stored
in the atomic ensemble for 2.27 µs before being retrieved and subjected to the Pauli
error corrections. The extended setup to realize single-qubit rotations is shown in Fig.
4.6(b) to specify the error corrections.
Fig. 4.7 shows the results of the single-qubit rotation Rx(−β) and Rz(−α) from 0 to
2pi in steps of pi/8. The average fidelity is 0.82±0.02 for Rx(−β) rotations, and 0.91±0.03
for Rz(−α) rotations. The difference between the fidelities reflects the characteristics of
the prepared cluster. Rz(−α) rotations are realized by measuring qubit 2 (kpS) in various
bases, referring to the spatial degree of the cluster state that has a better quality as shown
in Tab. 4.1; while Rx(−β) rotations are realized by measuring qubit 3 (ppS) in various
bases, referring to the polarization degree of the cluster state that has a lower quality.
In order to show the ability of arbitrary rotations, two groups of specific angles are
chosen. The experimental results are presented in the Bloch sphere, where Fig. 4.8(a)
corresponds to a rotation operation to the input state with α = pi/8 and β = pi/6 which
has a fidelity of 0.94± 0.02, and Fig. 4.8(b) corresponds to a rotation operation to the
input state with α = pi/4 and β = pi/4 which has a fidelity of 0.93± 0.02.
A further analysis is made by reconstructing matrices of Pauli error correction oper-
ations and applying these operations onto proceeded clusters with assumption of ideal
measurements. The Pauli error correction operations are evaluated and reconstructed










(b) Single-qubit rotation Rz(−α)
Figure 4.7: Fidelities of the single-qubit rotations. The blue open dots show the ideal states
with fidelity of 1, and each of the red dots with error bars shows the experimental result for the
corresponding state. The value of fidelity is represented by the distance to the circle center. The
four concentric circles mark fidelities of 0.25, 0.5, 0.75, and 1 sequentially from the center. (a)
shows the results of Rx(−β) rotations, where α = pi/2 and β is set from 0 to 2pi in steps of pi/8.













Figure 4.8: Bloch sphere representation of arbitrary single-qubit rotations. (a) shows rotation
operation Rx(−pi/6)Rz(−pi/8) on |+〉. (b) shows rotation operation Rx(−pi/4)Rz(−pi/4) on |+〉.
The blue arrows depict the ideal states, while the red dashed arrows depict the measured states
obtained from the reconstructed density matrices.
via quantum process tomography in a maximum likelihood way [120], and the results
are shown in Tab. 4.2. The rotations are simulated by numerically performing ideal
measurements to the experimental cluster matrix, and later the Pauli errors are numer-
ically corrected with the reconstructed process matrices. The simulated results (sim.)
are compared to the experimental results (exp.), and are presented in Tab. 4.3 in which
“Ave.” represents “average”. The errors of simulated results originate from the difference
between rotated states with different Pauli errors. The deviation is ascribed mainly to
imperfections of optical elements that, when used to evaluate the cluster, lead to under-
estimation of the cluster quality, and when used to perform single-qubit measurements,
might induce additional modifications to the density matrices of the experimental re-
sults. The instability of the system also contributes to the errors.
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Table 4.2: Reconstructed process matrices of Pauli error correction operations.

































































































4.4.2 Two-Qubit Controlled-Phase Gate
In one-way quantum computing, implementation of the two-qubit C-Phase gate requires
a four-qubit horseshoe cluster state |Φ⊂4〉 as shown in Fig. 4.9(a). The |Φ⊂4〉 cluster
can be obtained from the prepared |C4〉 cluster by the following steps: (a) rearranging
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Table 4.3: Simulation of the single-qubit rotations.
Rx(−β) Rz(−α) Rx(−pi6 )Rz(−pi8 ) Rx(−pi4 )Rz(−pi4 )
Ave. fidelity (exp.) (%) 82(2) 91(3) 94(2) 93(2)
Ave. fidelity (sim.) (%) 82(1) 84(1) 89(3) 89(4)
Fidelity (exp. & sim.) (%) 92(1) 95(1) 93(5) 95(5)
the order of the four qubits as (1, 2, 3, 4) = (ks,kpS, p
p
S, a
s); (b) implementing a unitary
operation Had⊗1⊗1⊗Had on the experimental state. By measuring qubit 2 and 3 of
the cluster in the basis B2(α) and B3(β), respectively, one would get an output state of
the form
|Ψout〉 = (σˆs2x ⊗ σˆs3x )(Had⊗Had)[Rz(−α)⊗Rz(−β)]C-Phase|Ψin〉, (4.7)
where |Ψin〉 = |+〉|+〉 is the encoded two-qubit input state. Thus a C-Phase opera-
tion is realized when B2(0) and B3(0) are chosen leaving a maximally entangled output
state |Ψout〉 = (|+〉|0〉 + |−〉|1〉)/
√
2 with an error σˆs2x ⊗ σˆs3x . The Pauli error σˆs3x can
be corrected by a normal EOM with feedforward information to modify the polariza-
tion of the retrieved photon, whereas the compensation of the Pauli error σˆs2x requires
a polarization-independent EOM or a fast PIEZO-mounted mirror to change the rel-
ative phase between the two spatial modes of retrieved side before they meet at BS2
with feedforward technique. This is because the operation σˆs2x Had on qubit 1 is e-
quivalent to the operation Had σˆs2z where σˆz applies a relative phase between the two
spatial modes. In this thesis, only a proof-of-principle C-Phase operation is demon-
strated where the Pauli errors are corrected by post-processing. Fig. 4.9(b) shows the
reconstructed density matrix of the state owning a fidelity of 0.845 ± 0.004 to an ideal
state. Furthermore, a violation of the CHSH inequality is proved with the S parameter
S = 2.29± 0.01 that violates the inequality by 29 standard deviations. It is worth not-
ing that the Hadamard operation on qubit 1 (ks) can be absorbed to the measurement
on it: a Hadamard operation followed by a measurement in basis {|0〉, |1〉} is equiva-
lent to measuring in basis {|+〉, |−〉} since 〈ψ|Had†σˆzHad|ψ〉 = 〈ψ|σˆx|ψ〉; a Hadamard
operation followed by a measurement in basis {|+〉, |−〉} is equivalent to measuring in
basis {|0〉, |1〉} since 〈ψ|Had†σˆxHad|ψ〉 = 〈ψ|σˆz|ψ〉; a Hadamard operation followed by
a measurement in basis {|R〉, |L〉} is equivalent to measuring in basis {|L〉, |R〉} since
〈ψ|Had†σˆyHad|ψ〉 = −〈ψ|σˆy|ψ〉 with |R/L〉 = (|0〉 ± i|1〉)/
√
2.











































































(c) Ideal density matrix of the two-qubit entangled state
Figure 4.9: Two-qubit C-Phase gate. (a) shows the one-way quantum circuit configuration of
the two-qubit C-Phase gate. (b) shows the reconstructed density matrix of the resultant entan-
gled state. (c) shows the density matrix of the ideal state (|+〉|0〉+ |−〉|1〉)/√2 for comparison.
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4.4.3 Grover’s Searching Algorithm
Grover’s searching algorithm promises to efficiently find a marked entry from an unsorted
database with N entries and shows a quadratic speed-up over the classical counterparts.




N , the algorithm succeeds by performing the
following operations: (a) a quantum device “oracle” marks the element to be searched
|m〉 by inverting its phase, which can be expressed as Um|ψdb〉 with the operator Um =
1 − 2|m〉〈m|; (b) applying the Diffusion operator Ud = 2|ψdb〉〈ψdb| − 1 which can be
seen as an “inversion about the mean”; (c) repeating step (a) and step (b) where each
iteration would increase the probability amplitude of state |m〉 by about 2/√N . In
the case of four entries, one can get the expected entry with certainty by running the
algorithm only once.
In one-way quantum computing, implementation of Grover’s algorithm requires a
four-qubit box cluster state |Φ4〉 as shown in Fig. 4.10(a). The |Φ4〉 cluster helps to
find a specific entry from the four, and can be obtained from the prepared |C4〉 cluster




s); (b) implementing a unitary operation Had ⊗ Had ⊗ Had ⊗ Had on the
experimental state. By measuring qubit 2 and 3 of the cluster in the basis B2(α) and
B3(β), respectively, one would get an output state of the form
|Ψout〉 = (σˆz ⊗ σˆx)s3(σˆx ⊗ σˆz)s2C-Phase(Had⊗Had)[Rz(−α)⊗Rz(−β)]C-Phase|Ψin〉,
(4.8)
where |Ψin〉 = |+〉|+〉 is the encoded two-qubit input state, a superposition of all four
computational basis states |0〉|0〉, |0〉|1〉, |1〉|0〉, and |1〉|1〉. The oracle labels the state
by measuring the physical qubit 2 and 3 in corresponding bases, with a relation of
00 ↔ (α = 180◦, β = 180◦), 01 ↔ (α = 0◦, β = 180◦), 10 ↔ (α = 180◦, β = 0◦), and
11↔ (α = 0◦, β = 0◦). The inversion about the mean is realized by first compensating
the Pauli errors and then applying (Had ⊗ Had)(σˆz ⊗ σˆz) in a post-processing way in
this thesis. The results are presented in Fig. 4.10(b), with an average identification
probability of 91.9(3)%.
4.5 Discussion
In summary, an active feedforward one-way quantum computing is demonstrated with
the built-in quantum memory which helps to store the qubits until necessary opera-
tions have been prepared depending on previous measurements. A hybrid four-qubit
cluster serves as the essential resource, which is shared between a single-photon and
a spin-wave of an atomic ensemble. Deterministic arbitrary single-qubit rotations are
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(b) Identification probabilities of the four entries
Figure 4.10: Grover’s searching algorithm. (a) shows the one-way quantum circuit configura-
tion of Grover’s searching algorithm. (b) shows the identification probabilities for four entries
with 0.916±0.005, 0.917±0.005, 0.924±0.005, and 0.919±0.005 for outcomes “00”, “01”, “10”,
and “11”, respectively.
reported by the aid of EOMs and a quantum memory. In addition, the C-Phase gate
and Grover’s searching algorithm are presented where the Pauli errors are corrected by
post-processing. In comparison with previous experiments with photons, the atomic en-
semble not only acts as a quantum memory to store part of the cluster, but also provides
the capability to tune the frequency [151], the pulse duration [152], and the retrieval
time of the converted photon, which are advantageous to further connection with other
physical systems in quantum networks [122].
In the present experiment, the cluster state loses coherence after 14 µs due to the
short spin-wave coherence lifetime that is mainly limited by the dephasing of the spin-
wave. In addition, the rise time of the EOM driver used in the experiment is slow,
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which, together with the short lifetime, leads to numbered feedforward steps. If faster
EOM drivers [53] (65 ns rise time) are employed and an optical lattice is utilized to
confine the motion of individual atoms [93] (16 s storage lifetime), realization of 108
feedforward steps is foreseeable in the near future. Furthermore, a larger cluster state
can be in principle generated by encoding more information on one atomic ensemble
like selecting more spatial modes [153], using the angular momentum degree [154], and
more ground states, or by connecting many counterparts. However, it is technically
hard to manipulate one qubit in one degree of freedom without disturbing the qubit
encoded in the same physical entity but in a different degree of freedom. This makes the
method of using multiple degrees of freedom to create large cluster fail, to some extent,
in the sense of being scalable in general. Recently, Sean D. Barrett and his colleagues
proposed a scalable scheme to generate a large cluster state with many photons and





On the last chapter, photon-matter entanglement generated by interactions between
photon and atomic-ensemble has been used to study quantum computing. However, a
quantum computer that can perform complex operations may require a large number of
qubits. For example, for an odd integer N , dlog2(N)e + 1 qubits are necessary to im-
plement Shor’s factoring algorithm even with the up-to-date protocol [155], where “d e”
represents the ceiling function. Especially in one-way architecture, many more qubits
are needed to form a cluster state. Unfortunately, the construction of such large en-
tangled state is less efficient by connecting many photon-matter entanglement sources.
In the past decade, there has been substantial studies on ultracold atoms in optical
lattices, which turns out to be a promising way to realize large-scale one-way quan-
tum computation with the help of single-site addressing techniques [145]. Especially, a
pioneer work has demonstrated the generation of multi-particle entanglement through
controlled collisions [62]. Although the system is less possible to be extended to realize
universal quantum gates due the the lack of tunability, the work did intrigue several
potential protocols with optical superlattices [156,157]. In the following chapters, I will
present current experimental results made towards this goal, including the study of a
two-dimensional quantum gas, quantum phase transition in an optical lattice, and the
experimental plan to entangle four bosons in each of the 2× 2 plaquettes in the optical
superlattice.
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5.1 Theory of Three-Dimensional Bose-Einstein Condensates
Although the formation of BEC was predicted in the 1920s [158–160], it took about
70 years to observe it experimentally on vapors of alkali atoms [58, 161]. In these ex-
periments, trapped atoms are cooled by laser and evaporative cooling techniques to
ultra-low temperatures resulting in phase space densities beyond the critical value, so
that the quantum-mechanical wave packets of individual atoms start to overlap implying
the formation of a condensate [162]. Moreover, dilute repulsive trapped Bose gas, such
as Rubidium 87 atoms, possesses peculiar features [163]: the inhomogeneity due to the
harmonic trapping would lead to condensation not only in momentum space, but also in
coordinate space; the repulsive interaction reduces the central density and enlarges the
system to macroscopic scale; the dilute nature decreases the three-body recombination
rate and allows a simple description to the interaction with s-wave scattering length.
The theory of weakly interacting bosons can be understood by the Gross-Pitaevskii
equation and the Bogoliubov theory [163]. Nowadays, achieving a BEC is an essential
step to ensure quantum phase transition in an optical lattice. In this section, I will
review the necessary knowledge required to understand the experiment presented in this
thesis based on the paper [163] and the book [164].
5.1.1 Quantum Statistics
In classical mechanics, particles are considered distinguishable and governed by the
Maxwell-Boltzmann statistics, in which the mean number of particles in a specific energy
state εj is
〈nj〉MB = gj
exp[(εj − µ)/(kBT )] , (5.1)
where gj is the degeneracy of energy level j, µ is the chemical potential, kB is the Boltz-
mann’s constant, and T is the absolute temperature. However, in quantum mechanics,
particles of a particular type are indistinguishable, in other words, an exchange of them
cannot be detected.
Quantum-mechanical particles are mainly divided into two categories named bosons,
which have a symmetric wave function with integer spin, and fermions, which have an
antisymmetric wave function with half-integer spin. Identical bosons obey Bose-Einstein
statistics
〈nj〉BE = gj
exp[(εj − µ)/(kBT )]− 1 , (5.2)
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with µ ≤ εj in order to conserve the particle number, whereas identical fermions obey
Fermi-Dirac statistics
〈nj〉FD = gj
exp[(εj − µ)/(kBT )] + 1 , (5.3)
with no further constraint for the chemical potential with respect to εj . In addition,
identical fermions cannot occupy the same state due to the antisymmetric nature, which
is known as the Pauli exclusion principle. In the case of identical bosons, as the temper-
ature is lowered, the chemical potential rises due to the Maxwell relation, and thus the
mean occupation numbers for low-lying energy states would increase. When the chemi-
cal potential reaches the ground-state energy, the number of particles in excited states
consequently achieves its maximum value. Thus if the total number of particles is larger
than this maximum allowable value, the superfluous particles must be accommodated
in the lowest accessible quantum state, resulting in the BEC [164].
5.1.2 Non-interacting Bosons in a Harmonic Trap






2)/2, the ground state can be derived by putting all the particles in the lowest
single-particle state ϕ0(r) and has the form of φN (r1, · · · , rN ) =
∏
















with the geometric average of the oscillator frequencies ωho = (ωxωyωz)
1/3. Thus the
density distribution becomes n(r) = N |ϕ0(r)|2.
At finite temperature, from the grand canonical ensemble representation, the transi-
tion temperature T idealc is obtained by imposing that the number of atoms at the lowest









with the Riemann zeta function ζ(3) ' 1.202. Moreover, by introducing the phase space
density as the number of particles contained within a volume equal to the cube of the
thermal de Broglie wavelength λdB =
√
2pi~2/(mkBT ), one obtains a critical phase space







Especially, if one neglects the external potential energy, the critical phase space density
catches a constant value ζ(3/2) ' 2.612 [165] and can be easily used to experimentally
evaluate the process of reaching the phase transition.
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5.1.3 Weakly Interacting Bose Gas
When atoms interact with each other, the behaviour of the system can be quite different
from the non-interacting case. In second quantization, the many-body Hamiltonian
















where Ψˆ(r) and Ψˆ†(r) are the bosonic field operators that annihilates and creates a
particle at the position r, respectively, and Vint(r−r′) describes the two-body interaction.
In the case of a dilute Bose gas, the Hamiltonian can be solved under a mean-field
description formulated by Nikolay N. Bogoliubov in 1947 [166]. The key point of the
mean-field theory is to separate out the condensate contribution to the bosonic field
operator, which has the form of
Ψˆ(r, t) = Φ(r, t) + δΨˆ(r, t), (5.8)
where Φ(r, t) is defined as the expectation value of the field operator Φ(r, t) ≡ 〈Ψˆ(r, t)〉,
and δΨˆ(r, t) denotes a small perturbation. It is worth noticing that the complex function
Φ(r, t) is a classical field and is often called the condensate wave function, since it can
be divided into several parts that can interfere with each other. Moreover, the function
Φ(r, t) is an order parameter which has a well-defined phase implying a broken gauge
symmetry since adding a phase factor to this order parameter would produce a different
state. When the average distance between the atoms is much larger than the s-wave
scattering length as, namely, n¯|as|3  1 with n¯ the average density, the two-body
interatomic potential can be replaced by an effective contact interaction
Vint(r− r′) = g3Dδ(r− r′), (5.9)
where the coupling constant of a three-dimensional system is given by g3D = 4pi~2as/m.
Using the above assumptions and neglecting the small perturbation term, the Gross-









+ Vext(r) + g3D|Φ(r, t)|2
)
Φ(r, t). (5.10)
Different from the Gaussian density distribution of the condensate derived from non-
interacting bosons in a harmonic trap, the shape of the condensate can change drastically
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if the atoms are interacting. An effective parameter to describe the interaction strength
is given by the ratio of the interaction energy to the kinetic energy which is proportional
to N |as|/aho, where aho =
√
~/mωho is the harmonic oscillator length. For Rubidium 87
that is used throughout the thesis, the s-wave scattering length is about 103a0 ' 5.45 nm
with a0 the Bohr radius [169], which implies a repulsion between atoms. When N is
large, the Thomas-Fermi (TF) approximation becomes valid in which the kinetic energy
can be safely neglected, yielding the density profile in the form
n(r) =

g−13D [µ− Vext(r)] if µ > Vext(r)
0 if µ ≤ Vext(r)
. (5.11)










which can be understood as the energy needed to add one more particle to a condensate
having N atoms.
The GP equation is demonstrated as a versatile tool to study properties of the con-
densate. And a better description of the system beyond the mean-field theory could
be derived by including the small perturbation δΨˆ(r, t) which will correct the chemical
potential and the energy of the system. However, the depletion of them from the mean-
field prediction is on the order of
√
na3s which is typically less than 1% for the current
experiments, thus can be neglected in most of the cases.
5.2 Theory of Two-Dimensional Bose Fluids
In this thesis, I aim to generate entangled atoms that are trapped in a two-dimensional
optical superlattice. In order to take advantage of the commensurate filling in a Mott
insulator state, realization of two-dimensional superfluids is necessary, which in turn
requires the understanding of the phase transition in a two-dimensional system.
In a three-dimensional system, the most familiar phase transitions are associated with
the emergence of true long-range order (LRO) embedded in the order parameter. For
example, the phase transition from a liquid to a crystal is relating to translational sym-
metry breaking, and a condensate would choose a particular phase in spite of the lack of
a preferred value, which is also referred to as a spontaneous breaking of gauge symme-
try. Unfortunately, the Mermin-Wagner theorem [170–172] states that continuous sym-
metries cannot be spontaneously broken at finite temperature in one-dimensional and
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two-dimensional systems with short-range interactions. The low-energy long-wavelength
thermal fluctuations will always restore the symmetry of the Hamiltonian. Although true
LRO is absent, quasi-LRO will allow the phase transition between the superfluid and the
normal state at finite temperature, which is known as the Berezinskii-Kosterlitz-Thouless
(BKT) transition [173, 174], associated with the emergence of a topological order. In
this section, I will review the fundamental theory of the two-dimensional Bose gas in
order to understand the experiment presented in this thesis based on the paper [65].
5.2.1 Effective Two-Body Interaction
In the last section, a contact potential (Eq. 5.9) has been introduced to describe the two-
body interaction for dilute three-dimensional quantum gases. In the present experiment
where the atoms are confined in a disk shape harmonic trap with ωz/(2pi) ' 4.9 kHz, the
thickness of the sample along the tightly confined direction (∼ √~/mωz ' 154 nm) is
still much larger than the s-wave scattering length. This means that although the third
dimension could be thermodynamically frozen, the interaction can be safely described
by the three-dimensional scattering length as. Thus the two-dimensional interaction can








where the wave function ϕ(z) = 4
√
mωz/(pi~) exp[−mωzz2/(2~)] denotes the ground
state along the z-axis in a harmonic trap, and g˜ =
√
8pias/az is the dimensionless factor
with az =
√
~/mωz the harmonic oscillator length.
5.2.2 Berezinskii-Kosterlitz-Thouless Transition
In a uniform ideal two-dimensional Bose gas, by assuming no condensation, the phase
space density is derived to be
PSD2D ≡ nλ2dB = −ln(1− Z), (5.14)
with the fugacity Z = exp[µ/(kBT )]. This relation implies that the chemical potential of
the uniform gas has to be not positive, and for any non-infinite phase space density, there
always exists a negative µ which allows the normalization of the thermal distribution
of particles in the excited states to the total number of particles. This indicates the
absence of the BEC at a finite temperature. However, the phase transition between
the normal state and the superfluid state still takes place in the degenerate regime
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(nλ2 > 1) as explained by the BKT theory, which does not involve any spontaneous
symmetry breaking [65].
In the BKT theory, apart from the long-wavelength photon, vortex is introduced to
be another source of phase fluctuations. A full analysis of the theory yields the transition
between the superfluid state and the normal state. Below the transition temperature,
vortices only appear in the form of bound pairs with opposite circulation, so that no
net circulation exists at large distances. However, when the temperature increases,
the density of the pairs as well as the sizes of the vortices grows due to the thermal
fluctuations that lead to overlapping of them. Finally, when the temperature reaches
the transition point, the vortices are no longer bound, thus affect the phase non-locally
and destroy the superfluidity.
A simple understanding of the BKT transition is illustrated below by considering
the free energy associated with the spontaneous creation of a single free vortex [174].
The kinetic energy of a free vortex is E = ~2pins ln(R/ξ)/m, where ns is the superfluid
density, R is the radius of the system, and ξ = 1/
√
g˜n is the healing length. The healing
length characterizes the length scale in which the interaction could help to remove the
fluctuations, and can therefore be used as an estimation of the vortex size. The entropy
of a free vortex is formulated as S = 2kB ln(R/ξ). Therefore the Helmholtz free energy
of a single vortex is given as





It can be readily seen that the free energy changes its sign at the point nsλ
2
dB = 4.
A positive F indicates that the system is stable against the creation of a free vortex,
while a system with a negative F would be favorable to the proliferation of free vortices.
Especially when vortices appear, they will reduce the superfluid density making the
creation of further vortices even easier. Such an avalanche effect will finally suppress
the superfluid density to zero. Therefore, the transition will show a universal jump for
the superfluid density. Note that the above self-consistent result only relates the phase
transition to the superfluid density. Later, a detailed analysis is given for a system with
weak-coupling g˜  1, and the critical phase space density is calculated as [175–177]
PSDBKT = ln(C/g˜), (5.16)
where the constant C = 380± 3.
In fact, the superfluid state would exhibit quasi-LRO since the decay of the first-order
correlation function g(1)(r) ≡ 〈Ψˆ†(r)Ψˆ(0)〉 will change from exponential in the normal
state to algebraic in the superfluid state that has the form g(1)(r) = ns(ξ/r)
1/(nsλ2dB).
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Especially, nsλ
2
dB is greater than or equal to 4 in the superfluid state which makes the
decay of g(1)(r) even slower. In addition, the slow decay of correlations is of great
importance that implies the possibility to reach a true BEC at non-zero temperature if
atoms are confined in a finite region.
5.2.3 Two-Dimensional Bose Gas in a Harmonic Trap
In contrast to the uniform case, a BEC can occur if bosons are confined in a trap since
the number of particles in the excited states is saturated at finite temperature. This
can be seen by taking ideal bosons in an isotropic two-dimensional harmonic trap as
an example which has an potential energy as the form of V (r) = mω2r2/2. Thus the
single-particle energy levels are Ej = (j + 1)~ω with j ≥ 0 and each level having a





exp[(εj − µ)/(kBT )]− 1 . (5.17)
The maximum value of Nex takes place when the chemical potential reaches the ground-









Therefore, for a given number of atoms, a significant fraction of atoms will be accom-










The same conclusion can be drawn by applying the local density approximation
(LDA) to Eq. 5.14, where the uniform chemical potential is replaced by a local one












In this case, the maximum value takes place when the global chemical potential µglobal
is equal to zero, and the result coincides with Eq. 5.18. Without loss of generality, the
local phase space density for an interacting Bose gas is given as
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where the interaction energy is taken into account by adding 2g2Dn(r) to the external
potential energy according to the mean-field Hartree-Fock approximation when no con-
densate is present [164]. Eq. 5.21 is of great importance to deriving the temperature
and the global chemical potential by imaging the density profile.
5.3 Experimental Realization of a Two-Dimensional Degener-
ate Bose Gas
The process of achieving a two-dimensional superfluid gas is commenced by first load-
ing Rubidium 87 atoms into a MOT and then magnetically transferring them to an
ultra-high vacuum (UHV) glass cell. Radio-frequency-induced evaporation [58, 178] is
applied to cool the atoms until the loss of atoms due to Majorana spin-flips becomes
significant. Then the atoms are transferred to an optical dipole trap which is offset by
about a beam waist distance from the center of the magnetic trap, and a BEC with
about 105 Rubidium 87 atoms is produced by lowering the trap potential to force the
evaporation [179]. Later, the third dimension (labelled as z-axis) is thermodynamically
frozen by loading the compressed condensate into a single layer of an optical lattice with
a periodicity of 4.2 µm, and the BKT transition is achieved by further lowering the trap
potential along the other two axes. This thin layer of atoms are trapped only 2 mm
away from the surface of the glass cell and thus can be imaged with high-resolution in




































Figure 5.1: A typical experimental time sequence. It consists of MOT and molasses, magnetic
transport, dipole trap loading, evaporation to achieve BEC, pancake loading, evaporation to
achieve BKT, lattice loading, and experiment. RF represents for radio frequency.
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5.3.1 Vacuum System
The formation of the condensate requires an UHV environment, however, a relatively
high ambient pressure is necessary to ensure efficient atom collection in a MOT. To fulfill
both conditions, the vacuum system is devided into two regions, the MOT-vacuum region
and the BEC-vacuum region, illustrated in Fig. 5.2. The two regions are connected by
a large L-shaped tube, and are further separated by a 16 cm long cooper tube with
an inner diameter of 8 mm. The differential pumping tube can maintain a pressure
differential between the regions of a factor 200, so that the efficient pumping in the
BEC-vacuum region does not have any considerable effect on the MOT-vacuum region.
The pressure of the BEC-vacuum region is kept at about 1 × 10−11 mbar by a Varian
Vaclon Plus 75 Starcell ion pump (65 L/s) together with a Titanium sublimation pump
(TSP). In the Mot-vacuum region, a Varian Vaclon Plus 20 Starcell ion pump (20 L/s)











Figure 5.2: An illustration of the vacuum system. The large L-shaped tube allows performing
absorption imaging of the atoms along the z-axis. The gravitational direction is specified as y
direction.
5.3.2 Diode Laser System
In total three diode lasers are employed in the experiment, a Toptica DLX110, a Toptica
DL100, and a homemade diode laser. Each of them is stabilized by the Pound-Drever-
Hall FM method with the help of a fast photodiode (fast-PD), and the layout is shown
in Fig. 5.3. They provide the following necessary laser beams to prepare a cold atomic
ensemble for the BEC production, including “cooler” and “imaging” by the DLX110,
“dark-repumper”, “normal-repumper”, and “σ−-pump” by the DL100, and “depump”
by the homemade laser. The frequencies of the laser beams are summarized in Fig. 5.4,
and are explained below.

























































































(c) Homemade laser system for depump
Figure 5.3: An illustration of the diode laser system. (a) shows the DLX110 laser system.
Both cooler and imaging beams take double-pass acousto-optic modulator (AOM) configuration
so that the frequencies can be tuned with high efficiencies. (b) shows the DL100 laser system.
A spare laser beam is reserved for alignment purpose. (c) shows the homemade laser system.
A pair of identical wedge prisms are placed at the beginning to transform the beam profile into
a circle. Plate glass has a typical reflection efficiency of 10%. Photodiodes (PDs) are used to
monitor the spectrum, and shutters are employed to block beams when necessary to suppress
the noise.
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Cooler is necessary to cool the atoms. It is red-detuned by 18 MHz from the cycling
transition of the D-2 line in the MOT phase, and is further red-detuned by 72 MHz
in the molasses phase.
Imaging is used to acquire the density profile of the atomic cloud through absorption.
It is tuned on resonance with the |F = 2〉 → |F ′ = 3〉 transition of the D-2 line. In
the case of an optically thick thermal cloud, the imaging beam is usually detuned
by up to 10 MHz.
Dark-repumper is of great importance to the dark spontaneous-force optical trap
(Dark SPOT) [180], and is tuned on resonance with the |F = 1〉 → |F ′ = 2〉
transition of the D-2 line.
Normal-repumper is tuned on resonance with the |F = 1〉 → |F ′ = 2〉 transition
of the D-2 line and is used to pump the atoms to |52S1/2, F = 2〉 for absorption
imaging.
σ−-pump is tuned on resonance with the |F = 1〉 → |F ′ = 1〉 transition of the
D-2 line and is σ− polarized so that the atoms will be accumulated in the state
|52S1/2, F = 1,mF = −1〉 which can be captured by a magnetic trap.
Depump is tuned on resonance with the |F = 2〉 → |F ′ = 2〉 transition of the D-1 line




























Figure 5.4: Frequencies of the laser beams. The locking points of the diode lasers are illustrated
at the left part, and the frequencies of the laser beams are specified at the right part.
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5.3.3 Absorption Imaging
Absorption imaging is widely used to characterize the density profile of the atoms. The
idea is based on a measurement of the transmission efficiency of a laser beam passing
through the atomic cloud. Together with the time-of-flight (TOF) method [181] or with
the in situ method [65], temperature information can be acquired.
5.3.3.1 Absorption Imaging of a Three-Dimensional Atomic Cloud
When a near-resonant laser beam, with intensity I, propagates through an atomic vapor
along the z-axis, the intensity attenuation is governed by
dI
dz
= −n3D(x, y, z)σI, (5.22)
where n3D is the three-dimensional atomic density, and σ = σ0/[1+4(∆/Γ)
2 +(I/Isat)] is
the cross section with the on-resonance cross section σ0 = ~ω0Γ/(2Isat) and saturation
intensity Isat = 1.67 mW/cm
2 for Rubidium 87 [3]. For a resonant laser pulse with





where n(x, y) =
∫
n3D(x, y, z)dz is the atomic column density. Thus, by recording the
intensity distribution without the atoms I0(x, y) and with the atoms It(x, y), one can
derive the density distribution. In the experiment, a charge-coupled device (CCD) cam-
era (iKon-M934 from Andor) is used for the purpose which generates a specific number
of photoelectrons that is proportional to the intensity of the light, and the number
distribution of the photoelectrons is given by




where xj/yj denotes the j-th pixel of x/y direction, Qqe is the quantum efficiency, A
is the area of a single pixel, and τexp is the exposure time. Thus, the atomic column
density is described as






in the weak imaging limit, where the background contributions have been subtracted off
to derive Pt(xj , yj′) and P0(xj , yj′).
However, in the case of a degenerate quantum gas, the atomic cloud is optically
dense, nσ0  1, leading to a strong absorption. One therefore has to either adopt a long
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imaging pulse or apply imaging beam of high intensity in order to keep Pt(xj , yj′) non-
zero. The former idea is quite limited since the atoms should travel less than the depth
of focus during the exposure. Meanwhile, the latter idea requires a careful calibration
of the effective saturation intensity Isateff = αIsat which deviates from the ideal saturation
intensity due to the imperfection of the polarization, optical pumping effects, and the
broadened transition line width caused by laser jitter and atomic collisions [182,183]. A
typical way to calibrate it is to vary the intensity of the imaging beam while keeping the
total number of photons in a similar order by changing the exposure time. By assuming
that the atoms are prepared in the same condition, the α parameter can be derived
through a least-square fit [182]. In addition, a calibration of the effective line width
Γeff = βΓ is necessary when the laser jitter or the energy splitting induced by the stray
magnetic field is large compared to the natural line width [184], which can be derived
by inserting the β parameter into any density fitting model [183, 185]. By applying the
modifications, one gets the density distribution





− Pt(xj , yj′)− P0(xj , yj′)
Psat
, (5.26)
where Psat denotes the theoretical number of photoelectrons per pixel for saturation
intensity.
5.3.3.2 Absorption Imaging of a Two-Dimensional Atomic Cloud
For a two-dimensional dense gas, Eq. 5.22 is no longer applicable since a two-dimensional
cloud does not allow a continuous absorption. To deduce the density distribution from
absorption imaging, one should consider the number of photons that are scattered off
by individual atoms during the exposure [183].










where σeff = σ
0
eff/[1 + 4(∆/Γeff)
2 + (I/Isateff )] is the effective cross section with σ
0
eff =
~ω0Γeff/(2Isateff ). Inside one pixel of the CCD camera, the intensity of the laser beam can
be assumed to be constant. Within a small time interval dτ , there will be γdτ photons
scattered out from AIdτ/(~ω0) incident photons by a single atom. The transmission
probability of the probe beam passing through N atoms is then (1 − γ~ω0/AI)N =
(1− σeff/A)N ' e−σeffn when σeff  A, which is equivalent to
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with n = N/A. In addition, the number of incident photons Np0, the number of trans-










This implies that the effective intensity I should be determined in a self-consistent
manner as
It = I0 − nσeffI. (5.30)
Then one could get the useful formula





− It(xj , yj′)− I0(xj , yj′)
Isat
, (5.31)
which happens to be identical to the three-dimensional case.
5.3.4 Real-Time Control System
Throughout the experiment, lasers and magnetic fields are controlled by both analog
signals and digital signals provided by an internally developed real-time control system
as illustrated in Fig. 5.5. The analog signals are provided by a ADWin-Pro II system
(from Ja¨ger) with the precision of the signal set to 30 µs, and are used to control such
as the currents of the coils, the frequencies of the AOMs, and so on. The digital signals
are provided by two FPGA boxes (from Electronic Workshop, University of Heidelberg)
with the precision of the signal set to 10 ns, and are used to control such as the TTL
switch for the radio frequency (RF) signals, the shutters, and so on. In addition, FPGA1
will trigger the ADWin system in order to synchronize the signals. Two computers are
responsible for communicating with the signal providers, of which the control computer
sends the orders of the programmed signals and the data computer collects the image
data as well as controls the other computer remotely.
5.3.5 Magneto-Optical Trap and Optical Molasses
In this experiment, atoms doled out by a Rubidium dispenser are first captured and
cooled in a modified MOT, the so-called Dark SPOT, where the dark-repumper beam
has a shadow in the center with the size of 1 cm. Atoms in the dark region will most
probably stay in the state |52S1/2, F = 1〉 and not absorb the cooler light. In this
way, losses both due to excited-state collisions and by multiple scattering of light will be
highly suppressed, leading to a much higher atomic density as well as the total number of




























Figure 5.5: A schematic view of the real-time control system.
atoms [180]. The construction of the MOT takes a retroreflection structure, where each
of the beams has a cooler power of 60 mW and a beam diameter of about 3.5 cm. The
gradient of the magnetic field is kept to 9 G/cm. Thanks to the Dark SPOT method,
8× 108 atoms are captured within 4 s with a temperature of about 150 µK.
In the next 6 ms, the magnetic field is switched off and the optical molasses is applied
to further cool the atoms. Note that, Sisyphus effect is absent since the light shifts of
the ground-state sublevels remain constant, however, the atoms are cooled due to a net
friction force induced by unbalanced radiation pressures [186]. In the molasses phase, the
detuning of the cooler is continuously changed from 18 MHz (3 linewidths) to 72 MHz
(12 linewidths), together with a decrease of the intensity to about 1/3 within 3 ms which
then stays constant. The temperature of the atoms is measured to be 28(3) µK.
5.3.6 Magnetic Trap and Magnetic Transport
Once the atoms have been laser cooled, a σ−-pump and a depump are applied to pre-
pare the atoms in the low-field-seeking state |52S1/2, F = 1,mF = −1〉 which are then
transferred to a magnetic quadrupole trap with a gradient of 70 G/cm. In the magnetic
trap, atoms are first compressed by increasing the gradient of the field to 140 G/cm in
100 ms, and then transported to the BEC-vacuum region.
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5.3.6.1 Magnetic Trapping
According to the Biot-Savart law, expressed in cylindrical coordinates, the magnetic
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(a− ρ)2 + z2E(k) +K(k)
]
, (5.33)
where I is the current, µ0 is the vacuum permeability, k





1− k2 sin2(φ)]dφ and E(k) = ∫ pi/20 [√1− k2 sin2(φ)]dφ are the com-
plete elliptic integral of the first kind and of the second kind, respectively. When two
loops are positioned in an anti-Helmholtz configuration with a distance between them
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. (5.34)
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Fig. 5.6(b) shows the theoretical magnetic field and the field gradient along the axis of
the MOT coils. It is worth noting that the field gradient along the radial direction near
the center of the trap is half of the one along the axis of the coils due to the Gauss’s law







x2 + y2 + 4z2. (5.37)
In the presence of a magnetic field, the energy levels of the atom will split linearly
according to the first-order Zeeman effect as
E|F,mF 〉 = µBgFmF |B|, (5.38)
where gF denotes the hyperfine Lande´ g-factor. Therefore, a quadrupole field will exert
a force on the prepared atom through the relation F = −∇E|F,mF 〉, trapping the atom
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in the center where the local minimum is. The efficiency of the magnetic trap loading
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(b) Magnetic field and field gradient
Figure 5.6: Magnetic field generated by anti-Helmholtz coils. (a) shows a pair of loops placed
in an anti-Helmholtz configuration. (b) shows the theoretical magnetic field and the gradient of
the field along the axis of the MOT coils with a current of 35 A. Each of the coils has a number
of turns of 34, an inner diameter of 56 mm, and an outer diameter of 99 mm, and the distance
between the two coils is about 60 mm.
5.3.6.2 Magnetic Transport
The magnetic transport system is composed of in total 14 pairs of coils and a push coil
as illustrated in Fig. 5.7 [187]. By regulating the currents of the coils, atoms can be
transported following the change of the trapping potential. And by using three pairs
of the coils, the aspect ratio of the trapping potential can be kept constant which can
significantly reduce the heating [188]. In addition, the adiabaticity condition has to be
satisfied to avoid excitation
|(v · ∇)B(r)|
|B(r)|  |ωL|, (5.39)
which means that the rate of the change of the magnetic field in the moving frame has
to be kept much smaller than the Larmor frequency ωL = µBgF |B|/~. Finally, after a
3.1 s long magnetic transport, 4 × 108 atoms are trapped in the BEC-vacuum region
with a temperature of 104(6) µK.




















































(b) Currents applied to the coils
Figure 5.7: Magnetic transport system. (a) shows the configuration of the magnetic transport
system where coil 1 is the push coil, coils 2 are the MOT coils, and coils 15 are responsible for
trapping the atoms in the BEC-vacuum region. (b) shows the currents applied to the coils.
5.3.7 Transfer to a Dipole Trap
Next, the magnetic trap is ramped up from 130 G/cm to 210 G/cm to increase the
collision rate while the atoms are heated to 125(13) µK. Then a RF magnetic field
is applied with the frequency swept from 15 MHz to 3.75 MHz within 2 s. Through
collisions, energetic atoms will be excited to untrapped spin states by the RF and thus
escape the trap, removing energy from the system. After the radio-frequency-induced
evaporation, 4× 107 atoms with the temperature of 26(2) µK and the density of about
4×1011 cm−3 are loaded into a crossed dipole trap formed by two 1070 nm laser beams.
5.3.7.1 Optical Dipole Potential
The optical dipole trap relies on the electric dipole interaction with the light field [189,
190]. When an atom is placed into a laser light field, the electric field E will induce
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an oscillating atomic dipole moment d of which the amplitude d˜ is related to the field
amplitude E˜ by d˜ = α(ω)E˜ with the complex polarizability α(ω) depending on the
driven frequency ω [191]. The resulting potential is given by
Vdip = −1
2
〈d ·E〉 = − 1
20c
Re(α)I, (5.40)









After the polarizability is calculated by considering the atom in Lorentz’s model of a
























It can be readily seen that a red-detuned light field (∆ ≡ ω − ω0 < 0) creates a po-
tential minimum at the position with maximum intensity, while a blue-detuned light
field (∆ > 0) creates a potential maximum at the position with maximum intensity. In
the experiment, the dipole laser has a wavelength of 1070 nm which is far red-detuned
with respect to the atomic transition lines, indicating that the atoms are trapped in the
center. In addition, the dipole potential can be approximated as a harmonic potential
with a trap depth Vdip(r = 0) near the trap center, since the time-averaged intensity









where P0 represents the total power of the beam, and w(z) = w0
√
1 + (z/zR)2 is the
radius at which the field intensity drops to 1/e2 of its axial value with the Rayleigh
length zR = piw0/λ. Note that the dipole potential can be alternatively described by the
dressed state picture where a combined system of atom and quantized field is considered,
and the energy shift can be calculated via second-order perturbation theory [193].
5.3.7.2 Experimental Setup for the Optical Dipole Trap
Two dipole beams, “main dipole” and “cross dipole”, are responsible for the formation
of the crossed dipole trap, both of which are generated by a single mode fiber laser
YLR-50-LP (from IPG Photonics) as illustrated in Fig. 5.8. The intensity of each of
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the dipole beams is controlled by regulating the modulation strength of the AOM and
the intensity noise is highly suppressed by using a feedback loop discussed in Appx. C.
The main dipole beam shines through the atomic cloud in the x-y plane, while having
an angle of 5◦ with respect to the x-axis to save space for the lattice beams. It has a
beam waist of 95 µm and is positioned 95 µm below the magnetic trap center, so that
the Majorana loss is diminished once the atoms are transferred to the dipole trap. The
cross dipole beam is perpendicular to the main dipole beam and is applied to the atoms
in the x-y plane as well. Note that, the beam waist of the cross dipole at the atoms along
the z-axis is compressed to 28 µm which is a quarter of the one in the other direction,
112 µm, with the help of two cylindrical lenses. Therefore, the condensate will have a
small diameter along the z-axis, and could be loaded into a single layer of an optical




























Figure 5.8: Optical dipole trap setup. The fiber laser typically works at 40% of its full power
which gives about 20 W in total. The AOMs are used to control as well as to stabilize the
intensity of the dipole beams. Polarization-maintaining single mode fibers are used to guide the
beams to the vacuum system, where the polarizations of the beams are first purified by PBSs.
Then a small portion of each beam, typically several percent or less, is split off by a true zero
order HWP and a PBS, and is measured by a low-noise photodiode. The signal is then used as a
feedback for intensity stabilization. The coordinates help to specify the directions of the system,
and are in accord with Fig. 5.2.
During the transfer to the dipole trap, the effective trap volume increases, leading to
an expansion of the atomic cloud. The energetic atoms thus stays at the low-density tails
of the combined trap during the adiabatic expansion, and will leave the trap after the
quadrupole field gradient drops below gravity (30.5 G/cm for Rubidium 87 magnetically
trapped in |F = 1,mF = −1〉). As a result, the final temperature of the transferred
atoms is estimated as one tenth of the trap depth [194]. In the experiment, the tem-
perature of the transferred atoms is 8(1) µK which coincides with the theoretical value
7.5 µK.
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5.3.8 Achieving a Bose-Einstein Condensate
Once the atoms are loaded into the dipole trap, a forced evaporation is performed by
continuously lowering down the dipole trap depth as well as the magnetic field potential
in 4 s and then holding for 0.2 s. The transition process is shown in Fig. 5.9 where
the main dipole beam is lowered down to 1 W, the cross dipole beam to 0.23 W, and
the magnetic field gradient to about 2.7 G/cm. At last, in total 2.34 × 105 atoms are
obtained with a condensate fraction of 57%. To get a pure condensate, the final power of
the main dipole beam is set to 0.8 W yielding 6× 104 atoms with a condensate fraction
larger than 95%.
The trap frequencies are measured by two methods. For the x and the y directions,
the trap frequencies are measured by applying a blue-detuned beam pulse to kick the
atoms and monitoring the trajectory of the oscillation. While for the z direction, it is
measured by the parametric excitation method where the cross dipole beam intensity
is modulated by a sine wave. When the modulation frequency fmod is twice the trap
frequency, the atoms will absorb energy and escape from the trap. The results of the trap
frequencies for the pure BEC are shown in Fig. 5.10, which give ωx = 2pi×(69.3±0.1) Hz,
ωy = 2pi × (47.6 ± 0.5) Hz, and ωz = 2pi × (298 ± 6) Hz. Thus the chemical potential
can be calculated as µTF ' kB × 69 nK according to the Thomas-Fermi model, and the
size of the condensate is RTF,x = 8.4 µm, RTF,y = 12.2 µm, and RTF,z = 1.9 µm.
5.3.9 Achieving a Two-Dimensional Superfluid
In practice, to achieve a two-dimensional superfluid, one has to thermodynamically
freeze the third dimension assumed to be the z-axis, which is to say the energy gap
between the ground state and the first excited state of the z motion is much larger
than both the temperature of the system kBT and the interaction energy 2g2Dn [65].
For harmonically trapped atoms, it is equivalent to requiring a strong trap frequency
ωz. A typical way to reach the two-dimensional condition is to load the atoms into a
one-dimensional standing wave and remove the atoms in other layers by using position-
dependent microwave transfer [195]. An alternative way, that is used in the present
experiment, is to compress the condensate first and then load it into a single well of a
lattice along the z-axis [196].
5.3.9.1 Loading Atoms into a One-Dimensional Optical Lattice
Interference of two laser beams will result in a periodic potential that traps neutral
atoms. In the experiment, as is illustrated in Fig. 5.11, an optical lattice along the z-axis,
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Figure 5.9: Evaporation in the dipole trap to achieve a BEC. Images are taken after 12 ms
free expansion, and the condensate fraction is calculated through a bimodal fitting (red curve).
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Figure 5.10: Characteristics of the BEC trap. (a) shows the trap frequency of the x-axis. (b)
shows the trap frequency of the y-axis. (c) shows the trap frequency of the z-axis. (d) shows the
trap potential in the y direction. Due to the gravitational potential, the trap potential minimum
is shifted about 30 µm from the main dipole beam center, and the energetic atoms are more
likely to escape along the gravitational direction.
named as “pancake”, is formed by two blue-detuned laser beams provided by a Matisse
TX-light Titanium:sapphire ring laser (from Sirah) which is tuned to a wavelength of
767 nm and is stabilized with the help of a reference cavity through the Pound-Drever-
Hall technique. The two pancake beams are inclined at +5.3◦ and −5.3◦ to the x-axis,
respectively, so that the lattice has a periodicity of dz = λ/[2 sin(θ)] ' 4.2 µm. In
addition, the optical elements for the pancake lattice formation are placed on a motorized
stage driven by a motorized actuator (Z806, from Thorlabs) which has a resolution of
29 nm. Therefore, the atoms can be loaded to the potential minimum with high accuracy
to suppress the heating by moving the lattice potential.
The pancake lattice periodicity is evaluated experimentally by measuring the number
of atoms as a function of lattice position. Since the pancake lattice is blue-detuned,
atoms can not be trapped effectively at the anti-nodes. By moving the motorized stage











































Figure 5.11: Realization of the pancake lattice. Each of the pancake beams has a beam waist
of about 200 µm focused on the atoms. The POL on the motorized stage is used to purify
the polarization so that the intensity difference between the two pancake beams will not be
sensitive to the polarization fluctuation of the incident beam. The absolute intensity fluctuation
is stabilized by the feedback loop. The reference beam is used for laser phase-locking.
in steps of 0.5 µm, the number of atoms are recorded through absorption imaging along
the x-axis shown in Fig. 5.12. A sine curve fitting indicates that the periodicity of the
lattice is (4.2 ± 0.1) µm which coincides with the theoretical value. In this way, the
loading process is optimized by maximizing the loading efficiency.
However, a direct loading from the condensate does not fulfill a good single layer
condition since the size of the condensate along the z-axis is about 2×RTF,z = 3.8 µm
which is similar to the periodicity 4.2 µm. In order to load the condensate into a single
layer, the power of the cross dipole beam is increased by about seven times within 100 ms,
leading to trap frequencies (ωx, ωy, ωz) ' (2pi×181 Hz, 2pi×48 Hz, 2pi×754 Hz). Under
this condition, the Thomas-Fermi radius of the z-axis is decreased to about 1.1 µm
which can be then loaded into a single layer. The single layer loading is evaluated by
observing the interference pattern. When a condensate is loaded into several layers of
a lattice, a pattern of interference fringes can be observed after a free expansion which
has a period 2pi~t/(mdz) [197]. Thus an efficient single layer loading is achieved after
the visibility of the fringes is minimized. Fig. 5.13 shows a single layer loading with a
total atom number of about 5× 104, which is proved by the absence of fringes.
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Figure 5.13: Loading atoms into a single layer. Images are taken along the x-axis after 16 ms
TOF. The interference pattern shown in the left picture implies a multi-layer loading when the
condensate has a large size compared to the periodicity of the lattice even when the pancake
lattice position is optimized. The fringe period is measured to be 19 µm which is similar to the
theoretical value 17.5 µm. A compressed condensate can be loaded into a single layer and no
fringes are observed as depicted in the right picture.
5.3.9.2 Making and Probing Two-Dimensional Superfluid
Although the fringes reflect the coherence to some extend, it is hard to be used to char-
acterize the superfluidity of the system. To reach a perfect two-dimensional superfluid,
the temperature is further lowered by decreasing the effective trap depth where the in-
tensities of the dipole beams are lowered and the gradient of the magnetic quadrupole
trap is raised to just compensate the gravitational force. Finally, ∼ 104 atoms are left
in a trap with frequencies (ωr, ωz) ' (2pi × 43 Hz, 2pi × 4886 Hz).
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(a) Density profile fit



















(b) Lifetime of the degenerate gas
Figure 5.14: Characterizing the two-dimensional quantum gas. (a) shows the density profile
fit with the mean-field Hartree-Fock theory. The presented data (blue dots), which are obtained
with a 50 µs long weak probe beam (I/Isateff ' 0.5), have been rescaled according to the scaling
factor. The fitting domain is restricted to the area in which the phase space density is smaller
than 2.5 to fulfill the mean-field requirement, and the optical density is lower than 0.2 to avoid
multiple scattering [184]. It has to be emphasized that the central density is underestimated due
to collective effects [183]. (b) shows the measured lifetime of the two-dimensional degenerate
gas.
The superfluidity of the system can be directly evaluated by measuring the phase
space density. However, the conventional three-dimensional TOF method is no longer
practical since a very long TOF is required to reflect the momentum distribution [65].
Instead, in this experiment, a measurement on density profile is performed to fit for the
temperature as well as the chemical potential. The atoms are first subject to a two-
dimensional ballistic expansion for 4 ms by suddenly releasing the confinement in the x
and the y directions while keeping the z-axis tightly confined. The 4 ms expansion will
not affect the confinement condition of the z-axis effectively due to the large pancake
beam waist, however, it can help to decrease the density of the cloud which scales as [184]
n(r, t) = η2t neq(ηtr), (5.45)
where ηt = (1 + ω
2t2)−1/2 is the scaling factor, and neq(r) represents the initial equi-
librium density profile. In this way, after the calibration of the effective saturation
intensity with α = 1.92 ± 0.06, the wings of the density profile are fed into the model
Eq. 5.21 which yields the temperature T = (69 ± 10) nK, the global chemical poten-
tial µglobal = kB × (80 ± 9) nK, and the parameter related to the effective line width
β = 0.99± 0.10. Note that the β parameter should be close to 1 since there is no resid-
ual magnetic field and the laser used for imaging has a narrow line width (< 1 MHz)
compared to the natural line width of Rubidium. Thus the phase space density of the
central area picks up the value 9.5 ± 1.6 which is larger than the critical phase space
density 7.67 calculated from Eq. 5.16, indicating that the system is in the superfluid
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phase. A typical fitting result is presented in Fig. 5.14(a) and in total 100 pictures are
taken in order to get the final results. The lifetime of the two-dimensional degenerate
gas is measured to be (4.9± 0.7) s as shown in Fig. 5.14(b).
Chapter 6
Quantum Gases in Two-Dimensional
Optical Lattices
When two opposing waves meet, a spatially periodic pattern is created which could be
used to trap cold neutral atoms via the Stark effect. Compared with the crystalline
solid, the parameters of an optical lattice can be easily controlled which in turn makes
it a versatile research tool. Especially by simply modifying the lattice depth, a quantum
phase transition from a superfluid to a Mott insulator is observed [198]. In this thesis, I
would like to take the advantages of the commensurate filling in the Mott phase as well
as the controllability of the interactions for entanglement generation.
6.1 Single Particle in a Periodic Potential
To begin with, the behaviour of a single particle placed in a one-dimensional optical
lattice is briefly reviewed. Since the lattice beams in two directions possess different
frequencies and orthogonal polarizations, the wave functions can be considered indepen-
dently and the total energy is just the sum of the eigenvalues.
6.1.1 Bloch Bands
When a particle is placed in a periodic potential which is described by the Hamiltonian
H = pˆ2/(2m) + Vlat(x), Bloch’s theorem states that the eigenstates of the particle can
be written as a product of a plane wave and a periodic function [199]
φ(n)q (x) = e
iqxu(n)q (x), (6.1)
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where the periodic function u
(n)
q (x + a) = u
(n)
q (x) takes the same periodicity a as the










where q is recognized as a wave vector that is typically confined to the first Brillouin
zone (−pi/a < q ≤ pi/a), and ~q as quasimomentum or crystal momentum. Note that
according to the periodic boundary condition, one finds φ
(n)
q (x + Mxa) = φ
(n)
q (x) with
Mx the number of lattice sites. Thus for a given band index n, q is a quantum number
that has Mx possible values.
The equation 6.2 can be solved directly by considering the Fourier transform of
the elements of the equation and truncating the Hamiltonian [200, 201]. Alternatively
[202], in the case of a simple sinusoidal potential Vlat = V0 sin
2(klatx) as is used in the
experiment, the Schro¨dinger equation takes the form of the Mathieu equation
d2
dy2
φ(n)q (y) + [A− 2s cos(2y)]φ(n)q (y) = 0, (6.3)
with y = klatx, A = E
(n)
q /ER − V0/(2ER), the recoil energy ER = ~2k2lat/(2m), and
s = −V0/(4ER). Fig 6.1 shows the band structure with various lattice depths V0, where
the energy band gaps become more apparent for deeper lattice depths. Fig 6.2 shows
the probability density of the Bloch wave function φ
(n=1)
q (x) with various lattice depths.
It can be readily seen that the eigenstates tend to get localized at each lattice sites as
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Figure 6.1: Energy bands of the one-dimensional optical lattices.
6.1.2 Wannier Functions
Wannier functions, which are a set of orthogonal wave functions, are alternatives that can
describe the periodic system. Unlike the Bloch functions, which are delocalized, Wannier
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Figure 6.2: Probability density of the Bloch wave function in the lowest band. The filled area
represents the lattice potential.
functions are maximally localized to individual lattice sites. For a given band, they are
defined as the Fourier transformation of the Bloch functions of the same band [199]




where xj is the central position of the j-th lattice site, and N is the normalization factor.
Fig. 6.3 shows the Wannier functions for the lowest band n = 1 with a lattice depth of
1 ER and 10 ER. It can be readily seen that the Wannier function cannot be localized
tightly with low lattice depth which implies the possibility of quantum tunneling. In
addition, the Wannier functions is a good basis for studying issues related to localized
particles such as on-site interaction.
6.1.3 Tight Binding Approximation
Under the tight binding approximation, single particle wave functions can be safely
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where J is the tunneling matrix element, and 1 is the on-site linear energy. Since
plane waves are the solutions of the discrete Schro¨dinger equation, by expanding the
equation and assuming periodic boundary conditions, one obtains E
(1)
q = −2J cos(qa)









6.2 Bose-Hubbard Model and the Superfluid to Mott Insulator
Transition
In order to analyze a multi-particle system, two-body interactions have to be involved,
and the Bose-Hubbard model is suggested which considers particles instead of a classical
field in the GP equation [59]. With the repulsive interaction, a phase transition from a
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superfluid state to a Mott insulator state is predicted as the interaction energy grows
much larger than the kinetic energy.
6.2.1 Bose-Hubbard Hamiltonian
For a two-dimensional Bose gas which is trapped in a two-dimensional optical lattice,
the second quantized Hamiltonian that describes the system is given by [59]
H =
∫





where Φˆ(r) represents the bosonic field operator, the Hamiltonian H0 is described as
H0 = −~2∇2/(2m)+V0[sin2(kxx)+sin2(kyy)] with kx = ky = klat, Vext(r) represents the
external trap potential, and r = (x, y) represents the position. Under the tight binding
approximation, the bosonic operator can be expanded as Φˆ(r) =
∑
j aˆjw1(r−rj) with aˆj











j aˆj aˆj +
∑
j
[Vext(rj)− µ] aˆ†j aˆj , (6.10)
with 〈j, j′〉 denoting the summation over the nearest neighboring sites, and the tunneling
matrix element J and the on-site interaction U defined as
J =−
∫








Note that the on-site linear energy is absorbed into the third term which acts like a
spatially varying chemical potential [205].
In practice, the third dimension has to be considered which is assumed to be a Gaus-
sian wave function as discussed in Section 5.2.1, and has been already taken into account
in the interaction parameter U . In addition, in the deep lattice where the Wannier func-
tions are well localized, the tunneling parameter can be estimated as Eq. 6.6 due to
little overlap between the neighboring Wannier states. Fig. 6.4 shows the calculated
parameters for the current system.
The Bose-Hubbard Hamiltonian is an effective model that describes ultracold bosons
in an optical lattice. Since the separation to the first excited band is typically much
larger than the thermal and mean interaction energies, dynamics can be studied within
the lowest band. However, the eigenstates of the system might be modified by the
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Figure 6.4: Bose-Hubbard parameters.
interaction between particles yielding J and U that are different from the estimation
derived by single particle Wannier functions.
6.2.2 Superfluid to Mott Insulator Transition
The Bose-Hubbard Hamiltonian predicts two different regimes, the kinetic energy dom-
inated regime (U  J) and the interaction energy dominated regime (U  J). A
quantum phase transition occurs when the ratio of U/J crosses a critical value.
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6.2.2.1 Superfluid Ground State
When the tunneling overwhelms the interaction, the kinetic energy tries to delocalize









with N the number of particles and M the number of lattice sites. For a large system,














which indicates that each lattice site is filled with n¯ = N/M atoms with a standard
deviation
√
n¯ according to the Poisson distribution as shown in Fig. 6.5. When the
system is in the ground state, it involves a macroscopic phase which is constant over the
lattice sites yielding an interference pattern [198].
Superfluid phase Mott insulator phase
Figure 6.5: Distribution of atoms in the superfluid phase and the Mott insulator phase.
6.2.2.2 Mott Insulator Ground State
As interaction increases, the required kinetic energy for an atom to hop to an occupied
site also increases, and atoms tend to get localized at individual sites. Finally, the
system reaches the Mott insulator phase in the limit U  J , and the ground state can
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with n the number of atoms per lattice site. Energy gaps exist in the Mott insulator
phase, and the first excited state relates to a particle-hole excitation. In addition, phases
at different lattice sites are no longer correlated yielding a loss of the interference pattern.
6.2.2.3 Quantum Phase Transition
From the analysis above, the phase transition from a superfluid to a Mott insulator
can be achieved by adjusting the ratio of U/J . However, the Mott insulator state
requires a commensurate filling, any redundant particle or hole would thus tunnel freely
and recover the coherence. This implies another phase transition mechanism in the
limit U  J that is driven by the competition between the interaction energy and the
chemical potential. The phase boundary can be calculated by mean-field theory yielding
an analytical form [206,207]
µ
U















where nMI is the filling number and D is the dimensionality. The critical point is defined

















Fig. 6.6 shows the calculated phase diagram of a two-dimensional system (D = 2) based
on mean-field theory. A Monte Carlo study shows the critical point (U/J)MCc (nMI =
1) = 16.7 for unit filling [208], which is more precise than the mean-field prediction
(U/J)MFc (nMI = 1) = 23.3.















Figure 6.6: Two-dimensional Bose-Hubbard model phase diagram. The phase diagram is
calculated by mean-field theory where the red dashed lines mark the critical points.
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For an inhomogeneous system where atoms are confined with an external confinement,
however, both the superfluid phase and the Mott insulator phase will exist in the same
sample since the chemical potential varies as the LDA predicts. Especially, in a harmonic
trap, the density profile takes a wedding cake form where superfluid alternates with Mott
insulator [196,209,210].
6.2.2.4 Mott Insulator at Finite Temperature
In practice, atoms are prepared with a finite temperature which modifies the Bose-
Hubbard predictions due to the thermal fluctuations. In the limit of negligible tunneling
where J  kBT,U , the system is in the thermal Mott insulator regime where the thermal
fluctuations would lead to particle-hole excitations. Since the wells are independent of








nj(nj − 1)− µjnj ] exp[−1/(kBT )], (6.18)
where µj = µglobal− Vext(rj) is the local chemical potential at site j. The probability of







nj(nj − 1)− µjnj ] exp[−1/(kBT )]. (6.19)
Therefore, the mean occupation number of the j-th site is 〈nj〉 =
∑
nj
njPnj ,j . In a
similar way, the variance can be determined by
σ2n,j = 〈n2j 〉 − 〈nj〉2 =
∑
nj
n2jPnj ,j − 〈nj〉2. (6.20)
In the current experiment, the parameters are set as the on-site interaction U ' kB ×
49 nK in the deep lattice limit (at a lattice depth of 26 ER) and the external trap
frequency ωr ' 2pi × 43 Hz. In order to achieve unit filling, the number of atoms has
to be restricted to around 2700. Fig. 6.7 shows the density profile and the variance
profile for the current system along the x-axis with a fixed number of atoms. It can be
readily seen that the plateau feature only survives up to a temperature around 0.2U/kB
which is in accord with the conclusion in the paper [211] and the variance of the center
becomes larger as the temperature increases. These features provide fundamental means
to inspect a Mott insulator with an in situ imaging technique.
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Figure 6.7: Density and variance in the deep Mott insulator. Experimental parameters of the
current setup are taken, and the number of atoms is kept constant at 2700.
6.3 Experimental Observation of Superfluid to Mott Insulator
Transition
By loading a two-dimensional superfluid gas into a two-dimensional optical lattice, a
Mott insulator can be achieved by simply increasing the lattice depth to cross the critical
point. A TOF absorption imaging provides evidence of the phase transition where the
interference disappears in the Mott insulator regime.
6.3.1 Forming a Lattice Potential
When a blue-detuned (767 nm) Gaussian beam interferes with the retro-reflected beam,
a standing wave potential is created as
V (x, y, z) = V0 e







where w0 denotes the beam waist and k = 2pi/λ is the wave vector. It is worth noting
that an effective external trapping potential exists due to the Gaussian beam profile.
Thus two such standing waves with orthogonal polarizations create a square lattice in
the x-y plane (z = 0)
V (x, y) ' V0[sin2(kx) + sin2(ky)]− m
2
(ωeffext)
2(x2 + y2), (6.22)
where ωeffext =
√
4V0/(mw20) is the frequency of the effective external trapping potential
near the trap center and the beam waists of both beams are assumed to be w0.
Fig. 6.8 shows the realization of the two-dimensional optical lattice. The short
lattice laser beams come from the Matisse laser with a wavelength of 767 nm. Four
doublet lenses are specially designed by Lens-Optics which have an effective focal length
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of 251.3 mm for both short lattice beams (767 nm) and long lattice beams (1534 nm).
The beam waist of the short lattice beam is tuned to ∼ 120 µm at the center of the
atomic cloud. In order to avoid the interference, the polarizations of short lattice X,
short lattice Y and pancake are chosen to be orthogonal to each other and different




















Figure 6.8: Realization of the short wavelength optical lattice. DM stands for dichroic mirror
which passes long lattice beams while reflects short lattice beams. BW represents Brewster
window and is used to assist in the alignment of the superlattice. Both of the beams are in the
x-y plane, however, are tilted to an angle of 4◦ with respect to the axes.
6.3.2 Calibration of the Lattice Depth
As depicted in Fig. 6.4, ramping the lattice potential will change the ratio U/J expo-
nentially. However, the lattice depth is sensitive to the overlap of the beams and the
efficiency of the optical elements, which would lead to considerable deviations from the
theoretical calculation. Thus a calibration of the lattice depth is necessary.
When a condensate diffracts from a standing wave, the momentum of the atoms will
change by either zero or two photon momenta for each two-photon scattering event, and
a number of momentum states will appear which is known as the Kapitz-Dirac (KD)
effect [212, 213]. The evolution of the condensate in a one-dimensional optical lattice
can be derived by numerically solving the time-dependent Schro¨dinger equation with the
lattice Hamiltonian and condensate wave function ψ(t) =
∑
n cn(t) exp(i2nkz) which is
expanded in the basis of plane waves [214]. For short pulse time, for example τ = 25 µs,
Fig. 6.9 shows that the population of the first diffracted order (±2~k) grows when the
depth of the lattice increases in the weak lattice limit. Therefore, after the incident
beam is aligned by checking the kick of the atoms, the reflected beam can be optimized
by maximizing the population of the first order with a weak lattice potential.
The calibration of the lattice depth also relies on the KD effect. However, a pulse of
duration 40 µs is applied instead so that higher order diffractions appear more obviously
which help to derive the depth information precise. The experimental spectra are shown
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Figure 6.9: Kapitza-Dirac effect of the short lattice pulse. The population of an order other
than the zeroth is the sum of the populations of both the positive order and the negative order.
The pulse duration is fixed at 25 µs.
together with the numerical fits of both directions in Fig. 6.10, which implies that the
relation between the control voltage and the lattice depth is (11.14 ± 0.17) ER/V for
short lattice X and (8.79± 0.19) ER/V for short lattice Y. Throughout the experiment,
the power of the incident lattice beams are fixed at 10 mW for the control voltage of
1 V at the transmission mode of the PBS used for intensity stabilization, and the actual
beam waists are adjusted to compensate the attenuation in the beam path in order to
achieve the best extinction ratio. The measured beam waists are
Incident beam waist Reflected beam waist
Short lattice X 121 µm 108 µm
Short lattice Y 134 µm 111 µm
,
and the theoretical relations support the experimental results which are 11.88 ER/V for
short lattice X and 9.42 ER/V for short lattice Y.












































Short Lattice X Control Voltage (100 mV) Short Lattice Y Control Voltage (100 mV)
Figure 6.10: Lattice depth calibration by the Kapitza-Dirac effect. The lattice control voltage
is given by the ADWin through the feedback loop. During the measurements, the pulse duration
is fixed at 40 µs.
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The calibration of the lattice depth is also cross-checked by finding the resonance
frequency that couples the ground band and the second excited band. When the ampli-
tude of the lattice is modulated, it would introduce a Raman transition between bands
of same parity since the two carrier-sideband beating signals are in phase [215]. In the
experiment, the lattice depth is set to 40 ER with calibrated relations, and the lattice
depth is modulated by about 8% for 50 cycles. The population is then measured by
adiabatically ramping down the lattice which maps the bands into plane waves as shown
in Fig. 6.11(a). By scanning the frequency, the population in the second excited band
varies. Fig. 6.11(b) shows the experimental results for both short lattice X and short
lattice Y with the Lorentzian fit which corresponds to (10.90 ± 0.01) ER/V for short
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(b) Experimental data of population in the second excited band
Figure 6.11: Lattice depth calibration by the band excitation. (a) shows the scheme of transfer-
ring population into the second excited band. (b) shows the experimental data of the population
in the second excited band. The fitted results are 83.32 ± 0.03 kHz for the x direction and
86.02± 0.05 kHz for the y direction.
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6.3.3 Achieving the Mott Insulator Regime
To avoid heating, adiabaticity condition is generally required for ramping the lattice
depth. In this experiment, lattice is first linearly ramped to a depth Vs = 0.4 ER in







γ = − Vf − Vs
Vf − e4Vs , (6.24)
where Vf is the final depth which is reached when t = ti+tc. The adiabaticity condition is
ensured by restricting the adibaticity parameter of the ramp A = ~|J˙ |/J2 to be smaller
than 1 [217].
While ramping the lattice depth to enter the Mott insulator regime, one has to
ensure that the physical process is within the lowest energy band so that the simple
Bose-Hubbard model is valid. In addition, phase coherence is studied for the phase
transition.
6.3.3.1 Investigation of the Lattice Band Population
Before the observation of the quantum phase transition, band population is investigated
by mapping crystal momentum to free particle momentum and analyzing the Brillouin
zone population [218, 219]. As in the solid state physics, the n-th Brillouin zone is
defined as a set of points in momentum space that can be reached from the origin by
crossing exactly (n − 1) Bragg planes, and an illustration of Brillouin zones for a two-
dimensional lattice is given in Fig. 6.12(a). In the experiment, a mapping onto the
Brillouin zones is done by first ramping the lattice adiabatically to 50 ER, and then
exponentially ramping down within 300 µs with a time constant of 50 µs. It is slow
compared to the vibrational frequency of the lattice to inhibit the excitation, while
fast compared to the tunneling processes so that the population is kept. After 12 ms
TOF, Fig. 6.12(b) shows a homogenous population in the first Brillouin zone which
corresponds to the lowest band, and no visible population in higher bands is observed.
In contrast, Fig. 6.12(c) exhibits a pronounced population in higher energy bands with
an abruptly ramp to a lattice depth of 20 ER. In the current experiment, by inspecting
the band population, the physics is restricted to the lowest band.






(a) Brillouin zones of a two-dimensional lattice
2 k
2 k
(b) Band population with adiabatic ramp
2 k
2 k
(c) Band population in excited bands
Figure 6.12: Investigating the band population. (a) shows Brillouin zones of a two-dimensional
square lattice. (b) shows band population with adiabatic ramp where the atoms are restricted
to the lowest energy band. (c) shows band population in excited bands by a sudden loading.
Note that some of the bands, for example band 2 and band 3, are degenerate thus can not be
separated [201].
6.3.3.2 Deep Lattice Condition
In the Mott insulator phase, finite tunneling would result in a coherent admixture of
particle-hole pairs to the ground state so that short-range coherence is reserved [220].
To achieve a well-defined Mott insulator, one has to inhibit such coherence by reaching
the deep lattice condition.










eik·(rj−rj′ )〈aˆ†j aˆj′〉, (6.26)
where w˜1(k) is the Fourier transform of the Wannier function in the lowest Bloch band,
and aˆ†j (aˆj) creates (annihilates) an atom at the j-th site. In the superfluid phase, the
correlation function 〈aˆ†j aˆj′〉 varies smoothly across the lattice sites which is responsible
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for the sharp diffraction pattern. In the Mott insulator phase, however, the correlation
function extends only a few sites resulting in a disappearance of the interference pattern.
Therefore, an effective way to characterize the phase coherence is given by a measurement
on the visibility of interference fringes which is defined as [220]




Smax + Smin , (6.27)
where Nmax corresponds to a sum of number of atoms in the four nearest lateral peaks,
and Nmin corresponds to a sum of number of atoms in the four areas which form a
diagonal cross and have same distance from the central peak as shown in the inset of
Fig. 6.13(b). The visibility will change from 1 in the superfluid regime to 0 in the ideal
Mott insulator phase. Note that the Wannier envelopes cancel out since the distance for
each term is the same.








































RLattice Depth (E )
(b) Visibility measurements for deep lattice
Figure 6.13: Evaluation of the deep lattice condition. (a) depicts the adiabatic ramp used in
the experiment which is a 200 ms S-shaped curve preceded by a 30 ms linear ramp. When the
final depth is 26 ER, the adiabaticity parameter is restricted to be smaller than 0.85 as shown
in the inset. (b) shows the experimental results of the measured visibility for each depth, where
the inset illustrates the definition of the visibility.
Armed with the idea, lattice is ramped to a variety of depths adiabatically with a
200 ms S-curve as shown in Fig. 6.13(a), and the visibility of the interference pattern
for each depth is recorded as shown in Fig. 6.13(b). It can be readily seen that the
visibility tends to zero as the depth is increased and the phase coherence is efficiently
suppressed at a lattice depth of 26 ER which corresponds to U/J ' 296.2.
To demonstrate that the measured visibility is a direct observation of phase coherence,
a measurement of the collapse and revival of the macroscopic phase is performed [222]. In
an isolated well, the Hamiltonian that describes the system is given by H = Unˆ(nˆ−1)/2
with the eigenstates being Fock states |n〉 and eigenenergies En = Un(n− 1)/2. Thus a
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The macroscopic phase can be inspected by calculating the mean value of the atomic
field operator [223,224]





and for short times
ψ(t) ' √n¯e−in¯Ut/~ e−n¯U2t2/(2~2). (6.30)
Therefore, estimated by the Gaussian function, the macroscopic matter wave field ψ will
collapse with a time constant tcol = ~/(
√
n¯U). However, since the Eq. 6.29 is periodic,
the macroscopic matter wave field will revive at every period where each number state
acquires a phase of an integer multiple of 2pi giving a revival time trev = h/U .











Hold Time ( s)
(a) Prepared at 8 ER










Hold Time ( s)
(b) Prepared at 20 ER
Figure 6.14: Collapse and revival of the residual superfluid. (a) shows the visibility versus
hold time with the red curve being a fit for the periodicity after a rapid increase of the potential
from 8 ER to 40 ER. (b) shows the visibility versus hold time after a rapid increase from 20 ER
to 40 ER. Although the large error makes the fitting for periodicity hard, it is clear that the
residual superfluid part at a depth of 20 ER does yield a collapse and revival of the phase.
When the system is in the superfluid regime, the superfluid state will exhibit like a
coherent state as depicted in Eq. 6.14. Thus after the lattice depth is rapidly ramped
to the deep Mott insulator regime, one could record the phase evolution by monitoring
the visibility. In the current experiment, lattice is first adiabatically ramped to 8 ER,
which is in the superfluid regime, by following a 100 ms exponential curve. Later, the
depth is increased to 40 ER in 60 µs which is fast enough to keep the number statistics
while slow enough to avoid excitation. Fig. 6.14(a) shows the measured result and a
periodicity is fitted as (826± 3) µs which is a little bit larger than the theoretical value
trev ' 780 µs. The deviation is ascribed to the error of the system calibration and the
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accuracy of the simple Bose-Hubbard model used for interaction calculation. The phase
evolution with the superfluid part prepared at a depth of 20 ER is also studied. The
result is shown in Fig. 6.14(b) which confirms that the finite visibility is the evidence of
residual phase coherence, and higher depth is required in order to enter the deep Mott
insulator regime. In addition, it is worth noting that a comprehensive measurement on
the phase revival could help to calibrate the on-site interaction with high accuracy [225].
R0.4 E R5 E R8 E R10 E
R12 E R14 E R16 E R18 E
R20 E R22 E R24 E R26 E
Figure 6.15: Interference pattern for different lattice depths. The range of the coherence is
diminishing as the lattice depth increases, and the interference pattern is completely lost at the
deep lattice depth. Each figure is an average of about 10 pictures and the number of atoms is
about 10000.
6.3.3.3 Observation of the Quantum Phase Transition
According to the above investigation, lattice is ramped by the 200 ms S-shaped curve
to a depth of 26 ER for the observation of the quantum phase transition. A change
of the phase coherence is observed by suddenly switching off the trap at a variety of
depths, and imaging the interference pattern after 12 ms TOF as shown in Fig. 6.15.
At the very beginning, the high-order interference peaks become more prominent as the
depth is increased since atoms are localized tighter. After about 12 ER the peaks are
smeared and a cross like structure is observed which is related to the short-ranged phase
coherence [201]. At last, the interference pattern is completely lost leaving a Gaussian
shape structure which is related to the Wannier envelope. In order to confirm that the
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transition is within the quantum regime, after a 100 ms hold at 26 ER, lattice is linearly
ramped down to 6 ER in 20 ms to restore the phase coherence. Fig. 6.16 shows the
measured interference pattern in which only a little heating effect is observed.
R26 ER0.4 E R6 E R6 E
Figure 6.16: Restoring the phase coherence. No obvious heating effect is observed which
confirms the quantum phase transition.
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Figure 6.17: Visibility versus lattice depth. Two kinks are observed which are reproducible.
The change of the visibility is then carefully studied and the result is shown in
Fig. 6.17. In the numerical derivative plot, two reproducible kinks are observed which
are around 12 ER and 17.5 ER, respectively. The kink appearing at 12 ER coincides with
the interference pattern (Fig. 6.15) at which the peaks become smeared. And the kink
at 17.5 ER corresponds to J/U ' 0.019 which is roughly the theoretical transition point
to nMI = 3 Mott insulator state as shown in the phase diagram (Fig. 6.6). Since the
kinks are ascribed to the redistribution of density among Mott insulator and superfluid
regions [220,226], the kink at 17.5 ER might reflect that the number density in the middle
of the trap is more than 2. This result coincides with the estimation taken in Section
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6.2.2.4 where the filling 1 requires the total number of atoms no more than 2700. In
addition, more kinks could be observed for an ideal system which are responsible for every
regional formation of the superfluid and the Mott insulator as well as the redistribution





When a second lattice with a wavelength twice of the first is added to the system, an
optical superlattice is formed which allows one to study multi-body physics by perform-
ing both intrawell and interwell manipulations [205]. Especially, superlattices can help
to realize arrays of double-well potentials [64, 227] and four-site plaquettes [228] with
high-order tunneling effects involved which is an effective way to generate multi-qubit
entanglement [229]. In this chapter, I will first review the basic theory of a single particle
in an optical superlattice as well as the Bose-Hubbard model. Then the current setup
to form the superlattice is explained. With the help of the knowledge, an experimental
scheme to generate four-qubit entanglement is proposed.
7.1 Superlattice Band Struncture
The superlattice that is employed in the experiment is formed by combining a blue-
detuned lattice (named as “short lattice” with a wavelength of 767 nm) and a red-
detuned lattice (named as “long lattice” with a wavelength of 1534 nm). It has a different
band structure compared with the monochromatic lattice described in Chapter 6. A
calculation of the band structure can be done by considering the Fourier transform of
the elements of the equation [200].
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The potential of a one-dimensional superlattice can be described as
Vslat(x) = −Vred cos2(kx+ Θ) + Vblue cos2(2kx), (7.1)
where k = kred = 2pi/λred is the wave vector related to the red-detuned light, Θ is the
relative phase between the two standing waves, and Vred and Vblue are the trap depth of
the red- and blue-detuned lattice, respectively. When a single particle is placed in such
a potential, according to the Bloch’s theorem, the eigenstates of the system are Bloch
functions




q (x+λred/2) = u
(n)
q (x) taking the same periodicity as Vslat(x). With this ansatz,
a relation for u
(n)










Since both Vslat(x) and u
(n)
q (x) are periodic functions, one can expand them in Fourier
series as Vslat(x) =
∑
















































the Eq. 7.3 can be written in a matrix form
∑
β′




(2β + q/k)2EredR if β = β
′
−Vred/4 exp[i(β − β′)2Θ] if |β − β′| = 1
Vblue/4 if |β − β′| = 2
0 else
, (7.7)
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where EredR = (~k)2/(2m) is the recoil energy for the red-detuned lattice, and the zeroth
order Fourier term of the potential energy is neglected. Such a Hamiltonian can be solved
by truncating the matrix into a size that is large enough to neglect the coefficients c
(n,q)
β
for large β, which is chosen to be −10 ≤ β ≤ 10 in this thesis. The Bloch functions are






β exp[i(q + 2βk)x].
Band structure  nWannier function w x  (a.u.)   2nProbability density w x  (a.u.)



































































red R blue RV  = 5 E , V  = 0 E
red red
red R blue RV  = 5 E , V  = 5 E
red red
red R blue RV  = 5 E , V  = 10 E
red red
red R blue RV  = 5 E , V  = 15 E
Figure 7.1: Band structure of shallow superlattices. The filled area represents the lattice
potential.
Similar to a single particle in a monochromatic lattice, the localized Wannier func-
tions are useful to study the superlattice system which are defined as Eq. 6.4. With
these definitions, the band structure and Wannier functions for the two lowest bands
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are calculated for shallow superlattices with Θ = 0 as shown in Fig. 7.1. In comparison
with the monochromatic lattice, bands are paired in the appearance of a symmetric
double-well structure [230]. Within each pair, the band of lower-energy has a symmet-
ric Wannier function, while the band of higher-energy has an antisymmetric Wannier
function, and both functions extend over both wells. In addition, the tunneling matrix
element between nearest-neighbor superlattice sites can be determined in the same way




q ) − min(E(n)q )]/4 for the n-th
band.
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 l, rLocalized function w x  (a.u.)   2l, rProbability density w x  (a.u.)
red red
red R blue RV  = 60 E , V  = 20 E
red red
red R blue RV  = 60 E , V  = 40 E
red red
red R blue RV  = 60 E , V  = 66 E
1,2G
Figure 7.2: Band structure of deep superlattices. The filled area represents the lattice potential.
The two lowest energy levels are also depicted with the lattice potential to specify the relation
between them.
When the depth of the long lattice is large, tunneling between superlattice sites is
highly suppressed leaving isolated double wells. In this case, raising the short lattice
potential will result in a decrease of the energy gap between the two lowest bands
G1,2. At last, the energy gap G1,2 becomes negligible, and the two lowest bands can be
approximated as two degenerate energy levels [230]. By superposing the two Wannier
functions, one can obtain two useful wave functions which are localized in the left and
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[w1(x) + w2(x)]. (7.9)
The localized functions are important to describe the evolution of particles in a double-
well system, and the definition can be extended to any band pair. Fig. 7.2 shows the
band structure and the localized functions with a long lattice depth of 60 EredR , where
the wave functions wl,r(x) are getting more localized as the short lattice depth increases.
It has to be emphasized that the two localized wave functions wl,r(x) are not eigenstates
of the system and thus evolve in time according to the energy gap. When such a state
is prepared, it will oscillate between the two wells with a period of h/G1,2.
7.2 Bose-Hubbard Model for Superlattices
In order to study physics of interacting bosons on a superlattice, Bose-Hubbard model
is extended for superlattices. By analyzing the Hamiltonian, superexchange and ring-
exchange interactions are presented which can be used for entanglement generation.
7.2.1 Double-Well Bose-Hubbard Model
When the long lattice is applied to only the x direction, in the limit of deep long lattice,
system can be simplified to isolated double wells, and the Hamiltonian can be generalized
from the Josephson Hamiltonian [231,232]
HDW = −J(aˆ†l aˆr + aˆ†raˆl) +
Ul
2
nˆl(nˆl − 1) + Ur
2
nˆr(nˆr − 1)− ∆
2
(nˆl − nˆr), (7.10)
with ∆ = Er − El the energy bias between the two states |l〉 and |r〉 describing the
particle in the left well and right well, respectively. The tunneling between two wells J
















where w1(y) is the Wannier function describing the localized particle in the y direction.
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7.2.1.1 Single Particle in a Double Well
When a single particle is placed in a double well, on-site interaction can be neglected,













(|r〉 − |l〉), (7.15)
with eigenvalues E± = ∓J . By comparing to Eq. 7.8 and Eq. 7.9, one can relate the
energy gap to the tunneling matrix element by G1,2 = 2J .
7.2.1.2 Two Particles in a Double Well
If one adds an additional particle into the double well, the Hamiltonian can be expanded






0 −√2J Ur + ∆
 . (7.16)
Note that the state (|lr〉−|rl〉)/√2 is forbidden by the symmetry requirement of indistin-
guishable bosons. When the on-site interactions are assumed to be the same Ul = Ur = U
and the energy bias is set to zero, the Hamiltonian is solved yielding
Eigenvalue Eigenstate
E1 = U |ψ1〉 = (1, 0,−1)
E2 = (U −
√





E3 = (U +
√
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In addition, in the case of deep short lattice where J  U , the results are simplified as
Eigenvalue Eigenstate
E1 = U |ψ1〉 = (|ll〉 − |rr〉)/
√
2 ≡ | − −〉
E2 ' −4J2/U → 0 |ψ2〉 ' (|lr〉+ |rl〉)/
√
2 ≡ |SS〉
E3 ' U + 4J2/U → U |ψ3〉 ' (|ll〉+ |rr〉)/
√
2 ≡ |+ +〉
.




|+ +〉+ ei(E3−E1)t/~| − −〉
]
, (7.17)
which shows an oscillation between |ll〉 and |rr〉. Note that there is no single particle
tunneling process occurring since the |SS〉 state has a different energy which is U less
than the other states. However, the particles tunnel as a pair indicating a second order
tunneling process which is determined by the energy gap as J(2) = (E3−E1)/2 ' 2J2/U
[230].
7.2.1.3 Superexchange in a Double Well











+ U(nˆ↑lnˆ↓l + nˆ↑rnˆ↓r), (7.18)
where the two spin states |↑〉 and |↓〉 are imprinted, for example, in |F = 1,mF = +1〉 and
|F = 1,mF = −1〉, respectively, and U = U↑↓ is the on-site interaction energy between
two atoms with different spin states. Because of the introduction of the spin states, a
basis that can be used to expand the Hamiltonian is given by {|↑↓, 0〉, |t〉, |s〉, |0, ↑↓〉}
with |t/s〉 ≡ (|↑, ↓〉 ± |↓, ↑〉)/√2. Under this basis, the Hamiltonian is written as
H =

U −∆ −√2J 0 0
−√2J 0 0 −√2J
0 0 0 0
0 −√2J 0 U + ∆
 . (7.19)
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In the symmetric case (∆ = 0) and J  U , the solutions of the Hamiltonian are
Eigenvalue Eigenstate
E1 = 0 |ψ1〉 = |s〉
E2 = U |ψ2〉 = (|↑↓, 0〉 − |0, ↑↓〉)/
√
2
E3 ' −4J2/U → 0 |ψ3〉 ' |t〉




As in the case of identical bosons, the state |ψ2〉 and |ψ4〉 are degenerate in the limit
J  U which implies that a state prepared in |↑↓, 0〉 or |0, ↑↓〉 will oscillate between the








showing an oscillation between |↑, ↓〉 and |↓, ↑〉. Single particle tunneling is inhibited
due to an energy gap of U , hence the non-local spin-exchange process is of second order
which is known as superexchange with an effective tunneling matrix element Jex =
(E1 − E3)/2 ' 2J2/U [64]. Moreover, it is worthy to note that an entangled state
(|↑, ↓〉+i|↓, ↑〉)/√2 is generated at t = pi~/(4Jex). Note that the superexchange tunneling
matrix element Jex can also be calculated from the time-independent perturbation theory
with second order correction.
7.2.2 Ring-Exchange in an Optical Plaquette
Extending the superlattices to a two-dimensional system, one could obtain an array
of disconnected plaquettes as shown in Fig. 7.3(a), which has been already used to
investigate the resonating valence-bond state [228, 233, 234]. On the way to study the
topologically ordered states with the plaquettes, Bele´n Paredes and Immanuel Bloch
proposed an approach to realize a ring-exchange interaction which, by restricting to a
subspace, can be used to generate a four-particle entangled state [229].
When the spin states are involved, the Hamiltonian that describes the dynamics of
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(b) Tilted plaquette
Figure 7.3: A schematic view of optical plaquettes. (a) shows a two-dimensional superlattice
with decoupled optical plaquettes. (b) shows a tilted plaquette where the potential bias ∆x
and ∆y are introduced by controlling the phase between the short lattice and the long lattice.
Note that tilting the lattice will not only change the energy offsets of the wells, but also lead to
different vibrational level splittings.
where Jx ≡ J12 = J34 and Jy ≡ J14 = J23 describe the tunneling between the num-
bered wells as shown in Fig. 7.3(b), and µjσ denotes the energy offsets. Restricting
to four spins, one could derive a lattice gauge Hamiltonian by employing lattice gauge
theory [229,235]
HG = −JSˆx1 Sˆx2 Sˆx3 Sˆx4 + J+(Sˆz1 Sˆz2 + Sˆz2 Sˆz3 + Sˆz3 Sˆz4 + Sˆz4 Sˆz1), (7.22)







a ring operator, J+ denotes the strength of the charge interaction between neighboring
spins, and the operator Sˆαj , α ∈ {x, y, z} denotes the corresponding Pauli matrix acting
on the spin in j-th well. Solving the Hamiltonian yields the eigenstates as shown in
Fig. 7.4, including a ground state |〉 which is a string-net condensate [236, 237], a
fluxlike excitation | 〉, and chargelike excitations.








However, the superexchange between two neighboring wells would dominate the evo-
lution, since it is large compared to the ring-exchange interaction which relates to the
fourth order tunneling. To inhibit the second order processes, one can apply a mag-
netic field gradient along a diagonal direction which results in an energy splitting ∆
between each pair of states coupled by the superexchange interaction as shown in Fig.
7.5. The second order processes are thus suppressed when the induced energy splitting
is much larger than the superexchange energy ( 2J2/U). The Hamiltonian is then






Figure 7.4: Eigenstates of the lattice gauge Hamiltonian.
given by [229]















with the raising and lowering operators S±j = (Sˆ
x
j±iSˆyj )/2, the tunneling matrix elements
J ' 24J4/U3, J+ ' 4J2/U , and J× ' 16J4/U3, and the coefficients {B1, B2, B3, B4} =
{0, 1, 2, 1}. The Hamiltonian HR is equivalent to the Hamiltonian HG within the sub-
space that is generated by the states |↑↓↑↓〉 and |↓↑↓↑〉, thus |〉 and | 〉 are still the
eigenstates of the Hamiltonian and the state |↑↓↑↓〉 will evolve as in Eq. 7.23. The
four-qubit entangled state (|↑↓↑↓〉 + i|↓↑↓↑〉)/√2 will be generated after an evolution
time of t = pi~/(4J). In addition, the eigenstate |〉 is actually the minimum version
of a string-net condensate [236], and as suggested by Michael Levin and Xiao-Gang
Wen [237], the string-net condensation in our vacuum is likely to be the origin of the
elementary particles like electrons and photons.




Figure 7.5: Suppressing superexchange with a magnetic field gradient.
7.3 Realizing an Optical Superlattice
The optical superlattice used in the experiment is created by superimposing the long
lattice (1534 nm) on the short lattice (767 nm). There exists a relative phase between
them as shown in Eq. 7.1 which can be used to tune the energy offsets as well as the
vibrational level splittings. Fig. 7.6 gives an schematic view of the relation between the
superlattice potential and the relative phase, where a symmetric double well appears at
Θ = 0, and an antisymmetric configuration shows up at Θ = pi/4.
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Figure 7.6: Superlattice potential and the relative phase. The long lattice is set to a depth of
10 EredR , while the short lattice is set to 20 E
red
R .
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7.3.1 Relative Phase Control
In the current experiment, the standing waves are formed by taking retroreflection struc-
tures as shown in Fig. 7.7. Both lattice beams have a node at the reflection surface,
resulting in a potential maximum for the long lattice while a potential minimum for
the short lattice. In order to reach a symmetric double well at the atomic cloud, the





x− kredx = 2piδx
c
, (7.25)
where x is the distance from the reflection surface, δ = fblue/2 − fred is the detuning,
and c is the speed of light. The fiber lasers (RFLSA-1534, from NP Photonics) that are
responsible for the long lattices have a tuning range of ±500 MHz which corresponds to
an effective phase tuning range ∆Θ ' 1.9pi, large enough to tilt the lattice over a full




Distance  28 cm
Figure 7.7: Phase control via the laser frequency tuning. The atomic cloud is about 28 cm
away from the mirror, and a phase of pi/4 is compensated by detuning the frequency of the long
lattice laser.
The method to control the relative frequency is given in Fig. 7.8. For each fiber laser,
a small amount of light is guided to a periodically poled Lithium Niobate (PPLN) crystal
(MSHG1550-0.5-20, from Conversion), which doubles the frequency of the light. After
getting filtered by a DM, the light is superimposed with the reference beam from the
Matisse laser. The beat signal, |2fred−fblue|, is recorded by a fast-PD (from Hamamatsu
Photonics) and is locked to a reference frequency fVCO provided by a voltage-controlled
oscillator (VCO, JTOS-150, from Mini-Circuits) via a digital optical phase lock loop
(DP-Lock, from University of Science and Technology of China) with the relation [238]
|2fred − fblue| = 32× fVCO. (7.26)
The error signal from the DP-Lock is sent to the fiber laser and is used to control
the cavity PIEZO. The frequency of the VCO can be tuned within the range of 75 to
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Figure 7.8: A schematic view of the relative phase control. Each PPLN has a size of about
20 mm, and is placed in a small oven where the temperature is controlled by a digital temperature
control instrument (LFI3751, from Wavelength Electronics). Each beam is focused to a waist of
about 100 µm, and the efficiency of 0.6% is reached at a temperature of 74.5◦C.
During the experiment, the Matisse laser is stabilized at a wavelength λblue =
767.000 nm, and RFLSA-1 and RFLSA-2 are set to 1534.012 nm and 1533.988 nm, re-
spectively, yielding a beat signal frequency of about 3.06 GHz corresponding to a VCO
frequency 96 MHz. Since the phase change is related to the VCO frequency change
through ∆Θ = 32pi∆fVCOL/c with L the distance between the atomic cloud and the
mirror, a change of the superlattice from a symmetric configuration to an antisymmet-
ric configuration (∆Θ = pi/4) requires a change of VCO frequency of 8.37 MHz. In
addition, the width of the beat signal is measured to be smaller than 600 kHz, which
corresponds to a phase noise being less than (5.6× 10−4)pi.
7.3.2 Suppressing Air Refraction Effect
The refractive index of air would vary in different ways for different wavelengths as
the temperature, the pressure, and the humidity change, thus alter the relative phase.
The refractive index can be calculated through the modified Edle´n equation specified in
Appx. D [239]. For a typical environment of the lab t = 21◦C, P = (0.98× 105) Pa, and
relative humidity RH = 40%, the refractive index is n767 = 1.000260417 for the short
lattice beams and n1534 = 1.000258529 for the long lattice beams. Therefore, lattice
beams of different wavelengthes will propagate through different optical path lengths
accumulating different phases.
130 Chapter 7 Creating Entanglement in Two-Dimensional Optical Superlattices







In the case of λblue = 767 nm, λred = 1534 nm, and x = 25 cm the transmission
distance of lattice beams in the air , the phase change is depicted in Fig. 7.9 where
the reference phase Θ0 is chosen for the condition of t = 21
◦C, P = (0.98 × 105) Pa,
and RH = 40%. The environment of the lab is affected by the weather leading to the
lab temperature 20 to 22◦C, the pressure 94 to 102 kPa, and relative humidity 20% to
60%. Among these parameters, pressure is the dominant factor which will cause a phase
fluctuation of about ±0.025pi, a hundred times lager than the phase lock noise. When the
superlattice is tuned to symmetric at Vred = Vblue = 50 E
red
R , the phase change of 0.05pi
will result in a tilt yielding a difference between the depths of the neighboring wells of
|Vl−Vr| ' h×14.6 kHz, and a difference between the trap frequencies |fl−fr| ' 2.5 kHz.
This will severely affect the manipulation of the atoms. Therefore, sealed glass tubes
are designed which cover the paths that lattice beams transmit. Since the volume is
fixed, the ratio of the temperature (in Kelvin) to the pressure keeps constant, and the
refractive index of the air within the tube is only determined by the temperature of the
lab resulting in a phase-temperature relation as shown in Fig. 7.9. In this way, the
phase fluctuation is highly suppressed to smaller than (2× 10−4)pi, thus the total phase
fluctuation including the phase lock noise is smaller than (8×10−4)pi which corresponds
































Figure 7.9: Superlattice phase with the environment change. The blue curves represent the
phase change as the temperature, the pressure, and the relative humidity change, compared to
a reference phase at t = 21◦C, P = (0.98 × 105) Pa, and RH = 40%. When sealed glass tubes
are applied, the phase fluctuation is highly suppressed as depicted in a red dashed curve.
7.3.3 Loading Condensates into Superlattices
The experimental realization of the two-dimensional optical superlattice is shown in
Fig. 7.10. The short lattice beams are provided by the Matisse laser which has a line
width of 40 kHz, and the long lattice beams by the RFLSA fiber lasers with a line width
smaller than 3 kHz. All the beams are stabilized by the feedback loops, and each pair
Chapter 7 Creating Entanglement in Two-Dimensional Optical Superlattices 131
of them are overlapped by a DM (from Semrock). The protected silver mirrors (PF10-
03-P01, from Thorlabs) are used to reflect lattice beams which have high reflection
(R767 > 96%, R1534 > 98%) for both wavelengths at 0
◦ angle of incident. The incident
beams of the short lattice are carefully aligned by checking the motion of the atoms, and
the long lattice is then superposed with high precision. After the retro-reflected beams
are aligned by optimizing the depths referred to the short lattice, the Brewster windows
are used to make the beams concentric and parallel by maximizing the coherence time
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Figure 7.10: Realization of the optical superlattice.
The long lattice system is first evaluated by observing the superfluid to Mott insulator
phase transition as shown in Fig. 7.11. In order to satisfy the adiabaticity condition,
the ramp time is extended to 600 ms, and the interference peaks are totally smeared
at a lattice depth of 25 EredR . It has to be emphasized that the trap depth of the long
lattice has not yet been calibrated in the current experiment, and the depth values are











Figure 7.11: Observation of the quantum phase transition with long lattice.
When a condensate is loaded into a superlattice, a TOF measurement on the mo-
mentum distribution will reflect the relative phase of the superlattice. To observe the
interference pattern, both lattices are adiabatically ramped up to Vred = 7.5 E
red
R and
Vblue = 25 E
red
R within 80 ms, which is still in the superfluid regime. Under this condition,
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the matter wave still keeps a constant phase over the atomic cloud, and an interference
pattern with sharp peaks will appear after a free expansion. Fig. 7.12 shows the mea-
surements of the interference patterns at different phases. When the relative phase is
zero, superlattice is an array of symmetric double wells, and the population of atoms
exhibits a periodicity of λblue/2. Therefore, the distance between the interference peaks
takes the value of 2~kbluet/m with t the free expansion time. However, when the relative
phase is pi/4, superlattice is of an antisymmetric configuration, and atoms are more likely
to be filled in the deeper wells exhibiting a periodicity of λred/2. A TOF measurement
thus gives an interference pattern with a distance between peaks of 2~kredt/m which
is half of the one in the symmetric case. By monitoring the number of atoms in the
nearest lateral peaks that are related to the long lattice scattering, the relation between









indicating that a phase change of pi/4 requires a frequency change of 8.34(16) MHz which
agrees well with the theoretical estimation 8.37 MHz.
7.4 Experimental Plan of the Four-Qubit Entanglement Gen-
eration
Optical superlattices are considered to be potential systems which can generate large
entangled states efficiently. There are many kinds of interactions involved in such a
complex system, which are related to the tunable tunneling and on-site interaction. By
controlling these interactions, the system will evolve in an expected way, thus making
it a versatile tool for quantum information processing such as quantum simulation and
quantum computation. As a first step, I would like to present a proposal to generate
four-qubit entangled states with the help of the ring-exchange process in the current
two-dimensional optical superlattice.
At the very beginning, a Mott insulator state is achieved in the short lattice with
the number filling for each well of 1. Then the long lattice is raised resulting in isolated
plaquettes, within each of which the four atoms are in the state |↓↓↓↓〉. Staring from
this condition, a detailed experimental plan is given in this section and the calculated
experimental parameters are presented.
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Figure 7.12: Interference pattern of the condensates in superlattices. The circled number 1©
and 3© denote the case in which atoms are populated with a periodicity of λblue/2, while the
circled number 2© denotes the case for λred/2. Measurements are done with direct loading of the
three-dimensional condensates in order to get strong signals.
7.4.1 Removing Defects
In practice, a pure Mott insulator state is hard to achieve, however, any defect will
decrease the fidelity of the expected entangled state. In order to remove the defects,
a filtering sequence is suggested as shown in Fig. 7.13 [228]. After the Mott insulator
state is prepared, a microwave rapid adiabatic passage is used to transfer all atoms
into |F = 1,mF = 0〉 [240]. After the pairs of wells are merged along the x-axis, the
spin-changing collision is performed and atoms of each pair will be converted to |↑〉 and
|↓〉 through the collision [241]. If there is only one atom in the merged well, the spin
is kept and a resonant microwave pi-pulse will then transfer it to |F = 2,mF = 0〉.
After another spin-changing collision process, the pairs of atoms are converted back to
|F = 1,mF = 0〉. The wells are then split along the x-axis while merged along the
y-axis, and an application of spin-changing collision will only work on the four-particle
case. Later, the defects are removed by a microwave pulse followed by a cleaning pulse.
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Splitting the wells along the y-axis with existence of a gradient field thus results in state
|↓↓↑↑〉.
It has to be emphasized that the filtering sequence is optional. The drawback of the
filtering sequence is obvious that the efficiency of the spin-changing collision process and
the efficiency of the resonant microwave pi-pulse will limit the efficiency of the protocol.
If the Mott insulator state can be achieved adiabatically with little defect, the filtering
sequence is unnecessary.
7.4.2 State Preparation
To obtain the initial state |↑↓↑↓〉 for observing the ring-exchange, the ability to ad-
dress an atom in a single well among the four is necessary. In the current plan, the
addressability is done by including the vibrational states by tilting the lattice.
When the lattice is tilted, trap frequencies of the left well and the right well are
different. Thus the excitation energy varies at different wells if the vibrational level
is included. With the current setup, Fig. 7.14(a) shows an effective tilt when the long
lattice has a depth of 60 EredR , the short lattice 100 E
red
R , and the relative phase Θ = pi/4.
In this case, the transition frequencies are ω12l ' 2pi×38.0 kHz, ω23l ' 2pi×33.4 kHz, and
ω12r ' 2pi×30.4 kHz, and the depth of the right well is h×55.0 kHz. Since the transition
frequencies are different between the two wells of about 2pi × 7.6 kHz, a stimulated
two-photon Raman process [242] which couples |↓〉 = |F = 1,mF = −1, n = 1〉 and
|↑′〉 = |F = 2,mF = +1, n = 2〉 of the left well will not affect the state in the right
well. In addition, the anharmonicity of the trapping potential helps to avoid additional
coupling of the higher vibrational states, and the depth of the right well is larger than
the left well excitation energy which helps to avoid the excitation to the continuous
spectra.
With the help of the ability to addressing atoms in certain wells, Fig. 7.14(b) shows
the way to transfer the filtered state |↓↓↑↑〉 to the initial state of the experiment |↑↓↑↓〉.
At the very beginning, a stimulated two-photon Raman process is applied which transfers
|↑〉 to |↑′〉, yielding the state in a plaquette |↓↓↑′↑′〉. Then the lattice is tilted along the
x-axis leading to different trap frequencies ω1 = ω4 > ω2 = ω3. Thus another Raman
process can convert the states in the well 1 and well 4, resulting in a plaquette state
|↑′↓↑′↓〉. At last, all the |↑′〉 states are transferred to |↑〉 in a symmetric plaquette and
the initial state is obtained. If the filtering sequence is inapplicable, one has to first tilt
lattice along the y-axis to address atoms in the well 3 and well 4, and then transfer them
to |↑′〉 with the vibrational states getting excited in the y-axis as shown in Fig. 7.14(c).
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Figure 7.13: Filtering sequence for plaquettes.
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(c) State preparation process without filtering sequence
Figure 7.14: State preparation by tilting the lattice. (a) shows the strategy to address single
wells with the aid of vibrational states. The energy levels are given in EredR in the left figure
where the blue levels are related to the left well and the red to the right well. The single-
photon recoil energy and the frequency is related as EredR ' h×0.98 kHz. In the right figure, two
different stimulated two-photon Raman processes are employed in the plan which are represented
with different colors, and both of them are red-detuned. Note that the red one is related to a
vibrational state in antisymmetric lattice configuration, while the blue one to a state in symmetric
lattice configuration. The state |↓〉 and |↑〉 are related to the ground state of the trapping
potential, while the state |↑′〉 is related to the first excited state. (b) shows the process of the
state preparation with the filtering sequence. (c) shows the process of the state preparation
without the filtering sequence.
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Later a second Raman process is applied which drives them back to |↑〉 in a symmetric
lattice configuration. A state |↑↓↑↓〉 will then be prepared by following the former steps.
The method of tilting the lattice relies on the excitation of the vibrational state. The
matrix element for a vibrational transition is proportional to 〈n′x| exp(i∆k ·x)|nx〉 [101],
with ∆k = k1 − k2 the difference of the wave vectors of the Raman beams. Since the
motion is highly suppressed in a lattice well, pairs of the Raman beams are suggested
to be aligned in a counter-propagating configuration along the expected axis in order
to maximize the effective wave vector. Therefore, it is suggested to take four pairs of
Raman beams of which two are aligned along the x-axis and the other two along the
y-axis.
7.4.3 State Evolution
When the initial state is prepared, a magnetic field gradient along 1-3 will be applied in
order to suppress the next neighbor superexchange. And the ring exchange is initiated
after the short lattice is rapidly ramped down to a proper depth. The experimental
parameters are designed as Vred = 60 E
red
R , Vblue = 66 E
red
R , and ωz = 2pi × 10 kHz to
increase the on-site interaction. With these parameters, the tunneling matrix element is
calculated to be J ' h×248 Hz and the on-site interaction is Ul = Ur = U ' h×1041 Hz,
yielding Jex ' h×118 Hz and J ' h×80 Hz. By choosing the gradient as 62 G/cm, the
energy splitting ∆ is twenty times of the neighboring superexchange interaction energy,
and the second order tunneling is therefore highly suppressed. Under these conditions,
an entangled state (|↑↓↑↓〉+ i|↓↑↓↑〉)/√2 will be generated at t = pi~/(4J). It is worthy
to note that the angle of the gradient field is not critical, since a geometric analysis
shows that a tilt of the gradient direction will not split the energy of the two oscillating
states |↑↓↑↓〉 and |↓↑↓↑〉 when restricting to the linear Zeeman effect.
7.4.4 State Detection
The ring-exchange can be observed by evaluating the spin dynamics, that is, to monitor
the change of the population of the state |↑↓↑↓〉 and |↓↑↓↑〉. At a certain time of evo-
lution, the short lattice is rapidly ramped up which freezes out the spin configuration.
Then by applying the Raman pulses, the state |↑↓↑↓〉 is transferred to |↓↓↓↓〉, while
the state |↓↑↓↑〉 to |↑′↑′↑′↑′〉 as shown in Fig. 7.15. In this way, a direct application
of the in situ absorbtion imaging can record the density profile of the atoms that was
in the state |↓↑↓↑〉, and the number of atoms in such a state is noted down as N|↓↑↓↑〉.
Later imaging is applied for a second time, however, preceded by a normal-repumper
138 Chapter 7 Creating Entanglement in Two-Dimensional Optical Superlattices
pulse which pumps the remaining atoms to |F = 2〉, and the density profile of |↑↓↑↓〉 is
recorded, as well as N|↑↓↑↓〉. The spin dynamics can be then evaluated by a parameter
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(a) Noise area illustration










(b) Fidelity versus resolution
Figure 7.16: Loss of fidelity due to limited optical resolution. (a) explains the assumptions
of the noise. The blue circle illustrates the influence area of the noise induced by the finite
temperature. The red circle illustrates the influence area of the true signal. (b) shows the
fidelity as a function of the optical resolution of the imaging system. The blue curve refers to
the current setup with ωr = 2pi × 43 Hz and a number of atoms 2700, while the red dashed line
refers to ωr = 2pi × 20 Hz and a number of atoms 12000.
In practice, the temperature of the system is finite, which would allow the existence
of the superfluid state mainly on the edge of the Mott insulator regime. In order to
get rid of such kind of defects when an efficient filtering sequence is inapplicable, an
imaging system of high enough resolution is required which can select an area with Mott
insulator of unit filing. In the current setup with ωr ' 2pi × 43 Hz, applying the model
presented in Section 6.2.2.4, one can obtain that there are maximally about 2700 atoms
that can be hold in a unit filling Mott insulator at zero temperature which corresponds
to a diameter of 22 µm. Assuming that the area on the edge and out of the Mott
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insulator regime have a 0.75 filling thus 3 atoms in a plaquette, it will provide noise
while selecting the expected area (r0 = 22/2 µm) with an optical resolution of rres. A
good approximation is to restrict the resolution effect to within an annulus as depicted
in Fig. 7.16(a), where half of the expected signal and the noise signal are recorded, and
the noise would affect the detection of both experimental states equally. Under these
assumptions, one derives
Theoretical state |↑↓↑↓〉
N|↑↓↑↓〉 pi(r0 − rres)2 + pi[r20 − (r0 − rres)2]× (1/2 + 0.75/4)
N|↓↑↓↑〉 pi[r20 − (r0 − rres)2]× 0.75/4
Theoretical state |↓↑↓↑〉
N|↑↓↑↓〉 pi[r20 − (r0 − rres)2]× 0.75/4
N|↓↑↓↑〉 pi(r0 − rres)2 + pi[r20 − (r0 − rres)2]× (1/2 + 0.75/4)
.
The visibility of the evolution is thus given by |N|↑↓↑↓〉|+|N|↓↑↓↑〉|. The measured visibility
is then mapped to a Werner state with a density matrix pρ(t) + (1−p)1⊗4/42 [135,243],
where ρ(t) is the density matrix of the state |ψ(t)〉 in Eq. 7.23. The white noise of the
state will not evolve in time, thus contribute to both situations, and the visibility is
mapped to the probability of the state p. At t = pi~/(4J) where the entangled state is
expected, the fidelity of such a Werner state is given by F = p+(1−p)/42. Fig. 7.16(b)
shows the relation between the fidelity and the resolution, and a resolution of 1.6 µm
is necessary to ensure that the fidelity is larger than 0.9. If the trap frequency can be
decreased to about 20 Hz by using a single-coil magnetic quadrupole field to levitate the
atoms instead, the requirement for resolution can be relaxed to 3.5 µm.
7.4.5 In Situ Imaging System Design
The in situ imaging system is designed as shown in Fig. 7.17(a). The atomic cloud is
about 1.92 mm away from the glass cell, and a compensator (from Lens-Optics) is used
to compensate the wavefront distortion imprinted by the 8 mm glass cell. The objective
is an aspheric lens (from Asphericon) which has a numerical aperture of 0.54 and an
effective focal length of 20 mm. The eyepiece is a plano-convex lens (from Melles Griot)
with a focal length of 500 mm. A simulation by ZEMAX gives the effective numerical
aperture of the system 0.56, the amplification factor 28.9, and the resolution of 0.85 µm
determined by the Rayleigh criterion.
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Figure 7.17: High-resolution imaging system. (a) shows the configuration of the imaging
system where the positions of the lenses are optimized through ZEMAX. (b) shows a typical
image of a point source. (c) shows the intensity distribution along the x-axis. A Gaussian fit
yields the standard deviation of (0.327 ± 0.002) µm. (d) shows the intensity distribution along
the y-axis. A Gaussian fit yields the standard deviation of (0.385± 0.003) µm.
The calibration of the imaging system relies on the point spread function. In the
experiment, a pinhole with a diameter of 600 nm is used to generate such a point
source, and the intensity distribution of the diffraction pattern takes the form of I(r) =
I0[2J1(r)/r]
2. To simplify the fitting, a Gaussian profile is used which predicts the reso-
lution of the system as three times of the standard deviation by the Rayleigh criterion.
A typical image of the Airy disk is shown in Fig. 7.17(b), and the intensity distributions
along the x- and y-axis are shown in Fig. 7.17(c) and Fig. 7.17(d), respectively. The op-
tical resolution of the system is then estimated by the Gaussian fit as (0.98±0.01) µm for
the x direction and (1.16± 0.01) µm for the y direction. Moreover, the small amplitude
of the first ring indicates a negligible spherical aberration.
After the setup is installed, the calibration is planned by using the same objective
to focus a normal-repumper beam to select a small amount of atoms which simulates
the quasi-point source. The imaging imperfections can be analyzed by constructing the
imaging response function and comparing it with the theoretical result based on the
Fraunhofer diffraction and aberration theory [185].
Chapter 7 Creating Entanglement in Two-Dimensional Optical Superlattices 141
7.4.6 Discussion
The plan of four-qubit entanglement generation relies on the efficiency of the two-photon
Raman process which has to be performed for eight times. An alternative idea is to use
a spin-dependent short lattice to assist [244–246], which can make the coupling energies
between |↑〉 and |↓〉 different at different wells. When two counter-propagating beams
are linearly polarized, however, enclosing an angle of θ, the standing wave that is formed
can be considered as a superposition of two standing wave fields, σ+ and σ−, which are
shifted with respect to each other according to the relation ∆x = θ/pi×λ/2 [244]. Since
the AC Stark shift is spin-dependent [191], different Zeeman substates will undergo
different potentials in which the spin-dependent parts can be understood as potentials
generated by pseudo-magnetic fields [247]. After combined with a long lattice, the
coupling energies at different wells are thus split as shown in Fig. 7.18. In this way,
the spins at different wells can be manipulated separately, and a two-dimensional spin-
dependent superlattice can generate the initial state for the ring-exchange by simply
performing spin flips on well 1 and well 3.
Fm  = +1




Figure 7.18: Spin-dependent optical lattice. The spin-dependent lattice potential will drive a
spin at different wells to undergo different energy shifts as well as small position shifts. In this
way, the coupling energies between |↓〉 and |↑〉 are different between the left well and the right
well. Thus the spins at different wells can be addressed separately.
Another possible improvement is to replace the current magnetic quadrupole trap
with a single-coil configuration for levitation. In the current setup, magnetic trap is
used to oppose gravity by introducing a levitation force while reaching a Mott insulator
state. However, it will also provide a trapping potential along the horizontal plane,
which limits the lowest attainable trap frequency along the x-axis to about 30 Hz. A
single-coil magnetic quadrupole field could overcome this problem which has a large ratio
of the axial gradient to the radial gradient. With the help of a controllable switch, the
single-coil configuration will be activated when the magnetic trapping is unnecessary. In
this way, the effective area of the Mott insulator with unit filling can be largely extended
which will relax the requirement of the resolution of the imaging system.

Conclusion and Outlook
Quantum information science is going to change the world in every aspect. Many re-
searchers are contributing to it by using various means. During my doctoral studies, I
have worked on generating entangled states by manipulating neutral atoms, and, with
the help of them, developing scalable quantum networks and quantum computers.
The photon-matter entanglement source is one of the candidates which has a built-in
memory function. It can work as a basic module and a complex system can be construct-
ed by integrating many of the modules. In addition, owing to the collective enhancement,
the atomic state can be efficiently converted into a flying photonic state, allowing the
extension of the entanglement to a large distance. By employing two of them, a her-
alded quantum teleportation is presented where an atomic spin-wave is teleported to
another atomic ensemble. And the success probability of the teleportation is enhanced
by 4 orders of magnitude with respect to the previous experiment with ions. In a later
study, an efficient entanglement swapping is demonstrated with an enhancement factor
of 257, benefiting from the quantum feedback technique. Both demonstrations have
significant meaning to long-distance quantum communication, thus scalable quantum
networks. Moreover, by upgrading the system to a hyperentanglement source, active
feedforward one-way quantum computing is realized with the built-in quantum memo-
ry. The demonstrations of the single-qubit rotations, the C-Phase gate, and Grover’s
searching algorithm reveal the potential of the photon-matter source to be a candidate
for quantum computing. Although large-scale entanglement can be generated by using
many of the photon-matter sources in principle, the preparation efficiency as well as the
complexity might fail an efficient integration. In this respect, optical lattice turns out to
be more competent, which can trap an array of atoms that are entangled through inter-
actions. In the current presentation, a two-dimensional optical superlattice is developed
and calibrated. With the help of a high-resolution imaging system and the addressability,
four-qubit entanglement is going to be generated through the ring-exchange interaction.
Further steps can be done to improve the performance of the photon-matter source,
such as extending the storage lifetime by using an optical lattice to freeze the motion of
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atoms [93], and enhancing the retrieval efficiency by employing a ring cavity to support
both signal and idler fields through the Purcell effect [152]. The long storage lifetime en-
ables a deterministic spin-wave preparation thus a deterministic quantum teleportation,
and the high retrieval efficiency benefits the connection between the atomic-ensemble
nodes. With these improvements, large-scale quantum teleportation with multi-atomic-
ensemble nodes is made possible, therefore a global quantum network is foreseeable.
Furthermore, the delayed choice entanglement swapping allows the possibility to imple-
ment a “quantum key bank”. It saves and stores spin-wave states where the write-out
photons have been measured by the customers. The secure keys between customers are
then generated through joint BSMs.
As for the quantum computation based on quantum memories, larger cluster states
can be generated by either using more degrees of freedom, or connecting multiple atomic-
ensemble nodes through joint measurements. The former idea has the limitation that
the measurement of one qubit might affect the others which are encoded in the same
physical entity, and the latter idea has the limitation of the low detection efficiency of a
multi-photon coincidence. A compromise has to be made and a proper scheme is under
investigation.
Two-dimensional optical superlattices are more competent to generate large-scale
entanglement. By varying the barrier of the double-well potential, cold collisions can
be switched on and off which can coherently change the spins while conserving the
total magnetization. Extending the idea to the barriers between the double wells, a
two-dimensional Bell-encoded-like cluster state can be generated which can serve as a
resource for measurement-based quantum computation [156]. In another reference [157],
the authors proposed to generate a two-dimensional cluster state with each logical qubit
being encoded in a plaquette, so that the decoherence induced by uniform magnetic field
fluctuations can be inhibited. The single-qubit rotations are realized with the help of
superexchange couplings, and the C-Phase gates can be achieved by using vibrational
levels and the geometric phases, applying superexchange interactions between neighbor-
ing plaquettes, or performing a series of operators related to specific operations. In a
later study, a new method is proposed, where a ring-exchange interaction is exploited to
implement the C-Phase gate [248]. Besides of the mentioned methods, if extra degrees
of freedom are employed, the cluster state is expected to be generated with high-fidelity
through the perturbative spin-spin interactions [249].
To implement a quantum computer, studies on addressing and measuring single atoms
are of high importance. The current system only allows one to address a group of
single atoms each in a specific well among the four within a plaquette. To extend the
addressability, a good choice is to employ a spatial light modulator. It can change
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the intensity distribution of a beam which is then focused to the lattice. With the
help of this tightly focused beam of a special pattern, any single well or any group of
wells can be addressed and then manipulated by a microwave field [250]. By tuning
the phase of the microwave pulse, Pauli operations on the spins can be realized [251],
and a quantum state tomography is made possible. In this way, complex quantum
computing might be achieved. In addition, even without the addressability, the two-
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Characterization of Quantum States
and Quantum Processes
Characterization of a quantum state and a quantum process is of great importance to
quantum information science. One of the most efficient way to characterize a quantum
state is to reconstruct the density matrix of the state through quantum state tomography.
In a similar way, quantum process tomography will reconstruct a matrix that completely
describes the process. Once the matrix is known, one could deduce any physical property
of the state or the process.
B.1 Characterization of a Quantum State
A quantum state can be represented by a density matrix ρ. For example, the density











where the probabilistic weighting Pj satisfies
∑
j Pj = 1, and the real, non-negative
number A, B and C satisfy A + B = 1 and C ≤ √AB [5]. Furthermore, any density
matrix can be expanded by a set of linearly independent matrices. Especially when







Sj1,j2,...,jn σˆj1 ⊗ σˆj2 ⊗ · · · ⊗ σˆjn , (B.2)
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and the Sj1,j2,...,jn values are given by
Sj1,j2,...,jn ≡ trace(σˆj1 ⊗ σˆj2 ⊗ · · · ⊗ σˆjn · ρ). (B.4)
Since the Pauli matrices can be expressed further as
σˆ0 =|0〉〈0|+ |1〉〈1|
σˆ1 =|+〉〈+| − |−〉〈−|
σˆ2 =|R〉〈R| − |L〉〈L|
σˆ3 =|0〉〈0| − |1〉〈1|, (B.5)
with |+ /−〉 = (|0〉± |1〉)/√2 and |R/L〉 = (|0〉± i|1〉)/√2, the Sj1,j2,...,jn values are just
linear combinations of the probabilities of specific measurement basis. In the single-qubit
case, one obtains
S0 =P|0〉 + P|1〉
S1 =P|+〉 − P|−〉
S2 =P|R〉 − P|L〉
S3 =P|0〉 − P|1〉. (B.6)
Thus the density matrix can be reconstructed after the Sj values are calculated.
However, a typical characterization of a multi-qubit state requires a large number
of measured events for each measurement basis to suppress the statistical error, and
there are many measurement bases have to be chosen to complete the tomography.
Therefore, the instability of the system would most likely lead to a non-physical result.
In practice, the problem of reconstructing illegal density matrices is resolved by applying
the maximum likelihood technique, which will search for a legitimate state that is most
likely to have returned the measured counts [115].
A legitimate state has to meet the following three conditions: (a) the density matrix
is non-negative definite; (b) the density matrix is Hermitian; (c) the trace of the density
matrix is one. The first condition is due to the fact that the probability can not be
negative for measurement in any state. The latter two conditions are required naturally
from the definition of density matrix. It can be demonstrated that a good expression of
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where the matrix T has a tri-diagonal form
T =

t1 0 · · · 0





t4n−1 + it4n t4n−3 + it4n−2 · · · t2n

, (B.8)
with tj real numbers and n number of qubits. When a Poisson counting statistics is
assumed with large total number of events (Gaussian distribution), the total probability













where “norm” is the normalization constant, n¯j,j′ represents expected counts predicted
by measuring the physical density matrix ρphy on the j
′-th state of the j-th measurement
setting and can be understood as the mean value, nj,j′ represents the experimental results
of the corresponding measurement, and the standard deviation is given approximately by
√
n¯j,j′ . Note that for each measurement setting j, all the orthogonal states, which form
a set of basis, have to be measured in order to get the total number of measurement
nj =
∑
j′ nj,j′ . Thus, an ideal density matrix can be obtained by maximizing the
probability function. In practice, one would like to take the logarithm of the function










(〈ψj,j′ |ρphy|ψj,j′〉 − pj,j′)2
2〈ψj,j′ |ρphy|ψj,j′〉 , (B.10)
with pj,j′ the experimental probability of measuring |ψj,j′〉 state. In this way, after a
minimum is found, the density matrix can be reconstructed from the values of tk.
A typical way to evaluate the state is to measure the overlap between the experimental
state and the expected state, which is defined as fidelity [116,254]










With the definition, fidelity satisfies the following axioms [116]:
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F1 0 ≤ F (ρ1, ρ2) ≤ 1 and F (ρ1, ρ2) = 1 if and only if ρ1 = ρ2;
F2 F (ρ1, ρ2) = F (ρ2, ρ1);
F3 If any of ρ1 or ρ2 is pure then F (ρ1, ρ2) = trace(ρ1ρ2);
F4 F (ρ1, ρ2) is invariant under unitary transformations on the state space.
When the density matrix is a Hermitian 2 × 2 matrix (in a two-dimensional complex
vector space), the fidelity takes a simple form [255]
F (ρ1, ρ2) = trace(ρ1ρ2) + 2
√
det(ρ1)det(ρ2), (B.12)
where “det” represents determinant. The fidelity of a state can be derived after the
density matrix is reconstructed, and the error of the fidelity is given by “Monte Carlo”
analysis. To derive the error of the quantity, Poisson distribution is generally assumed
to count statistics throughout the thesis, and a group of numerical data are generated
by taking experimental result as mean value as well as variance. A set of density ma-
trices are then calculated by feeding these simulated data to the maximum likelihood
reconstructing process, and are used to derive standard error on any quantity, fidelity
in this case. In this thesis, errors are estimated from 100 simulations for each, so that
the difference between the quantity derived from the reconstructed matrix and the one
which is the mean value of the simulated results is much smaller than the statistical
error.
B.2 Characterization of a Quantum Process
Quantum process tomography is a way to characterize the dynamics of a quantum
system [5, 118]. Any quantum process acting on an arbitrary input state ρ can be







where Eˆj are operators acting on ρ which completely describe any possible unitary
operation, projection and environmental effect. To determine Eˆj , it is convenient to
expand them in a fixed set of operators Aˆm that form a basis, Eˆj =
∑
m ajmAˆm with












jn are the entries of a non-negative definite Hermitian matrix χ
by definition, which completely and uniquely describes the process, and d = 2n implies
a d × d density matrix with n the number of qubits. In practice, additional constraint∑
m,n χmnAˆ
†
nAˆm = 1 must be satisfied due to the fact that the output state has to be
Hermitian with trace one.
To reconstruct matrix χ, one can first choose a linearly independent basis ρˆj , {|0〉〈0|,












Since E(ρˆj) will be known from state tomography, both λjk and βmnjk can be calculated
through linear algebra. Combining the last two expressions and Eq. B.14, one has
∑
m,n
βmnjk χmn = λjk. (B.17)
To further solve the relation, one could think of χ and λ as vectors χvec and λvec, respec-
tively, while β as a d4× d4 matrix βmat with mn/jk being the index of the column/row.





the inverse of βmat.
However, this standard quantum process tomography reconstruction technique would
result in an illegal process matrix due to the instability of the system. In practice, one
will follow a maximum likelihood way to search for a non-negative definite Hermitian
matrix χphy that is the closest fit in a least-squares sense with additional constraints to




with T having the form
T =

t1 0 · · · 0





t4d−1 + it4d t4d−3 + it4d−2 · · · t2d

. (B.19)
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Note that there is no explicit requirement that the trace of χphy is one. A likelihood




















where pa,b represents the measured probability of the a-th input state on the b-th analyzer
setting, |ψb〉 is the b-th measurement analyzer setting, ρa is the reconstructed density
matrix of the a-th input state, and λpara is a weighting factor. The first term represents
a least-squares fit, while the second term enforces further constraints. In practice, Aˆm
are normally chosen to be Pauli matrices for single-qubit operations, or a set of basis
expressed by Kronecker products of Pauli matrices for multi-qubit operations. And λpara
is typically set to 0.1 to 1 in this thesis to stress trace-preserving property. A process
fidelity is defined as
Fproc = trace(χ
idealχ). (B.21)
And the statistical error is given by Monte Carlo simulation.
Appendix C
Laser Beam Intensity Stabilization
The intensities of the laser beams of main dipole, cross dipole, pancake, and all of the four
lattice beams are controlled and stabilized by feedback loops as illustrated in Fig. C.1.
RF signal, generated by a voltage-controlled oscillator (VCO) (ZOS-100+ or ZOS-150+,
from Mini-Circuits), is attenuated by a controllable attenuator (ZAS-3+) and by a fixed
attenuator typically 3 to 6 dB. Later a RF switch (ZASWA-2-50DR+) is used to isolate
the signal when necessary which is controlled by the FPGA. The signal is then applied
to the AOM after being amplified (ZHL-03-5WF or ZHL-3A). The maximum power of
the RF signal is carefully adjusted by limiting the attenuation so that the AOM can
work in its full range safely. The laser intensity is tuned by varying the strength of
the RF and a portion of the laser beam is measured by a low-noise photodiode to give
the feedback to a proportional-integral controller (PI controller, modified A368N from
Electronic Workshop, University of Heidelberg). The PI controller will then compare
the feedback signal with the setting value provided by the ADWin and try to drive the







Figure C.1: A schematic view of the feedback loop.
The feedback loop is characterized by measuring the frequency response. The results
are presented as Bode diagrams in Fig. C.2(a) and Fig. C.2(b), where the blue cross
relates to a reference signal with a form of [4 + 0.2 sin(f)] V simulating a typical modi-
fication of the curve in the experiment, and the red diagonal cross relates to a reference
signal [3 + 3 sin(f)] V simulating a full range modulation. It can be seen that both
modulation signals yield similar frequency response, and the intensity of the laser can
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(b) Bode phase plot
Figure C.2: Bode diagrams of the feedback loop. (a) shows the magnitude of the frequency
response gain. Since the measured value of the photodiode output is proportional to the power
of the laser, dB = 10 log10 x is employed for the plot. (b) shows the frequency response phase
shift.
follow the programmed value up to a frequency of about 100 kHz at which the phase is
delayed by 90◦. Moreover, the amplitude of the signal will only drop below half when
the driven frequency is larger than 150 kHz. In addition, the intensity noise of the laser
is highly suppressed as shown in Fig. C.3(a) and Fig. C.3(b), and the dynamic range



































(b) Noise power spectrum
Figure C.3: Intensity noise suppression. (a) shows the noise amplitude measured by a digital
oscilloscope in the low frequency range. (b) shows the noise power spectrum measured by a
spectrum analyzer within 10 kHz. Note that the spectrum analyzer has an intrinsic attenuation
for low frequency range (< 10 kHz) which has been corrected in the figure. The many peaks are
the noise of the laser.
The essential part of the feedback loop is a PI controller. In order to achieve the best
performance, several modifications on an old model A368N are made: (a) internal wave
generator is disconnected to suppress unnecessary noise and the external scan port is
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used as a reference input as depicted in Fig. C.4(a); (b) the output is restricted within



































































































































The refractive index of air is typically modelled by the modified Edle´n equation [239,
256–258] which has the form
n = 1 +





where P is pressure in Pa, t is temperature in Celsius, and S = 1/λ2 is a factor with the
wavelength in vacuum λ in µm. The parameter nsa is the refractive index of standard
air at 1 atmosphere and 15◦C, which is given as










The parameter X is given by
X =
1 + 10−8(0.601− 0.00972t)P
1 + 0.003661t
. (D.3)
The parameter pv is the water vapor partial pressure which is pv = RH × psv/100 with
RH the relative humidity in percent and psv the saturation vapor pressure over water.
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with the coefficients









K1 1.16705214528× 103 K6 1.49151086135× 101
K2 −7.24213167032× 105 K7 −4.82326573616× 103
K3 −1.70738469401× 101 K8 4.05113405421× 105
K4 1.20208247025× 104 K9 −2.38555575678× 101
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