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ABSTRACT
The way in which sounds interact and interfere with each
other (both acoustically and perceptually) has an important
influence on how well an auditory display can convey
information. While spatial separation of simultaneous
sound sources has been shown to be very effective when a
listener must report the content of one source and ignore
another source (a condition known as selective attention),
little is known about how spatial separation influences
performance in divided-attention tasks, i.e., tasks in which
the listener must report the content of more than one
simultaneous source. This paper reports preliminary results
from a pilot study investigating how perceived spatial
separation of sources and consistency in source locations
influences performance on selective- and divided-attention
tasks. Results demonstrate that 1) in both selective- and
divided-attention tasks, overall performance is generally
better when sources are perceived at different locations than
when they are perceived at the same location; 2) in both
selective- and divided-attention tasks, randomly changing
the perceived source locations from trial to trial tends to
degrade performance compared to conditions where the
source locations are fixed; and 3) both of the above effects
are larger for selective-attention tasks than divided-
attention tasks.
1. INTRODUCTION
In everyday environments, the signals reaching the ears of a
listener are a mixture of acoustic energy from multiple,
simultaneous sources. However, listeners are able to estimate
the number of sound sources present in the environment, the
spectro-temporal content of the sources, and their meaning,
all with relative ease. Various cues, including differences in
the pitch, timbre, and spatial location of the competing
sources, are thought to aid listeners in separating and
understanding simultaneous sound sources [1-13].
Many perceptual studies have examined how well
listeners can extract the content of one sound source (the
target) in the presence of competing sound sources
(maskers), a situation requiring selective attention (e.g., see
[4, 5, 14-19]). However, relatively few studies have
considered how well listeners are able to understand the
content of multiple, simultaneous sound sources (a
situation requiring divided attention; e.g., see [20]). The
current study directly compares performance in selective-
and divided-attention tasks.
Past studies show that in selective-attention tasks,
spatial separation of competing sources can improve target
intelligibility, an effect known as “spatial unmasking.” In
conditions where the target and masker overlap in time and
frequency (i.e., conditions where there is significant
energetic masking) and the masker is steady-state noise, a
significant portion of this improvement with spatial
separation can be attributed to differences in the interaural
phase differences (IPDs) present in the target and masker
signals reaching the ears. More specifically, spatial
unmasking can be predicted simply by assuming that low-
level binaural processing makes portions of a masked target
more audible (e.g., see the modeling work in [3, 21]).
In conditions with significant informational masking
(i.e., where both target and masker are audible and easily
confused with one another), there appears to be a significant
improvement in a listener’s ability to attend and understand
a target when the competing sources are perceived at
different locations [16, 22-28]. In the current study, two
competing sinusoidal-speech signals were generated to have
minimal spectral overlap (producing essentially no
energetic masking, similar to stimuli used in [27]). The
sources were presented without fine-time IPD cues, but with
interaural level differences (ILDs) and envelope interaural
time differences appropriate for sources in different
locations. The perceived spatial locations depended on the
ILD and envelope ITD cues, even though were no fine-time
IPD cues in the stimuli. In other words, the IPD cues thought
responsible for spatial unmasking in conditions dominated
by energetic masking were not present in the stimuli.
While spatial unmasking effects can be very large in
studies of informational masking, the listeners in these
studies invariably have a priori knowledge of where the
competing sound sources are going to be located. Given that
listeners appear to combat informational masking by
focusing attention on the location of the source of interest
[29], a priori knowledge of the source locations may be
critical to elicit improvements in speech intelligibility with
differences in perceived spatial separation. If the listener is
not sure where to focus spatial attention, perceived spatial
separation of competing sources may not aid performance. In
the current study, the perceived locations of the target and
masker were fixed in half of the experimental sessions and
randomly alternated from trial to trial in the other half of the
sessions to directly measure whether uncertainty about the
perceived spatial locations of competing sources influences
performance in selective- and divided-attention tasks.
2. METHODS
The current study quantifies the benefits of spatially
separating a pair of simultaneous sound sources for 1)
selective- and divided-attention tasks and 2) conditions in
which source locations are fixed and in which source
locations are chosen randomly from trial to trial.
We expected perceived spatial separation of the sources
to have little influence on or even degrade performance in
the divided attention task, where subjects should listen to
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both sources at all times. We hypothesized that spatial
separation would improve performance in a selective-
attention task only when listeners had the correct
expectation about where the target source would be located.
2.1. Subjects
Four normal-hearing college students, ages 23-26
(including two members of the Hearing Research Center
familiar with the goals of the experiment, labeled S1 and S2)
were recruited for the study. The two subjects who were not
experienced listeners were paid for their participation.
2.2. Stimuli
Raw speech stimuli were taken from the Coordinated
Response Measure corpus [30], which consists of sentences
of the form “Ready <call sign>, go to <color> <number>
now.” In the corpus, the call sign is one of the set [“Baron,”
“Eagle,” “Tiger,” and “Arrow”]; the color is one of the set
[white, red, blue, green]; and the number is one of the digits
between one and eight. In the current study, only sentences
spoken by the male talker 0 were used, and sentences with
the number seven were excluded (as it is the only two-
syllable digit and is therefore relatively easy to identify).
In each trial, two different sentences were used as
sources. One utterance always contained the call sign
“Baron” and was designated the target.  (Note that in
selective attention tasks, the listeners were instructed to
report the color and number of the sentence containing the
call sign “Baron.”) The second utterance (designated the
masker) was chosen to contain one of the other three call
signs, chosen randomly from trial to trial. (Note that the
designation “target” and “masker” is essentially arbitrary in
divided-attention tasks, where subjects had to report the
content of both sources.) In all cases, the numbers and colors
in the competing utterances were randomly chosen, although
constrained to differ from each other within each trial.
In order to generate sources that were perceived at
different spatial locations, the target and masker sentences
were convolved with anechoic head-related impulse
responses measured on a manikin head (KEMAR) for sources
from either 0˚ (straight ahead) or 90˚ to the right of the
listener (both at 0˚ elevation and 1 m distance; see [4, 31]).
The amplitude envelopes of these left- and right-ear signals
were used in subsequent processing to produce modulated-
sinusoid speech in which the interaural level differences
(ILDs) and the interaural time differences (ITDs) in the
envelopes of the left- and right-ear signals were preserved
within each frequency band, but the fine-time IPD was zero.
Each HRTF-processed speech signal was bandpass
filtered into 15 non-overlapping frequency bands of 1/3
octave width, with center frequencies spaced evenly on a
logarithmic scale between 215 and 4895 Hz (similar to the
processing used in [27]). On each individual trial, eight of
the 15 target bands were chosen randomly to construct the
target. The envelope for each band was extracted using the
Hilbert transform. The resulting envelopes (one for the left
ear and one for the right ear) were used to amplitude
modulate a sine-wave carrier whose frequency matched the
center frequency of the passband. The resulting left- and
right-ear modulated sinusoids had zero IPDs, but
appropriate ILDs and envelope ITDs for a source at the
corresponding location. The eight tones modulated by the
left-ear envelopes were summed to form the left-ear target
signal and the eight modulated right-ear tones were summed
to form the right-ear target signal. To form the masker, six of
the seven bands that did not overlap with the target bands
were randomly selected; their left- and right-ear amplitude
envelopes were extracted and multiplied by the appropriate
carrier tones; and the resulting modulated sinusoids
summed to form the left- and right-ear masker signals. The
resulting stimuli, although qualitatively unlike natural
speech, are all 100% intelligible in quiet for a practiced
listener (see [32] for a more complete description of this
kind of degraded speech stimulus).
The resulting binaural target and masker signals were
normalized to have the same RMS energy, then the levels
were adjusted to set the desired target-to-masker energy ratio
(TMR). The TMR was chosen randomly on each trial.
Performance was measured at TMRs of –40, -30, -20, -10, and
0 dB for all subjects. For S3 and S4, a TMR of +10  dB was
also used. The left and right target and masker signals were
then added to generate the binaural stimulus for each trial.
2.3. Procedure
Each subject performed four experimental sessions, each
lasting roughly one hour. In each session, one of four tasks
was performed (deterministic selective, randomized
selective, deterministic divided, and randomized divided,
performed in this same order for all subjects). Note that this
preliminary experiment proceeded from “easy” to “hard”
conditions, in order, so that any learning effects should
make divided better than selective attention results and
random better than deterministic results. In selective-
attention tasks, subjects were instructed to report the color
and number of the target sentence (the sentence containing
the call sign “Baron”). In the divided-attention tasks,
subjects were instructed to report the colors and numbers
from the target and masker sentences. In deterministic tasks,
the target location was fixed throughout the session at 0˚. In
the randomized tasks, the locations of the target and masker
sentences were randomly chosen on each trial.
In each of the four sessions, subjects performed multiple
blocks consisting of 50 trials. In half of the blocks, both
target and masker were simulated at 0˚ (co-located sources).
In the other half of the blocks, one source was simulated at
0º and one at 90˚ (spatially-separated sources). Co-located
and spatially separated trial blocks were alternated
throughout the course of each session. Within each session,
subjects completed approximately 50 trials at each TMR and
condition for a total of 500-600 trials per session.
In the co-located blocks of the two randomized task
sessions, target and masker locations were fixed at 0˚ (not
truly random); however, in the corresponding spatially
separated blocks, the target and masker locations were
selected at random (i.e., the target and masker could be at 0˚
and 90˚ or at 90˚ and 0º, respectively). Note that the subjects
had to report the content of at least one source from 0˚ on
almost all trials: only on half of the trials in the randomized
selective, spatially separated conditions was the content of
the source from 0˚ irrelevant (i.e., only on 6% of the trials).
Similarly, listeners reported the content of a 90˚ source on
only 31% of the trials over the course of the experiment. The
goal was to cause subjects to build up an expectation that
they should attend to sources at 0˚ (see Section 4).
In most conditions, the masker was kept at a constant,
audible level and the target level adjusted to achieve the
desired TMR.  However, due to a technical error, the desired
TMR was achieved in the randomized divided task by
adjusting either the target or the masker level, chosen
randomly on each trial (however, note that in this task
subjects were asked to report the content of both sources).
At the end of each trial, subjects indicated the color(s)
and number(s) of the sentences through a graphical user
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interface. The computer controlling the experiment recorded
their responses. No feedback was provided to the subjects.
2.4. Analysis
For all tasks, the percentage of correct trials was calculated
as a function of the TMR. Trials were considered “correct” in
the selective-attention tasks only if both the color and
number of the target were correctly identified. In the
divided-attention tasks, the colors and numbers of both
target and masker sentences had to be correct for a trial to be
“correct.” Thus, given that there are four possible colors and
seven possible numbers, chance performance in the
selective-attention tasks is 1/4 * 1/7 or roughly 3.5%. In the
divided-attention tasks, the chance of randomly guessing
both colors is 1/6 and the chance of randomly guessing both
numbers is 1/21, so chance performance is less than 1%.
3. RESULTS
3.1. Selective Attention
Figure 1 plots results for the selective-attention tasks as a
function of TMR. The top left panel shows the across-subject
mean and standard error. Results for individual subjects are
shown in the remaining four panels. The same basic layout i s
used in all subsequent figures.
In all selective-attention tasks, color and number
identification increases with TMR. Although not shown,
when subjects misidentify the target color or number, they
generally select the corresponding value from the masker
utterance. This effect is often observed in selective-attention
studies using the CRM corpus (e.g., see [33]) and is thought
to reflect the similarity of target and masker sentences
(spectro-temporal, prosodic, linguistic, etc.). Performance is
best for the spatially separated target and masker when the
target spatial location is fixed (solid lines with triangles in
Fig. 1). Performance is slightly worse when the sources are
spatially separated, but the target location varies from trial
to trial (dashed lines with triangles). When the target and
masker are co-located at 0˚, listeners have more difficulty
identifying the target color and number (solid and dashed
lines with circles).
Figure 2 looks in detail at spatially separated,
randomized results from the selective attention task. In Fig.
2, results for the spatially separated, deterministic condition
are repeated from Fig. 1 (solid black line with triangles). The
results for the spatially separated, randomized condition
(dashed black line with triangles in Fig. 1) is broken down
based on the random location from which the target was
presented. Performance on trials in which the target came
from straight ahead are shown in Fig. 2 as dotted black lines;
performance on trials in which the target came from 90˚ to
the right of the listener are shown by dotted gray lines.
Results in Fig. 2 show that the reason that overall
performance is worse in the spatially separated random
condition than in the deterministic condition is because
listeners perform poorly when the target comes from the
right (gray dashed lines) compared to when the target i s
straight ahead (black dashed lines). In fact, performance i s
comparable for cases where the target is always in front of
the listener throughout the block of trials (solid black line)
and when the target is randomly selected to come from
straight ahead (dashed black lines).
Figure 1. Performance in selective-attention tasks as a function of TMR. The top-left panel plots the across-subject
mean and standard error. The remaining panels show results for individual subjects. In each panel, results are shown
for deterministic and randomized source locations (solid and dashed lines, respectively) and spatially separated and
co-located sources (triangles and circles, respectively).
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Figure 2. Performance in randomized selective-attention tasks in which sources are spatially separated broken down
by target and masker location as a function of TMR, laid out as in Fig. 1. In each panel, overall results for the
spatially separated deterministic task (solid lines) are repeated from Fig. 1. Dotted lines show results in the spatially
separated randomized task broken down according to whether the target was straight ahead (black) or at 90˚ (gray).
Figure 3. Performance in divided-attention tasks as a function of TMR, laid out as in Figure 1. In each panel, results
are shown for deterministic and randomized source locations (solid and dashed lines, respectively) and spatially
separated and co-located sources (triangles and circles, respectively).
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3.2. Divided Attention
Figure 3 shows results from the divided-attention
tasks. As in selective-attention tasks, performance
improves with TMR. In fact, although it is not shown in
Fig. 3, performance is near 100% for all divided-attention
trials when scored only on the ability to identify the color
and number of the louder sentence. Results across the four
conditions are more similar for the divided-attention tasks
than for the selective-attention tasks (the influences of
spatial separation and spatial randomization are smaller in
Fig. 3 than in Fig. 1).
3.3. Effect of Spatial Separation
In order to quantify the effect of spatial separation in
the various tasks, the difference in performance was
calculated when target and masker were spatially separated
and when they were co-located. Fig. 4 plots these
differences for deterministic and spatially randomized
conditions (diamond and square symbols, respectively) as
well as selective- and divided-attention tasks (black and
gray lines, respectively). Overall, performance is better in
the spatially separated than the co-located conditions;
values Fig. 4 are generally larger than zero. Furthermore,
the benefit of spatial separation is larger in selective-
attention than in divided-attention tasks.
3.4. Effect of Randomizing Location
Figure 5 plots the effect of randomizing the spatial
locations of target and masker for the spatially separated
trials; i.e., the difference in percent correct performance for
deterministic conditions (in which the target is always
presented from straight ahead and the masker is presented
at 90˚) and randomized conditions (in which the target
location is randomly chosen from trial to trial).
In selective-attention tasks (black lines in Fig 5), all
subjects perform better when the target and masker
locations are held fixed (target at 0º and masker at 90º),
independent of the TMR.  The difference between
performance in the deterministic and randomized
conditions is always positive for these conditions.
In the divided-attention tasks (gray lines in Fig. 5), the
effect of randomizing the source locations varies from
subject to subject. Although there appears to be a
systematic effect of TMR on the effect of randomizing
source location for S3, the effect of spatial randomization
is less consistent for the remaining subjects. Averaged
over subjects, the cost of spatial randomization in the
divided-attention task is greatest for negative TMRs. When
the “target” source is relatively quiet (low TMRs), the
difference between the deterministic and randomized
conditions is more consistently positive. In other words,
performance is better when a relatively quiet source comes
from an expected spatial location than when the quiet
source location varies from trial to trial. Taken together
with the finding that listeners are generally good at
reporting the content of the louder source, these results
suggest that attending to the location of the less salient
source leads to improvements in the ability to understand
this source in a divided-attention task.
Figure 4. Spatial gain (difference in percent correct performance for spatially separated and co-located sources), laid out as
in Fig. 1. Within each panel results are shown for selective- and divided-attention tasks (black and gray lines, respectively)
and for deterministic and randomized spatial presentation (solid and dashed lines, respectively).
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Figure 5. Effects of spatial uncertainty (difference in percent correct performance for deterministic and randomized
spatial presentation) for selective- and divided-attention tasks (solid black and dashed gray lines, respectively), laid
out as in Fig. 1. Results are only shown for the cases in which the sources were spatially separated; in the co-located
conditions, there was no consistent effect of spatial uncertainty.
4. DISCUSSION
These experiments confirm that in informational masking
tasks, spatial unmasking does not require fine-time IPD
cues. This observation is consistent with the fact that in the
presence of ordinary room reverberation (which interferes
with IPD cues; see [31, 34]), spatial unmasking is relatively
robust in the presence of informational maskers but i s
degraded in the presence of energetic maskers (see [3, 5, 35-
37]). Perceived spatial separation of two sources improves a
listener’s ability to attend to a source of interest and
increases the reliability with which listeners can identify the
content of multiple competing sources. Despite the fact that
in the current study, the competing sources did not overlap
in their frequency content, perceived spatial separation of
the competing sources lead to performance improvements in
both selective- and divided-attention tasks. Furthermore,
presenting sources from fixed locations yields better
performance than randomly varying the source location in
both selective- and divided-attention tasks.
4.1. Selective Attention
The main challenge in the selective attention tasks is to
ignore the louder masker and report the content of the
relatively quiet target. In the current experiment, listeners
were generally better at extracting the content of the quieter
target when the target was perceived as coming from in front
of the listener. In fact, even though overall performance in
the random selective task is worse than in the deterministic
selective task, this overall degradation is due to poor
performance on those random trials in which the target is to
the side of the listener. For the trials in which the target
happens to be in front of the listener, performance in the
randomized selective task is equivalent to performance in
the deterministic selective task.
This result suggests that in the random selective
condition, listeners adopt a strategy in which they always
focus their attention towards 0˚, even when this strategy
yields poor performance when the target happens to come
from the right of the listener. Given that such trials occur
only 25% of the time during the random selective block of
trials (and only 6% of the time, overall), such a strategy
makes intuitive sense. Such an explanation suggests that in
the random selective task, spatial uncertainty degrades
performance not because listeners stop using focused spatial
attention, but because they focus spatial attention towards
the incorrect location on half the trials. It is also possible
that listeners are simply better at hearing a target source
perceived in front than to the side, or that listeners become
particularly adept at listening in front, due to the frequency
with which they were asked to report the content of a 0˚
source during this study. However, in the divided-attention
tasks, listeners always understand the louder source, even
when it is off to the side, suggesting that sources to the side
are easy to understand when they are salient. We suspect that
listeners build up an expectation that they should attend to
the 0˚ direction throughout the experiment. Furthermore, i t
appears that this a priori expectation about what spatial
location to attend affects the degree to which listeners
benefit from spatial separation of target and masker sources.
Further experiments are necessary to tease apart whether
there are inherent spatial asymmetries in this task (e.g.,
perhaps listening to a target from straight ahead yields
better performance than listening to a target to the side),
investigate the role that practice plays in these results, and
more fully explore how a priori expectations about spatial
location influence spatial unmasking.
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4.2. Divided Attention
In divided-attention tasks, listeners are extremely good at
reporting the content of the louder source, independent of
all other manipulations. As a result, any differences in
overall performance in the divided attention conditions
arise due to changes in the probability of correctly
identifying the quieter source. While spatial separation
improves a listener’s ability to identify the quieter source’s
content, so does a consistent spatial configuration of the
two competing sources. This result is inconsistent with the
idea that in divided attention tasks listeners do not need
knowledge about source direction because they simply have
to report the content of all sources they hear. In particular,
results suggest that listeners do not simply “listen
everywhere” in the divided attention task, but deploy their
attention to the location from which they expect the quiet
source to appear.
The strategy that listeners report employing in the
divided attention task helps illuminate what is happening in
these conditions. Subjects say that the more intense source
is often so dominant in the acoustic signal that no special
attention is required to “get it right.” Listeners perform best
in the divided-attention task when they can focus attention
on the source that is relatively quiet and difficult to hear,
register its content, and then report it; afterwards, they can
easily recall the louder source and report its content. In order
to properly focus attention on the quiet source, listener must
learn what location to attend (something that they learn
subconsciously when the source locations are fixed through
a block). If listeners have the correct spatial expectation,
focused spatial attention can help the listener hear out the
quieter source. Even though the quieter source may be
audible, it is less salient than the louder source. In effect,
without focused spatial attention to mediate the competition
between the quieter and louder sources, the louder source
overwhelms the representation of the quiet source, making i t
difficult to hear the quiet source’s content.
4.3. Informational Masking and Spatial Attention
In the current study, target and masker are constructed
such that there are hardly any source attributes other than
source location (such as timbre, prosody, fundamental
frequency) that could reliably be used to determine which of
the audible time-frequency events are from the target and
which are from the masker. In other, more natural listening
conditions, listeners may adopt other strategies, focusing
attention on non-spatial attributes in order to hear out a
source of interest. Thus, it is likely that the way in which
spatial separation and spatial uncertainty affect performance
on selective- and divided-attention tasks depends in part on
the nature and similarity of the target and masker stimuli
themselves (e.g., see [25, 28, 37]). When target and masker
are similar in nearly all other possible dimensions, spatial
attention appears to be very important for mediating
competition between sources and reducing informational
masking. However, in everyday situations, the importance of
spatial attention may be less pronounced.
When designing auditory displays, all of the factors that
can help to segregate one acoustic source from another and
mediate perceptual competition between simultaneous
sounds should be considered. Current results suggest that in
cases where two independent sources of information are to
be presented simultaneously to a listener, spatial acoustic
cues can help a listener mediate competition between the
information in the sources.
5. CONCLUSIONS
Building up a correct expectation for where competing
sources will be located improves performance in both
selective- and divided-attention tasks. By focusing
attention on a source from a particular location, listeners are
better able to hear out the content of the source, especially
when this source is relatively quiet compared to another
competing source in the environment. Attention (to spatial
location or other source features) appears to be used to
modulate the salience of competing sound sources in a
manner very similar to the modulatory role that attention
plays in other modalities, such as vision (e.g., see [38]).
In the presence of informational masking, spatial
unmasking can occur when sources are simply perceived
from different locations. The fact that in the current
experiment, spatial separation provides a benefit in both
selective- and divided-attention tasks shows that spatial
unmasking can be important even in the absence of fine-time
IPD cues that contribute to spatial unmasking through low-
level binaural mechanisms [3, 21, 36, 37].
In the current study, listeners appear to use spatial
attention to hear out the source of interest (the target in
selective-attention tasks and the less salient source in
divided-attention tasks). However, the stimuli used in the
current experiment were designed to produce a large amount
of informational masking; there are very few other source
attributes that listeners could use to focus attention on the
target and suppress competition from the masker or the more
prominent, more intense competing source. Further
experiments are necessary to determine whether spatial
attention influences performance differently when
competing sources differ from one another in more natural
ways, and to fully explore how spatial expectations and
spatial separation of competing sound sources influence
performance in selective- and divided-attention tasks.
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