In this work, we investigate conditions which ensure the existence of an exponentially localized Wannier basis for a given periodic hamiltonian. We extend previous results in [Pan07] to include periodic zero flux magnetic fields which is the setting also investigated in [Kuc09] . The new notion of magnetic symmetry plays a crucial rôle; to a large class of symmetries for a non-magnetic system, one can associate "magnetic" symmetries of the related magnetic system. Observing that the existence of an exponentially localized Wannier basis is equivalent to the triviality of the so-called Bloch bundle, a rank m hermitian vector bundle over the Brillouin zone, we prove that magnetic time-reversal symmetry is sufficient to ensure the triviality of the Bloch bundle in spatial dimension d = 1, 2, 3. 
In this work, we investigate conditions which ensure the existence of an exponentially localized Wannier basis for a given periodic hamiltonian. We extend previous results in [Pan07] to include periodic zero flux magnetic fields which is the setting also investigated in [Kuc09] . The new notion of magnetic symmetry plays a crucial rôle; to a large class of symmetries for a non-magnetic system, one can associate "magnetic" symmetries of the related magnetic system. Observing that the existence of an exponentially localized Wannier basis is equivalent to the triviality of the so-called Bloch bundle, a rank m hermitian vector bundle over the Brillouin zone, we prove that magnetic time-reversal symmetry is sufficient to ensure the triviality of the Bloch bundle in spatial dimension d = 1, 2, 3. For d = 4, an exponentially localized Wannier basis exists provided that the trace per unit volume of a suitable function of the Fermi projection vanishes. For d > 4 and d 2m (stable rank regime) only the exponential localization of a subset of Wannier functions is shown; this improves part of the analysis of [Kuc09] . Finally, for d > 4 and d > 2m (unstable rank regime) we show that the mere analysis of Chern classes does not suffice in order to prove trivility and thus exponential localization.
If the Fermi energy E F lies in a spectral gap, then the material is an insulator or a semiconductor depending on the width of the gap. In this case, one generally focusses on the portion of the spectrum that lies below E F , namely one chooses S = Spec(H A ) ∩ (−∞, E F ] as relevant part of the spectrum. Later on, we will see that a global gap in the sense of equation (1.3) is not necessary, a local gap as in Assumption 2.1 suffices.
Since Spec(H A ) consists of closed intervals, S is also the union of closed intervals. Due to the spectral gap, the spectral projection
(1.4)
can be written either in terms of the characteristic function 1 S associated to the Borel set S ⊂ or as a Cauchy integral involving a countour C ⊂ enclosing S. To simplify notation, we have suppressed the dependence of P S on the vector potential A. Associated to S, we can define a special family of basis functions: The geometric rank m of any Wannier system associated to S turns out to be independent of the particular choice of Wannier system (cf. Section 2.5).
Numerically, one would like to work with "quickly decaying" Wannier functions since then, many computational methods scale linearly with system size [MV97, MSV03, Wan11]. As we will see later on, the relevant notion is that of exponential decay in a L 2 sense, namely: 
holds.
Obviously, this definition does not depend on the particular choice of K and we may use the Wigner-Seitz cell W = K (cf. Section 2), for instance.
This paper concerns itself with the following
Question Under which conditions on the spatial dimension d and the geometric rank m of P S can we guarantee the existence of an exponentially localized Wannier system?
We will adopt the commonly used strategy which is to rephrase this question in terms of Bloch functions and make use of the rich tool set provided by complex analysis and fiber bundle theory.
Let us first recall the connection between Wannier and Bloch functions (further details can be found in Section 2). The lattice symmetry of H A allows us to fiber decompose the hamiltonian in terms of Bloch momentum k by means of the Bloch-Floquet transform U BF , and one obtains a family of operators
on L 2 (W) with k-dependent domains. Here W is the Wigner-Seitz cell andŷ denotes the position operator. For each k ∈ d , the operator H A (k) has compact resolvent and thus its spectrum consists of eigenvalues that accumulate at infinity. A Bloch function ϕ A n (k) is then the solution to the eigenvalue equation
where E B n (k) is the n-th eigenvalue. As is customary, we will order the E A priori, it is not even clear whether we can make a choice of phase so that Bloch functions ϕ A n are continuous on all of d and Γ * -periodic in k. Even if one were to assume continuity and Γ * -periodicity, we know that in general, we cannot expect the Bloch functions to be more regular as they are only continuous at band crossings. Hence, the associated Wannier functions w A n typically decay slowly, a consequence of the discontinuities of k → ϕ A n (k) or its derivatives. However, there still may be another family of analytic and Γ * -periodic functions
such that for each k, they are an orthonormal basis of
Then by virtue of the Paley-Wiener theorem, the associated Wannier system {w 1 , . . . , w m },
ψ j , consists of exponentially decaying functions. The dimension m of the spaces H S (k) is independent of k due to the analyticity of the spectral projection P S (k) (given by equation (2.6)) and coincides with the geometric rank of P S given in Definition 1.3.
Before we proceed, let us discuss whether some conditions in the problem of proving the existence of localized Wannier functions can be relaxed or whether asking for exponential decay is the only sensible localization criterion. In principle, one can think of two ways to simplify the question: one can either give up exponential decay or orthonormality. Let us start with decay: one may think that the requirement of exponential decay can be relaxed to polynomial decay, i. e.
holds for some C > 0 and β > 0. But interestingly, Kuchment has shown [Kuc09, Theorem 5.4] that this is not the case: if one can show that the w j are polynomially localized for β > d, then one can find a Wannier system which is exponentially localized. If on the other hand β d, then the decay is considered to be too slow to be useful for numerics. A second option would be to give up the requirement that the w j be mutually orthogonal and one works with an overcomplete set of exponentially localized functions. Kuchment has shown that it is always possible to find a family of exponentially localized functions {w 1 , . . . ,w m ′ } for some m m The first to realize the rôle of topological obstructions in proving existence of exponentially localized Wannier functions was Thouless [Tho84] . He noticed that it is not possible to choose exponentially localized Wannier functions if the first Chern class of an associated vector bundle (i. e. the Bloch bundle, cf. Section 4) does not vanish. Simon [Sim83] had recognized that one such condition which guarantees the vanishing of the first Chern class is the absence of magnetic fields, i. e. in the presence of time-reversal symmetry. Nenciu [Nen91] stressed the significance of the Oka principle (cf. Section 2.6) which meant that proving the existence of continuous Γ * -periodic Bloch functions implied the existence of analytic Γ * -periodic Bloch functions.
In the works of Panati [Pan07] , all these pieces are put together and the triviality of the Bloch bundle for m 1 and d 3 is shown, thus covering most physical situations. He shows that the vanishing of the first Chern class suffices to ensure the triviality of the Bloch bundle for such low dimensions d. The link to exponential localization of Wannier functions was explained in a subsequent publication [BPC + 07].
The geometric content of Panati's proof is tied to an important result from the classification theory of vector bundles by Peterson [Pet59] : it assures that the vanishing of all Chern classes is a necessary and sufficient condition for the triviality of the Bloch bundles only if d 2m, i. e. if the fibers are of high enough dimension; this is called the stable rank condition. Since only Chern classes c j for which 2 j d holds can be non-trivial, for d = 2, 3, one only needs to investigate the first Chern class. By the fortunate coincidence that line bundles, i. e. m = 1, are completely characterized by their first Chern class, and that for m 2, the stable rank condition d 2m is always satisfied as long as d 3, the 7 vanishing of the first Chern class is equivalent to the triviality of the bundle. Thus, Panati's result is included as a special case of a deeper fact from the classification theory of vector bundles.
The above analysis also justifies the absence of any result in higher dimensions. Indeed, to show exponential localization for the relevant case d = 4 and m 2, for instance, one needs to control the second Chern class, and time-reversal symmetry is of no help here (cf. Theorem 5.4). Moreover, if d 5 and the fibers are low-dimensional, d > 2m, then there are examples of non-trivial vector bundles whose Chern classes all vanish (cf. Section 5.7). In this sense, the stable rank condition is not a mere technical, but an essential condition, and Peterson's result shows the limitations of using characteristic classes to prove exponential localization of Wannier functions.
For the magnetic case B = 0, the literature is more scarce: there are early works by Dubrovin and Novikov [DN80] and Novikov [Nov81] which treated the case of periodic magnetic field with rational flux perturbed by a weak potential. They recognize that properties of magnetic Bloch functions are determined by the geometry of the Bloch bundle, and that in general, the presence of the magnetic fields makes this vector bundle topologically non-trivial. This is in accord with the previously mentioned paper by Thouless [Tho84] .
Without making use of bundle theory, Nenciu proved the existence of exponentially localized Wannier functions for a weak constant magnetic field [Nen91, Theorem 5.2]: he has shown that for a single isolated band, the projection associated to magnetic translations of the exponentially localized non-magnetic Wannier function is close to the true spectral projection for B = 0 and then proceeds to prove the existence of an exponentially localized magnetic Wannier function by a perturbative argument. His result is not in contradiction to the results mentioned earlier: the weak field condition ensures that one is in the regime where the first Chern class is zero.
Lastly, we would like to mention again the important work by Kuchment [Kuc09] which is complementary: for magnetic fields which admit periodic vector potentials (our setting), he does not show the triviality of the Bloch bundle, but instead that if one gives up the orthonormality of the Wannier functions: one can always find an overcomplete set of exponentially localized Wannier functions. Indeed, as we shall see in a moment, if the spatial dimension is small enough, it is still possible to have a genuine system of m exponentially localized Wannier functions.
New results: magnetic symmetries and geometric conditions on triviality
The presence of magnetic fields in general changes the topology of the Bloch bundle. In this work though, we will show that for magnetic fields which admit periodic vector potentials, the topology of the Bloch bundle is the same as in the case when B = 0.
In the absence of magnetic fields, time-reversal symmetry is at the heart of most proofs This theorem is proven by combining Proposition 4.3 with Proposition 5.1 for (i) and Corollary 5.5 for (ii), respectively. Our proof is very close in spirit to Panati's [Pan07] , but there are a few crucial differences: we use more abstract arguments, e. g. cohomology classes and the Kronecker pairing rather than differential forms and integration. This gives us access to powerful tools of algebraic topology for the classification of vector bundles.
In this language, the presence of time-reversal symmetry leads to a geometric constraint connecting the fibers attached to conjugate points (cf. Theorem 4.6), and the conjugate Bloch bundle can be seen as the pullback bundle with respect to the function which maps k → −k. Since Chern classes of a bundle and its conjugate agree up to a sign, it follows that all odd Chern classes vanish (cf. Theorem 5.4). Note that the dimensional constraints are necessary since in higher dimensions d, additional topological obstructions (measured by Chern classes, cf. Section 5.2) appear and the presence of time-reversal symmetry does not suffice to ensure the existence of an exponentially localized Wannier system. 
This result is an immediate corollary of Theorem 5.6 and Proposition 2.4. The main point is that the bounded operator W S is related to the second differential Chern class of the Bloch bundle and condition (1.8) implies the vanishing of the latter. Prodan has proposed an efficient numerical scheme to evaluate quantities like T (W S ) [Pro11] , so the numerical verification of equation (1.8) provides a criterion to decide whether or not an exponentially localized Wannier system exists in d = 4.
Apart from proving the existence of an exponentially localized Wannier system, our results can be applied to space-adiabatic perturbation theory [PST03, DL11a, DP10]: here, one needs a smooth Bloch basis in order to satisfy a technical assumption in the construction (Assumption A 2 in [PST03] This result follows from Proposition 4.3 and some general facts concerning the classification of vector bundles. The proof will be given in Section 5.6. With the above theorem, we can improve the results of Kuchment: we can give a smaller upper bound on the number m ′ of functions spanning the 1-tight frame, namely m m
Finally, if d > 2m, then the vanishing of all Chern classes is only a necessary but not sufficient condition for the triviality of the Bloch bundle. Indeed, in Section 5.7 we will construct a rank 2 bundle over B 5 which is non-trivial but whose Chern classes all vanish. This means that in the unstable rank regime, one needs to complement the analysis of characteristic classes with other techniques in order to prove the existence of an exponentially localized Wannier system.
Content
The paper is organized as follows: we first give a brief introduction to Bloch-Floquet theory in Section 2 and discuss how the Oka principle ties in with the main result. The trace per unit volume and its relation with the Bloch-Floquet decomposition will be discussed. The notion of magnetic symmetry is given in Section 3. We cover not only the important case of magnetic time-reversal and parity, but also give other examples of other Galilean symmetries. In Section 4 we give a primer on vector bundle theory and construct the Bloch bundle. We explain the link between exponential localization of the Wannier system and the triviality of the Bloch bundle. Moreover, the consequences of the presence of magnetic time-reversal symmetry or parity on the structure of the Bloch bundle are explored. Finally, in Section 5 the geometry of the Bloch bundle is characterized by the Chern classes. In particular, we prove the vanishing of all odd Chern classes (not only the first!) and we deduce conditions for the triviality of the Bloch bundle.
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The Bloch-Floquet theory
To fix notation and make this work self-contained, we will give a short overview over Bloch-Floquet theory starting from a slightly non-standard angle which allows for interesting generalizations [BDM11] . For a more detailed account, we refer to [Wil78, RS78, BS91, Kuc93].
The Bloch-Floquet transform
Since H A is Γ-periodic, we will first decompose d into Γ × W, i. e. we write each d ∋ x = γ + y where γ ∈ Γ is a lattice vector and y ∈ W is a vector attached to the origin of the fundamental cell W. In physics, one often chooses the Wigner-Seitz cell (also known as Varanoi cell), but any other open convex polytope W satisfying (i) 0 ∈ W, (ii)
The
where {δ γ } γ∈Γ is the canonical basis of ℓ 2 (Γ) and T γ denotes lattice translations by γ ∈ Γ, (T γ Ψ)(x) := Ψ(x − γ). The splitting of real space induces a splitting of momenta p ∈ d * ∼ = Γ * × B d into a dual lattice vector γ * ∈ Γ * and an element of the first Brillouin zone k ∈ B d . The dual lattice is spanned by the vectors {e } which are defined through the relation e l · e * j = 2πδ l j while the Brillouin zone is the quotient group
Note that this definition deviates from the more common one where B d is a fundamental cell associated to the dual lattice Γ * . Instead, we glue opposite faces of the fundamental cell together, because then we can identify the quotient B d with the torus
by means of so-called Floquet multipliers
Recovering Bloch bands
This identification is also used when introducing the Fourier transform
where the measure dk is normalized so that F is unitary. We will not overly stress that elements of B d are really equivalence classes, and the fact (F c)(k − γ * ) = (F c)(k) can either be interpreted as Γ * -periodicity of the transformed function F c or equivalently that F c is well-defined on B d since its value is independent of the choice of representative
and inherits the Γ * -periodicity of F in k,
Now we turn back to the discussion of the operator H A . Assumption 1.1 and Remark 1.2 allow us to choose a vector potential A representing B whose components are Γ-periodic with bounded first-order derivatives and we conclude from standard arguments (cf. [RS78, Theorem XIII.96], for instance) that H A defines a selfadjoint operator on H 2 ( d ). Note that we do not strive for utmost generality here, presumably, our arguments can be adapted to more general situations. Only lattice periodicity is crucial since it leads to a direct integral decomposition of H A in crystal momentum k,
is not. More precisely, the Bloch-Floquet transform decomposes the domain of H A , 
As is customary, we will order the E B n (k) in non-decreasing order, i. e. we have
(k) for all n ∈ , and repeat each according to its multiplicity. The corresponding eigenfunctions 
Similarly, if we choose the phase of ϕ 
is then recovered as the union of the local spectra.
Fiber-wise, we can define the projection
2.3 Gauge-covariance onto the relevant eigenvalues {E B n (k)} n∈I ; it can also be written in terms of a Cauchy integral around the k-dependent contour C(k) which encloses S(k). Alternatively, we can express P S (k) in terms of normalized Bloch functions as
Even though the Bloch functions need not be continuous, the gap condition described in Assumption 2.1 ensures P S (k) depends analytically on k. We can combine all the fiber operators to the projection
However, unless there is a global gap, P S cannot be written as 1 S (H A ) for some set S, namely it is not a spectral projection of H A . This means that Assumption 2.1 is stronger than the existence of a global spectral gap as in equation (1.3). Finally, the geometric rank of P S defined in Definition 1.1 coincides with |I|.
Gauge-covariance
We have previously indicated that the family of Bloch functions {E B n } n∈ depends on the magnetic field B rather than a particular choice of vector potential. This is due to covariance, i. e. if A ′ = A + ∇χ is an equivalent gauge for B, then H A and
are unitarily equivalent and as such isospectral. Hence, the spectrum of H A depends only on the magnetic field B. If χ is a Γ-periodic gauge function, then
also fibers in k and H A (k) and H A+∇χ (k) are also related via e − i χ(ŷ) . This implies that also the fiber hamiltonians are unitarily equivalent and thus, the band functions depend only on B.
Integration and derivation
Later on, we will need the notions of trace per unit volume and that of a derivation of bounded operators on L 2 ( d ). These notions have been studied extensively in the last decades in the context of quasi-periodic or random operators. Albeit we are interested only in the periodic case, we refer the reader to [Bel93] and references therein for a more detailed discussion.
Consider an increasing sequence 0 ∈ Γ 1 ⊂ Γ 2 ⊂ . . . ⊂ Γ of bounded subsets of the lattice Γ with the property that Γ n ր Γ. To this sequence we can associate the sequence {W n } n∈ of subsets of d defined by
where |Γ n | denotes the cardinality of Γ n , |W| is the volume of the Wigner-Sitz cell and 1 W n is the characteristic function of W n which acts as a projection 1
One can show that T (A) is independent of the particular choice of 
Then the trace per unit volume of Y is finite and given by
Proof The proof of this result is based on the following two relations which can be easily checked (see [PST09, Lemma 3.3] for more details): 
we define its j-th derivative as
wherex j denotes the position operator projected in the j-th direction of the lattice, namely the multiplication by the function x · e j . It is easy to check that the δ j verify all the formal properties of a derivation, i. e. they are linear and satisfy the Leibniz rule. We say that Y is of class 
and j = 1, . . . , d. Moreover, we have
where
Proof (i) follows simply observing that T γx j T −1
(ii) A simple computation shows that
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2 The Bloch-Floquet theory which in particular implies
(2.10)
Then from the strong limit
and using the modified Bloch-Floquet transform U BF , one deduces the existence of
. Equation (2.9) then follows immediately from (2.10) and the definition of the limits (2.11) and (2.12).
The unitary U BF is also known as the Zak-Bloch-Floquet transform (cf.
A local spectral gap for S (cf. Assumption 2.1) assures that the map k → P S (k) is smooth. The fact that the ∂ k j P S (k) are well-defined bounded operators on L 2 (W), and the arguments in Lemma 2.3 show that the projection P S is C 1 . The link between derivatives and trace per unit volume for projections which share the properties of P S is established in the next result. 
Proof The Γ-periodicity and the boundness of any factor Q i j (P) follows immediately from the definition. By Lemma 2.2, the product
Hence, our operators all have the structure PYP where Y is bounded and Γ-periodic. Then the estimate
Wannier functions
A rather simple choice of a Wannier system {w Hence, we have to generalize our question: is it possible to find a family
such that the k → ψ j (k) are globally analytic on B d and the set {ψ 1 (k), . . . , ψ m (k)} forms an orthonormal basis of Ran P S (k) for all k? If such an analytic family exists, then the corresponding Wannier system {w 1 , . . . , w m },
is exponentially localized by the aforementioned Paley-Wiener theorem.
Connecting analyticity to continuity: the Oka principle
The Oka principle is a "meta-theorem" linking complex analysis and homology theory, although its ramifications can be put more simply as 
of analytic functions such that {ψ 1 (k), . . . , ψ m (k)} is an orthonormal basis of Ran P S (k) for each k ∈ B 
, m of continuous functions forming a rank m orthonormal system of Ran
P S (k) ⊂ L 2 (W) for any k ∈ B d .
Magnetic symmetries
In this section, we show how to associate to a large class of symmetries of 
Definitions and properties
To define our class of symmetries, set M to be the abelian algebra of Borel measurable functions on d . Elements V ∈ M define multiplication operators on L 2 ( d ); since elements of M need not be essentially bounded, the corresponding multiplication operators need not be bounded, but may define unbounded operators on some suitable domain. Now we specify the class of symmetries of interest:
Definition 3.1 (S-transform) Let R ∈ O( d ) be an orthogonal matrix. A S-transform of type R is a unitary or anti-unitary operator U
R : L 2 ( d ) −→ L 2 ( d ) such that (i) U R (− i ∇ x ) U R −1 = R(− i ∇ x ); (ii) U R M U R −1 ⊆ M
, namely the conjugation by U R preserves the multiplicative character of the elements in M.
A wide array of well-known symmetries are S-transforms, e. 
Now let us define magnetic S-transforms:
Definition 3.2 (Magnetic S-transforms) Let U R be an S-transform and A a vector potential associated to the magnetic field B. Then the magnetic symmetry associated to U R is given by
where the magnetic phase is the operator of multiplication with the exponential of the line integral ofÂ
Theorem 3.3 Let U R be an S-transform and let A be a vector potential for the magnetic field B. (i) U A R is unitary or anti-unitary if U R is unitary or anti-unitary, respectively.
( 
Proof (i) This follows directly from the unitarity of e
(ii) To be more concise, we define λ := e − i [0,x]Â . Then, by a simple computation, we
j and thus
(iii) This is a direct consequence of (ii) and the fact that e
Remark 3.4 Note that magnetic symmetries are genuinely different from their non-magnetic counterpart, unless the magnetic field is compatible with the symmetry. Assume the S-transform U R is a symmetry of H 0 , then we say that B is compatible with the symmetry U R if and only if there exists a vector potential A such that
is satisfied. In that case, U R is also a symmetry of H A , namely if the magnetic field B = 0 is compatible with U R , magnetic and non-magnetic symmetry coincide. Needless to say that this is impossible by design for some symmetries, e. g. time-reversal.
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Remark 3.5 It is clear that the magnetic phase factor is not unique: we could have added gauge transformations before and after. E. g. for any a, b ∈ d , the operator
would also serve to "magnetize" S-transforms.
Applications
Now let us discuss some relevant examples:
Then for any fixed y, the operator T y is an S-transform of type 1 ∈ O(d). In particular, if V is Γ-periodic, then for any γ ∈ Γ, the unitary T γ is a symmetry of H 0 ; this symmetry extends to the magnetic translation
which is a symmetry of H A . We note that the map
is not a group representation, but a generalized projective representation of the abelian group Γ in the sense of [MPR05] : the composition of two magnetic translations
is again a magnetic translation up to a phase factor that is the exponential of a magnetic flux Φ B . Moreover, for constant magnetic fields (3.2) reduces to the usual magnetic translations [Zak64] . Evidently, if A can be chosen Γ-periodic, then magnetic and non-magnetic translations coincide as the magnetic factor reduces to the identity.
Rotations and reflections Any
The magnetic rotations are then defined as
. Magnetic and non-magnetic rotations coincide if and only if the vector potential satisfies
An important special case is that of the parity operator P where R = −1 ∈ O(d) and which acts as (PΨ)(x) := Ψ(−x). If we can choose an odd vector potential, A(−x) = −A(x), then magnetic parity coincides with ordinary parity.
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Time-reversal For a spinless particle, time inversion is implemented by complex conjugation
It is an anti-unitary S-transform of type −1 ∈ O(d).
Since A is a real-valued multiplication operator, CA j C = A j holds and magnetic time-reversal symmetry C A is given by
C is clearly a symmetry of H 0 and thus by Theorem 3.3 magnetic time-reversal is a sym-
and the unitarity of e
Obviously, magnetic time-reversal never coincides with non-magnetic time-reversal unless A = 0 and thus B = 0.
Γ-periodic magnetic symmetries and the Bloch-Floquet transform
Now we assume again that the vector potential A is Γ-periodic. This section deals with magnetic symmetries preserving Γ-periodicity: these factor through the Bloch-Floquet transform and the existence of such Γ-periodic symmetries induces non-trivial relations between vector spaces associated to different fibers of the direct integral decomposition. In particular, we explore in detail the case of magnetic time-reversal and magnetic parity.
Proposition 3.6 Let Assumption 1.1 be satisfied and define magnetic time-reversal symmetry C
A as above. Then, the following statements hold true:
BF is the anti-unitary map which acts on
ψ ∈ L 2 (B d ) ⊗ L 2 (W) as C A BF ψ (k) = e − i 2 [0,ŷ] A ψ * (−k) = J A ψ(−k) .
(iii) The fiber hamiltonians H A (k) and H
holds for all k ∈ B d . Moreover, if the relevant bands are separated by a gap in the sense of Assumption 2.1, then the fiber projections P S (k) and P S (−k) are also related by J A , i. e.
holds for all k ∈ B d .
Γ-periodic magnetic symmetries and the Bloch-Floquet transform
Proof (i) follows trivially from the definition of C A and observing that both the complex conjugation C and the multiplication by the phase e − i 2 [0,x ] A commute with lattice translations T γ since A is Γ-periodic by assumption.
(ii) From (i), we conclude the operator e − i 2 [0,x ] A fibers trivially in k,
meaning that the fiber operator is independent of k. Now the claim follows from direct computation: for any Ψ ∈ L 2 ( d ), we get
BF is a composition of two unitary and one anti-unitary operator, it is again anti-unitary. (iii) If we define
3). In order to prove the first part of (iii), we remark that if ϕ 
Exchaning the roles of k and −k yields that the two sets are in fact equal, S(−k) = S(k). Hence, by functional calculus and
Similarly, one can prove the same result for the parity operator P.
Proposition 3.7 Let Assumptions 1.1 and 2.1 be satisfied and assume P is a symmetry of H 0 . The unitary operator P 
The Bloch bundle
By the Oka principle (Theorem 2.5), we are left to prove the existence of a family of m continuous functions
which for fixed k form an orthonormal basis of H S (k); our tool of choice is the theory of vector bundles. In that language, the central question can be rephrased as "Is the Bloch bundle trivial?" The explanation of this phrase will be the core of this section.
A preliminary definition
Let S be a part of the spectrum of H A which satisfies Assumption 2.1. Then the family of projections P S (k) is well defined on B d (i. e. it is Γ * -periodic) and it induces a k-dependent decomposition
⊥ into the complex vector space H S (k) := Ran P S (k) and its orthogonal complement. The relevant subspace H S (k) has fixed dimension m = |I|. We can think of these spaces as being glued onto the Brillouin zone B d and the results is the 
The topology on E S is generated by the basis of neighborhoods given by
is an open neighborhood of k.
We will show in Section 4.2 that this really defines a vector bundle in the sense of Definition 4.2. Roughly speaking, it remains to show local triviality and thus, up to now, ξ S is only a Hilbert bundle [FD88] . Let us defer this technical detail for a moment and turn back to the main topic of this paper: since the topology on the fibers π
, the maps {ψ 1 , . . . , ψ m } in Proposition 2.5 can be interpreted as continuous sections
Hence, in the jargon of vector bundles, Proposition 2.5 can be restated as: the existence of an exponentially localized Wannier system is equivalent to the existence of m non-vanishing continuous sections {ψ 1 , . . . , ψ m } such that for fixed k, they are an orthonormal basis of Ran P S (k).
Basic notions of vector bundle theory
In this section, we provide some basic definitions and fundamental facts from the theory of vector bundles. For more background, we refer to the monographs [MS74, LM98, Hat09] and the expert reader may skip ahead to Section 4.4.
The fact that the Bloch bundle ξ S defines a vector bundle is actually the content of a Lemma 4.5 saying that it verifies the conditions enumerated in the following Definition 4.2 (Hermitean vector bundle) An rank m hermitean vector bundle ξ over X is a triple ξ := (E, X , π) consisting of a continuous map π : E −→ X between the topological spaces E (the total space) and X (the base space) such that
(ii) for all x ∈ X , the preimage E x := π −1 ({x}) carries the structure of a complex vector space, (iii) there exists an open cover {O α } of X and a family of homeomorphisms Compared to the standard definition, we have added point (i): the restriction to base spaces which are also CW-complexes is necessary to have a rich classification theory of vector bundles. In particular, up to homotopy equivalence, any compact manifold is a CW-complex [Hat02, Corollary A.12].
The most general definition of rank m complex vector bundle requires only properties (ii) and (iii): the former ensures that the fibers are all isomorphic to each other and endowed with the proper structure while the latter, the existence of a local trivialization, tells us the fibers are glued together continuously. Thus, we can locally identify a complex rank m vector bundle with π
The last item in the definition, property (iv), fixes the structure group of ξ to be U(m) ⊂ GL(m). This is always possible for vector bundle over a CW-complex (or more generally over a paracompact space) and it is equivalent to the existence of a scalar product on the fibers which varies in a continuous fashion One way to analyze the structure of hermitean vector bundles is to study maps between vector bundles which are compatible with the bundle structure: let ξ j = E j , X , π j , j = 1, 2, be two hermitean vector bundles over the same base space X . An X -map is a continuous function f : E 1 −→ E 2 such that the fiber restriction f x := f | π −1 1 ({x}) defines a linear homomorphism between π −1 1 ({x}) and π −1 2 ({x}), i. e. it is fiber preserving. The set of such maps is denoted by Hom(ξ 1 , ξ 2 ) while we use the short-hand End(ξ) for Hom(ξ, ξ). If f ∈ Hom(ξ 1 , ξ 2 ) such that the restriction f x is an isomorphism for any x ∈ X (which implies that ξ 1 and ξ 2 have same rank), then f is automatically an homeomorphism between E 1 and E 2 and so it defines an X -isomorphism between ξ 1 and ξ 2 [Hat09, Lemma 1.1]. In this case we write ξ 1 ≃ ξ 2 . Since isomorphic vector bundles have the same rank we write Vec m (X ) for the set of the equivalence classes of isomorphic rank m hermitian vector bundles over X . Classification theory of vector bundles concerns itself with the description of Vec m (X ) for different m and X .
A particularly important element is the trivial vector bundle ε m := (X × m , X , proj 1 ) of rank m where the total space is just the cartesian product of base space and fiber, and the map proj 1 : X × m −→ X is the canonical projection onto the first argument. Thus, we call a rank m vector bundle ξ topologically trivial if and only if it is isomorphic to ε m .
The triviality of a hermitean vector bundle ξ can be characterized in terms of sections: ξ is trivial if and only if there exists a family of continuous sections {ψ 1 , . . . , ψ m } such that for each x the vectors {ψ 1 (x), . . . , ψ m (x)} is an orthonormal basis for the fiber π −1 ({x}) = E x [Hat09] . The task of Section 5 is to prove the triviality of the Bloch bundle using characteristic classes and to discuss the limitations of this method. Let
In this neighborhood, we can define a local trivialization via the Nagy formula [Kat95] : the operator 
one concludes that also the inverse is continuous. Hence, h O is a homeomorphism and transition functions constructed from different h O s satisfy (iv).
Magnetic symmetries and the geometry of the Bloch bundle
In this section we explore the effect of magnetic time-reversal symmetry and magnetic parity on the global geometry of the Bloch bundle ξ S . In fact, the existence of such a symmetry induces relations between fibers on conjugate points of the Bloch bundle as shown in Proposition 3.6. In order to formulate and prove our result, we need two more notions from vector bundle theory.
The first is that of the pullback of a vector bundle which will turn out to be a powerful tool in classification theory of vector bundles (cf. Section 5). Given a continuous map f : Y −→ X between CW-complexes and a hermitean vector bundle ξ = (E, X , π), one can construct another vector bundle f
we define a mapf : E ′ −→ E fiber-wise such that for any y ∈ Y ,f y :
} is a vector space isomorphism. The vector bundle f * (ξ) is called the pullback of ξ via f and it is unique up to isomorphism [Hat09, Proposition 1.5]. Obviously, the pullback preserves the rank of the vector bundle.
The second notion is that of the conjugate vector bundle: given a rank m hermitean vector bundle ξ = (E, X , π), we can simply "forget" about the complex structure and think of each fiber as a real vector space of dimension 2m. Thus, we obtain the underlying real vector bundle of rank 2m denoted by (ξ). Observe that the real vector bundle (ξ) and the original complex vector bundle ξ both have the same total space, base space and projection map. The conjugate vector bundle ξ * = (E * , X , π) of ξ is defined in the following way: it has the same underlying real vector bundle, i. e. (ξ * ) = (ξ), but with "opposite" complex structure in each fiber. This means E * and E are identical as topological spaces, but in E * the usual scalar multiplication is replaced with the conjugate
Chapter 14]. Armed with these definitions, we can "rephrase" Proposition 3.6 as: 
whose topology is generated by the family of neighborhoods given in equation (4.1) as well as the continuous projection π
is the pullback of the Bloch bundle by the function f , i. e. f * (ξ S ) = ξ ′ S . In (iii) of Proposition 3.6, we have proven J A P S (k) = P S (−k) J A which implies that J A defines a bijection between H S (k) and H S (−k). Now let H S * (k) be the Hilbert space H S (k) but endowed with the conjugate scalar multiplication λ * ϕ := λ * ϕ. Then with abuse of notation, we can see the map J A as a linear isomorphism J :
Observing that the collection of the spaces H S * (k) defines the conjugate bundle ξ * S , one can define the mapJ A between ξ * S and f
A is continuous and fiber preserving. Moreover, it restricts to the isomorphism J A to any fiber, henceJ A defines an isomorphism between vector bundles. This proves (i).
(ii) If V is invariant under parity, then H A commutes with magnetic parity P A and from Proposition 3.7 it follows that Π A defines a linear isomorphism between H S (k) and H S (−k). This implies ξ S ≃ f * (ξ S ). Then (ii) follows from (i).
Conditions for the triviality of the Bloch bundle
In this section, we show how and when characteristic classes can be used to prove the triviality of the Bloch bundle. By Proposition 4.3, the (topological) triviality of the Bloch bundle is equivalent to the existence of an exponentially localized Wannier system. Whether or not time-reversal symmetry suffices to prove triviality depends crucially on the dimension d of the Brillouin zone B d and the rank m of the Bloch bundle ξ S (which coincides with the geometric rank of the Wannier system).
The cases d = 1 is special and will be discussed first. Indeed if d = 1, the Brillouin zone B 1 is topologically equivalent to the unit circle 1 = S 1 , and a classical result from classification theory of vector bundles states that independently of m, vector bundles over 1 are automatically trivial, cf. equation (5.2) and related comments. This is the abstract explanation for why Kohn's result [Koh59] works, but cannot be generalized to higher dimension.
31
The single band case, m = 1, is also special: here, (magnetic) time-reversal symmetry ensures the triviality in any dimension d. This can be traced back to the fact that line bundles are uniquely characterized by a single topological invariant, namely the first Chern class. By Theorem 5.4, the first Chern class vanishes in the presence of time-reversal symmetry. To our knowledge, the case m = 1 is the only one where a constructive proof can be used to show triviality of ξ S (cf. Section 5.1).
In all remaining cases, one has to check whether the stable rank condition is met: if d 2m, the vanishing of all Chern classes implies the triviality of the vector bundle by Peterson's classification theorem. Explicit counter examples (e. g. the one presented in Section 5.7) show that d 2m is not a technical, but an essential condition. Indeed, vector bundles with unstable rank (d > 2m) can be non-trivial even if all Chern classes vanish. This means studying characteristic classes of vector bundles with unstable rank is insufficient to ensure triviality, and other methods need to be employed.
The case m = 1: a constructive proof
We start analyzing Bloch bundles ξ S of rank 1 which means that the relevant part of the spectrum S is covered by a single isolated energy band. In this case the triviality of ξ S can be proven constructively by adapting the arguments of Helffer and Sjöstrand [HS89] to our case where a zero flux magnetic fields is present.
where {ψ 1 (k), . . . , ψ m (k)} is any locally smooth basis for Ran P S (k), e. g. the Bloch functions. The fact that the above expression defines a connection follows from the transformation rule of the local quantities A
The Berry curvature K := (K αβ ) can be derived from the Berry connection A by means of the structure equation
As it is evident from the above equation, K is a collection of local u(m) valued 2-forms.
Functions of the Berry curvature provide a perhaps simplified measure of some aspects of the geometry; the total (differential) Chern class
is the most prominent example. It is defined in terms of the determinant in the Lie algebra indices and yields a sum of even degree elementsc j (ξ S ) ∈ H 2 j dR (B d ) of the de Rahm cohomology. The first two non-trivial terms can be explicitly computed to bẽ
where tr denotes the trace with respect to the Lie algebra indices. Interestingly, for a given Bloch bundle ξ S the definition of thec j (ξ S ) is independent (in the sense of de Rahm equivalence classes) of the choice of curvature. A short computation using the Berry connection yields that we can express the first differential Chern class in terms of P S and its derivatives: the local expression is given as
One can find an expression forc 2 (ξ S ) which has a similar structure. As will be explained below, in the present contextc 1 (ξ S ) = 0 and we will only need to compute the first term in equation (5.10). Then another straightforward computation yields
where dk := dk 1 ∧ dk 2 ∧ dk 3 ∧ dk 4 is the normalized volume form on B d and locallỹ
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Partially localized Wanier systems
When d 5, we are generally unable to prove the triviality of the Bloch bundle. Nevertheless, assuming stable rank, we can at least ensure the existence of l m continuous linearly independent sections {ψ 1 , . . . , ψ l }. By usual arguments (the Oka principle and the Paley-Wiener Theorem), this translates immediately into the existence of l linearly independent and exponentially localized Wannier functions which generate a partially localized Wannier system for Ran P S .
Our analysis is based on two standard results concerning classification theory of vector bundles. The first is a classical result from K-theory: 
Failure of the Chern classes approach in the unstable case
The purpose of this section is to construct an explicit example of a vector bundle over B d which is non-trivial but whose Chern classes all vanish. In view of Peterson's theorem, d = 5 and m = 2 is the simplest possible case. Such an example proves that in the unstable rank regime, it is not possible to ensure triviality of the Bloch bundle simply by showing the vanishing of all Chern classes. The construction of this vector bundle is based on the ideas of Ekendahl [Eke10] , but since his original construction makes use of a lot of advanced concepts of algebraic topology, we will sketch a simpler proof here.
The idea is to define the vector bundle over B 5 as pullback over a non-trivial rank 2 bundle over S 5 . Due to the particularly simple structure of the cohomology ring of spheres, the vector bundle has trivial Chern classes by design.
Up to isomorphism, rank m hermitean vector bundles over Hence, up to isomorphism there are only two rank 2 bundles over S 5 , one is trivial, the other one is not; we denote the non-trivial vector bundle over S 5 by η. Lastly, we need to show that there exists a g such that the pullback bundle g * (η) is nontrivial. In other words, we need to study the homotopy classes [B 5 , S 5 ] ≃ . It turns out that these homotopy classes are indexed by the so-called degree of their elements and the pullback of a degree 1 map yields a non-trivial bundle. For an orientable manifold the degree of a map [Hir76, Chapter 5] is a generalization of the concept of winding number; for our purposes we can simply state that g has degree 1 if and only if the induced homomorphism g * : H 5 (B 5 , ) → H 5 (S 5 , ) is an isomorphism.
The last ingredient needed to prove the non-triviality of g * (η) is the notion of characteristic classes which generalize the concept of Chern classes [Hus66, Chapter 20]. They are maps γ j that associate to any rank m bundle ξ over X an element of H j (X , R) where R is an abelian unital ring which are functorial in the following sense: for any f : X → Y the relation γ j • f * = f * • γ j holds. Here f * on the left is the pullback and maps Vec m (Y ) to Vec m (X ) while the f * on the right is the induced homomorphism between the j-th cohomology groups. The set of the j-th characteristic classes with coefficients R is in oneto-one correspondence with elements of H j (G m , R): if f : X → G m is such that its pullback of the universal vector bundle is isomorphic to ξ, then we obtain γ j by pulling back elements of H j (G m , R) with respect to f [Hus66, Chapter 20]. Since trivial bundles can be seen as the pullback with respect to a constant map, the induced homomorphisms are trivial. Thus, a vector bundle is trivial if and only if there are no non-trivial characteristic classes.
Coming back to the construction, this implies for some ring R (indeed for R = 2 ) there exists a non-trivial characteristic class In view of this identification and the fact that g has degree 1, it is easy to see that the induced homomorphism g * defines an isomorphism between the two cohomology groups via
and we conclude g * • γ 5 : Vec 2 (B 5 ) → H 5 (B 5 , R) is a non-trivial characteristic class for the vector bundle g * (η). This means the pullback bundle g * (η) with respect to degree 1 maps is non-trivial.
