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Abstract
The terahertz (THz) part of the electromagnetic spectrum was largely inaccessible until
recently, with the arrival of terahertz technologies and devices. Prominent amongst these is
the quantum cascade laser (QCL) which now offers a host of new applications in imaging
and material sensing and detection. Some of the most promising new applications are those
in which electrical modulation as well as low duty-cycle pulsing are employed. Electrical
modulation takes the form of current sweeping, chopping or stepping within the operating
region of a laser, and has the effect of simultaneously altering emission frequency and inten-
sity of the optical output. It is the core enabling feature in most communication, sensing and
metrology applications. Low duty cycle pulsing on the other hand is aimed at maximising the
operating temperature of the laser. Terahertz QCLs are still confined to operation at cryo-
genic temperatures, and any means of raising the operating temperature of the equipment
potentially offers significant savings in the complexity, cost and size of equipment. Since
most of the electrical power delivered to a THz QCL is converted to heat in the active region
(AR), having it turned on for relatively short periods means the AR temperature is kept
much closer to ambient. In some THz QCLs, self-heating can generate AR temperatures 20
to 30 kelvin above ambient. Low duty cycle pulsing is able to almost eliminate this difference,
allowing the device to be operated at a commensurately higher ambient temperature.
Electrical modulation and low duty cycle pulsing create transients in a QCL’s operating
state, namely the electric field, carrier and photon populations, and AR temperature. These
operating transients occur on three identifiable timescales: (i) electro-optical dynamics on
the picosecond scale, (ii) external cavity dynamics on the nanosecond timescale, and (iii)
thermal dynamics on the microsecond to millisecond timescale. Electro-optical dynamics (i)
is behaviour inherent to the device itself, such as overshoot without relaxation oscillation
in the optical output when the QCL is turned on, and is caused directly by rapid changes
in drive current. External cavity dynamics (ii) is a result of light being reflected from an
external target back into the QCL’s optical cavity, and occurs on a timescale of nanoseconds
where the external cavity is of the order of a metre in length. Thermal dynamics (iii) is due
to self-heating which changes the AR temperature, and along with it every aspect of the
device’s behaviour and operational state. The timescale of thermal dynamics depends on
the thermal properties of the QCL’s AR as well as the thermal bond between its substrate
and the heatsink, and usually occurs on the millisecond to microsecond timescale.
Modelling is an indispensable tool for providing insights into and improving both QCLs
and their operation in applications. Static modelling methods such as “full rate equations”
(REs) are useful in researching QCL designs but are too computationally demanding to
iii
encompass changes in a device’s operational state (i.e. dynamics). Since the dynamic be-
haviours described earlier are a feature in most applications, static methods cannot be used
for application modelling, and an alternative approach is required. This, in the literature
to-date, has been the “reduced rate equations” (RREs) model, which expresses carrier and
photon population rate dependencies in terms of only three states, two from the radiative
transition and one from the extractor/injector. Three states is far less than the number
in the full REs model (which may be ten or more, depending on the type of QCL), and
significantly reduces the computational cost of modelling. Further, recalculation of carrier
scattering rates, and charge and potential distribution via the Schro¨dinger–Poisson (SP)
equations does not feature, making the solution of a set of RREs trivial in comparison.
However, this simplification comes at a cost: carrier scattering rates, injection efficiencies
and the optical gain of the medium, are all represented as constant parameters in current
RRE practice. In fact they are not constants, and all of them depend on carrier populations,
electric field, and AR temperature. A significant change in any of these invalidates the RRE
solution of a dynamics modelling problem—strictly speaking, RRE modelling results are
valid only at the AR temperature and voltage for which the parameters were calculated.
The only scenario under which RRE parameters can be assumed reasonably constant is that
of transients started in the external cavity—all others are questionable, including the case
of modelling a QCL’s picosecond-scale turn-on characteristics. Even “static” light-current
(LI) characteristics do not model correctly under contemporary RRE modelling practice.
Because AR electric field and temperature (and hence all RRE parameters) continuously
change with drive current, no contemporary RRE model produces the rollover typical in a
QCL’s LI characteristics. We demonstrated the importance of modelling the effect of AR
voltage by ignoring it in a simulation exercise—the result was a “thermal only” rollover that
occurred at a much higher current than it should. When voltage-dependence was “switched
on” again, the simulation predicted the correct rollover current, confirming the finding by
others that typical QCL rollover is not just thermal.
A further and very important consideration in RRE modelling is the relationship between
cold finger and AR temperature: Since a QCL’s behaviour depends intimately on AR tem-
perature, it must be known in order to model QCL behaviour. The AR temperature in turn
depends on the QCL’s instantaneous self-heating power, the characteristics of the thermal
circuit from AR to heatsink, and the heatsink temperature. The thermal circuit consists
partly of the QCL itself (AR and substrate) and the bond between substrate and cold finger,
and behaves in a very complex way, especially in QCLs near cryogenic temperatures. This
means the QCL as a device cannot be considered in isolation when modelling. Its bond to
the cold finger is an integral part of the system which must be modelled to correctly predict
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behaviour—and yet this aspect of RRE modelling has not yet, to the best of our knowledge,
be addressed anywhere in the literature. The impact of AR temperature is wide-ranging.
In addition to its determining effect on emission frequency and optical output power at the
thermal timescale, it sets values for the RRE parameters which affect a laser’s performance
on the electro-optical and external cavity timescales. Correct thermal modelling is therefore
especially important when optical feedback is present, as events at the different timescales,
and the interplay between them, are present in captured interferogram data.
The core object of this research work has been to address and solve the above problems,
re-defining the RREs method to: (i) correctly represent a QCL’s operating state via voltage
and temperature-dependent RRE parameters, even when large changes in AR voltage and
temperature occur, (ii) model a QCL’s AR temperature so temperature-dependent RRE
parameters may be updated “on-the-fly”, and (iii) adopt a device-specific approach that
gives a correct working model for a particular device, and not merely a class of devices or
similar devices.
We achieved each of these objectives by (i) solving a full REs model of an exemplar THz
QCL at a large number of voltage and AR temperature operating points, and calculated all
seven RRE parameters for each voltage and temperature combination on the grid of points.
The grid of values was then “stitched together” by fitting a mathematical function of two
independent variables to the data for each RRE parameter, producing RREs with functional
parameters that correctly adapt to any AR voltage and temperature, (ii) developing a ther-
mal model of the QCL–cold finger subsystem that is part of, and is solved concurrently
with, the differential equation set (RREs) and (iii) creating a device-specific model by ex-
tracting RRE parameters from a first-principles solution of the full REs applied to growth
prescription data for the device.
We validated our model in a variety of ways, including: (i) generating the temperature-
dependent family of LI curves, which were found to match laboratory measured data well, (ii)
predicting behaviours on the electro-optical (picosecond) timescale such as turn-on and rise
times, and the absence of relaxation oscillations, which are in good agreement with others’
findings, (iii) making modulation bandwidth predictions that are in good agreement with the
findings of others. We believe, based on our modelling method and findings, the model to
be capable of accurately predicting behaviour over the full extent of a device’s temperature
and current limits on all timescales, including the picosecond scale. Validating operation on
this timescale is however far from trivial, and has yet to be demonstrated within the QCL
research community.
In addition to the above, our model has been used in a study of high speed interfero-
metric imaging applications of a QCL that has, inter alia, revealed the optimum low duty
vcycle operating timescale for such applications to be in the microseconds, which translates
approximately to megapixels per second for raster scan imaging. Imaging at this high speed
promises to make equipment for applications such as skin tissue characterisation for cancer
detection practical and viable in clinics—acquisition at this high speed means an entire im-
age can be captured in a fraction of a second, thereby avoiding motion artefacts. It is also
worth noting that this speed bracket falls at the nexus of our three timescales where the
behaviour of these devices is most complex, underscoring the importance of complete and
accurate modelling where they are being operated to the limit of their capability.
Equally important to the encouraging outcomes of this research programme are the im-
petus and direction for further research to advance the underpinning ideas. Chief amongst
these are (i) refinement of the thermal model for more accurate AR temperature prediction,
and validating it, (ii) application of the model to new multimode QCLs in high speed, real-
time material imaging in our laboratory, (iii) improvement of the modelling method via a
density matrix / NEGF approach, and (iv) studying the RRE parameters of different types
of THz QCL to ascertain whether there is some commonality amongst them, thereby making
a THz RRE model more generally applicable.
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Those who are not shocked when they first come across quantum theory cannot possibly
have understood it.
- Niels Bohr

Chapter 1
Introduction
The terahertz (THz) region, which falls between microwave and mid-infrared, has until re-
cently been referred to as the “terahertz gap” due to lack of semiconductor technology for
producing and detecting THz radiation. The interaction of THz radiation and matter fea-
tures unique properties that offer a wealth of applications in substance and gas detection, free
space communication, astronomy, imaging, material analysis, and speed and displacement
measurement. The promise of these applications has been the force driving THz semicon-
ductor technology to its present-day status.
In 1972 Kazarinov and Suris [1] proposed a new and esoteric type of laser: instead of
generating photons via interband transitions, as do conventional diode lasers, could we do so
using intersubband transitions in a unipolar semiconductor superlattice having a carefully
designed quantum well structure? The low intersubband energy difference in such structures
would make them useful in mid- and far-infrared lasers. Further, their emission wavelength
may be chosen by altering heterostructure dimensions and doping, and not the material of
which they are composed. This idea contrasts starkly with that behind interband diode
lasers, for which the type of material determines the emission wavelength—being able to
choose emission wavelength merely by altering a device’s design details but not the material
composition represents an enormous advantage. Further, stacking many identical “periods”
of the basic quantum well arrangement into a sandwich allows a single carrier to repeatedly
emit photons of the same low energy as it works its way through the cascade of periods.
Combined with appropriate optical cavity dimensions, waveguide and facets, the device
becomes a laser that has been aptly named the quantum cascade laser (QCL). The operating
principles of interband and subband lasers are illustrated in Fig. 1.1.
Although ingenious in its conception, the QCL is an especially complex device consisting
of tens to hundreds of periods, each with a number of heterostructure layers (typically five
1
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Figure 1.1: Operating principle of the diode (interband) and unipolar (subband) lasers. Only
two of the many QCL periods are shown. Large arrows indicate radiative transitions and oblique
arrows the emitted photons.
to 20) making up a period—the total number of heterostructure layers to be precision-grown
on a wafer may be 1000 or more. Compare this with the diode laser which is a single pn
junction, and via which each carrier recombination produces a single photon. Development
of design methods and the manufacturing technology to make the QCL a reality was thus
challenging, and only in 1994 was the first working mid-infrared QCL demonstrated [2]. This
was followed in 2002 by the first QCL operating in the far infrared (THz) [3], along with
many proposed new applications that exploit the unique properties of the THz region. The
first successful THz laser emitted just 2 mW of optical power, a tiny 0.01% of the electrical
power delivered to it. Today there exist THz QCLs with an output power of 1 W and an
efficiency approaching 1% [4].
The structure of a typical Fabry–Pe´rot QCL is illustrated in Fig. 1.2. The details in the
figure are specific to our exemplar device, which has been used extensively in the research
group’s laboratory work, and is also the subject of the modelling work in this dissertation.
Starting with a substrate wafer (a millimetres-thick GaAs disc of about 10 cm diameter), the
active region is grown onto the substrate by the process of molecular beam epitaxy (MBE).
The active region comprises typically a large number of identical “periods”, each containing
alternating layers of GaAs and AlGaAs that make up a quantum well structure designed to
generate photons of the required energy. For our exemplar device, the Al0.15Ga0.85As/GaAs
layer sequence of each period [5] is 3.5 / 11.6 / 3.8 / 14.0 / 0.6 / 9.0 / 0.6 / 15.8 / 1.5
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Figure 1.2: Physical structure of a THz QCL (not to scale). Data in this schematic are specific
to our 2.59 THz Fabry–Pe´rot exemplar laser. The number of periods in a QCL’s active region is
usually in the tens to hundreds. For this particular device the figure is 90.
/ 12.8 / 1.8 / 12.2 / 2.0 / 12.0 / 2.0 / 11.4 / 2.7 / 11.3, where all units are nanometres
and boldface indicates AlGaAs. The first layer in the sequence is the injection barrier, and
the upper and lower states of the radiative transition occur in the 12.8 and 12.2 nm layers
respectively. The active region is shown in blue in Fig. 1.2, with the orientation of the
finely spaced heterostructure layers as indicated. Each of the hundreds of layers has to be
grown to precisely the correct thickness, composition and doping for the device to work as
intended. Once growth of the active region is complete, the wafer surface is etched to create
a number of ridges of the required width (140 µm in the case of our exemplar device). Surface
metallisation is added so electrical contacts can later be made. The wafer is then scribed and
cleaved to separate ridges, each on its own piece of substrate, and these are further cleaved
in the plane of the facets to produce individual devices. Finally, each laser’s substrate is
thinned to about 200 µm and metallised so it can be mounted onto a copper heat sink.
A long-standing disadvantage of the THz QCL is its low maximum operating temper-
ature. This is due to the rapid loss of population inversion with rising temperature via
thermally activated electrons and carrier leakage into the lower lasing level [6]. Early THz
QCLs could be operated only in liquid helium (LHe) cryostats, while later, improved designs
are able to operate in liquid nitrogen (LN) and Stirling-cooled cryostats. Thermo-electric
coolers (TECs) are the next objective for higher-temperature THz QCLs, as they offer an
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significant advantage in cost and compactness. Nevertheless, cooling technologies are cum-
bersome, motivating a more efficient means of operating the devices.
Steady (stationary) state methods [7] for predicting the behaviour of early QCL struc-
tures made it possible to find a design for the first working QCL, and have been instrumental
in the design and optimisation of THz QCLs. Modelling proceeds from first-principles using
information in the form of a wafer growth prescription, namely physical dimensions and
heterostructure layer thickesses, doping, and the electric field, and the temperature in the
active region (AR). End results of the modelling exercise include carrier populations, scat-
tering rates, wavefunctions, and conduction band structure potential and charge distribution
within the device. From these, a conclusion can be drawn as to whether the device will lase
at the chosen emission frequency, and what optical power output can be expected.
Possibly the most common modelling approach, and the one used in this work, is the
full rate equations (REs) technique which solves the set of carrier scattering rate equations
for all possible states, in an iterative algorithm that includes the Schro¨dinger and Poisson
(SP) equations with energy balance. This and other methods, such as ensemble Monte Carlo
and density matrix (DM) / non-equilibrium Green’s function (NEGF), have served the QCL
community well in improving QCL designs to produce more efficient devices that are able
to operate at higher temperatures: THz QCLs are now able to produce pulsed outputs of
greater than one watt and operate at ambient temperatures of up to 200 kelvin [4]. However,
these methods are computationally intensive and therefore only practical for solving static
systems, i.e. those in which carrier populations and scattering rates, electric field, and
temperature are not changing. A modelling exercise that includes changes in any of the
above is well beyond the capability of today’s computing equipment.
Where the object of modelling is to predict and understand a QCL’s behaviour under
dynamic operating conditions, i.e. in most applications, the computational cost of full REs
and similar approaches is prohibitive. Although some applications make use of steady state
emissions, the trend is overwhelmingly toward using some form of electrical modulation. This
is particularly true of laser feedback interferometry (LFI). Low duty cycle pulsed excitation
may be used in addition, as it offers a significant improvement in the temperature at which
the laser can be operated, and can potentially make the difference between LHe and LN
operation. The operational state of a laser in most modern applications therefore cannot
be explored using the traditional steady state methods, and an alternative is required. The
commonly used alternative is the “reduced rate equation” (RRE) method which greatly eases
the computational burden of modelling dynamics by considering only a few carrier subband
states instead of the full set [8]. Additionally, it models electro-optical dynamics in the
laser with terms linking photon and carrier populations. To date, RRE models have been
5used extensively to model the dynamics of THz QCLs. However, most such efforts employ
generic RRE parameter values, making their predictions somewhat applicable to THz QCLs
in general, but unable to accurately reflect the behaviour of a specific device. Even where
constant RRE parameters are calculated for a specific device, their values apply only at one
temperature and bias: temperature does not appear in the equations, and the model is thus
unable to reproduce simple temperature degradation. In reality, both temperature and bias
voltage must appear in the RRE parameters for the model to behave realistically.
Further, research works that express RRE parameters as analytical functions of AR
temperature tend to choose AR temperature as an independent variable for the analysis.
While this may suffice for steady-state conditions, it is not realistic for dynamic excitation.
In real applications, the AR temperature is an unknown, and must be calculated from the
(known) heat sink temperature and joule heating due to the dynamic excitation current
applied to the device. This calculation is no easy task. The heat storage and transfer
properties of the laser’s active region, substrate and substrate-to-heat sink interface are
complex and intricate. Thermal heat capacities and resistances are distributed and are
themselves temperature-dependent. Moreover, layers in the nanostructure of the AR are so
thin they create an anisotropic thermal medium with cross plane thermal resistance one to
two orders of magnitude greater than that of the bulk material.
Overall, QCL heat transfer problems alone can be as daunting as those of electro-optical
dynamics— an accurate heat transfer solution calls for use of the full heat equation with
anisotropic and temperature-dependent thermal parameters across multiple boundaries and
materials. The computational load of the task is immense and would not be practical in
conjunction with RRE solvers. Reduced and simplified thermal models have to be used in
RRE modelling. This important topic has been well researched and modelled in the context
of QCL design (see Chapter 4), but has not to date been applied in the context of RRE
modelling.
With the need for realistic and accurate modelling of real THz QCLs in dynamic applica-
tions in mind, especially low duty cycle pulsed modes, we developed and tested a novel RRE
model that makes use of RRE parameters that vary with AR temperature and voltage. In-
cluded in the RRE set is a differential equation modelling the laser’s thermal circuit, so that
AR temperature can be predicted. Merging this model with Lang and Kobayashi’s equa-
tion [9] for lasers under optical feedback, we now have a complete, realistic model that can be
used both to explore intrinsic laser behaviour and function as a virtual laboratory for investi-
gating realistic, laser-specific behaviour in a broad range of LFI applications. The exemplar
laser for which our model was derived is a 2.59 THz Fabry-Pe´rot single-mode bound-to-
continuum (BTC) device that has been used extensively in our laboratory work [5,10]. Our
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model of this device was used to produce all results appearing in this dissertation.
Optical feedback terms [11] in the model explicitly include the laser’s emission frequency,
which has a direct influence on the self-mixing (SM) signal in LFI applications. As emission
frequency is both current and temperature dependent, data or a function modelling emission
frequency in terms of temperature and current is required for all operating conditions other
than cw. This relation can be derived from first principles or laboratory measurements. We
chose the latter.
A theme that emerged during the course of this work was the need to integrate laboratory-
measured data into our model. While this could be perceived as a means of compensating
for deficiencies in the method or model, it certainly is not the case. The need for integration
of measured data stems from uncertainties in the QCL manufacturing and assembly process:
MBE grown wafers are not perfect — heterostructure layer thicknesses and doping are not
exactly as specified, interface roughness is unpredictable, repeated periods in the structure
are not identical as they should be and moreover, all of the above may vary from place
to place on a wafer. The result is that supposedly identical devices from the same wafer
may have significantly different characteristics, such as light-current (LI) curves, that even a
perfect model cannot predict. The only means of dealing with such uncertainties is the use of
laboratory-measured data to “calibrate” the model. Uncertainty in the thermal resistance of
the laser-to-submount bond poses a similar challenge: the thickness of the interface material
(usually indium) and void areas in the material vary from laser to laser, especially in hand-
assembled units, giving rise to further uncertainty. The thermal resistance of this interface
has a direct influence on the laser’s temperature and therefore its behaviour, and must be
known for accurate modelling.
Here follows a list of lab-measured data we believe must be integrated with a model
to produce accurate, device-specific modelling results. Each is more fully discussed where
required in the chapters following.
 Threshold current at a reference temperature — used to adjust interface roughness in
calculating RRE parameters from the full REs solution.
 LIV characteristics — cw and pulsed measurements are used for the calculation of
thermal resistance.
 IV characteristics — for the calculation of temperature and current dependent device
voltage.
 Adiabatic and thermal emission frequency characteristics — directly used in optical
feedback terms for LFI modelling.
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The laser-specific nature and novelty of our modelling method is laid out in Chapter 5.
1.1 Research questions
 How can we accurately and realistically model the dynamic behaviour of THz QCLs
over their full operating range in a computationally efficient (feasible) way?
 How can we realistically model typical swept frequency LFI applications using THz
QCLs?
 How can we implement swept frequency LFI in lasers under low duty cycle pulsed
operation?
1.2 Aims and objectives
The major aims of this research programme were to:
1. Develop a realistic, accurate model for a THZ QCL that can be applied to any of
the major QCL types, i.e. BTC, resonant phonon (RP) and hybrid. A prerequisite
of this aim is the realization of a model for a particular THz QCL — i.e. from the
information that specifies it, namely its growth formula, waveguide, device length,
substrate thickness and interface to the sub-mount or cold finger (heat sink).
2. Validate the model, as far as possible, against our own laboratory measurements as
well as general findings of the THz QCL research community, for one or more exemplar
QCLs.
3. Introduce optical feedback to realistically model LFI applications, for the purpose
of exploring and documenting the behaviour of THz QCLs under proposed new LFI
configurations and modulation schemes.
4. Devise methods of swept frequency LFI for lasers under low duty cycle pulsed opera-
tion.
1.3 Contributions
The original contributions of this dissertation are as follows:
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 Paper A, demonstrates the first RRE model of a THz QCL to behave realistically
over the full thermal and excitation range of the device by taking into account the
thermal and electric field dependence of the RRE parameters. The complete set of LI
curves measured over a range of heat sink temperatures were compared to predicted
characteristics as a model validation check. This is also the first complete working
RRE model of a THz QCL to be derived entirely from first principles, i.e. from the
structure of the device.
 Paper B introduces previously unpublished details of the model of paper A, focusing on
the functional representation of RRE parameter data. Coefficients of fitted polynomial
functions for all the RRE parameters are tabulated in the paper, making it possible
for the reader to reproduce our results exactly. Further, the paper introduces new
high speed dynamic behaviour predicted by the model, viz. the dependence of turn on
delay and rise time on injected current and heat sink temperature. Modelled results
also demonstrate the influence of electric field in the AR on turn on delay and rise
time.
 Paper C, by introducing the Lang and Kobayashi [9] optical feedback terms into the
model, demonstrates for the first time realistic thermal, electro-optical and cavity dy-
namics in a pulsed LFI application. The emission frequency, a vital and determining
parameter in LFI, is realistically modelled with laboratory-collected data. The paper
explores the effects of thermal modulation inherent in pulsed operation, on the inter-
ferometric signal, suggesting it as a source of swept frequency for LFI applications. In
this paper, the thermal model is enhanced by taking into account the temperature-
dependence of the heat capacity and thermal resistance of the laser chip.
 Paper D proposes for the first time a method of combining adiabatic and thermal
sweeps for LFI under pulsed excitation. In the pulsed mode, the combined effects
of nonlinear thermal modulation due to self-heating and adiabatic modulation due to
current sweeping are studied on various time scales. Linearity of frequency sweep is
an important consideration in LFI, and a method of correcting nonlinearity in the
combined sweep via manipulation of the drive current is demonstrated for the first
time. Fourier Transforms of the SM signal are demonstrated as an effective way to
assess the linearity of a frequency sweep. We also show that maximum frequency
sweep is achieved with pulses on the same time scale as the thermal constant of the
heat circuit.
 Paper E validates, via the model, the findings of others [12] that rollover in the QCL
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is due mainly to injector misalignment at higher electric fields. This rollover effect has
been dubbed “Stark rollover” and is, unlike laser diodes, not due to thermal effects.
 Paper F illustrates the use of the model as a virtual laboratory by predicting the
modulation bandwidth of our exemplar QCL for a range of operating currents. Our
findings are in agreement with those of others [13–18].
 Paper G predicts the turn-on delay of THz QCLs for a range of operating currents and
shows them to be in agreement with others [19].
 Paper H proposes and illustrates, via our model, thermal modulation effects that would
provide a very simple means of swept frequency LFI in low duty cycle pulsed mode
excitation. Thermal modulation produced due to self-heating effects would provide the
required frequency sweep with simple, rectangular excitation pulses alone — in contrast
to the current ramp required for adiabatic modulation which is a well-established
method [10]. Thermal modulation for LFI imaging has now been demonstrated in our
laboratory [20].
1.4 Overview of dissertation
My approach to documenting this work and the position it occupies in current practice is to
first present the complete foundation of the work, and then discuss the current state of RRE
modelling and the improvements we have made. I feel that attempting to put any kind of
review first would make the material impenetrable, especially to the reader who is unfamiliar
with the subject area. By laying the groundwork first, special terminology and concepts are
established, making a comparative discussion of current RRE modelling practice against our
approach far more meaningful.
Thus, Chapters 2, 3 and 4 are the foundation material for this work, and Chapter 5
discusses contemporary RRE modelling practices from the literature.
 Chapter 2 introduces the full REs modelling method, the simplified RREs approach
that derives from it, and the extraction of RRE parameters from a full REs solution.
 Chapter 3 introduces optical feedback, upon which laser feedback interferometry is
based, how it is modelled, a derivation of the RRE optical feedback terms from QCL-
specific RREs, and how these feedback terms are integrated into our complete RRE
model.
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 Chapter 4 discusses thermal modelling of a laser and its submount interface and in-
troduces a first-order solution (in the form of a differential equation), which becomes
part of the RRE set.
 Chapter 5 summarises current RRE modelling practice from the literature and its
shortcomings, and how our approach overcomes these problems.
 Chapters 6–9 are journal publications of research work completed on and with our
model, starting with its physical foundation (Chapter 6) and concluding with the find-
ings of an investigation, via our model, into pulsed LFI for high speed raster imaging
and material analysis in our laboratory (Chapter 9).
 Chapters 10–13 are conference publications that demonstrate some of the peripheral
findings and validation exercises completed in the course of the work.
 Chapter 14, the conclusion, includes a summary of suggestions for future work that
have emerged from our programme to date.
 Appendix A contains extended results for paper D
 Appendix B presents a list of illustrative applications of our model, some being sug-
gestions and others being the results of already completed work.
As at the time of writing, laboratory work under way has produced thermal modulation
results that align well with the predictions of our model, for a QCL under pulsed operation—
see paper H and [20].Work has also started on the density-matrix (DM) approach for mod-
elling THz QCLs [21]. The advantage of DM is the absence of non-physical data in derived
parameters. Our first round of parameters is free of non-physical data and has accurately
reproduced the static LIV response of our exemplar THz QCL.
Further detail on the eight included publications follows:
 Papers A and B describe this model itself, and how it is used. In addition to introducing
the model, paper A describes our approach to validating it with laboratory/measured
data. The description of the model in this paper should be sufficient for anyone familiar
with QCL physics and full REs modelling to reproduce RRE parameters for a THz
QCL.
 Paper B, in addition to introducing new predictions obtained for our exemplar laser,
specifies its RRE parameters and thermal model constants so the reader may repeat
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our simulations and reproduce our results without needing to repeat the full REs-SP
solution. This means anyone with a basic background in mathematics and physics
who has access to a DDE solver would be able to fully reproduce our results, but more
importantly, research new areas of QCL behaviour via this model.
 In Papers C and D, we demonstrate the use of this model in LFI applications, which is
our research group’s particular interest. In these papers, the model includes the Lang
and Kobayashi terms [11] that represent optical feedback, allowing LFI applications
to be modelled realistically. These papers introduce new findings on the behaviour of
THz QCLs in pulsed LFI applications.
 Papers E, F, G and H are conference papers that represent both the progression of
the work as it occurred, and example applications with results that demonstrate the
potential utility of the model in various fields.

Chapter 2
Rate Equation Modelling
A commonly used approach to modelling a QCL structure from first principles is to construct
a full set of rate equations (REs). For a given QCL structure, a RE model is able to predict
carrier and photon populations under specified operating conditions, namely temperature
and current drive or electric field (voltage). It is however computationally intensive, and
current computing technology restricts its use to th study of steady state (static) operating
conditions—and thus is not applicable to QCL dynamics problems. The reduced rate equa-
tion (RRE) method is essentially a highly simplified and therefore far more computationally
efficient form of the RE method, and includes a photon rate equation for optical power out-
put calculation. The improved computational efficiency of the RRE method thus makes it
amenable to the solution of QCL dynamics problems. The RRE parameters for a particu-
lar QCL, once derived from the REs solution, effectively characterise the QCL and can be
repeatedly used to predict that QCL’s behaviour for a wide variety of operating conditions.
In this chapter, the process of deriving RREs and their parameters from a full REs
steady-state solution for the QCL is described—with the intial focus on the full REs and how
their solution relates to the RRE parameters. Calculated subband states and their energies,
carrier scattering rates and populations at a given lattice (active region) temperature1 and
electric field2 fully define the state of a QCL, allowing current density and optical gain to be
determined as well. From these results, temperature and voltage dependent RRE parameters
are derived.
1Unless otherwise noted, in this chapter “temperature” will be used to mean active region temperature.
2Electric field and device terminal voltage are directly related and will be used interchangeably.
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2.1 SP full rate equations and energy balance solver
There are various approaches to solving for the state of a QCL, and many of these are well-
described in Jirauschek’s excellent review paper on the subject [7]. The approach taken in
this work is depicted in Fig. 2.1, and makes use of the Schro¨dinger–Poisson (SP) full REs
and energy balance method. While this simplified schematic does not show every detail, it
outlines the essential elements and processes. The equations in the diagram are provided
merely for the curious, and not as a serving suggestion—a detailed and complete description
of the solver (which is beyond the scope of this dissertation) can be found in [22].
Starting with structural information about the quantum wells, including dimensions, dop-
ing, and crystal structure and composition, a set of approximate initial values are assumed
before iteration begins. At this point a Schro¨dinger solver step with no Poisson potential is
done to find the wavefunctions, as illustrated in block 1. This includes only the basic band
edge structure and applied field. The initial guess is then the total period carrier density
spread evenly between the states. Thereafter a cycle is repeated, in which the Poisson solver
(block 2) calculates the potential from the charge density and the Schro¨dinger solver (block
3) in turn is used to calculate the carrier distribution from the potential, making it comple-
mentary to the Poisson solver. By iterating the process, a self-consistent solution satisfying
both the Poisson and Schro¨dinger equations may be reached.
Within this loop are blocks 4 and 5 which are at the core of the rate equation modelling
process, and an essential step in determining the subband populations. In block 4, carrier
scattering rates for all relevant scattering mechanisms are found using Fermi’s golden rule.
For the BTC QCL, the significant mechanisms are electron-LO phonon, interface roughness
and electron-ionised impurity scattering. The Hamiltonian in the equation of block 4 refers
to each of the scattering mechanisms. The computed scattering rates are then applied in
block 5, the full REs solver, in order to find the subband populations. Included in the
full REs solution of block 5 is an energy balance term that accounts for subband energy
distribution. Once the subband populations have been solved, the charge density may again
be calculated (block 6) for use in the Poisson solver. After a sufficient number of iterations
have completed, the solution will have converged satisfactorily for use in further analysis.
Although a convergence check is shown after block 3, the required iteration count does not
vary much and in practice a fixed number is commonly used, typically 5 to 20 [23].
The end results produced by the solver for a given electric field and lattice temperature
are the quantum-confined wave functions, subband states/energies, their populations, the
potential distribution, and the inter-subband carrier scattering rates. The squared magni-
tude of the wave functions for each state and potential distribution from the results are
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Figure 2.1: Flow diagram for Schro¨dinger–Poisson with full rate equations solver.
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shown in the conduction band diagram Fig. 2.2.
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Figure 2.2: Conduction band diagram for a THz QCL heterostructure at 2.4 kV/cm. A single
“period” of the QCL lies between the two injection barriers labelled.
2.2 Full rate equations
The term “full rate equations” refers to the set of equations that relate carrier populations
and carrier scattering rates between all subbands (states) of the heterostructure. The full
REs solution, found iteratively as depicted in Fig. 2.1, yields the carrier populations and
scattering rates for a single temperature T and voltage V . By finding the solution repeatedly
on a grid of T and V values, we are able to model the T and V dependence of the RRE
parameters, as described in section 2.4
Notionally, carriers may transition between any two subbands j and i within a period and
also between subbands in two different periods of the heterostructure. Figure 2.3 depicts the
subbands of Fig. 2.2 over two periods of the exemplar QCL, showing examples of scattering
routes within a period and between periods. The carrier lifetime τj,i for a particular transition
(j, i) is the average time a carrier will occupy the initial state j before transitioning to the
final state i, and is simply the inverse of the scattering rate Wj,i calculated in block 4 of
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Figure 2.3: Intra-period and inter-period subband carrier scattering. This diagram shows
selected scattering paths over two periods, illustrating terminology and notation. In practice,
the scattering rate between every combination of subband over a selected number of periods is
calculated for use in the full rate equations.
Fig. 2.1:
τj,i =
1
Wj,i
. (2.1)
The rate at which carriers enter state i from state j is equal to the population of state j
multiplied by the scattering rate for transition (j, i), which can thus be expressed in terms
of the lifetime τj,i as
dni
dt
=
nj
τj,i
, (2.2)
where ni is the carrier population of state i. Likewise, the rate at which carriers leave state
i to enter state j is
dni
dt
= − ni
τi,j
. (2.3)
The net rate of population change for state i is then the sum of rates for all transitions (j, i)
minus the sum of rates for all transitions (i, j), i.e.
dni
dt
=
i+(M−1)∑
j=i−(M−1)
(
nj
τj,i(nj, ni)
− ni
τi,j(ni, nj)
)
. (2.4)
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In principle, scattering between state i and every other subband in the heterostructure
should be considered. However, the computational expense is prohibitive for such a complete
solution and consideration of transitions across only a limited number of periods is practical.
This distance limitation is expressed in Eq. (2.4) via the use of variable M , the number
of subbands per period, in this case 9. As written, the equation makes use of subbands
that are from one period below [i − (M − 1)] to one period above [i + (M − 1)] the state
i being considered. Rapidly improving computer technology has made it now possible to
use a transition reach of two or more periods for the calculation. However, greater than
this number brings diminishing returns, as the likelihood transitions over larger distances
becomes insignificant.
Since the carrier lifetimes in Eq. (2.4) depend on the population of both initial and final
subbands, they are expressed as functions of the populations. Under steady state conditions,
the rate of change of all subband populations is zero, and Eq. (2.4) thus reduces to
i+(M−1)∑
j=i−(M−1)
(
nj
τj,i(nj, ni)
− ni
τi,j(ni, nj)
)
= 0 , (2.5)
Which is easily solved to give
ni =
i+(M−1)∑
j=i−(M−1)
nj
τj,i(nj, ni)
/
i+(M−1)∑
j=i−(M−1)
1
τi,j(ni, nj)
, (2.6)
and also,
τi+M,j+M = τi,j = τi−M,j−M
ni+M = ni = ni−M , (2.7)
due to the cyclical nature of the periods. Implicit in this assumption is that the periods under
consideration are somewhere in the central region of the cascade, and therefore have identical
carrier populations, as Eqs. (2.7) are not valid at and near the first and last periods. For
QCLs with a large (typically greater than 50) number of periods however, this assumption
has minimal impact on the result, and so in practice Eqs. (2.7) are assumed to hold for all
periods [24–27].
Setting i = 1, 2, . . . ,M in (2.6), gives a set of M nonlinear equations (in the sense that
the scattering rates are population-dependent), which may be solved self-consistently for all
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subband populations ni by iterating the expression
n
(p+1)
i =
i+(M−1)∑
j=i−(M−1)
n
(p)
j
τj,i(n
(p)
j , n
(p)
i )
/
i+(M−1)∑
j=i−(M−1)
1
τi,j(n
(p)
i , n
(p)
j )
, (2.8)
where p is the iteration number, until convergence has been achieved. At each step of the
iteration, the carrier scattering rates are re-calculated per Fig. 2.1, due to their dependence
on the subband populations. The expansion of Eq. (2.8) with the revised scattering rates
produces a matrix of linear equations that is then solved by the usual process to give the
next iteration of subband populations. With each iteration, the calculated populations
are re-normalised so their sum accords with the sheet dopant population in the structure.
Satisfactory convergence is usually achieved with 20 iterations, but under certain conditions
convergence may not occur [23]. Once satisfactorily converged, the solution’s population set
ni will contain two particular values of i, i = U and i = L, for which nU > nL (representing
a population inversion), and for which the subband energy difference is equal to the photon
energy. These two subbands form the radiative transition and are dubbed the “upper lasing
level” (ULL) and “lower lasing level” (LLL), as depicted in Fig. 2.3.
2.3 Reduced rate equation model
The compact and efficient RRE model may now be derived from the full solution by mod-
elling only the ULL and LLL states, and grouping the remaining states into a single injec-
tor/extractor level as shown in Fig. 2.4. Along with the reduced number of states comes the
reduced number of scattering paths shown in the figure. All scattering into the ULL and
NU
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τUL
τL
τUE
| >U
| >L
| >E
Iin
Iout
Extractor / Injector
IU = IinηU
Extractor / Injector
IL = IinηL
ULL
LLL
Figure 2.4: Simplified three-level QCL carrier scattering model.
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LLL is modelled simply by paths labelled IU and IL representing the inflow of carriers to
each level as a fraction of the total device current I. This fraction is referred to as “injection
efficiency” and assigned the symbols ηU for the ULL and ηL for the LLL. All scattering out
of the ULL is via the two paths, labelled τUL (scattering from the ULL to the LLL) and τUE
(scattering from the ULL to all other subbands). All scattering from the LLL is accounted
for via the pathway τL. Although carrier populations are denoted with the lower case symbol
n in the REs literature, they are commonly represented by an upper case N in the RREs
literature, with the lower case n being reserved for the carrier population density in sheet
density or volume density form. The same convention is adopted in this dissertation, and
the ULL and LLL populations of section 2.2 are thus denoted NU and NL respectively in
the context of RREs, and are in number per period form.
The simplified mechanism described in the paragraph above, together with an equation
linking photon emission rate with the gain of the medium and photon and carrier populations,
is the core of the RRE model defined by the equations:
dS
dt
=
(
MG(NU −NL)− 1
τp
)
S , (2.9)
dNU
dt
= −G(NU −NL)S − 1
τU
NU +
ηU
q
I , (2.10)
dNL
dt
= +G(NU −NL)S + 1
τUL
NU − 1
τL
NL +
ηL
q
I , (2.11)
where q is the charge on the electron,3 introduced here to convert current in amperes to
carrier number form, i.e. electrons per second, M is the total number of periods in the
heterostructure,4 S is the total photon population, and N is the carrier population per
period. The subscripts “U”, “L” and “E” are used instead of the more commonplace “3”,
“2” and “1” (summarised in section 2.3.2), to avoid confusion between RRE and RE subband
numbering.
The constants G, ηU , ηL, τU , τL, and τUL, in this set of equations are the “RRE param-
eters” which need to be calculated from the (full) REs solution. They are different for each
QCL structure, and can be viewed as the essence of a device which defines it and bestows
upon it its unique behaviour under excitation. The photon lifetime τp may also be thought
of as a parameter, but is not derived from the REs solution. The variables to be solved for,
3The symbol “q” is used by the RREs modelling community to mean the charge on the electron “e,” and
is maintained here for consistency.
4Not to be confused with M, the number of subband states per period, in the previous section.
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namely the populations S, NU and NL, reveal the behaviour of the device as a function of
the independent variable I, the drive current.
Adopting the notation of Hamadou [28] and Petitjean [17], in which rate equations are
written in terms of population numbers and the “gain factor” G which is linked to material
gain, these equations can be written by inspection of Fig. 2.4 as described in the paragraphs
following.
As carrier numbers are expressed “per period” but photon number is for the entire device,
the radiative transition rate per period, G(NU −NL)S in Eq. (2.9) which gives effect to the
stimulated emission mechanism, must be multiplied by the number of periods M to produce
the total photon population growth rate in the cascade structure. As the expression implies,
stimulated emission creates photons at a rate that is proportional to the gain factor, the
size of the population inversion, and the photon population already in the cavity. The
photon lifetime τp quantifies the rate of photon loss S/τp in the cavity due to the various
loss mechanisms, which are primarily mirror and waveguide losses. The growth rate is offset
by the loss term, giving the net growth rate as described by Eq. (2.9). The calculation of
τp can vary, depending on the level of detail required in the model, but a commonly used
starting point [29] is
τp =
neff
c(αw + αm)
, (2.12)
where αm is the mirror loss , αw the waveguide loss, c the speed of light, and neff the refractive
index of the gain medium. The mirror loss is calculated from
αm =
− ln(R1R2)
2L
, (2.13)
where L is the length of the laser, R1 is the front facet reflectivity, and R2 is the rear facet
reflectivity. Where optical power output is required from the solution, it can be found [28]
from
P (t) = η0~ω
S(t)
τp
, (2.14)
where η0 represents the output coupling coefficient, ~ the reduced Planck constant, and ω
the angular frequency of the emission. The output coupling coefficient η0 is
η0 =
(1−R1)
√
R2
(1−R1)
√
R2 + (1−R2)
√
R1
αm
αm + αw
. (2.15)
The rate of ULL carrier growth Eq. (2.10) is written as the injection rate ηUI/q minus
the non-radiative scattering rate NU/τU , minus the loss rate G(NU −NL)S due to radiative
transitions into the LLL, which accords with the photon generation rate in the photon rate
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equation.
The rate of LLL carrier growth, Eq. (2.11), is the injection rate ηLI/q minus the non-
radiative scattering rate NL/τL, plus non-radiative scattering from the ULL into the LLL
NU/τUL, plus the rate at which carriers are acquired from the ULL due to radiative transi-
tions, G(NU −NL)S.
2.3.1 Extraction of RRE parameters from full rate equations so-
lution
The task now is to calculate (or “extract”) the RRE parameters from those of the REs
solution. To calculate the injection efficiency into each of the transition subbands, the total
current flow needs to found. This can be achieved by considering the net carrier scattering
across a reference plane, for example the division between two periods shown in Fig. 2.3. The
downstream current (i.e. all carriers scattered from the period on the left into the period on
the right) is
Idown = q
2M∑
j=M+1
M∑
i=1
nj
τj,i(nj, ni)
. (2.16)
The upstream current, i.e. all carriers scattered from the right-hand period into the left-hand
period, is
Iup = q
2M∑
j=M+1
M∑
i=1
ni
τi,j(ni, nj)
, (2.17)
giving a net downstream current of
I = q
2M∑
j=M+1
M∑
i=1
(
nj
τj,i(nj, ni)
− ni
τi,j(ni, nj)
)
. (2.18)
The total current due to carrier scattering into the upper lasing level, denoted IU in Fig. 2.4,
is
IU = q
U+M∑
j=U+1
nj
τj,U(nj, nU)
. (2.19)
and likewise for the lower lasing level current IL:
IL = q
L+M∑
j=L−M,j 6=U
nj
τj,L(nj, nL)
. (2.20)
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As scattering from the ULL into the LLL is explicitly modelled with the pathway indicated
τUL in Fig. 2.4, we discount this route in calculating the LLL injection efficiency ηL, as
indicated with j 6= U in Eq. (2.20). The calculated injection efficiency into the lower lasing
level is then:
ηL = IL/I =
L+M∑
j=L−M,j 6=U
nj
τj,L(nj, nL)
/
2M∑
j=M+1
M∑
i=1
(
nj
τj,i(nj, ni)
− ni
τi,j(ni, nj)
)
(2.21)
Similarly, but without the exclusion of an inward path, the ULL injection efficiency is
ηU = IU/I =
U+M∑
j=U−M
nj
τj,U(nj, nU)
/
2M∑
j=M+1
M∑
i=1
(
nj
τj,i(nj, ni)
− ni
τi,j(ni, nj)
)
(2.22)
Carrier lifetimes for the RRE model are calculated as follows: the ULL carrier lifetime
is the scattering rate from the ULL into all other subbands, expressed as:
NU
τU
=
U+M∑
i=U−M
NU
τU,i
, (2.23)
giving
τU = 1
/
U+M∑
i=U−M
1
τU,i
. (2.24)
and similarly, for the LLL it is
τL = 1
/
L+M∑
i=L−M
1
τL,i
. (2.25)
The scattering rate τUL from the ULL into the LLL remains as calculated for the full
REs, i.e.
τUL = τU,L . (2.26)
The gain factor G in Eqs. (2.9)–(2.11) is calculated from the modal gain [30] of the active
region,
GM =
4piq2
ε0neff
zUL
2
2γULLpλ
Γ(nU − nL) , (2.27)
where zUL the radiative transition’s dipole matrix element 〈ΨU |z|ΨL〉 , ε0 the permittivity
of free space, neff the mode refractive index, γUL the FWHM of the electroluminescence
spectrum, Lp the thickness of a single period in the active region, λ the wavelength of
the emission in free space, Γ the confinement factor, and (nU − nL) the carrier population
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inversion in sheet density form, per period [23].
Our gain factor G, which has been defined in terms of Hamadou’s notation [29], is
G =
4piq2
ε0neff
zUL
2
2γULλ
cΓ
V neff
, (2.28)
where c is the speed of light and V = ALp is the volume of a single period of the heterostruc-
ture, with A representing its cross-sectional area in the plane of the layers. The gain factor
G may thus be calculated from the modal gain GM via the relation
G =
cLp
neffV (nU − nL)GM . (2.29)
In this equation, the factor Lp/V has the effect of converting the sheet density form for
populations, nU and nL, into population numbers NU and NL, thus giving a gain factor G
that is consistent with our population number notation (per [29]).
2.3.2 Summary of RRE model with commonly used notation
Subscripts “3”, “2” and “1” are commonly used in the literature to represent the ULL, LLL
and extraction/injector regions, respectively. In this notation, the simplified level diagram
and RREs are as follows:
N3
N2
N1
τ32
τ2
τ31
| >3
| >2
| >1
Iin
Iout
Extractor / Injector
I3 = Iinη3
Extractor / Injector
I2 = Iinη2
ULL
LLL
Figure 2.5: Simplified three-level QCL carrier scattering (commonly used notation).
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dS
dt
=
(
MG(N3 −N2)− 1
τp
)
S , (2.30)
dN3
dt
= −G(N3 −N2)S − 1
τ3
N3 +
η3
q
I , (2.31)
dN2
dt
= +G(N3 −N2)S + 1
τ32
N3 − 1
τ2
N2 +
η2
q
I , (2.32)
The above can be seen to be identical to the model of Eqs. (2.9)–(2.11), with the following
correspondence between symbols: ηU = η3, ηL = η2, NU = N3, NL = N2, τU = τ3, τUL = τ32,
and τLE = τ2 .
Under steady state conditions the solution of these equations is simple and can yield
insights into the effect of various laser parameters on the static response. Under dynamic
operating conditions for given a stimulus I(t), the equation set can be solved for carrier and
photon populations as functions of time. However, the equations are then of the nonlinear
ODE (ordinary differential equation) type, which in general can only be solved numerically.
Further, variations in current will cause a change in self-heating and thus a change in both in
voltage and temperature, resulting in an unrealistic solution since the RRE parameters are
valid only for a single voltage and temperature (namely those used in the full REs solution).
For this reason, dynamic solutions to fixed-parameter-value RREs is usually restricted to
small current changes in small signal applications such as modulation bandwidth analysis.
2.4 Temperature and voltage dependence of RRE pa-
rameters
A full REs solution is calculated for single, static values of voltage and temperature in the
active region. The constant RRE parameters derived from the full REs solution are therefore
also valid only for that specific voltage and temperature. Our novel approach to obviating
this problem is to express and treat our RRE parameters as functions of both voltage and
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temperature:
dS(t)
dt
=
(
MG(V, T )(N3(t)−N2(t))− 1
τp
)
S(t) , (2.33)
dN3(t)
dt
= −G(V, T )(N3(t)−N2(t))S(t)− 1
τ3(V, T )
N3(t)
+
η3(V, T )
q
I(t) , (2.34)
dN2(t)
dt
= +G(V, T )(N3(t)−N2(t))S(t) + 1
τ32(V, T )
N3(t)− 1
τ2(V, T )
N2(t)
+
η2(V, T )
q
I(t) . (2.35)
Via this approach we can find a realistic and valid solution to the ODEs when voltage
and temperature are fluctuating under dynamic excitation. The key to achieving this is to
continuously update RRE parameters with their correct voltage and temperature-dependent
values while the ODE solver is running. In doing this, we are however faced with two
problems:
1. Since the RRE parameters are voltage and temperature dependent, would we have to
solve the full REs set to derive them for each new voltage and temperature? Wouldn’t
that defeat the object of using RREs, namely efficiently calculating a QCL’s dynamic
response? And hence, is there a way to predict RRE parameters for any voltage and
temperature without repeatedly solving the full REs?
2. During dynamic operation, how do we know what the active region temperature ac-
tually is?—All we’ve got is the cold finger temperature. In static operation we can
calculate the active region temperature with reasonable accuracy from an estimate of
the thermal resistance between it and the cold finger. However, under dynamic condi-
tions the thermal heat capacity of the device comes into play and considering only the
thermal resistance is no longer sufficient. Moreover, both thermal resistance and heat
capacity are not constant but temperature-dependent, especially at low temperatures.
The first of these may be dealt with by solving the full REs and extracting all RRE
parameters on a comprehensive grid of voltage and temperature values, and then calculating
each parameter at the required voltage and temperature by interpolating the data set during
every iteration of the ODE solver. Alternatively, polynomial or other functions of both
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voltage and temperature may be fitted to each RRE data set to produce a function for use
during solver iteration.
The second may be resolved with the use of a thermal model of the QCL and its mounting
arrangement. Given the instantaneous rate of self-heating within the device, the temperature
of the cold finger, and the characteristics of the thermal circuit, the active region temperature
can be calculated. The thermal model can then be solved concurrently with the other ODEs.
The choice and derivation of thermal model used in our research is discussed in detail in
Chapter 4.
2.5 Spontaneous emission
Spontaneous emission refers to radiative transitions that are not due to stimulated emission.
Although the spontaneous emission component of the photon population is small and can
often be neglected during normal lasing operation, it plays an important role in, amongst
others, the turn-on delay of a device. For this reason a spontaneous emission term is usually
included in the RREs for turn-on and rise time studies. Yong [31], for example, has studied
the effect of spontaneous emission on the startup characteristics of a mid-infrared QCL.
The rate at which carriers are lost from the ULL due to spontaneous emission per period
is characterised by the parameter τsp, and is given by
N3(t)
τsp(V, T )
, (2.36)
with the voltage and temperature dependence of τsp indicated in the expression. This loss
rate becomes an additional negative term in the ULL rate equation (2.41) below, and a
positive term in the LLL rate equation (2.42).
The rate of photon generation via spontaneous emission is given by
dSall sp(t)
dt
= M
N3(t)
τsp(V, T )
, (2.37)
where the carrier loss rate is multiplied by M to get the number of photons generated by all
periods. However, only a fraction (βsp) of these photons couple into the lasing mode, and
the contribution of spontaneous emission to the photon population of interest (the lasing
mode), is
dSsp(t)
dt
= βspM
N3(t)
τsp(V, T )
, (2.38)
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which adds in the photon rate equation (2.40). The parameter τsp is calculated [29] from
τsp(V, T ) =
ε0~λ3
8pi2q2neffz32(V, T )2
, (2.39)
where ε0 is the permittivity of free space, ~ the reduced Planck constant, λ the wavelength
of emission, q the charge on the electron, neff the refractive index of the medium, and
z32(V, T )
2 is the voltage and temperature-dependent radiative transition’s dipole matrix
element appearing as zUL in (2.27).
The rate equations including spontaneous emission is thus:
dS(t)
dt
=
(
MG(V, T )(N3(t)−N2(t))− 1
τp
)
S(t) + βspM
N3(t)
τsp(V, T )
, (2.40)
dN3(t)
dt
= −G(V, T )(N3(t)−N2(t))S(t)−
(
1
τ3(V, T )
+
1
τsp(V, T )
)
N3(t)
+
η3(V, T )
q
I(t) , (2.41)
dN2(t)
dt
= +G(V, T )(N3(t)−N2(t))S(t) +
(
1
τ32(V, T )
+
1
τsp(V, T )
)
N3(t)
− 1
τ2(V, T )
N2(t) +
η2(V, T )
q
I(t) , (2.42)
In modelling work that requires consideration of spontaneous emission, βsp and τsp(V, T )
can be thought of as additional RRE parameters to be calculated from the REs solution. A
number of variations on such RREs exist in the literature, with some omitting one or both
of the spontaneous emission terms from the carrier rate equations. Further, some use a “per
period” version of βsp while in others it refers to all periods, and caution is advised when
encountering these symbols. Voltage and temperature dependence of βsp(V, T ) may in some
cases need to be considered and represented as a function in the RREs. In this work we have
adopted a “per period” representation of β. In the analyses of the laser’s high-speed turn
on behaviour (as per the published papers list), the temperature and voltage dependence of
β can be ignored as they are effectively constant for the very short timescale.
The equations as presented here are for a free-running laser only, i.e. they do not take
into account optical feedback effects. Rate equations with phase-amplitude coupling for
modelling optical feedback are developed and discussed in Chapter 3.
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2.6 Multi-mode QCL
For multi-mode QCLs, there is one photon equation for each of the N modes5 [32, 33],
each with its own gain factor Gm. In the following multi-mode RRE set, the voltage and
temperature dependence of all parameters is explicitly denoted and the spontaneous emission
terms included. Both the gains and spontaneous emission characteristics per mode have a
marked effect on the transient mode competition behaviour during turn-on.
dSm(t)
dt
=
(
MGm(V, T )(N3(t)−N2(t))− 1
τp,m
)
Sm(t) +Mβm(V, T )
N3(t)
τsp,m(V, T )
,
m = 1, 2, . . . , N , (2.43)
dN3(t)
dt
= −(N3(t)−N2(t))
N∑
m=1
Gm(V, T )Sm(t)−
(
1
τ3(V, T )
+
1
τsp,m(V, T )
)
N3(t)
+
η3(V, T )
q
I(t) , (2.44)
dN2(t)
dt
= +(N3(t)−N2(t))
N∑
m=1
Gm(V, T )Sm(t) +
(
1
τ32(V, T )
+
1
τsp,m(V, T )
)
N3(t)
− N2(t)
τ2(V, T )
+
η2(V, T )
q
I(t) . (2.45)
The optical output power Pm(t) of the laser for each mode can be expressed in terms of the
photon population Sm(t) for that mode [34] as follows:
Pm(t) = η0,m~ωm
Sm(t)
τp,m
, (2.46)
where the symbols have the same meaning as for Eq. (2.14), with subscripts m referring to
the mode number.
Although the RREs for a multi-mode QCL were not used in the published work included
in this thesis, they are an important extension of the model for future work.
Our model is complete at this point insofar as it defines a free-running QCL’s inter-
nal (electro-optical) mechanisms. However, when emissions from the laser are externally
reflected and re-enter its internal cavity, they modify the laser’s operating state and be-
haviour. Expression in our model of modified behaviour due to this optical feedback (OFB)
requires additional work and enhancement of the model, and is the subject of Chapter 3.
5N not to be confused with the population numbers N3 and N2.

Chapter 3
Self-Mixing and Laser Feedback
Interferometry
Under free-running conditions, emitted radiation does not re-enter a laser’s optical cavity.
However, under realistic operating conditions a portion of the emission is reflected by nearby
objects and re-enters the laser cavity. This returning radiation, or optical feedback (OFB),
alters the cavity photon population expressed in (2.9)–(2.11), and consequently also the
carrier populations, due to their inter-dependence with the photon population as stated
in these equations. Correct prediction of the laser’s behaviour when optical feedback is
present thus requires enhancements to the rate equations that give effect to feedback. A
computationally efficient model for optical feedback is the Lang and Kobayashi equations,
which has been used extensively to investigate and model lasers under feedback [37].
3.1 Lang and Kobayashi’s equations
Together with Spencer and Lamb’s work [35], the first proper investigation and formulation
of optical feedback effects in lasers is described in the now famous paper by Lang and
Kobayashi (LK) [9]. The original form of their photon equation is:
d
dt
E(t)eiΩt =
{
iωN(n) +
1
2
(G(n)− Γ0)
}
E(t)eiΩt + κE(t− τ)eiΩ(t−τ) , (3.1)
in which E(t) is a complex number representing the phase and magnitude of the high fre-
quency laser emission embodied by eiΩt, n is the volumetric carrier density, ωN(n) is the
diode cavity longitudinal mode resonant frequency, i =
√−1, G(n) is the modal gain, Γ0
is the cavity loss of the diode cavity, τ is the external cavity round-trip time, and κ is the
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feedback coupling rate. A rate equation for carrier density may also be included in the
model, but its form can vary depending on the type of laser:
d
dt
n = −γn−G(n) |E(t)|2 + P , (3.2)
where P is the per volume carrier injection rate and γ is the carrier lifetime. Lang and
Kobayashi used this equation in their analysis of laboratory work on a single-mode Fabry-
Pe´rot AlGaAs diode laser emitting at 830 nm.
3.2 Origin, derivation and limitations of the Lang and
Kobayashi equations
There are various approaches to arriving at the LK equations from “first principles”, all
of which adopt a hybrid approach, since an optical feedback model must represent both
the propagation of electromagnetic waves in both the internal and external cavities and
consequent effects on the its operating state (photon and carrier numbers) via stimulated
emission.
The earliest derivation, which builds on the 1972 Spencer and Lamb article [35], links
classical travelling electromagnetic waves yielded by Maxwell’s equations with the quantised
transfer of energy between photons and carriers in the gain medium, to produce the semi-
classical and well-known Maxwell-Bloch equations. Using density matrix formalism [36],
Spencer determines the equations of motion of the carriers and photons from the Hamil-
tonian which, with subsequent appropriate approximations, leads to analytical expressions
equivalent to the LK equations. These approximations include the rotating wave approx-
imation (RWA), maintaining only slowly varying terms in the density rate equations, and
later on, neglecting terms representing multiple reflections in the external cavity. Others
avoid density matrix analysis with a phenomenological approach in which the wave vector in
the frequency-domain wave equation is assigned a linear dependence on refractive index and
modal gain in terms of frequency and carrier density. This approach then, also by neglecting
second and higher order reflections in the external cavity, produces the LK equations. Two
further renditions of the LK equations can be found in [37] and [38].
The Lang and Kobayashi equations can be regarded as a concise, analytical representation
of lasers under weak to moderate feedback (Acket’s constant C << 1 to C = 1 [39]) from
a single reflector in the external cavity. It is computationally efficient, known to yield
remarkably realistic results all the way from weak feedback to coherence collapse, and has
proved to be more than adequate for our purposes. For strong feedback (C >> 1), the basic
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assumptions on which they are based fail (most importantly, that of a single reflection in the
external cavity), and the LK equations do not yield realistic results. In such applications
the iterative travelling wave method would be more appropriate, and is also well-suited to
modelling multimode behaviour and the related spatial hole burning and carrier diffusion
processes [37].
3.3 Lang and Kobayashi equations for QCLs
Translating the LK equation into our now commonly used notation [11], we have
d
dt
[
E(t)ejωt
]
=
{
jωm +
1
2
(ΓG− 1
τp
)
}
E(t)ejωt + κ˜E(t− τext)ejω(t−τext) , (3.3)
where Γ is the confinement factor, τp the photon lifetime in the cavity, τext the external
cavity round-trip time, G the laser cavity gain, and κ˜ (represented in Eq.(3.1) as κ) is the
feedback coupling rate which is related to the feedback coupling coefficient κ by
κ˜ =
κ
τin
. (3.4)
In Eq. (3.4), τin is the round trip time of the laser’s internal cavity. The coupling coefficient
(sometimes referred to as coupling strength) κ quantifies the intensity of radiation re-entering
the internal cavity. For our quantum cascade laser model using photon populations (as
opposed to densities), this equation takes the form
d
dt
[
E(t)ejωt
]
=
{
jωm +
1
2
(MGM − 1
τp
)
}
E(t)ejωt + κ˜E(t− τ)ejω(t−τ) , (3.5)
where M is the number of periods in the heterostructure, GM is the modal gain per period,
and τ = τext for the sake of brevity in the workings to follow. The modal gain GM =
G(N3 −N2) in this equation links photon population to carrier populations N3 and N2 via
Eqs. (2.10) and (2.11), where G is the gain factor.
Equation (3.5) is a succinct model for a QCL under feedback, but comprises complex
terms that must be rendered in real form in order for integration with our set of real rate
equations. The derivation is set out in section 3.4 below.
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3.4 Derivation of OFB terms for QCL RREs from Lang
and Kobayashi’s equation
Completing the derivative on the left hand side of equation (3.5) ,
d
dt
[
E(t)ejωt
]
=
dE(t)
dt
ejωt + E(t)jωejωt , (3.6)
and re-arranging,
ejωt
dE(t)
dt
=
d
dt
[
E(t)ejωt
]− E(t)jωejωt . (3.7)
Substituting Eq. (3.5) into the above,
ejωt
dE(t)
dt
=
{
jωm +
1
2
(MGM − 1
τp
)
}
E(t)ejωt + κ˜E(t− τ)ejωte−jωτ − E(t)jωejωt , (3.8)
and dividing out the common factor ejωt,
dE(t)
dt
=
{
jωm +
1
2
(MGM − 1
τp
)
}
E(t) + κ˜E(t− τ)e−jωτ − jωE(t)
−→ dE(t)
dt
=
{
j(ωm − ω) + 1
2
(MGM − 1
τp
)
}
E(t) + κ˜E(t− τ)e−jωτ , (3.9)
which is the “carrier-free” version of the LK equation. To mitigate the length of equations,
we use the notations
1
2
(MGM − 1
τp
) = p
j(ωm − ω) + p = q , (3.10)
so that Eq. (3.9) is expressed as
dE(t)
dt
= qE(t) + κ˜E(t− τ)e−jωτ . (3.11)
Differentiating the identity
S(t) = |E(t)|2 = E(t)E∗(t) , (3.12)
by application of the product rule, we have
d S(t)
dt
= E(t)
dE∗(t)
dt
+ E∗(t)
dE(t)
dt
= E(t)
(
dE(t)
dt
)∗
+ E∗(t)
dE(t)
dt
. (3.13)
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Substituting dE(t)/dt from Eq. (3.11) into (3.13), we have
d S(t)
dt
= E(t)
{
q∗E∗(t) + κ˜E∗(t− τ)e+jωτ}+ E∗(t){qE(t) + κ˜E(t− τ)e−jωτ}
= E(t)E∗(t)q∗ + κ˜E(t)E∗(t− τ)e+jωτ + E∗(t)E(t)q + κ˜E∗(t)E(t− τ)e−jωτ
= E(t)E∗(t)(q∗ + q) + κ˜|E(t)|e+jϕ(t)|E∗(t− τ)|e−jϕ(t−τ)e+jωτ
+κ˜|E∗(t)|e−jϕ(t)|E(t− τ)|e+jϕ(t−τ)e−jωτ , (3.14)
where +ϕ(t) is the angle of the complex number E(t), −ϕ(t) ia the angle of the complex
number E∗(t), and likewise for +ϕ(t−τ) and −ϕ(t−τ). Continuing on from Eq. (3.14) and
substituting E(t)E∗(t) = S(t) from (3.12) and q∗ + q = 2p from (3.10),
d S(t)
dt
= 2pS(t) + κ˜|E(t)||E(t− τ)|e+jϕ(t)−jϕ(t−τ)+jωτ
+ κ˜|E(t)||E(t− τ)|e−jϕ(t)+jϕ(t−τ)−jωτ , (3.15)
since |E∗(t)| = |E(t)| and |E∗(t− τ)| = |E(t− τ)|. Writing (3.15) as:
d S(t)
dt
= 2pS(t) + 2κ˜|E(t)||E(t− τ)| (e+j(ωτ+ϕ(t)−ϕ(t−τ)) + e−j(ωτ+ϕ(t)−ϕ(t−τ))) /2 , (3.16)
and making use of the identities cos θ = (ejθ + e−jθ)/2, |E(t)| = √S(t) and |E(t − τ)| =√
S(t− τ) from Eq. (3.12),
d S(t)
dt
= 2pS(t) + 2κ˜
√
S(t)S(t− τ) cos(ωτ + ϕ(t)− ϕ(t− τ)) . (3.17)
Finally, replacing p, making the assumption ω ≈ ωth where ωth is the free-running emission
frequency of the laser [11], and recalling that τ = τext, the photon rate equation is
d S(t)
dt
=
(
MGM − 1
τp
)
S(t) + 2κ˜
√
S(t)S(t− τ) cos(ωthτext + ϕ(t)− ϕ(t− τ)) . (3.18)
To determine the phase ϕ(t), we differentiate the relation
ϕ(t) = arctan
(
Im{E(t)}
Re{E(t)}
)
, (3.19)
36 Self-Mixing and Laser Feedback Interferometry
giving
dϕ(t)
dt
=
1
Re{E(t)}2 + Im{E(t)}2
[
Im
{
dE(t)
dt
}
Re{E(t)} −Re
{
dE(t)
dt
}
Im{E(t)}
]
.
(3.20)
From the identity Im{y∗x} = Im{x}Re{y} −Re{y}Im{x}, (3.20) can be written as
dϕ(t)
dt
=
1
Re{E(t)}2 + Im{E(t)}2
[
Im
{
E∗(t)
dE(t)
dt
}]
, (3.21)
Since
1
Re{E(t)}2 + Im{E(t)}2 =
1
|E(t)|2 =
1
S(t)
, (3.22)
and substituting dE(t)/dt from (3.11), we have
dϕ(t)
dt
=
1
S(t)
[
Im
{
E∗(t)(qE(t) + κ˜E(t− τ)e−jωτ)}]
=
1
S(t)
Im
{
qE(t)E∗(t) + κ˜E∗(t)E(t− τ)e−jωτ}
=
1
S(t)
Im
{
qS(t) + κ˜|E(t)|e−jϕ(t)|E(t− τ)|e+jϕ(t−τ)e−jωτ}
=
1
S(t)
Im
{
qS(t) + κ˜
√
S(t)
√
S(t− τ)e−jϕ(t)+jϕ(t−τ)−jωτ
}
= Im
{
q + κ˜
√
S(t− τ)
S(t)
e−j(ωτ+ϕ(t)−ϕ(t−τ))
}
= (ωm − ω)− κ˜
√
S(t− τ)
S(t)
sin(ωτ + ϕ(t)− ϕ(t− τ)) . (3.23)
The term ωm in Eq. (3.23) may be expressed as
ωm = ωth +
1
2
α
(
MGM − 1
τp
)
, (3.24)
where α is the linewidth enhancement factor [40], approximated by linearising the gain GM
and internal optical cavity refractive index nin with respect to carrier population N [11]:
α = −2ωth
nth
∂ nin
∂N
/
(
M
∂GM
∂N
)
, (3.25)
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where nth is the internal cavity refractive index at threshold. With the above and the
additional approximation ω ≈ ωth, and recalling that τ = τext, Eq. (3.23) then becomes
dϕ(t)
dt
=
1
2
α
(
MGM − 1
τp
)
− κ˜
√
S(t− τ)
S(t)
sin(ωthτext + ϕ(t)− ϕ(t− τ)) . (3.26)
Equations (3.18) and (3.26) are the standard real form [11] of the Lang and Kobayashi
equation as used in our RRE model Eqs. (2.40)–(2.42) of the QCL.
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3.5 QCL RREs with optical feedback terms
Combining the complete single-mode RREs 2.40–2.42 with the feedback terms of Eqs. 3.18
and 3.26, our RREs of section 2.5 become:
dS(t)
dt
= +
(
MG(V, T )(N3(t)−N2(t))− 1
τp
)
Sm(t) +Mβsp
N3(t)
τsp(V, T )
+
2κ
τin
(S(t)S(t− τext))
1
2 cos (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
(3.27)
dϕ(t)
dt
= +
α
2
(
MGm(V, T )(N3(t)−N2(t))− 1
τp
)
− κ
τin
(
S(t− τext)
S(t)
) 1
2
sin (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
(3.28)
dN3(t)
dt
= +
η3(V, T )
q
I(t)− (N3(t)−N2(t))G(V, T )S(t)
−
(
1
τ3(V, T )
+
1
τsp(V, T )
)
N3(t) , (3.29)
dN2(t)
dt
= +
η2(V, T )
q
I(t) + (N3(t)−N2(t))G(V, T )S(t)
+
(
1
τ32(V, T )
+
1
τsp(V, T )
)
N3(t)− N2(t)
τ2(V, T )
, (3.30)
Although this is the final form in which our equations for the carrier and photon pop-
ulations, and phase were used for our modelling work, the AR temperature T is still an
unknown. The thermal model for finding T is introduced in Chapter 4.
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3.6 The excess phase equation from QCL RREs
The “excess phase equation” (3.31) [41] is a concise expression of laser behaviour under
feedback, and has been widely used in LFI-related work [10, 42]. It neatly sums up the
interferometric behaviour of an ideal laser under quasi-static conditions with the use of just
a few key parameters that characterise the feedback path and laser, viz. the lengths of the
external and internal cavities, laser emission frequency and linewidth enhancement factor,
and the intensity of the radiation re-entering the laser cavity:
ϕs − ϕFB = C sin (ϕFB + arctanα) , (3.31)
where α is the linewidth enhancement factor of the laser, ϕs is the “phase stimulus” (known),
ϕFB the “phase response” (to be solved for), and
C =
κτext
τin
√
1 + α2 (3.32)
is Acket’s characteristic parameter [39,43] which is a measure of the optical feedback level a
laser is experiencing. In Eq. (3.32), τin is the round trip time of the laser’s internal cavity,
τext the round trip time of the external cavity, and κ is the coupling coefficient, as previously
defined. The origin of the phases ϕs and ϕFB will become apparent in the paragraphs
following.
Although Eq. (3.31) has no closed-form solution and must be solved numerically, it
nonetheless offers a far more efficient approach to some laser problems than do rate equations,
and has proved invaluable in materials analysis [10] and the exploration of laser operating
regimes [44]. In this section, derivation of the excess phase equation from QCL RREs is
demonstrated.
We begin with a consideration of QCL’s RREs (3.27)–(3.30) in steady state, when photon
and carrier populations are constant and phase increases linearly with time:
S(t) = S ,
ϕ(t) = (ω − ωs)t ,
N3(t) = N3 ,
N2(t) = N2 , (3.33)
where ωs u ωth. Substituting these values into Eqs. (3.27–3.30) gives the following steady
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state equation set:
0 = − 1
τp
S +M
βsp
τsp(T, V )
N3 +MG(T, V )(N3 −N2)S
+
2κ
τin
(
S2
) 1
2 cos (ωthτext + (ω − ωth)t− (ω − ωth)(t− τext)) , (3.34)
(ω − ωth) = α
2
(
MG(N3 −N2)− 1
τp
)
− κ
τin
(
S
S
) 1
2
sin (ωthτext + (ω − ωth)t− (ω − ωth)(t− τext)) , (3.35)
0 = −G(T, V )(N3 −N2)S −
(
1
τ3(T, V )
+
1
τsp(T, V )
)
N3 +
η3(T, V )
q
I , (3.36)
0 = +G(T, V )(N3 −N2)S +
(
1
τ32(T, V )
+
1
τsp(T, V )
)
N3
− 1
τ21(T, V )
N2 +
η2(T, V )
q
I . (3.37)
Ignoring the spontaneous emission terms in βsp and 1/τsp which are relatively small during
normal laser operation, and simplifying, yields:
0 = − 1
τp
+MG(T, V )(N3 −N2) + 2κ
τin
cos (ωτext) , (3.38)
(ω − ωth) = α
2
(
MG(N3 −N2)− 1
τp
)
− κ
τin
sin (ωτext) , (3.39)
0 = −G(T, V )(N3 −N2)S − 1
τ3(T, V )
N3 +
η3(T, V )
q
I , (3.40)
0 = +G(T, V )(N3 −N2)S + 1
τ32(T, V )
N3 − 1
τ21(T, V )
N2 +
η2(T, V )
q
I . (3.41)
Substituting
MG(T, V )(N3 −N2) = 1
τp
− 2κ
τin
cos (ωτext)
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from Eq. (3.38) into Eq. (3.39) gives
(ω − ωth) = α
2
(
1
τp
− 2κ
τin
cos (ωτext)− 1
τp
)
− κ
τin
sin (ωτext)
−→ (ωth − ω) = κ
τin
(α cos (ωτext) + sin (ωτext)) (3.42)
Applying the trigonometric relation
α cosA+ sinA =
√
1 + α2 sin (A+ arctanα)
in Eq. (3.42),
(ωth − ω) = κ
τin
√
1 + α2 sin (ωτext + arctanα)
−→ ωthτext − ωτext = κτext
τin
√
1 + α2 sin (ωτext + arctanα) (3.43)
Denoting ωthτext
def
= ϕs as the “phase stimulus” and ωτext
def
= ϕFB as the cavity “phase
response” and recognising κτext
τin
√
1 + α2 as Acket’s constant C, the equation may be written
ϕs − ϕFB = C sin (ϕFB + arctanα) , (3.44)
which is the familiar form of the excess phase equation (3.31) [37].
Although Eqs. (3.27)–(3.30) fully define the electro-optical and external cavity dynamics
of our QCL under OFB, they do not establish a link between a laser’s heat sink tempera-
ture and its lattice (active region) temperature T . While this may be of little consequence
investigating a QCL’s design or inherent behaviour, it certainly is not the case for modelling
applications, in which T appearing liberally throughout Eqs. (3.27)–(3.30) is an unknown.
To calculate T , we need need a thermal model that connects it with heat sink temperature
T0 and instantaneous self-heating power within the device. Development and discussion of
our thermal model is the subject of Chapter 4, following.

Chapter 4
Heat Transfer and Thermal Model
Prediction of a QCL’s thermal behaviour is vital to achieving realistic RRE modelling results:
all RRE parameters are strongly temperature-dependent, and many applications and lab
measurements are operated on a thermal time scale. The QCL and its interface with a
constant-temperature heat sink represent a thermal circuit in which self-heating due to
excitation current create the heat source for the circuit. A model of the circuit has to be
solved repeatedly in “real time” to produce AR temperatures on which the RREs rely.
The simplest possible starting point is the lumped first-order model illustrated in Fig. 4.1.
Here, the QCL is a heat storage element with heat capacity and thermal resistance to the
heat sink which is maintained at a given boundary temperature.
QCL
m  - mass
cp  - heat capacity
T(t) - temperature
P(t)- self heating
Heat sink
Temperature = T0
Rth
Thermal
resistance
Figure 4.1: QCL thermal circuit as a lumped thermal mass coupled to a thermal boundary
(heat sink) via thermal resistance Rth.
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The equation defining this model is (4.1) below.
dT (t)
dt
=
1
mcp(T )
(
I(t)V (T (t), I(t))− (T (t)− T0(t))
Rth(T )
)
(4.1)
The term I(t)V (T (t), I(t)) is the self-heating joule power P (t), T0(t) the heat sink tem-
perature, cp the heat capacity of the chip, Rth the thermal resistance between the chip and
heat sink, and T (t) the predicted AR temperature. The time constant of the thermal circuit
is τT = mcpRth. At cryogenic temperatures below about 60 K, cp and Rth themselves become
strongly temperature-dependent, making it necessary to express them as such in Eq. (4.1),
thus producing a highly non-linear differential equation. This model was used to produce
all our published material, in which values of the constants can also be found.
The mass m and heat capacity cp of the chip are easily determined but thermal resistance
Rth is not — it depends on the area of the chip substrate, the substrate-to-heat sink bonding
material, its thickness, and its coverage. Voids and poor metal-to-metal bonding of unpre-
dictable area occur when the QCL chip is mounted [45]. The problem is exacerbated when
mounting is done manually, resulting in poor bonding repeatability from laser to laser. As
a result the uncertainty in thermal resistance is substantial, and the only way of accurately
determining it for a given laser is by measurement. Further, a significant part of the thermal
resistance is in the AR of the chip itself. The impact of this is discussed in section 4.2.
4.1 Extraction of thermal resistance from LIV data
Given that the accuracy of our model’s predictions depend intimately on a measured value
of the thermal resistance Rth, amongst others, the question of measurement methodology
arises. The measurement for our exemplar laser was made using one of a number of well-
documented techniques (see for example [46] and [47]). Here I propose a simple method
based on LIV data from cw and pulsed mode excitation, that yields results corroborated by
other methods.
The underpinning idea is simple: measure the LIV characteristics of the laser (one curve
per heat sink temperature) under cw conditions. Measure again, but this time using low
duty cycle, narrow pulses short enough to make the effect of self-heating on chip temperature
negligible. We then argue that the heat sink temperature at a specified current drive and
voltage in the pulsed IV data set is equal to the chip temperature, and that chip temperature
is the same for the same current and voltage values in the cw IV data — however, the heat
sink temperature in cw is somewhat lower as there is continuous heat flow from the chip
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into the heat sink. Using our current and voltage “co-ordinates” in the cw data set, we
can find that heat sink temperature. Subtracting the heat sink temperature from the chip
temperature gives us the temperature difference across the thermal element, and dividing it
by the self-heating power in cw (voltage×current, minus optical output power if the device is
particularly efficient) – gives the thermal resistance. The calculation may then be repeated
for a range of currents and voltages so that Rth may be expressed as a function of heat sink
or chip temperature.
A more formal statement of this idea in the detail required for an implementation may
be made as follows:
(i) Apply low duty cycle rectangular current pulses to the laser. Near the start of each
pulse (say, 1us after the rising edge), make an accurate measurement of the voltage
across the laser. Also measure optical power if possible. Repeat on a grid of many drive
currents and heat sink temperatures. From this data, create a smooth model of chip
temperature Tch as a two dimensional function of current and voltage Tch = Fch(I, V ),
via piecewise polynomial fitting or similar. This result gives the chip temperature at
any given voltage and current. (“Low duty cycle” means the period between pulses is
long enough for any heat build-up due to self-heating to completely dissipate by the
time the next excitation pulse is applied, validating the assumption that the chip is at
the same temperature as the heat sink. “Near the beginning” means after the laser’s
optical output has stabilised and cable-related transients have settled, but before any
significant amount of heat build-up due to self-heating has occurred. This means that
at the instant the voltage is sampled, the chip is at the same temperature as the
heat sink. High accuracy is required because calculations rely on very small voltage
differences atop relatively large excitation pulses)
(ii) Make static (cw) measurements of voltage and light output on a grid of many drive
currents and heat sink temperatures. From the data, create a smooth model of tem-
perature T as a two dimensional function of current and voltage Ths = Fhs(I, V ), via
piecewise polynomial fitting or similar. This result gives the heat sink temperature at
any given voltage and current.
(iii) For selected grid points (I,V) [say, the results from (ii)], use the voltage and current
values to look up the chip temperature using the function from (i). The difference ∆T
between the chip temperature Tch and the heat sink temperature Ths in part (ii) is the
temperature drop ∆T = Tch − Ths across the thermal circuit.
(iv) The thermal resistance can now be calculated from the joule heating and optical output
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powers at each point in (iii), using the relation Rth = ∆T/(IV − L) where L is the
optical output power found from the LI curves of (iii). Where the laser has a low wall
plug efficiency (common amongst early THz QCLs), L may be ignored.
The resulting grid of Rth values shown in Fig. 4.2 (b) below reveals the dependence of
thermal resistance on temperature.
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Figure 4.2: Measured IV curves for our exemplar QCL. Solid lines represent cw measurements
and dashed lines low duty cycle 5 us pulses. The smooth lines were fitted to measured data, which is
too noisy for meaningful thermal resistance calculations. Colours represent heat sink temperature
settings of 5 K, 10 K, 20 K, 30 K, 40 K, 45 K and 48.5 K (from top to bottom).
The creation of smooth functions in steps (i) and (ii) is a vital aspect of this method—use
of raw data leads to large errors in the result as voltage differences upon which the calcula-
tions are based are small. Figure 4.2 (a) shows the smoothed data used in the calculations —
for comparison, a section of the raw cw IV data for our exemplar QCL can be seen in Fig. 7.2
of paper B. Care must be taken to minimise optical feedback when using this method —
high values of C can alter the LIV characteristics, giving offsets [48] and ripple (LFI fringes)
that disturb calculations. Chip to cold finger thermal resistance is generally assumed to
be constant in the literature, however it may vary dramatically at temperatures near abso-
lute zero. Consideration should be given to whether or not this temperature-dependence is
required in a modelling exercise.
4.2 Choice of thermal model
The reality of heat transfer in QCLs is far more complex than our simple model suggests:
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1. Both the AR and substrate are not lumped elements. They are distributed thermal
resistances [49].
2. Cross-plane AR thermal resistance is greatly increased by enhanced phonon scattering
at hetero-interfaces due to the nanometre-scale thicknesses of heterostructure layers
[47]. The resulting anisotropy (cross-plane to in-plane thermal resistance) is greater
than an order of magnitude [50].
3. The thermal resistance and heat capacity of all materials is temperature-dependent.
This dependence is significantly more pronounced at lower temperatures (below 30 kelvin).
The import of point 1 is that ordinary differential equations cannot truly reflect the
behaviour of the thermal circuit—in general, a proper finite-element solution of the heat
equation [for one dimension shown in Eq. (4.2)] is required.
ρc
(
dT
dt
)
= k
(
d2T
dz2
)
(4.2)
For simple geometries and boundary conditions, a closed-form (analytical) solution to
this equation can be found. Vitiello’s solution [51], for the heating part only of a rectangular
excitation pulse, is given in Eq. (4.3) and illustrates how different the form of the solution
is to that of a simple first order model.
∆T = Ts,0 +
q0
k
[
2
√
Dst
pi
e−z
2Ds/4t − z
(
1− erf z
2
√
Dst
)]
(4.3)
In (4.3), t is time, ∆T is elevation of AR temperature above the heat sink, Ts,0 is the
uniform temperature of the substrate before the pulse arrives, z is height inside the AR
above the substrate, and the remaining symbols are constants. Unfortunately such analytical
solutions are not applicable in models that must be able to deal with arbitrary excitation
waveforms.
The very complex thermal behaviour of QCLs has been well modelled and researched
[49,50,52–58], largely with the aid of photoluminescence (PL) probing and thermoreflectance
spectroscopy (TR) to determine AR temperature profile. This modelling has been aimed
largely at explaining the origins of and factors influencing thermal resistance, with a view to
improving QCL design. The intensive computations associated with such modelling are not
well suited to our purpose—solving a complete finite element problem at every iteration of the
DDE solution process is not feasible, and more modest means of predicting AR temperature
are required. A suggestion for one such possibility follows.
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Thermal resistance exists in the QCL’s AR itself, as well as the boundary between sub-
strate and heat sink, effectively creating a series thermal circuit. A step toward improving
the thermal model would be to explicitly represent each of these resistances in the enhanced
model illustrated in Fig. 4.3 and defined by Eqs. (4.4) and (4.5).
Active region
m1  - mass
cp1  - heat capacity
T1(t) - temperature
P(t)  - self heating
Heat sink
Substrate
Temperature = T0
m2  - mass
cp2  - heat capacity
T2(t) - temperature
Rth1
Rth2
Figure 4.3: QCL thermal circuit as two lumped thermal masses coupled via thermal resistance
Rth1 and to a thermal boundary (heat sink) via Rth2.
dT1(t)
dt
=
1
m1cp1(T1)
(
I(t)V (T1(t), I(t))− T1 − T2
Rth1(T1)
)
, (4.4)
dT2(t)
dt
=
1
m2cp2(T2)
(
T1 − T2
Rth1(T1)
+
T0 − T2
Rth2(T2)
)
. (4.5)
In this model, the symbols subscripted 1 refer to the AR mass and its thermal resistance
to the substrate and symbols subscripted 2 refer to the substrate mass and its thermal
resistance to the heat sink.
Although the two thermal circuits are coupled, they operate on quite different time
scales due to the relatively far smaller mass of the active region compared to the substrate.
Typical time scales are hundreds of nanoseconds for the AR and hundreds of microseconds
for the substrate, giving rise in part to what has been termed a “biexponential response”
in the literature. The time constants of the biexponential response have been explored and
characterized experimentally for various QCLs in [46, 51, 59]. The rather large difference in
time constants may offer a simple means of measuring both Rth1 and Rth2 using an enhanced
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version of the Rth extraction method of section 4.1. With carefully chosen sampling points
after the rising edge of the excitation pulse, it should be possible to effectively separate the
parts of the biexponential response in order to calculate each thermal resistance.
While this model separates two sources of thermal resistance, it does not address the
problem of distributed thermal resistance. By further dividing the AR into a number of
series thermal circuits, each with its own differential equation, it may be possible to better
approximate the distributed nature of its thermal resistance if required. The resulting model
could be viewed as a crude approximation to a complete finite-element model, but would be
far less computationally intensive.
The simple first order model Eq. (4.1) effectively lumps together all thermal elements
of the laser. It has nevertheless been adequate for use in our published work which has
been concerned with thermal responses on the microsecond and millisecond scale. However,
where the high speed thermal response of a QCL is of interest (for example, sub-microsecond
LFI fringes due to thermal frequency modulation), Eq. (4.1) is not adequate and must be
substituted with one of the alternatives above.
The complete RRE model, including optical feedback terms from Eqs. (3.27)–(3.30) and
the thermal model of Eq. (4.1) above can be stated as:
dN3(t)
dt
= +
η3(V, T )
q
I(t)− (N3(t)−N2(t))G(V, T )S(t)
−
(
1
τ3(V, T )
+
1
τsp(V, T )
)
N3(t) , (4.6)
dN2(t)
dt
= +
η2(V, T )
q
I(t) + (N3(t)−N2(t))G(V, T )S(t)
+
(
1
τ32(V, T )
+
1
τsp(V, T )
)
N3(t)− N2(t)
τ2(V, T )
, (4.7)
dS(t)
dt
= +
(
MG(V, T )(N3(t)−N2(t))− 1
τp
)
S(t) +Mβsp
N3(t)
τsp(V, T )
+
2κ
τin
(S(t)S(t− τext))
1
2 cos (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
(4.8)
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dϕ(t)
dt
= +
α
2
(
MG(V, T )(N3(t)−N2(t))− 1
τp
)
− κ
τin
(
S(t− τext)
S(t)
) 1
2
sin (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
(4.9)
dT (t)
dt
=
1
mcp(T )
(
I(t)V (t)− (T (t)− T0(t))
Rth(T )
)
, (4.10)
This is the final form of our RREs as used in most of our research work. Table 4.1
below lists the symbols in these equations, their meaning, and some example values from a
simulation. In Chapter 5 following, an assessment of current RRE modelling practice from
the literature is given for comparison with our approach, along with the manner in which
our model is applied.
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Table 4.1: Meaning of symbols used in Eqs. (4.6)–(4.10). Values for variables dependent on
temperature and voltage are given at the end of a 1 µs current pulse of magnitude 465 mA, at
which time T = 46.1 K and V = 2.94 V.
Symbol Description Value / Units
M Number of periods in QCL 90
S(t) Photon number 3.69 ×107
N3(t) Carrier number in upper lasing level (ULL) 1.03 ×107
N2(t) Carrier number in lower lasing level (LLL) 2.54 ×106
ϕ(t) Phase of electric field Radians
I(t) Total current into / out of device terminals 0.465 A
G(T, V ) Gain factor [16] 1.42 ×104 s−1
τ3(T, V ) Total carrier lifetime in ULL 7.94 ×10−12 s
τ32(T, V ) Non-radiative relaxation time from ULL to LLL 1.52 ×10−10 s
τ2(T, V ) Total carrier lifetime in LLL 1.94 ×10−11 s
η3(T, V ) Injection efficiency into ULL 46.4 %
η2(T, V ) Injection efficiency into LLL 0.60 %
τsp(T, V ) Spontaneous emission lifetime 5.10 ×10−6 s
τp Photon lifetime 9.02× 10−12 s
βsp Spontaneous emission factor 1.63 ×10−4
ωth Emission frequency at threshold (no optical feedback) 2.59 THz
τext Round-trip time of the external laser cavity τext = 2Lextnext/c 3.79 ×10−9 s
τin Round-trip delay in laser diode τin = 2Linnin/c 3.92 ×10−11 s
κ Feedback coupling coefficient in external cavity 9.96 ×10−3
α Henry’s linewidth enhancement factor [40] −0.1
q Charge on the electron 1.60 ×10−19 C
V (t) Voltage at device terminals V (t) = V (T (t), I(t)) 2.94 V
m Effective mass of laser chip 1.53 ×10−8 kg
cp(T ) Effective specific heat capacity of laser chip 79.6 J kg
−1 K−1
Rth(T ) Effective thermal resistance — laser chip to cold finger 6.2 K W
−1
T0(t) Sub mount / cold finger temperature 45 K
T (t) Lattice temperature of active region 46.1 K

Chapter 5
Review of Methodologies
The THz QCL is a complex unipolar semiconductor structure that relies on intersubband car-
rier transitions within multiple quantum well nanostructures to produce coherent terahertz
radiation. Realizing heterostructures that are capable of lasing efficiently is a challenging
task that has been achieved through the use of modelling approaches such as (amongst oth-
ers) full rate equations (REs), density matrix (DM), and Non-Equilibrium Green’s Functions
(NEGF) [7].
Each of these has been used to predict the static behaviour of QCLs, but is too com-
putationally intensive in itself to deal with electro-optical dynamics. Data obtained from
the full model must be applied to a reduced version of the model that is computationally
efficient enough to yield dynamical results in a reasonable time frame. This last point is
crucial – more accurate, detailed and better techniques are ipso facto more computationally
intensive and require a greater amount of sacrifice to be made for meaningful results to be
obtained within a practical time frame. Thus, no model can be complete and the nature
and objectives of the research at hand dictate which sacrifices will have the least impact. In
the paragraphs below, a description of each method is given, along with the rationale for the
choice made in our research programme.
5.1 Rate Equations method
Full Rate equations, covered in further detail in Chapter 2, was our method of choice. The
following paragraphs detail the thinking behind our decision, and how REs compare with
other methods.
The objective of this work from the outset was to develop an efficient model for QCLs
ultimately suitable for system and sub-system level modelling, for example as part of a CAD
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tool that models QCL-based LFI measurement applications. The behaviour predicted by our
model must be accurate for any excitation the user may decide on. Frequency modulation is
ubiquitous in LFI sensing applications, and low duty cycle pulsing is an effective and com-
mon method of extending the thermal operating range of a QCL. Both are also the source
of significant voltage and temperature fluctuations in a QCL, which have an overwhelming
influence on QCL behaviour compared to most other effects. However, the vast majority of
RRE models described in the literature lack voltage and temperature dependent parame-
ters. For our purposes, however, voltage and temperature are primary contributors to QCL
behaviour and an essential consideration in our modelling focus. This was an overriding
factor in modelling decisions, for example to omit spatial dependence of parameters, which
is discussed further in section 5.1.3.
Rate equations was the first and simplest approach to modelling QCLs, is well-established
in the literature, and is easily connected with the reduced rate equation method that derives
directly from it: RREs simply express all the RE subband states as reduced set with a much
smaller number of scattering paths, and include a stimulated emission term that links photon
and carrier populations. Once derived, an RRE model can then be used to explore device
dynamics. Further, the input and output parameters of the method are naturally suited
to the physical parameters of interest — with the drive current and heat sink temperature
as inputs and light as the output. All of these features made REs an attractive option for
efficient modelling. On the other hand, these benefits must be weighed up against the known
shortcomings, discussed in the following three sections.
5.1.1 Coherent carrier transport
REs is regarded as a “semi-classical” approach as it does not consider quantum-mechanical
tunnelling in the injection barrier. The impact of this drawback was initially uncertain until
Iotti [60] demonstrated in 2001 that it is not significant for most purposes. However, it does
lead to the hybridisation of wave functions (unrealistic results) [61] which manifest as large
spikes in device current and hence other derived rate equation parameters. To make the
model usable, these unrealistic results must be removed from the data set. The more recent
DM and NEGF methods do include coherent transport, so do not generate these unrealistic
results.
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5.1.2 Electron subband thermalisation
REs assumes equithermal subband populations, whereas other models (DM and NEGF),
assign an electron temperature to each subband. While it is possible to include electron-
electron scattering and subband thermalisation in the REs approach, the process is compu-
tationally intensive, exacerbates the occurrence of unrealistic solutions due to wavefunction
hybridisation, and creates convergence problems. The equithermal subbands assumption of
REs does not have a significant impact for our purposes.
5.1.3 Spatial dependence of rate equation parameters
REs assumes complete in-plane homogeneity in the state of the heterostructure — i.e. the
“bulk” figures for carrier numbers, material gain, and temperature are assumed to be evenly
distributed in the plane of the heterostructure. This is unrealistic in certain scenarios, for
example spatial hole-burning and its consequences. The importance of the spatial variation
of gain, especially through the formation of electron grating as well as carrier diffusion has
been considered in detail in the literature starting with the seminal 1976 article by M.
Sargent III [62] and continuing [63, 64] to date with the work of Bardella, Columbo and
Gioannini [65]. Bardella et al. make use of the TDTW (time domain travelling wave) model
to efficiently represent spatially dependent parameters in the laser cavity. Such a model is
essential for expressing the multimode behaviour of certain laser types such as quantum dots,
which depend on spatial hole burning (SHB) to generate optical frequency combs. However,
the effort and computational cost of including voltage and temperature dependence in the
model would be enormous, and would yield only secondary benefits, as our primary focus is
voltage and thermal effects in a single-mode laser. Further, the effects of SHB in a single-
mode laser can be included in an RRE model via the “gain compression factor” ε (see paper
B), albeit an indirect representation of spatial gain inhomogeneity.
5.2 Density Matrix approach
The DM approach [66–68], unlike REs, includes both incoherent scattering and quantum
tunnelling (coherent transport) within the structure. Inclusion of coherent transport means
solutions are free of unrealistic results that REs produce as a result of wavefunction hy-
bridisation [69]. Here the state of the complete system, typically three periods of the struc-
ture, is expressed as a matrix of state densities and Hamiltonians that reflect all possible
interactions [7, 21, 70]: this ensemble contains all possible information about the quantum-
mechanical system. Formulation and solution of the Neumann-Liouville equation using the
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density matrix and Hamiltonian then yields results that may be used to find current, gain,
scattering rates, and other parameters of interest. The improved capability of this modelling
method however makes it more computationally demanding, with the computational load
growing rapidly as the number of states in the structure increases. This makes modelling
BTC QCLs, which typically have a large number of states, very challenging.
5.3 Non-Equilibrium Green’s Functions approach
NEGF has been used since the 1960’s [71, 72] to solve a broad range of quantum transport
problems in nanostructures, both incoherent and coherent. More recently it has been used to
accurately model quantum cascade laser structures [36, 73–76]. The Green’s function itself
is an operator that is cleverly crafted to generate the numerical solution of an otherwise
intractable non-homogeneous differential equation. The quantum transport equations based
on Green’s functions and Hamiltonians for a QCL structure can be summarised as follows:
(E −H0 − eΦ− ΣR)GR = 1 , (5.1)
G< = GRΣ<GR† , (5.2)
Σ< = G<D< , (5.3)
ΣR = GRDR +GRD< +G<DR . (5.4)
These equations are a highly condensed matrix representation of a set of coupled partial
differential equations in which the matrix basis function chosen is usually an eigenstate of
the Hamiltonian H0, i.e. the coherent transport part of the complete Hamiltonian. This basis
function is usually a Wannier function. G<, the “lesser Green’s” or “correlation” function
is associated with coherent carrier transport and GR, the retarded Green’s function with
the scattering (incoherent) mechanisms. The sum of the environmental Green’s functions
is represented by D and self-energies for the relevant scattering mechanisms by the term
ΣR, which may include any of the following: electron-electron, interface roughness, ionised
impurity, LO-phonon and acoustic phonon.
The equation set is solved by iteration (in the order in which they appear above), until a
self-consistent solution for the Green’s functions and self-energies is reached. Having calcu-
lated the Green’s functions as above, carrier populations, scattering rates, current densities
and other outcomes of interest can easily be found [77]. Of the three approaches described
in this chapter, NEGF formalism is the most general and accurate. However, the compu-
tational cost of the method can be high, and the use of supercomputers in solving NEGF
5.4 RRE methodologies to date 57
problems is not uncommon. Mitigation of the computational burden is usually achieved by
limiting detail in the model, for example in the electron-electron scattering and the number
of periods considered (usually only two or three).
Our choice was thus REs, despite drawbacks we were well aware of: it is simple, computa-
tionally efficient, and provides a means of expressing the most important behavioural features
of a QCL without the computational burden and encumbrances of secondary features that
would be introduced by alternative means.
Having discussed our choice of full modelling method, we now turn to our efficient reduced
model and its position in current reduced model practise.
5.4 RRE methodologies to date
While the three-level RRE model is not the only computationally efficient tool for studying
QCL behaviour (for noteworthy alternatives, see the work of Columbo, Bardella, et al.
[78–80]), it is by far the most common, and was chosen as the foundation for the development
of our model. The commonly used “three level” RRE model makes use of three states, and
has been used widely to study the electro-optical dynamics of THz QCLs. However, its basic
rendition has limitations that can severely restrict its utility in many applications. The aim
of this work, inter alia, has been to create an enhanced three level model that does not suffer
these aﬄictions. In this chapter I describe how our aim has been achieved.
The three level RRE model comprises two levels representing the states of the lasing
transition and a “ground” or “extraction” state, to which the carriers are extracted. Early
use of this model to explore THz QCL dynamics such as turn-on delay, bandwidth, and the
absence of relaxation oscillations, made use of rate equation parameters with constant values.
Examples of such renditions of the three-level model can be found in [13, 17, 19, 29, 81–90].
In the literature, the constant parameters are occasionally computed for a specific QCL
structure at a given AR temperature and field strength — but more commonly borrowed
from others’ research in order to explore the impact of RRE parameters on dynamical per-
formance of the hypothetical device thus created. RRE parameters derived from a full REs
solution are in reality, however, strongly temperature and voltage dependent. This means
that RRE solutions found under operating conditions that are not close to the voltage and
temperature used in the full REs solution are not realistic. In the course of this work we
found that most RRE parameters vary by a large factor (sometimes greater than two) over
the full operating range of a device. The problem is simply illustrated by the commonly
used “constant parameter” RRE model being unable to produce realistic LI curves for a
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QCL. Instead of familiar “humps” (the rollover characteristic), it yields the same straight
line ramp at all temperatures. The commonly used model has no temperature or voltage
dependence — temperature and voltage do not appear in the equations.
Recent work reported in the literature has broadened the capability of the RRE model
by introducing temperature or voltage dependence, or both, to its parameters. To illustrate,
the equations (5.5)–(5.7) below, from Hamadou’s model [28], feature parameters that have
temperature dependence:
dN3
dt
= η3WL
J
e
− N3
τ3
− Γc
′σ32
V
(N3 −N2)Nph , (5.5)
dN2
dt
= (1− η3)WLJ
e
+
N3
τ32
− N2
τ21
+ Γ
c′σ32
V
(N3 −N2)Nph , (5.6)
dNph
dt
= NΓ
c′σ32
V
(N3 −N2)Nph − Nph
τp
. (5.7)
In these equations, N3, N2, and Nph are the time-dependent carrier populations at level 3
and 2, and the photon population respectively, τp is photon lifetime and J is current density.
All other subscripted symbols are RRE parameters and all remaining symbols are constants.
The temperature-dependent ULL carrier lifetime τ3, derived analytically in [28], is:
1
τ3(T )
=
1
τth
+
1
τ3c
(1 + 2nq(T )) (5.8)
where
nq(T ) =
1
exp(~ωLO
kT
)− 1 (5.9)
and
τth =
(
2pim∗Lz2
kT
) 1
2
exp
(
∆Eact
kT
)
(5.10)
Other parameters are similarly expressed, with a similar but significantly more complex
expression for the modal gain. While these relations provide insight into the nature and
physical origin of the ULL carrier lifetime’s temperature-related behaviour, they are never-
theless simplified approximations that do not serve the purpose of accurate, device-specific
modelling. They also do not express the electric field dependence of the parameters. A
similar approach has been taken by Petitjean [91]:
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∂N3
∂t
= η
I
q
− N3
τ3
−G · (N3 −N2) · S , (5.11)
∂N2
∂t
=
N3
τ32
− N2
τ2
+G · (N3 −N2) · S , (5.12)
∂S
∂t
= Np ·G · (N3 −N2) · S − S
τs
+ β · N3
τsp
. (5.13)
where
G = G0 · 1 + δ
1 + δ · exp( T
T0
)
(5.14)
These RREs are functionally identical to those of Hamadou (bar the spontaneous emission
term), but attribute temperature-dependence to only one parameter, the gain factor G,
defined in Eq. (5.14). In addition, this is a semi-empirical relation that makes use of measured
threshold current to calculate the parameter δ. In this respect, the model falls somewhat into
the class of behavioural models. While useful in reproducing the temperature-dependent LI
characteristics and modulation bandwidth of the device, it is unlikely to perform well in other
areas as the strong temperature and voltage dependence of carrier scattering mechanisms
are not expressed in the carrier lifetime parameters.
In general, RRE models described in the literature to date have played an important and
extensive role in predicting and evaluating THz QCL dynamical behaviour. However, all of
them, to a greater or lesser degree, face the following shortcomings in their application to
accurate, device specific modelling:
 They tend to rely on simplified analytical relations which do not express the full com-
plexity of real device behaviour.
 They adopt a piecemeal approach in giving effect to temperature and voltage (T,V)
dependencies, and it is not clear how the two would be combined to produce the correct
overall effect, when both T and V are varied.
 It is not always clear how the constants or parameters of analytical expressions would
be determined for a specified QCL heterostructure.
 To make the models useful, both the temperature and electric field in the AR are
required. Where AR temperature is the starting point of an analysis, the value can
simply be substituted as has frequently been done in the literature. However, where it
needs to be calculated from known excitation and heat sink temperature, for example
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in application simulations for a real device, the exercise is far more challenging and
requires the inclusion of a thermal model. To the best of our knowledge, use of a
thermal model along with RREs has not, to date, been reported in the literature.
Static thermal modelling for the prediction of AR temperature (but not in the RREs
context) has in itself been an extensive area of research [45–47, 59, 92–96] that is ongoing.
Any RRE model with temperature-dependent parameters will require the AR temperature to
be calculated under non-static operation. To calculate this temperature, a runtime thermal
model must be included as an integral part of the RRE set—a thermal model as part of
an RRE set poses a far greater computational burden than as a separate research tool, as
it must run repeatedly, along with an RRE solver, in a reasonable time. Such a thermal
model has been notably absent in the RRE modelling literature to date, and there has been
little to no discussion of AR temperature calculation in RRE modelling of QCL dynamical
behaviour. The topic of thermal modelling is discussed in further detail in Chapter 4.
5.5 Application of our complete RREs model
Our novel approach to RRE modelling as developed in earlier chapters and detailed below,
addresses, and we believe solves, problems in current RRE modelling “state of the art”
described above. The complete RREs equations set used in this research work, as summed
up in Chapter 4, are restated below as Eqs. (5.15)–(5.19). Here we detail the manner in
which its parameters are derived and how the model is then applied.
dS(t)
dt
= − 1
τp
S(t) +M
βsp
τsp(T, V )
N3(t) +MG(T, V )(N3(t)−N2(t))S(t)
+
2κ
τin
(S(t)S(t− τext(t)))
1
2 cos (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
, (5.15)
dϕ(t)
dt
=
α
2
(
MG(T, V )(N3(t)−N2(t))− 1
τp
)
− κ
τin
(
S(t− τext(t))
S(t)
) 1
2
sin (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
, (5.16)
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dN3(t)
dt
= −G(T, V )(N3(t)−N2(t))S(t)− 1
τ3(T, V )
N3(t) +
η3(T, V )
q
I(t) , (5.17)
dN2(t)
dt
= +G(T, V )(N3(t)−N2(t))S(t) +
(
1
τ32(T, V )
+
1
τsp(T, V )
)
N3(t)
− 1
τ21(T, V )
N2(t) +
η2(T, V )
q
I(t) , (5.18)
dT (t)
dt
=
1
mcp(T )
(
I(t)V (T (t), I(t))− (T (t)− T0(t))
Rth(T )
)
. (5.19)
(i) Calculate, from first principles via a solution of the full RE scattering model, numerical
values for each RRE coefficient on a grid of (T, V ) values. The grid should be fine
enough to capture important features of the RRE parameters’ temperature and voltage
dependence. For our device, a grid of 13 temperature values and 38 voltage values were
chosen, giving a total of 494 data points for each of the 7 RRE parameters. It is this step
that captures the essence of device-specific behaviour—the full REs solution requires
the specification (prescription) of the QCL’s structure as input. It also sets the model
apart from behavioural types (i.e. those that merely mimic observed behaviour).
(ii) Synthesize a (T, V )-dependent function of the two independent variables T and V for
each RRE parameter by least-squares polynomial fitting or interpolation of the (T, V )
grid data set. This contrasts starkly with the prevailing approach which has been
derivation of analytical expressions for RRE parameters that are functions of T and
V .
(iii) Solve the RREs using the synthesized RRE parameter functions by simultaneously
updating the parameter values as V and T in the AR continuously change during the
solution process.
Steps (i) and (ii) are once-off processes for a specific device. Once done, the RRE model
for that device is complete and can be used [step(iii)] for any chosen excitation and heat
sink temperature.
Step (iii) relies on knowledge of the AR voltage V and temperature T at any instant in
time, given the heat sink temperature T0 and excitation current I(t). This requirement is met
by Equation (5.19), which is part of the differential equation set and is solved concurrently
with it. Voltage V is calculated from the temperature-dependent IV characteristic of the
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device. This characteristic may be calculated as part of the full RREs solution or may be
lab-measured. We chose the latter for the sake of convenience, and to minimise uncertainty
associated with a calculated result.
Papers A and B discuss the process of using the model to arrive at simulated results in
further detail. These papers also give more information on the exemplar device for which
the RRE parameters were calculated. Papers B and D include the effect of optical feedback
and demonstrate application of the RRE feedback terms.
5.5.1 Calculation of RRE parameters and removal of non-physical
data
A well-known limitation of the RE modelling method is the occurrence of non-physical RRE
parameter solutions as a result of hybridized wave functions occurring at some biases [97].
The presence of non-physical data in RRE parameters produces simulation results that are
meaningless and disrupt an RRE solver.
Non-physical data for RRE parameters are mostly very far from correct and must be
removed from the data set. Filters, including Savitzky-Golay, automated “outlier removal”
algorithms, and the like, were not able to satisfactorily remove non-physical data. They were
ultimately removed manually from all RRE parameter data by noting their departure from
the obvious trend of correct values in each data set. A total of 3458 data points for all seven
RRE parameters was processed to produce the final set free of non-physical data.
Laser rate equations are known to be generally stiff numerical systems, and solutions
for our device proved very sensitive to the smoothness of RRE parameter functions formed
from the data. This sensitivity exacerbates the effects of non-physical data and is largely
the reason filters and automated outlier detection were ineffective in removing non-physical
data.
Figure 5.1 illustrates the RRE parameter η3 graphically before [part (a)] and after [part
(b)] editing out non-physical data. It is worth noting at this point that the problem of
non-physical data is peculiar to the RE method of device modelling. The DM approach,
which does not produce non-physical data, is currently being developed within our research
group [21] as an alternative to the REs approach. Further detail on the full REs solution
method can be found in refs. [23, 30,98–100].
The THz QCL manufacturing process produces devices that do not perfectly match
specification. Unavoidable variations in doping, layer thicknesses in the heterostructure, and
interface roughness occur. Consequently, even a perfect modelling method cannot predict
exactly how a physical device will behave. To deal with uncertainties introduced in an
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(a) Before edit (b) After edit
Figure 5.1: ULL injection efficiency η3 (a) before and (b) after removal of non-physical data
imperfect manufacturing process, some kind of laboratory measurement is required to cali-
brate or correct the model. In this work, we used adjusted one parameter in the full REs,
the interface roughness, until the predicted and measured threshold current at a reference
temperature were equal.
5.5.2 Parameter representation
After removal of non-physical data, the parameter data sets need to be cast in a functional
form for use in an RRE solver. Two possible approaches, amongst others, are on-the-
fly interpolation and least-squares fitted polynomials. The lack of smoothness in the first
and second derivatives of interpolated values, produced for example by Matlab’s interp2
function, was found to have a negative impact on the simulation results—data boundaries
were clearly visible in simulated results. Fitted polynomials proved more effective and were
used to produce all published results. Care is required in the choice of polynomial order,
however: lower order polynomials do not capture the detailed features of RRE parameters,
while higher orders may produce unrealistic oscillation in parameter values. Fifth order
polynomials were ultimately used in the model. Fitting algebraic functions more suited
(than polynomials) to the shape of the RRE parameters is likely to produce more accurate
simulated results, with a lower coefficient count. Consideration of such functions has been
flagged as an item for future research work.
5.5.3 RRE solver software tools and challenges
The full REs solver used in this research programme is part of the Leeds team’s QCLSIM
package, custom written in the C language. All other coding, viz. the editor used to
remove non-physical data, functional polynomial fitting and the RRE solver were coded
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in the Matlab scripting language. Matlab’s ode23s (ordinary differential equation) solver
was used for simulations that do not involve optical feedback, and dde23 (delay differential
equation) solver for problems that do involve optical feedback.
Features of interest in the behaviour of THz QCLs span a vast time scale, from picosec-
onds in the case of turn-on dynamics and overshoot, to milliseconds in the case of thermal
equilibration. Where optical feedback is involved, this results in inordinately long dde23 ex-
ecution times: an RRE solution in the hundreds of µs takes days to complete on an ordinary
desktop PC, and solutions over tens of milliseconds (typical in current swept-frequency LFI
practice) are beyond practical.
Since millisecond-scale events are related to thermal and not electro-optical transients,
one method of mitigating long execution times is to scale the QCLs’ thermal model in such
a way that millisecond-scale thermal events take place in microseconds. This was done by
altering the device’s thermal heat capacity value, allowing otherwise impossible simulations
to be done. A consequence of this trick, however, is that any high speed electro-optical
and external cavity dynamics in the results are incorrectly represented and must be ignored.
Usually though, no special action is required as the time scale of the high speed dynamics
remains so small that their features cannot be distinguished when viewed on the thermal
time scale.
5.6 Shortcomings of our current model
Shortcomings of our model in its current form, i.e. as used in the publications included in
this dissertation, are:
 The assumption that electric field and temperature are identical in every period of the
heterostructure.
 Coherent interaction between the electrons and optical field on the picosecond scale
are not considered.
 It does not not express the spatial dependence of RRE parameters and does not include
coherent transport and electron-electron scattering.
 The assumption of an instantaneous relation between voltage and current, which ig-
nores dielectric / gain relaxation that has an impact on the scale of 10 ps.
 Shortcomings of thermal model as discussed in Chapter 4.
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Including all the above effects in a model would certainly be very challenging and would
return us to the computational intensity of a full REs solution, thereby defeating the object
of RRE modelling. In my view, the limitation of the thermal model has the greatest impact
on the accuracy of the overall RRE model when used for the purpose for which it is intended.
Representing thermal resistance as a lumped (instead of distributed) element in the AR, as
well as the assumption that all periods of the heterostructure are at the same temperature,
may seem unjustifiably coarse. Nevertheless, the model in its current form has performed
remarkably well. With laboratory equipment and methods that permit routine checks of
the model’s accuracy, incremental changes would be the best route for its improvement —
perhaps starting with the use of the two-element lumped thermal model, and subsequently
treating the AR as three or more lumped elements to achieve a better approximation to its
distributed nature.
The following eight chapters (6–13) are publications produced during the research pro-
gramme which describe in further detail the development and application of our model.
Concluding remarks and recommendations for further work can be found in Chapter 14.

Chapter 6
Efficient prediction of terahertz
quantum cascade laser dynamics from
steady-state simulations
This chapter demonstrates the first RRE model of a THz QCL to behave realistically over
the full thermal and excitation range of the device by taking into account the thermal and
electric field dependence of the RRE parameters. The complete set of LI curves measured
at over a range of heat sink temperatures compared to predicted characteristics are used as
a model validation check. This is also the first complete working model of a THz QCL to
be derived entirely from first principles, i.e. the structure of the device.
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6.1 Paper A
Agnew, Gary and Grier, Andrew and Taimre, Thomas and Lim, Yah Leng and Nikolic´,
Milan and Valavanis, Alexander and Dean, Paul and Cooper, Jonathan and Khanna, Suraj
P. and Lachab, Mohammad and Linfield, Edmund H. and Giles Davies, A., and Harrison,
Paul and Ikonic´, Zoran and Indjin, Dragan and Rakic´, Aleksandar D, “Efficient prediction
of terahertz quantum cascade laser dynamics from steady-state simulations,” Appl. Phys.
Lett. 106, 161105, (2015).
6.1.1 Abstract
Terahertz-frequency quantum cascade lasers (THz QCLs) based on bound-to-continuum ac-
tive regions are difficult to model owing to their large number of quantum states. We present
a computationally-efficient reduced rate equation model that reproduces the experimentally
observed variation of THz power with respect to drive current and heat-sink temperature. We
also present dynamic (time-domain) simulations under a range of drive currents and predict
an increase in modulation bandwidth as the current approaches the peak of the light–current
curve, as observed experimentally in mid-infrared QCLs. We account for temperature and
bias dependence of the carrier lifetimes, gain, and injection efficiency, calculated from a
full rate equation model. The temperature dependence of the simulated threshold current,
emitted power, and cut-off current are thus all reproduced accurately with only one fitting
parameter, the interface roughness, in the full REs. We propose the model could therefore
be used for rapid dynamical simulation of QCL designs.
6.1.2 Body
Terahertz-frequency quantum cascade lasers (THz QCLs) are compact, electrically-driven
sources of coherent radiation in the 1–5 THz band, [1] with peak (pulsed) emission powers
now in excess of 1 W and operating temperatures up to 200 K. [2, 3] THz QCLs are also
promising continuous-wave (cw) sources, although they have poorer thermal performance
and, to date, the maximum achievable cw operating temperature has been ∼129 K. [4] Their
carrier dynamics are sensitive to temperature, and the corresponding output power degrades
rapidly as temperature increases. As such, there is a requirement to understand and mitigate
the influence of the temperature dependence of carrier dynamics upon the QCL behavior.
Additionally, the time-domain behavior of modulated THz QCLs is of interest. Due to the
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absence of relaxation oscillations, the high speed dynamic performance of THz QCLs may
be superior to that of diode lasers, potentially making them attractive for high bandwidth
communications. [5, 6] The modulation bandwidth of mid-infrared (mid-IR) QCLs varies
significantly with respect to the bias current, [7] but this effect has not been fully investigated
in THz QCLs.
Bound-to-continuum (BTC) QCL designs are relatively complex to model, owing to the
large number of quantum-confined subbands involved in the active region. Full rate equation
(RE) models (i.e. in which all states are considered) yield detailed information about the
intersubband transitions, with the dependencies of scattering processes upon temperature
and bias being obtained. These models are, however, computationally demanding and are
either restricted to steady-state solutions or relatively simple QCL designs. Furthermore, it
is challenging to solve full RE models self-consistently with optical or thermal models. An
alternative approach uses a reduced RE (RRE) model, in which a subset of laser parameters
is considered: typically, populations of the upper and lower laser levels (ULL/LLL) and
the photon density in the cavity. This is advantageous in terms of computational speed,
and hence the ability to predict both static and dynamic behavior, [8] and to compute
the emitted THz power self-consistently. However, the commonly used RRE models [8–10]
treat the laser parameters (carrier lifetimes, gain, and injection efficiencies) as constants,
irrespective of bias or lattice temperature. As such, these models are only valid near to the
temperature and bias for which the parameters were determined. Moreover, conventional
RRE models do not implicitly account for self-heating in the active region, which can be
in the tens of Kelvin. [11] Although this can be easily dealt with in static simulations, it
is problematical where the effect of temperature on the dynamic behavior of the device
needs to be considered — it is vital to correctly predict dynamic behavior in, for example,
low duty cycle pulsed operation, where the laser is in thermal transient throughout the
period for which it is turned on. In this work, we introduce a model that overcomes these
difficulties by using a full RE scattering model to obtain the complete temperature and
bias (T, V ) dependence of the carrier lifetimes, injection efficiencies, and gain. We then use
polynomial regressions to these parameters as inputs to a RRE model, which includes the
lattice temperature self-consistently through a thermal model of the laser. This gives our
model the ability to function correctly over the full operating range of bias and temperature.
Our simulation results reproduce the experimentally observed variations in threshold current,
THz power, and cut-off currents, and predict a current-dependent variation in modulation
bandwidth, which accords with the general expectation that modulation bandwidth increases
with internal photon density. [12] Our method is a three-stage process: (1) the Schro¨dinger
and Poisson equations are solved self-consistently with a full RE model of the system that
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includes all relevant scattering mechanisms. [13] This is used to deduce the RRE parameters,
i.e. ULL and LLL lifetimes, scattering rates between them, injection efficiencies, and gain
factor at a range of temperatures and biases; (2) a polynomial function of T and V is fitted
to each parameter, thereby producing closed form expressions for inclusion in a RRE model;
and (3) the RRE model is solved to obtain carrier and photon populations, using current
and ambient (cold finger) temperature as inputs. Stages (1)–(2) are one-off processes that
yield a model for a given device and its physical structure. Stage (3) provides the model that
can then be executed rapidly for a range of thermal and electrical stimuli being investigated.
Our complete model comprising three RREs and a thermal equation, reads:
dS(t)
dt
= − 1
τp
S(t) +M
βsp
τsp(T, V )
N3(t)
+MG(T, V )(N3(t)−N2(t))S(t) , (6.1)
dN3(t)
dt
= −G(T, V )(N3(t)−N2(t))S(t)
− 1
τ3(T, V )
N3(t) +
η3(T, V )
q
I(t) , (6.2)
dN2(t)
dt
= +G(T, V )(N3(t)−N2(t))S(t)
+
(
1
τ32(T, V )
+
1
τsp(T, V )
)
N3(t)
− 1
τ21(T, V )
N2(t) +
η2(T, V )
q
I(t) , (6.3)
dT (t)
dt
=
1
mcp
(
I(t)V (T (t), I(t))− (T (t)− T0(t))
Rth
)
. (6.4)
In equations (6.1)–(6.3), S(t), N3(t), and N2(t) represent the photon number and the carrier
numbers in the ULL and LLL respectively. The symbol q represents the electronic charge,
I(t) is the drive current, V is the voltage across the device terminals, and T is the lattice
temperature. Although T and V are themselves time-dependent, this explicit dependence has
been suppressed in equations (6.1)–(6.3), for readability. The efficiency of carrier injection
into the ULL and LLL is given by the terms η3 and η2 respectively. The photon lifetime
τp = 9.015 ps is calculated from a modal loss of 12.2 cm,
−1 τ3 is the total carrier lifetime
for non-radiative transitions out of the ULL, τ32 the lifetime for non-radiative transitions
from the ULL to the LLL, and τ21 the lifetime for transitions from the LLL to the miniband
states. The gain factor as defined in Ref. [8] is represented by G, and M = 90 is the total
number of periods in the active region structure. The spontaneous emission factor is βsp =
1.627×10−4 and the spontaneous emission lifetime τsp is calculated from the relation [9] τsp =
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ε0~λ3/8pi2q2neffz232 with the voltage and temperature dependence of z32, the dipole matrix
element, accounted for. The symbol λ = 116 µm is the emission wavelength and neff = 3.30
is the effective index of refraction of the optical medium. Equation (6.4) is the thermal
model for the laser, which determines lattice temperature T (t) from the ambient (cold finger)
temperature T0(t) and self-heating caused by excitation current I(t). The thermal resistance
between the chip and the cold finger of the cryostat [14] is represented by Rth = 8.2 KW
−1,
the mass of the chip by m = 1.533 × 10−8 kg, and the effective specific heat capacity of
the chip by cp = 330 Jkg
−1K−1. Based on this data, the thermal time constant of the chip,
τT = mcpRth, is 41.5 µs. This figure frames the timescale for which the laser’s dynamics is
affected by any thermal transient. As the solution of the differential equations progresses, the
calculated temperature T (t) is input into equations (6.1)–(6.3), thereby continually updating
the temperature and voltage-dependent RRE parameters. Therefore all four equations are
coupled, and need to be solved simultaneously. Our model does not include the effects of
intermodule transit time as discussed in Ref. [8].
The exemplar device selected for simulation is a 11.57 µm-thick GaAs/AlGaAs BTC THz
QCL with active region structure as described in Ref. [15]. The device was processed into a
140 µm × 1.78 mm semi-insulating plasmon ridge, and the single-mode emission frequency,
measured at threshold, is 2.59 THz. The (T, V )-dependent laser parameters were determined
using our full RE model in a grid of 13 temperatures and 38 electric field values, giving a
total of 494 grid point values for each parameter. Finally, a smooth function of two variables,
lattice temperature T and voltage V , is fitted to the data set for each of the six RRE input
parameters using a weighted least squares procedure. From experimental measurements of
the device’s terminal voltage V at different currents I and cold finger temperatures T0, a
fitted polynomial model for V (T (t), I(t)) is derived in the the same way as for the RRE
parameters. This model is then used during simulation to determine V (T (t), I(t)) in (6.4).
We chose to use experimental I–V characteristics to obtain an accurate measurement of the
influence of the impedance of the device contacts and that of our experimental apparatus.
An objective of this work was to employ the simplest possible function that allows the RREs
to capture the major morphological features of the light–current (L–I) curves. To this end
we chose a third order polynomial, which is simple to fit and computationally efficient,
making acquisition of data from a large number of simulations practicable in a reasonable
time. Derivation of the device-specific model is complete at this point and, together with
the RREs and thermal equation, is ready for use.
The ordinary differential equations (6.1)–(6.4) may be solved after the current drive
function I(t) and cold finger temperature T0(t) have been defined and initial values for the
carrier and photon numbers assumed. The arbitrary but relatively low initial value of 1×103
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Figure 6.1: (Color online) RRE simulated L–I characteristics of the QCL at seven cold finger
temperatures. The curves were generated with a 1 s linear current sweep from 0.3–0.7 A while
holding T0(t) constant for each cold finger temperature. Inset: measured L–I characteristics at the
same temperatures.
was chosen for S(t), N3(t), and N2(t). The optical output power P can then be calculated
from the photon number by the relation [16] P (t) = η0~ωS(t)/τp, where ω is the laser’s
angular frequency of emission, and η0 = 0.2593 is the power output coupling coefficient. [16]
In order to simulate the L–I characteristic of the laser we solved equations (6.1)–(6.4) for
the case where I(t) is a slow, 1 s duration current sweep from 0.3–0.7 A and the cold finger
temperature T0(t) is held constant. This excitation, when applied to the commonly used
RRE model (i.e. with constant parameters), produces an L–I characteristic that is simply a
straight line ascending from the threshold current (see Ref. [16]). Our simulation correctly
reproduces the experimentally observed roll-off in THz power at higher currents over the full
range of operating temperatures, as shown in Fig. 6.1. For comparison, laboratory measured
L–I curves for the QCL operating in a continuous-flow cryostat at the same cold finger
temperatures are shown inset.
The simulated results compare well with the measured data: threshold current increases
with increasing temperature, the peak of the L–I curve diminishes with increasing temper-
ature in the same way as the measured characteristics, and beyond 0.5 A the curves for all
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Figure 6.2: (Color online) RRE simulated carrier populations against drive current for seven
cold finger temperatures. The curves were generated with a 1 s linear current sweep from 0.3–0.6 A
while holding T0(t) constant for each cold finger temperature.
temperatures fall off due to field-induced misalignment between the injector and ULL sub-
bands, [17] converging at the same point on the current axis. This is given effect in our model
by a rapid decline in the bias-dependent injection efficiency η3(T, V ) beyond 3.5 V, which is
not present in conventional RRE approaches. We confirmed that the sudden cut-off above
0.5 A is indeed due to subband misalignment by removing the voltage-dependence in the
rate equations and observing that the resulting thermal-only rollover occurred much later,
beyond 1 A. The simulated dynamic current ranges (i.e. the difference between the thresh-
old and cut-off currents) are slightly lower than the experimentally observed value, and the
peaks of the L–I curves occur at slightly lower currents. We attribute this to the polynomial
fit for η3. The substantially lower peak optical power seen in the measurements (0.8 mW as
opposed to 3.5 mW in the simulation) is due in part to the poor collection efficiency (∼25%)
of the detection system used to make the measurement. [18] Figure 6.2 illustrates the be-
havior of the population inversion with increasing drive current, at a variety of cold finger
temperatures. For reference the number of carriers in the ULL and LLL are also shown.
The simulated small signal frequency response of the device at various bias currents (using a
2 mA peak-to-peak current modulation about the bias point) and a cold finger temperature
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Figure 6.3: (Color online) RRE simulated small signal frequency response at a cold finger
temperature of 10 K, for a variety of bias currents. Inset: 3 dB bandwidth for each current - blue
dots are data points, the red curve is to guide the eye.
of 10 K, is shown in Fig. 6.3. From this data, an upper bound for the modulation band-
width of the laser under various conditions can be determined—for example, to optimize
bandwidth for short-range communications. [5, 19] Our model predicts a 3 dB modulation
bandwidth between 3 GHz and 10 GHz, with the maximum value being obtained close to the
peak of the L–I curve (see inset in Fig. 6.3). This prediction is the ideal upper bound set
by device dynamics and does not include the limitations imposed by external parasitics and
possibly the effect of intermodule transit time, which has not been modeled. According to
our model, increasing M in equation (6.1) results in increased bandwidth, opposing the ef-
fect on bandwidth of intermodule transit time. To date, there has been limited experimental
investigation of the modulation bandwidth of THz QCLs, although device-dependent values
of the order of a few GHz have been reported. [12,19,20] The simulated increase in modula-
tion bandwidth as the drive current approaches the peak of the L–I curve is in qualitative
agreement with experimental measurements of mid-IR QCLs, [7] and this could form the
basis of future measurements of THz devices. Time-resolved solutions for the photon and
carrier populations in response to high speed square-wave modulation are shown in Fig. 6.4.
The simulation was run at a cold finger temperature of 15 K and a bias current of 0.445 A
superimposed on a 2 GHz square wave of amplitude 2 mA peak-to-peak. The response of the
photon number in Fig. 6.4 shows no relaxation oscillation, in accordance with the findings
of others. [21]
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Figure 6.4: (Color online) RRE simulated transient response of the exemplar device to a square
wave current stimulus of amplitude 2 mA peak-to-peak. Note that ULL and LLL carrier numbers
are effectively clamped. Solid gray line indicates timing of current pulses.
In summary, we have incorporated the temperature and bias-dependence of the carrier
lifetimes, injection efficiencies, and gain in a RRE model of a THz QCL, and coupled this
with a thermal model. This approach enables the THz power, threshold current, and cut-off
current to be determined rapidly over the full range of operating temperatures, with no
empirical fitting parameters in the RRE model. We propose that this technique could be
used for modeling of THz QCL designs, and analysis of their application in high-bandwidth
communications and pulsed mode sensing applications.
This research was supported under Australian Research Council’s Discovery Projects
funding scheme (DP 120 103703). We also acknowledge support of the ERC ‘NOTES’ and
‘TOSCA’ programmes, the Royal Society, the Wolfson Foundation, and the European Coop-
eration in Science and Technology (COST) Action BM1205. Y.L.L. acknowledges support
under the Queensland Government’s Smart Futures Fellowships programme. P.D. acknowl-
edges support from the EPSRC (UK). A.G. acknowledges the support of an EPSRC (UK)
DTG award.

Bibliography
[1] B. S. Williams, “Terahertz quantum-cascade lasers,” Nature Photon. 1, 517–525 (2007).
[2] L. Li, L. Chen, J. Zhu, J. Freeman, P. Dean, A. Valavanis, A. G. Davies, and E. H.
Linfield, “Terahertz quantum cascade lasers with >1 w output powers,” Electron. Lett.
50, 309–311(2) (2014).
[3] S. Fathololoumi, E. Dupont, C. Chan, Z. Wasilewski, S. Laframboise, D. Ban,
A. Matyas, C. Jirauschek, Q. Hu, and H. C. Liu, “Terahertz quantum cascade lasers
operating up to ˜200 k with optimized oscillator strength and improved injection tun-
neling,” Opt. Express 20, 3866–3876 (2012).
[4] M. Wienold, B. Ro¨ben, L. Schrottke, R. Sharma, A. Tahraoui, K. Biermann, and H. T.
Grahn, “High-temperature, continuous-wave operation of terahertz quantum-cascade
lasers with metal-metal waveguides and third-order distributed feedback,” Opt. Express
22, 3334–3348 (2014).
[5] R. Martini and E. A. Whittaker, “Quantum cascade laser-based free space optical com-
munications,” J. Opt. Fiber. Commun. Rep. 2, 279–292 (2005).
[6] Z. Chen, Z. Tan, Y. Han, R. Zhang, X. Guo, H. Li, J. Cao, and H. Liu, “Wireless
communication demonstration at 4.1THz using quantum cascade laser and quantum
well photodetector,” Electron. Lett. 47, 1002–1004 (2011).
[7] A. Calvar, M. I. Amanti, M. R. St-Jean, S. Barbieri, A. Bismuto, E. Gini, M. Beck,
J. Faist, and C. Sirtori, “High frequency modulation of mid-infrared quantum cascade
lasers embedded into microstrip line,” Appl. Phys. Lett. 102, 181114 (2013).
[8] Y. Petitjean, F. Destic, J. C. Mollier, and C. Sirtori, “Dynamic modeling of terahertz
quantum cascade lasers,” IEEE J. Sel. Top. Quant. Electron. 17, 22–29 (2011).
[9] A. Hamadou, S. Lamari, and J. L. Thobel, “Dynamic modeling of a midinfrared quan-
tum cascade laser,” J. Appl. Phys. 105, 093116–0931166 (2009).
77
78 Bibliography
[10] Y. Petitjean, F. Destic, and J. C. Mollier, “Modeling of static and dynamic behaviour
of 2.9thz quantum cascade lasers,” in “IRMMW-THz Conference Digest of the Joint
32nd International Conference on Infrared and Millimetre Waves, and 15th International
Conference on Terahertz Electronics,” (2007), pp. 476–477.
[11] C. A. Evans, V. D. Jovanovic´, D. Indjin, Z. Ikonic´, and P. Harrison, “Investigation
of thermal effects in quantum-cascade lasers,” IEEE J. Quant. Electron. 42, 859–867
(2006).
[12] J. Faist, Quantum Cascade Lasers (Oxford University Press, 2013).
[13] V. D. Jovanovic´, S. Ho¨fling, D. Indjin, N. Vukmirovic´, Z. Ikonic´, P. Harrison, J. P.
Reithmaier, and A. Forchel, “Influence of doping density on electron dynamics in
GaAs/AlGaAs quantum cascade lasers,” J. Appl. Phys. 99, 103106–1031069 (2006).
[14] M. S. Vitiello, G. Scamarcio, and V. Spagnolo, “Time-resolved measurement of the
local lattice temperature in terahertz quantum cascade lasers,” Appl. Phys. Lett. 92,
101116–101116–3 (2008).
[15] A. D. Rakic´, T. Taimre, K. Bertling, Y. L. Lim, P. Dean, D. Indjin, Z. Ikonic´, P. Har-
rison, A. Valavanis, S. P. Khanna, M. Lachab, S. J. Wilson, E. H. Linfield, and A. G.
Davies, “Swept-frequency feedback interferometry using terahertz frequency QCLs: A
method for imaging and materials analysis,” Opt. Express 21, 22194–22205 (2013).
[16] A. Hamadou, J. L. Thobel, and S. Lamari, “Modelling of temperature effects on the
characteristics of mid-infrared quantum cascade lasers,” Opt. Commun. 281, 5385–5388
(2008).
[17] S. S. Howard, Z. Liu, and C. F. Gmachl, “Thermal and stark-effect roll-over of quantum-
cascade lasers,” IEEE J. Quant. Electron. 44, 319–323 (2008).
[18] A. Tredicucci, R. Ko¨hler, L. Mahler, H. E. Beere, E. H. Linfield, and D. A. Ritchie,
“Terahertz quantum cascade lasers - first demonstration and novel concepts,” Semicond.
Sci. Tech. 20, S222–S227 (2005).
[19] S. Barbieri, W. Maineult, S. S. Dhillon, C. Sirtori, J. Alton, N. Breuil, H. E. Beere, and
D. A. Ritchie, “13 GHz direct modulation of terahertz quantum cascade lasers,” Appl.
Phys. Lett. 91, 143510–1435103 (2007).
[20] W. Maineult, L. Ding, P. Gellie, P. Filloux, C. Sirtori, S. Barbieri, T. Akalin, J.-F.
Lampin, I. Sagnes, H. E. Beere, and D. A. Ritchie, “Microwave modulation of terahertz
Bibliography 79
quantum cascade lasers: a transmission-line approach,” Appl. Phys. Lett. 96, 021108
(2010).
[21] R. Paiella, R. Martini, F. Capasso, C. Gmachl, H. Y. Hwang, D. L. Sivco, J. N. Bail-
largeon, A. Y. Cho, E. A. Whittaker, and H. C. Liu, “High-frequency modulation
without the relaxation oscillation resonance in quantum cascade lasers,” Appl. Phys.
Lett. 79, 2526–2528 (2001).

Chapter 7
Temperature Dependent High Speed
Dynamics of Terahertz Quantum
Cascade Lasers
This chapter introduces previously unpublished details of the model of paper A, focusing on
the functional representation of RRE parameter data as. Coefficients of fitted polynomial
functions for all the RRE parameters are tabulated in the paper, making it possible for the
reader to reproduce our results verbatim. Further, the paper introduces new high speed
dynamical behaviour predicted by the model, viz. the dependence of turn on delay and rise
time on injected current and heat sink temperature. Modelled results also demonstrate the
influence of electric field in the AR on turn on delay and rise time.
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7.1.1 Abstract
Terahertz frequency quantum cascade lasers offer a potentially vast number of new appli-
cations. To better understand and apply these lasers, a device-specific modeling method
was developed that realistically predicts optical output power under changing current drive
and chip temperature. Model parameters are deduced from the self-consistent solution of
a full set of rate equations, obtained from energy-balance Schro¨dinger-Poisson scattering
transport calculations. The model is thus derived from first principles, based on the device
structure, and is therefore not a generic or phenomenological model that merely imitates ex-
pected device behavior. By fitting polynomials to data arrays representing the rate equation
parameters, we are able to significantly condense the model, improving memory usage and
computational efficiency.
7.1.2 Introduction
The terahertz (THz) band of frequencies [1] has become increasingly accessible in recent years
via emerging technologies for generating and detecting THz radiation. Amongst the many
potential applications are broadband short-range communication [2–6], heterodyne detection
of exogenous THz radiation, imaging, and material analysis [7]. The THz quantum cascade
laser, first demonstrated in 2002 [8], is a compact yet powerful semiconductor source of
coherent THz radiation. Current devices are able to operate at temperatures as high as
129 K in continuous wave (cw) [9] and 200 K in pulsed mode [10], and emitting peak pulsed
optical powers of greater than 1 W [11].
Modeling the dynamic behavior of THz QCLs is vital for understanding the more com-
plex behaviors of these devices and thus for the development of new applications – more
so, considering that laboratory investigation of such behavior can be prohibitively expensive
and experimentally challenging due to the extraordinarily short timescales on which some
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phenomena occur. Further, a growing class of THz QCL applications relies on the self-mixing
effect [12–14], in which emissions from the device are reflected from a target back into the
laser cavity, yielding information about the target [15]. Such retro-injected light (optical
feedback) alters the device state and behavior, introducing a new dimension of complexity
into device behavior [16]. In these applications, a realistic model is an indispensable re-
search tool. It may be necessary to consider the effects of optical feedback even where it is
undesirable, as failure to do so can lead to unexpected outcomes in behavior [17,18].
The exemplar laser modeled in this paper is a bound-to-continuum (BTC) type QCL,
a device that is particularly challenging to model and optimize due to the relatively large
number of quantum-confined subbands in the active region (AR). Full rate equation (RE)
models can be solved in order to extract dynamical information relating to all the inter-
subband transitions. Since the intersubband scattering processes are both temperature and
electric field strength (voltage) dependent, it is necessary to determine these dependencies
via first principles in order to properly model a device. However, full RE modeling is com-
putationally intensive and therefore restricted to static solutions. Moreover, solving full REs
self-consistently with optical and thermal models is computationally challenging.
Reduced rate equations (RREs), which employ a subset of parameters derived from the
full RE model, offer a simple and practical means of predicting a device’s dynamic behavior
without the need to repeatedly solve the full set of REs self-consistently. In principle, slight
changes in a QCL’s electric field distribution due to dynamical behavior necessitate re-
calculation of the full self-consistent RE solution. In practice, ignoring the effect of these
slight changes in electric field distribution on RRE parameters leads to a second-order error
in the RRE solution that is commonly considered insignificant. This makes it possible to
use RREs for both dynamic and static modeling [19], and self-consistent computation of the
emitted THz optical power.
However, a commonly made assumption in the use of the three-level RRE model for
QCLs is that RRE parameters have constant values. All the RRE parameters are in fact
both temperature- and voltage-dependent. Simulation results based on the assumption are
therefore valid only over the narrow range of voltages and temperatures for which the RRE
parameters were calculated.
Various approaches have been taken in dealing with this problem [19–22] , usually by
addressing either temperature-dependent or voltage-dependent device behavior in isolation.
Our modeling approach, introduced in [23], overcomes this difficulty by accommodating the
temperature- and voltage-dependence of all RRE parameters over the full operating range
of the device. With the addition of an AR temperature model to our rate equations, we are
able to predict lattice temperature under changing excitation and cold finger temperature,
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Table 7.1: Value of constants used in Eqs. (7.1)–(7.7).
Symbol Value Units Meaning (indicates device-specific)
τp 9.015 ps Photon lifetime in cavity
M 90 – Number of periods in QCL structure
βsp 1.627e-04 – Spontaneous emission factor
ε0 8.854e-12 m
−3kg−1s4A2 Permittivity of free space
~ 1.055e-34 Js Reduced Planck constant
λ 116 µm Wavelength of emission
ω 1.627e+13 rad s−1 Angular frequency of emission
q 1.602e-19 C Charge on the electron
neff 3.30 – Effective refractive index of the medium
Rth 8.2 KW
−1 Thermal resistance between active region and submount
m 1.533e-08 kg Mass of laser chip
cp 330 Jkg
−1K−1 Effective specific heat capacity of laser chip
αw 587.9 m
−1 Waveguide loss
R1 0.324 – Front facet mirror reflectivity
R2 0.324 – Rear facet mirror reflectivity
ε 0 – Gain compression factor
L 1.78 mm Length of laser chip cavity
c 3.00e08 m.s−1 Speed of light in a vacuum
thereby accounting for the temperature-dependence of the RRE parameters. The resulting
model is able to correctly reproduce the experimentally observed variations in emitted optical
power, from the temperature-dependent threshold current, through roll-over to cut-off.
The aim of this paper is to both present our study of the dynamic turn-on behavior
of a BTC THz QCL, and to provide a condensed version of our model to enable further
investigation. In the following sections we define the model (Section 7.1.3), setting out
the complete generic model and providing device-specific data for a real (exemplar) QCL;
discuss the results (Section 7.1.4) of exemplar model applications to (A) static conditions,
to simulate and explore its light–current (LI) characteristics and (B) turn-on behavior to
characterize its high speed dynamics; and offer our concluding remarks.
7.1.3 Model definition
Exemplar QCL
The QCL we chose to model is a single mode GaAs/AlGaAs BTC 2.59 THz device that
has been processed into a surface-plasmon Fabry-Pe´rot ridge waveguide and operates up
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to temperatures of 50 K in cw. This device has been previously characterized and used in
a variety of applications including material analysis [15, 24] and imaging [25]. The band
structure is shown in Fig. 7.1, with the radiative transition’s states labeled ULL and LLL.
A complete specification of the active region heterostructure [26] is required to calculate
Figure 7.1: Band diagram of our exemplar 2.59 THz BTC QCL. The radiative inter-subband
transition is ULL→LLL (color online).
device-specific RRE parameters from first principles.
Rate equation model
Our set of RREs reads:
dS(t)
dt
= − 1
τp
S(t) +
βsp
τsp(T, V )
N3(t)
+MG(T, V )
(N3(t)−N2(t))
1 + εS(t)
S(t) (7.1)
dN3(t)
dt
= −G(T, V )(N3(t)−N2(t))
1 + εS(t)
S(t)
− 1
τ3(T, V )
N3(t) +
η3(T, V )
q
I(t) (7.2)
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dN2(t)
dt
= +G(T, V )
(N3(t)−N2(t))
1 + εS(t)
S(t)
+
1
τ32(T, V )
N3(t) +
η2(T, V )
q
I(t)
− 1
τ21(T, V )
N2(t) (7.3)
dT (t)
dt
=
1
mcp
(
I(t)V (T (t), I(t))− (T (t)− T0)
Rth
)
(7.4)
The symbol S(t) represents photon population, τp the photon lifetime in the cavity, N3(t) the
ULL carrier number, N2(t) the LLL carrier number, I(t) the current forcing function, q the
electronic charge, βsp the spontaneous emission factor, τsp the spontaneous emission lifetime
(or radiative spontaneous relaxation time), and M is the number of periods in the structure,
90 in the case of our exemplar QCL. The η3 term in Eq. (7.2) models carrier injection
efficiency into the ULL and the η2 term in Eq. (7.3) models carrier injection efficiency
directly into the LLL. The carrier lifetime for non-radiative transitions from the ULL to
LLL is τ32, the total lifetime due to non-radiative transitions for the ULL carrier population
is τ3, and the lifetime for transitions from the LLL to the continuum is τ21. The gain factor
is represented by G, as defined in [19]. We make provision for gain compression by including
the term in ε in Eqs. (7.1)–(7.3).
Parameters that depend on temperature (T ) and voltage (V ) are expressed as functions
of V and T , (V, T ) in the RREs. These include the gain factor G, injection efficiencies η3
and η2, and carrier lifetimes τ3, τ32, τ21, and z32, the dipole matrix element, which is used to
calculate τsp. The voltage V and temperature T are themselves time-dependent, but for the
sake of readability are not written explicitly as functions of time t in Eqs. (7.1)–(7.3).
A requirement of modeling temperature-dependent device behavior is knowledge of the
active region (AR) temperature. Changes in AR temperature will occur due to both changes
in cold finger temperature and thermal gradients resulting from self-heating in cw operation.
Further, any changes in excitation such as steps or ramps create thermal transients [27–29]
that disturb the thermal circuit’s equilibrium. Therefore in addition to three rate equations,
a thermal model capable of predicting AR temperature must be included, and is represented
by Eq. (7.4) in our equation set. This equation models the first order thermal behavior of the
QCL and produces dynamic temperature response required to determine the temperature-
sensitive RRE parameters at each step taken by the RRE solver. In Eq. (7.4), m represents
the effective mass of the laser, cp the effective specific heat capacity of the laser material in
J kg−1 K−1 and Rth the effective thermal resistance in K W−1 between the AR and submount,
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which in this model is assumed to be at the same temperature as the cryostat’s cold finger.
The symbol T0 is the temperature, in kelvin, of the cold finger which is usually (but not
necessarily) constant.
Although the RREs are expressed in terms of a current forcing function I(t), terminal
voltage V (t) is also required by the equations for two reasons: (i) calculation of self heating
within the AR, as expressed in Eq. (7.4) and (ii) calculation of each of the ever-changing
voltage-dependent RRE parameters. With I(t) as the independent variable, V (t) may be
calculated from the temperature-dependent current–voltage (IV) characteristics of the QCL,
shown in Fig. 7.2. This can be done via a behavioral (or other) model of V (t) expressed
in terms of I(t) and T (t). QCLs have IV characteristics somewhat different to, and more
difficult to model theoretically, than those of diode lasers. For maximum accuracy we opted
for a behavioral model based on measured temperature-dependent IV data, rather than use
theoretically predicted IV characteristics.
Figure 7.2: Measured IV characteristics at T0 = 15, 35 and 45 K. Inset: IV characteristics
including current ranges over which the QCL does not lase. Polynomial coefficients of Eq. (7.12)
for use in Eq. (7.4) were derived from the measured IV data set.
Initial values for carrier and photon populations, the current forcing function I(t), and
T0, serve as independent inputs to the RREs (7.1)–(7.4). Given these inputs, the RREs may
be solved for carrier and photon populations. The optical output power P (t) can then be
found from the photon population by [20]:
P (t) = η0~ωS(t)/τp , (7.5)
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where η0 is the power output coupling efficiency, ~ is the reduced Planck constant, and ω is
the laser’s angular emission frequency. The definition of η0 is [20]:
η0 =
(1−R1)
√
R2
(1−R1)
√
R2 + (1−R2)
√
R1
αm
αm + αw
, (7.6)
where R1 is the front facet mirror reflectivity, R2 the rear facet mirror reflectivity, αw the
waveguide loss and αm the mirror loss defined as [21]:
αm =
− ln(R1R2)
2L
, (7.7)
where L is the length of the laser. We calculated the spontaneous emission lifetime τsp from
the dipole matrix element z32 using [21]:
τsp =
ε0~λ3
8pi2q2neffz232
, (7.8)
where λ is the wavelength of emission and neff the refractive index of the medium. The
photon lifetime τp is calculated from the modal loss via:
τp =
neff
c(αw + αm)
(7.9)
Values for the various constants appearing in Eqs. (7.1)–(7.7) are given in Table 7.1.
Device-specific constants pertaining to our exemplar QCL are indicated by daggers in the
table, and would need to be re-calculated for any new laser structure.
RRE parameter modeling
To determine the temperature- and voltage-dependent RRE parameters, a thermally-balanced
self-consistent Schro¨dinger Poisson (SP) RE scattering transport model [30–32] for all states
in the device was applied in a grid of 13 temperatures and 38 electric field (voltage) values.
From these calculations we extracted values for the RRE parameters gain factor G(T, V ),
ULL and LLL carrier lifetimes τ3(T, V ) and τ21(T, V ), injection efficiencies into these levels
η3(T, V ) and η2(T, V ), the scattering time τ32(T, V ) between them, and the dipole matrix
element z32(T, V ) which is used in Eq. (7.8) for the calculation of τsp(T, V ). This yielded
494 (T, V ) grid point values for each of the seven RRE parameters, giving 3458 data values
in total.
A well-understood limitation of RE models of QCLs is the prediction of hybridized wave
functions extending between periods of the QCL at certain biases [33], resulting in unrealisti-
cally large scattering rates being produced. All such non-physical parameters were identified
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and removed from the data set.
The plot of an example temperature- and voltage-dependent RRE parameter, η3, is shown
in Fig. 7.3.
Figure 7.3: Representation of η3 as a surface, showing temperature and voltage dependence.
Fall off in η3 with increasing drive current occurs much more rapidly with voltage [trace (a)] than
temperature [trace (b)], making it the primary cause of roll-over in this QCL.
Although each RRE parameter may be realized via interpolation as a function of T and
V for use in Eqs. (7.1)–(7.4), the bulk of its data structure can be significantly reduced by
polynomial fitting. The resulting polynomial coefficients can be viewed as a compressed
form of the full RRE data, and polynomials present the additional benefit of de-noising and
smoothing the bulk data — an important consideration in solving a set of stiff differential
equations. The polynomial we chose for the purpose is a third order polynomial in V and
T , fitted using a weighted least-squares method to give simple and smooth RRE parameter
functions.
The general form of a polynomial in two independent variables is:
Z(x, y) =
∑
i,j
aijx
iyj , (7.10)
where i and j are permuted subject to (i + j) ≤ k, and k is the order of the polynomial.
The general third order polynomial expanded for variables T and V (in lieu of x and y) is:
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Table 7.2: Polynomial coefficient values for modeling V and T dependent RRE parameters
Coefficient G η3 η2 τ3 τ32 τ21 z32 V
a00 +2.548e+04 +2.196e-01 +6.772e-03 +9.022e-12 +1.909e-10 +1.744e-11 +6.091e-09 -1.688e-01
a10 -5.391e+02 +2.533e-03 -1.166e-04 +2.101e-14 +1.841e-12 +9.770e-14 +1.871e-11 +1.402e+01
a01 -4.176e+04 -3.861e+00 +1.935e-02 +1.658e-11 +4.768e-10 -4.135e-11 -8.471e-09 -8.520e-03
a11 +2.762e+02 -3.304e-03 +8.581e-05 -1.386e-14 -7.578e-13 +6.334e-14 -1.435e-11 -1.236e-03
a20 +5.684e+00 -5.051e-05 +1.210e-06 -2.016e-16 -3.938e-14 -2.757e-15 -3.484e-13 -2.701e+01
a02 +2.137e+04 +2.602e+00 -1.316e-02 -9.228e-12 -2.752e-10 +2.396e-11 +5.250e-09 +1.620e-04
a21 -1.822e+00 +4.987e-06 -6.708e-07 +7.182e-17 +5.695e-15 -3.700e-16 +5.791e-14 +1.241e-02
a12 -3.0596e+01 +8.760e-04 -1.409e-05 +2.518e-15 +1.266e-13 -1.448e-14 +3.119e-12 -1.257e-04
a30 -1.406e-02 +6.649e-08 +1.819e-08 -2.960e-18 +4.242e-17 +5.438e-18 +3.446e-16 +2.609e+01
a03 -2.867e+03 -4.268e-01 +2.174e-03 +1.183e-12 +3.733e-11 -3.274e-12 -7.805e-10 -1.263e-06
Z(T, V ) = a00 + a10T + a01V + a11TV + a20T
2 + a02V
2
+a21T
2V + a12TV
2 + a30T
3 + a03V
3 (7.11)
Table 7.2 lists coefficient values for each of the temperature- and voltage-dependent RRE
parameters found in (7.11). Terminal voltage V (t) was modeled by fitting a third order
polynomial of the following form to measured temperature-dependent current–voltage data:
V (I, T ) = a00 + a10I + a01T + a11IT + a20I
2 + a02T
2
+a21I
2T + a12IT
2 + a30I
3 + a03T
3 (7.12)
Coefficient values for this V (t) model are also given in Table 7.2.
Solution process
The derivation of RRE parameters from full REs, fitting of polynomials to RRE data, and
calculation of other structure-dependent items indicated in Table 7.1, are a once-off process
for each QCL structure. Once done, (7.1)–(7.4) may then be repeatedly solved for any
chosen current excitation waveform and cold finger temperature. As with any ordinary
differential equation (ODE) set, our equations, including the thermal model, have to be
solved concurrently. While the solution is in progress, V (t) is continuously re-calculated
using Eq. (7.12) at every step the solver takes. The result is then fed into Eq. (7.4) to
produce the time-dependent AR temperature T (t). During this process V (t) and T (t) are
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simultaneously fed into the polynomial coefficients of all seven temperature- and voltage-
dependent RRE parameters to update them. We used a well-known commercial ODE solver,
Matlab’s ode23s function, to produce the results following.
7.1.4 Results and discussion
Static behavior
Characteristics that are easily measured in the laboratory, such as LI curves, are useful
as a means of validating a model. We used the model to predict our exemplar QCL’s LI
characteristics by excitation with a slow current ramp I(t) from 300 to 600 mA. The timescale
of the ramp, 1 s, was far beyond that of the laser’s electro-optic and thermal dynamics, giving
a result that well represents the static response. The simulation was repeated for three cold
finger temperatures, T0 = 15 K, 35 K, and 45 K, producing the results shown as solid curves
in Fig. 7.4 (a). Measured characteristics at some of the same cold finger temperatures, for
comparison, are shown as dotted traces. The measured data were reduced in magnitude by
a factor of approximately four due to the low collection efficiency of the detection optics.
The data shown in Fig. 7.4 (a) has been rescaled to match the simulated curves, for easy
comparison. We are not aware of any other THz QCL model, to date, which is able to
correctly predict roll-over behavior in QCLs.
As a demonstration of the part played by active region voltage in roll-over behavior,
we repeated the simulation using RRE parameters that were temperature- but not voltage-
dependent. This was done by assigning a constant value of V = 2.80 V in all RRE pa-
rameters, effectively making them voltage-independent. The results are shown as dashed
lines in Fig. 7.4 (a) and (b). Although threshold occurs at almost the same points as for
the previous simulation, the LI curves are many times broader, with the resulting thermal-
only roll-over occurring at far higher currents, demonstrating electric field effects to be the
primary cause of roll-over in this type of device. Although the voltage-dependence of RRE
parameters was suppressed in this simulation, V (t) continued to be calculated via Eq. (7.12)
for use in Eq. (7.4). We have previously reported the “full simulation” LI characteristics
of this QCL [23], and reproduce them here for comparison with the hypothetical case of
“non-voltage-dependent” RRE parameters.
The physical cause of voltage-related roll-over is a misalignment between the injector
and ULL at higher voltages [34], that manifests as a rapid drop in injection efficiency η3.
Figure 7.3 clearly shows that near roll-over η3 drops far more rapidly due to voltage change
(see trace (a) in Fig. 7.3) than due to temperature change [trace (b)].
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Figure 7.4: Effect of RRE parameter voltage-dependence on LI characteristics. In part (a),
solid lines are LI simulations with voltage dependent RRE parameters at T0 = 15 K, 35 K and 45 K.
Dotted lines are measured characteristics of the QCL at some of the same temperatures, vertically
scaled by a factor of approximately four to compensate for the poor efficiency of the collection
equipment. Dashed lines in parts (a) and (b) show LI simulations at the same temperatures, but
with voltage-dependence of RRE parameters suppressed (parameters values locked at V = 2.80 V).
Roll over observed in part (b) is thus thermal-only (i.e. due only to temperature-dependence of
RRE parameters).
7.1 Paper B 93
Dynamic behavior
The brief exploration here of our THz QCL’s dynamic behavior aims to both illustrate the
effects of temperature and voltage dependence on device behavior, and demonstrate the
importance of modeling voltage-dependent device behavior. We chose to investigate basic
dynamic behaviors that would be of interest in high speed applications, namely turn-on
delay, rise time and overshoot in response to current-step excitation. Our first set of results,
shown in Fig. 7.5, was obtained using an excitation current pulse of amplitude 0.470 A at the
six cold finger temperatures indicated. Rise time τR and turn-on delay τD in the figure are
as defined in [35]. Both turn-on delay and rise time are seen to increase non-linearly with
increasing temperature, while the steady-state optical output power decreases and ceases
altogether at ∼53 K. Because thermal effects take place on a microsecond scale, self-heating
during the relatively short 4 ns pulse period may be ignored, making lattice and cold finger
temperatures in this example effectively equal. The trend of rise time with temperature
for 470 mA rectangular current pulses is shown in Fig. 7.6. We repeated the simulation
to study rise time against temperature at pulse amplitudes of 460 mA and 480 mA (also
shown in Fig. 7.6). In addition, turn-on delay was calculated for all simulations and is seen to
correlate with rise time, as shown in Fig. 7.7. The sharp increase in both rise time (describing
the speed of the system approaching saturation) and delay time (required for spontaneous
emission to build up to a noticeable value), displayed in Fig. 7.6 and inset of Fig. 7.7, comes
from the fast decrease of small-signal gain as the temperature increases. Their ratio does
change somewhat with temperature (Fig. 7.7), but by a much smaller factor than they do
individually. With the initial turn-on gain much larger than the saturated (or threshold)
gain, one can expect that higher-order, more lossy modes will also temporarily exist before
the laser stabilizes in the single mode of operation in steady state. However, this effect was
not included in the present model.
To assess the impact of RRE parameter voltage-dependence on the behaviors shown in
Fig. 7.5, we then repeated the simulation with voltage-dependence suppressed. This was done
by assigning a constant voltage value V = 3.00 V in Eq. (7.11), the RRE polynomials. In
other equations, i.e. Eqs. (7.12) and (7.4), use of temperature- and current-dependent voltage
was retained. Non-voltage-dependent results are shown in Fig. 7.8 as dashed lines and, for
comparison, voltage-dependent results as solid lines. The results demonstrate a significant
difference when voltage is not taken into account, and agree only near the temperature at
which the terminal voltage is actually 3.00 V.
We then explored the effect of different drive currents on turn-on dynamics, while holding
the cold finger temperature constant at 15 K. Figure 7.9 shows the results as solid lines for
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Figure 7.5: Effect of cold finger temperature on step response. Response of the QCL to a current
step of 0.470 A for six cold finger temperatures (color online) is shown, with both temperature-
voltage-dependence of RRE parameters invoked. Both turn-on delay and pulse rise times increase
with increasing cold finger temperature.
the five currents used. As before, we see a correlation between turn-on delay and rise time:
starting with long times near threshold (part (a) of the figure), the times reduce to optimum
values at about 460 mA and then lengthen again as injection efficiency η3 rapidly falls off
with increasing current. Optical power output follows the same trend, peaking at ∼460 mA
and falling off rapidly just before cut-off (part(e) of the figure). When voltage-dependence
of the RRE parameters is suppressed in the same way as before, however, response times
continue shortening and optical power continues growing (broken lines in Fig. 7.9). Reduction
in optical output power then peaks well after the known cut-off current of the QCL (not
shown in figure), due to thermal-only effects, and in accordance with the LI characteristics
of Fig. 7.4(b).
7.1.5 Conclusion
We have presented a complete, computationally simple, dynamic model of an exemplar
BTC THz QCL that behaves realistically over a wide range of voltages and temperatures.
Our simulations reveal temperature- and bias-dependent turn-on characteristics that would
be of interest in typically high speed free space communications and pulsed applications.
They also demonstrate the importance of temperature- and voltage-dependence modeling,
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Figure 7.6: Dependence of optical output power rise time on temperature for current step
excitations of 460, 470, and 480 mA. Circles indicate data points, with curves to guide the eye.
Figure 7.7: Relation of turn-on delay and rise time. Inset: turn-on delay as a function of
temperature for three currents. Circles indicate data points, with curves to guide the eye.
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Figure 7.8: Effect of cold finger temperature on 0.47 A step current response when voltage-
dependence of RRE parameters is suppressed (values fixed for V = 3.00 V) – shown as dashed
lines. For reference, solid lines (identical to those of Fig. 7.5) are responses with voltage-dependence
invoked. Temperature- and voltage-dependence of RRE parameters is thus seen to have a significant
effect on both turn-on delay and pulse rise time.
7.1 Paper B 97
Figure 7.9: Effect of RRE parameter voltage dependence on pulse response for constant cold
finger temperature T0 = 15 K and varying current drive. Parts (a)–(e) show QCL’s response to
five rectangular current pulses of amplitude 420, 440, 460, 480, and 500 mA. Solid lines represent
the response with voltage-dependence of RRE parameters invoked and broken lines the response
for voltage-dependence suppressed (for constant V = 3.00 V). Progressing from (a) to (e), peak
optical power shown by the solid curves is seen to first rise and then fall, in accordance with the
roll-over mechanism. For the broken curves it keeps rising due to the absence of the voltage-related
roll-over mechanism.
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which has an impact on device behavior on timescales from pico-seconds to static. The
novelty of our approach is the use of RRE parameters that are functions of device voltage
and lattice temperature, derived from first principles by SP solution of the full set of REs.
Coupled with a time dependent thermal equation, we obtain an RRE model that is valid
over a broad range of device temperatures and voltages, allowing exploration of a QCL’s
characteristics over its full operating range of bias currents and temperatures. Although the
RRE parameters presented here were derived for an exemplar BTC device, the approach is
generic and may be applied to any QCL by extracting appropriate parameters from a full
RE model.
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Chapter 8
A model for a pulsed terahertz
quantum cascade laser under optical
feedback
In this paper we introduce the Lang and Kobayashi [9] optical feedback terms into the
model, demonstrates for the first time realistic thermal, electro-optical and cavity dynamics
in a pulsed LFI application. The emission frequency, a vital and determining parameter
in LFI, is realistically modelled with lab-collected data. The paper explores the effects of
thermal modulation inherent in pulsed operation on the interferometric signal, suggesting
it as a source of swept frequency for LFI applications. In this paper, the thermal model
is enhanced by taking into account the temperature-dependence of the heat capacity and
thermal resistance of the laser chip.
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8.1.1 Abstract
Optical feedback effects in lasers may be useful or problematic, depending on the type of
application. When semiconductor lasers are operated using pulsed-mode excitation, their
behavior under optical feedback depends on the electronic and thermal characteristics of the
laser, as well as the nature of the external cavity. Predicting the behavior of a laser under
both optical feedback and pulsed operation therefore requires a detailed model that includes
laser-specific thermal and electronic characteristics. In this paper we introduce such a model
for an exemplar bound-to-continuum terahertz frequency quantum cascade laser (QCL),
illustrating its use in a selection of pulsed operation scenarios. Our results demonstrate
significant interplay between electro-optical, thermal, and feedback phenomena, and that this
interplay is key to understanding QCL behavior in pulsed applications. Further, our results
suggest that for many types of QCL in interferometric applications, thermal modulation
via low duty cycle pulsed operation would be an alternative to commonly used adiabatic
modulation.
8.1.2 Introduction
Terahertz quantum cascade lasers (THz QCLs) are compact, electrically driven sources of
radiation in the ∼ 1–5 THz band [1] that hold enormous potential for sensing [2, 3] and
communication applications [4–7]. Laser feedback interferometry (LFI) with THz QCLs is
a recently-developed coherent sensing technique [8–10], ideally-suited to the development of
compact sensing systems, in which radiation is reflected back into the internal laser cavity
from an external target of interest. This optical feedback gives rise to measurable changes
in the electronic and optical behavior of the laser, in a phenomenon referred to as “self-
mixing” [11–13]. Optical feedback occurs to a greater or lesser extent in all laser applica-
tions, regardless of whether it is intentional, thereby necessitating its inclusion in operating
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models of many laser systems. Intentional optical feedback can be used in interferometric
sensing applications [8, 14], for example, to infer the properties of a target from the mea-
sured self-mixing voltage [15–17], and has been applied recently to applications including
THz biomedical imaging, explosives detection, and THz radar imaging [18–24]. Conversely,
optical feedback in communication applications is usually undesirable and has the potential
to cause problems such as unwanted self-mixing fringes, coherence collapse, chaotic behav-
ior, or unwanted transitions between laser operating regimes [25,26]. Seemingly weak optical
feedback can affect optical communication systems markedly, making it a vital component
of any analysis.
All THz LFI systems to date have employed THz QCL sources in continuous-wave (cw)
operation. Nevertheless, pulsed THz QCL operation yields superior performance over short
timescales compared with cw operation, owing to the lower internal Joule heating within the
THz QCL, and hence higher optical gain, lower net electrical power consumption, and higher
wall-plug efficiency. Indeed, pulsed THz QCLs have been demonstrated with operating
temperatures as high as 200 K [27] and peak THz output powers in excess of 1 W [28].
As such, the development of reliable pulsed THz LFI techniques would potentially enable
operation using efficient cryo-coolers and also open up new applications (such as nonlinear
optical studies) that require very high instantaneous THz powers. Preliminary studies have
already exploited a pulsed modulation scheme to achieve a tenfold increase in data acquisition
rate in a THz LFI imaging application [20] compared with the use of a cw source under
mechanical modulation.
A challenge remains, though, in the interpretation of LFI signals when a pulsed source is
used, since the lasing dynamics are significantly more complex than in cw operation. This
is caused by the interplay between the electro-optic response to the retro-injected THz field
and to the thermal transients occurring in a pulsed THz QCL. In this study we present the
first comprehensive model of these coupled effects, thereby providing an accurate platform
for predicting and analyzing the behavior of a pulsed THz QCL under optical feedback.
Temperature change contributes to laser behavior in a number of complex ways, includ-
ing altering the refractive index and the physical dimensions of the internal laser cavity [13],
which in turn alter the lasing emission frequency. Furthermore, the changing tempera-
ture affects carrier dynamics and thus the laser state over a wide range of timescales, from
picosecond-scale electro-optical dynamics [29] to microsecond-scale thermal modulation. It
also affects modulation bandwidth and static characteristics such as the L–I and I–V re-
sponses [30]. High-powered THz QCLs can require drive currents in the region of amperes,
producing several watts of Joule heating (self-heating) power [31]. The thermal transients
and accompanying effects brought about by self-heating are far more prominent in these
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devices than in other types of laser [32, 33], to the extent that they may be used as a tool
for tuning QCLs [34].
The optical feedback model we introduce here draws on and parallels that of an early sem-
inal paper for diode lasers [35], in which terms representing re-injection of photons into the
internal cavity are included in a reduced set of rate equations. Using this model, we repro-
duce all optical feedback-related phenomena, including the compounding effect of re-injected
photons on laser electro-optical dynamics, external cavity oscillations [36], altered threshold
current [37, 38], and modulation bandwidth [39]. In most lasers, changes in temperature or
drive current [40] cause a slight perturbation in the emission frequency. In the presence of
feedback from a static external cavity, this changes the relative phase of re-injected photons.
The interference with photons already in the internal cavity in turn produces a change in
optical output power and terminal voltage, i.e. an observable self-mixing effect. In pulsed
QCLs, the effect is significantly more complex, since the laser dynamics are affected simul-
taneously by the feedback, and by the thermal and electronic transients associated with
pulsed excitation. The model of a pulsed QCL must, therefore, account for the coupling
between these effects, which gives rise to complex time-dependent phenomena that cannot
be reproduced by studying each effect in isolation.
We begin in Section 8.1.3 with a description of the model. Using a single-mode bound-
to-continuum (BTC) THz QCL emitting at 2.59 THz as an exemplar device [18,41], we then
apply the model to pulsed mode excitation in Section 8.1.4, and conclude in Section 8.1.5.
8.1.3 Laser-specific RRE model under pulsed operation and op-
tical feedback
In contrast to more computationally demanding density-matrix or non-equilibrium Green’s
function formalism approaches [42–44], the static behavior of a THz QCL can be modeled
efficiently using a full electron-scattering rate equation (RE) solver [45,46], including energy
balance. However, modeling the dynamic behavior under thermal transients in the presence
of optical feedback would present a significant computational challenge even with an RE
approach. Reduced rate equations (RREs) [47], on the other hand, being a simplified and
condensed representation of full REs, are less computationally demanding and thus more
suited to modeling dynamic behavior under the desired operating conditions. Dynamical
behavior of THz QCLs due to pulsed operation occurs as a result of three mechanisms
operating on very different timescales:
(i) picosecond-scale intrinsic electro-optical laser dynamics, governed by semiconductor
material characteristics and carrier subband states. These are included in RREs
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through carrier scattering rates and carrier and photon lifetimes. All parameters de-
pend on both lattice temperature and the electric field, dictated by the laser terminal
voltage and internal carrier and dopant distributions in the active region (AR). As a
result, these picosecond-scale laser dynamics are slowly modified by evolving thermal
transients [see (iii) below].
(ii) nanosecond-scale effects due to optical feedback from the external cavity, which typi-
cally introduces a round-trip path length of 0.1–1 m.
(iii) microsecond-scale emission frequency changes (modulation or chirp) due to self-heating
in the laser, and concomitant self-mixing effects. The timescale of thermal changes,
typically in the tens of nanoseconds to tens of microseconds range, is determined by the
thermal time constants of the device which are in turn dictated by its temperature-
dependent thermal resistance and heat capacity. In combination with the external
cavity, thermal modulation results in self-mixing behavior that is observable in both
the optical power output and laser terminal voltage [13].
Adiabatic modulation, caused by changing carrier density, is a second mechanism of
emission frequency change. It can occur simultaneously with thermal modulation and may
counteract or augment it, depending on the characteristics of the laser. Unlike thermal
modulation, adiabatic modulation can be better controlled to occur on a timescale dictated
by the waveform of the excitation (driving) current.
Clearly, a laser-specific model is needed to reveal the interplay between free-running laser
characteristics, thermal effects, and feedback from an external cavity. Our model comprises:
(i) a set of RREs that include terms modeling photon re-injection due to optical feedback,
(ii) a thermal model for predicting laser temperature change (i.e., self-heating) as a function
of current, which is used to calculate other temperature-dependent parameters, and (iii)
a model to predict the temperature- and bias-dependent emission frequency, which affects
optical feedback related behavior.
The three main components of our model all use parameters derived specifically for the
exemplar QCL, described in Section 8.1.3. For this paper, some modeling parameters were
calculated from a full energy-balance scattering transport RE model using structural design
data for the device. Others, such as temperature-dependent thermal parameters and emission
frequency, are behavioral models based on laboratory measurements. In general, the choice
of parameter modeling method is a matter of expediency and one could, for example, use a
theoretical or analytical expression for a parameter where necessary.
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Exemplar device
Figure 8.1 shows the band structure diagram of the exemplar QCL studied in this work, cal-
culated using the full self-consistent Schro¨dinger–Poisson energy balance scattering transport
method [48,49].
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Figure 8.1: Band structure and electron wavefunction moduli squared of the exemplar device
showing upper lasing level (ULL) and lower lasing level (LLL), along with mini-band extraction
states (dashed lines), under an applied electric field of 2.4 kV/cm (corresponding terminal voltage
of 2.784 V).
Starting from the injection barrier (see Fig. 8.1), the Al0.15Ga0.85As/GaAs layer sequence
for each of the 90 periods in nanometers is, from left to right, 3.5 / 11.6 / 3.8 / 14.0 / 0.6
/ 9.0 / 0.6 / 15.8 / 1.5 / 12.8 / 1.8 / 12.2 / 2.0 / 12.0 / 2.0 / 11.4 / 2.7 / 11.3. AlGaAs
layers are shown in bold, and the 12.0 and 11.4-nm-thick quantum wells are n-doped at
concentration 2.40 ×1016 cm−3. The wafer was grown to an AR thickness of 11.6 µm and
then processed into a semi-insulating surface-plasmon ridge waveguide of width 140 µm and
cleaved to a length of 1.78 mm [18,41].
Reduced Rate Equations
To correctly predict the behavior of a QCL under optical feedback we require a free-running
RRE model that reproduces both the static and dynamical behavior of the device. Well
known QCL RRE models [29,50–54] have been used successfully to study a narrow range of
temperatures and excitations. However, since they do not account fully for the thermal and
electric field (bias) dependence of the RRE parameters, they cannot correctly predict QCL
behavior under arbitrary excitation signals such as low duty-cycle pulsing. By contrast, our
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model accounts for both the bias and temperature dependence of the RRE parameters by
using the approach described in [39]. First, the Schro¨dinger and Poisson equations were
solved self-consistently with a full scattering transport–energy balance RE model of the
RRE parameters G, η3, η2, τ3, τ32, and τ21 (see Table 8.1 and Eqs. (8.1)–(8.4) below), and
deducing them for a range of lattice temperatures (T ) and biases (V ). A two-dimensional
polynomial in both V and T was then fitted to the calculated values for each parameter,
enabling the function to subsequently be interpolated rapidly for use in Eqs. (8.1)–(8.4). This
initial fitting process allows the RRE model to be solved any number of times for different
choices of current-drive excitation, ambient temperature and external cavity characteristics.
Reference [39] describes the free-running model.
The equations for our complete model in the presence of optical feedback read as follows:
dS(t)
dt
= − 1
τp
S(t) +M
βsp
τsp(T, V )
N3(t) +MG(T, V )(N3(t)−N2(t))S(t)
+
2κ
τin
(S(t)S(t− τext(t)))
1
2 cos (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
, (8.1)
dϕ(t)
dt
=
α
2
(
G(N3(t)−N2(t))− 1
τp
)
− κ
τin
(
S(t− τext(t))
S(t)
) 1
2
sin (ωthτext + ϕ(t)− ϕ(t− τext))︸ ︷︷ ︸
Feedback Term
, (8.2)
dN3(t)
dt
= −G(T, V )(N3(t)−N2(t))S(t)− 1
τ3(T, V )
N3(t) +
η3(T, V )
q
I(t) , (8.3)
dN2(t)
dt
= +G(T, V )(N3(t)−N2(t))S(t) +
(
1
τ32(T, V )
+
1
τsp(T, V )
)
N3(t)
− 1
τ21(T, V )
N2(t) +
η2(T, V )
q
I(t) , (8.4)
dT (t)
dt
=
1
mcp(T )
(
I(t)V (T (t), I(t))− (T (t)− T0(t))
Rth(T )
)
. (8.5)
Equations (8.1)–(8.4) without the “feedback terms” identified by under braces, amount
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to the model for the free-running QCL. Table 8.1 summarizes the meaning of all symbols
used in the equations. Given the drive current forcing function I(t) and cold finger tem-
perature T0(t), the equations allow us to solve for the photon number S(t), ULL and LLL
carrier numbers N3(t) and N2(t) respectively, and the AR temperature T (t). The cold finger
temperature T0(t) may be varied but is assumed to be a constant value in this work. The
voltage V (t) at the device terminals is found from I(t) using experimentally determined
temperature-dependent current–voltage (I–V ) curves (see Fig. 8.2), and is thus expressed as
V (T (t), I(t)) in Eq. (8.5). Once solved, the optical output power P (t) can be found from the
photon number S(t) using the relation P (t) = η0~ωS(t)/τp. The output coupling efficiency
η0 in this equation is defined in [29], and here is computed as η0 = 0.2593. Since the RRE
parameters G, η3, η2, τ3, τ32, and τ21 are all temperature and bias dependent, we interpolate
their values from the associated polynomial fittings according to the state of the system at
each iteration of the time-domain solution.
This approach properly reproduces the experimentally-measured light–current charac-
teristics of the free-running QCL over its entire dynamic range of operation [39], when the
collection efficiency of the detection system is accounted for. Figure 8.2 shows the laboratory
measured light–current–voltage (L–I–V ) characteristics of our exemplar QCL, for a range
of cold finger temperatures. Inset in the figure, for comparison, are the calculated emit-
ted optical power-current characteristics produced by the free-running model at the same
temperatures. The calculated total emitted optical power is about four times higher than
measured collected power at the detector due to limited collection efficiency of the detection
equipment.
Incorporating Optical Feedback
Optical feedback is included in Eqs. (8.1) and (8.2) through the additional “feedback terms”
identified by under braces. These equations (for photon density and phase, respectively)
are derived from the Lang and Kobayashi model [13]. The feedback coupling coefficient κ
relates to the emission facet mirror and target reflectivities (R2 and R respectively), and the
re-injection loss ε as follows [17]:
κ = ε (1−R2)
√
R
R2
. (8.6)
Values for the parameters in Eq. (8.6) are given in Table 8.1. The optical feedback path
shown schematically in Fig. 8.3 is characterized by R, ε, and the external cavity round-trip
time τext = 2Lextnext/c, where next is the refractive index of the external cavity and c is the
speed of light. In interferometric applications, any of these parameters may be manipulated
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Table 8.1: Meaning of symbols used in Eqs. (8.1)–(8.5). Values for variables dependent on
temperature and voltage are given at the instant t = 1 µs in the example of Fig. 8.6, at which time
T = 46.1 K and V = 2.94 V.
Symbol Description Value / Units
M Number of periods in QCL 90
S(t) Photon number 3.69 ×107
N3(t) Carrier number in upper lasing level (ULL) 1.03 ×107
N2(t) Carrier number in lower lasing level (LLL) 2.54 ×106
ϕ(t) Phase of electric field Radians
I(t) Total current into / out of device terminals 0.465 A
G(T, V ) Gain factor [29] 1.42 ×104 s−1
τ3(T, V ) Total carrier lifetime in ULL 7.94 ×10−12 s
τ32(T, V ) Non-radiative relaxation time from ULL to LLL 1.52 ×10−10 s
τ21(T, V ) Total carrier lifetime in LLL 1.94 ×10−11 s
η3(T, V ) Injection efficiency into ULL 46.4 %
η2(T, V ) Injection efficiency into LLL 0.60 %
τsp(T, V ) Spontaneous emission lifetime 5.10 ×10−6 s
τp Photon lifetime 9.02× 10−12 s
βsp Spontaneous emission factor 1.63 ×10−4
ωth Emission frequency at threshold (no optical feedback) 2.59 THz
τext Round-trip time of the external laser cavity τext = 2Lextnext/c 11.3 ×10−9 s
Lext External cavity length 1.704 m
next Refractive index of external cavity 1.00
τin Round-trip delay in laser diode τin = 2Linnin/c 3.92 ×10−11 s
Lin Internal cavity length of laser 1.78 mm
nin Refractive index of internal laser cavity 3.30
κ Feedback coupling coefficient in external cavity 9.96 ×10−3
ε Re-injection loss factor 0.01
R2 Internal reflection coefficient of emitting laser facet 0.324
R Reflectivity of external target 0.7
α Henry’s linewidth enhancement factor [55] −0.1
q Charge on the electron 1.60 ×10−19 C
k Boltzmann’s constant 8.62 ×10−5 eV K−1
V (T, I) Voltage at device terminals 2.94 V
m Effective mass of laser chip 1.53 ×10−8 kg
cp(T ) Effective specific heat capacity of laser chip 79.6 J kg
−1 K−1
Rth(T ) Effective thermal resistance — laser chip to cold finger 6.2 K W
−1
T0(t) Sub mount / cold finger temperature 45 K
T (t) Lattice temperature of active region 46.1 K
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Figure 8.2: Free-running L–I–V characteristics of exemplar 2.59 THz BTC QCL. Main figure:
laboratory measured characteristic at four cold finger temperatures. Inset: Modeled characteristic
at the same temperatures.
to suit the requirements of the measurement being made. For example, variation of Lext(t)
with time may represent a moving target or changes in surface relief during a raster scan
over the object surface [16]; time variation of ε(t) or R(t) may represent an optical chopper
in the collimated beam path; and the target reflectivity R may be a complex number for
the purpose of a refractive index measurement [18]. The linewidth enhancement factor of
THz QCLs, α in (8.2), is low and known to vary slightly with drive current and optical
feedback [56]. In this work we use the value α = −0.1 [9].
Thermal model
Self-heating in QCLs is a significant contributor to temperature changes in the AR, with in-
creases of > 10 K possible during long pulses [57]. Furthermore, the temperature-dependent
RRE parameters τ31, τ32, τ21, η3, η2, and G can change substantially over just a few kelvin.
Thus, inclusion of a thermal model is vital in order to correctly predict QCL behavior when
the AR temperature is changing. In addition, emission frequency (not modeled by our RREs)
is markedly affected by temperature.
Equation (8.5) is the thermal model, which predicts the lattice temperature T (t) of the
QCL as a function of time. It is coupled with the other equations and must therefore be
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Figure 8.3: Three-mirror optical feedback model. The internal cavity is the QCL active region
with length Lin, refractive index nin, and round-trip propagation time τin. Light leaves the internal
cavity through the partially transmissive mirror M2, traverses the external cavity of length Lext
and refractive index next and is reflected back toward the QCL at target M3. The proportion of
light reflected by the target is the reflectivity R of M3 and the phase change introduced by M3 is
θR. The round-trip propagation time in the external cavity is τext. A portion of the reflected light,
dictated by the re-injection loss ε, re-enters the laser through M2 and mixes with the field inside
the laser cavity, altering the operating state of the laser.
solved simultaneously with them. The solution to the thermal equation depends on the cold
finger temperature T0(t), the electrical power I(t)V (t), the thermal resistance Rth(T ) of the
AR to the cold finger, the mass of the chip m, and the effective specific heat capacity cp(T )
of the AR material.
As the solution of the equation set progresses, each new temperature value obtained from
(8.5) is fed back into the temperature-dependent parameters of the remaining equations,
giving a self-consistent result. Even where the lattice temperature is not of direct interest,
the thermal model must be solved in order to determine the constantly changing temperature-
dependent RRE parameters in Eqs. (8.1)–(8.4).
The coefficients cp(T ) and Rth(T ) in (8.5) are both strongly temperature dependent,
especially at low operating temperatures (around 10 K) [58], making the coupled Eq. (8.5)
highly non-linear. The specific heat capacity cp(T ) for GaAs and AlGaAs increases non-
linearly with temperature according to the Debye equation [59], and a third-order polynomial
fit to measured data [60] was obtained for use in (8.5). The thermal resistance Rth of
QCL ARs is both temperature-dependent and anisotropic, and can be up to ten times
higher perpendicular to the quantum wells than in-plane [61, 62], owing to the enhanced
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phonon scattering at heterointerfaces [63]. Experimental studies reporting the temperature
dependence of Rth are scarce, and our approach was thus to scale the measured temperature
dependence of bulk GaAs’s thermal resistivity [64] to match a single laboratory measurement
of our QCL’s Rth (8.2 K W
−1 at 60 K). We then applied a polynomial fit to the resulting
data, finding that a simple linear fit was satisfactory for the temperature range 10 K – 60 K.
For our QCL, cp(T ) ranges from 1.0 to 114.0 J kg
−1K−1 and Rth(T ) from 0.7 to 8.2 K W−1
over the temperature range 10 K – 60 K. Thus the notion of a “thermal time constant”
τT = mcpRth is not particularly meaningful but, as will be seen, can be useful in describing
AR thermal behavior at a specific temperature. The variability of both cp and Rth give a
very wide-ranging value of τT, and hence within a single excitation pulse, thermal effects
may be observable all the way from the timescale external of cavity dynamics to tens of
microseconds [57].
Emission Frequency Modeling
As evident from Eqs. (8.1)–(8.4), the behavior of a laser under optical feedback depends
strongly on the emission frequency, principally through the round-trip phase of the external
cavity. The emission frequency of a QCL depends on the cold finger temperature and the laser
driving current. The mechanisms responsible for the change in emission frequency with laser
current are thermal and adiabatic in nature (i.e. caused by the changes in AR temperature
and carrier density) [65, 66]. Although the adiabatic mechanism is complex and non-linear,
the linear component dominates in our QCL and provides a satisfactory approximation. For
our exemplar modeling demonstration we used a laboratory-determined emission frequency
coefficient of −12 MHz/mA for the driving current range of interest, 420 mA – 510 mA.
Thermal frequency modulation is due to thermal expansion of the cavity [67] as well as
change in refractive index with AR temperature [34]. The two effects together can produce
a complex emission frequency vs. temperature characteristic which varies from laser to laser.
Figure 8.4 shows the measured emission frequency change vs. cold finger temperature
for our exemplar BTC THz QCL. We use this data as the source for a behavioral model
of emission frequency running concurrently with the RRE solver. We do this by mapping
lattice temperature to cold finger temperature, and then interpolating with cubic splines
to calculate the emission frequency used in the solver. This approach allows us to easily
reproduce the relatively complex, non-linear temperature-dependent behavior of emission
frequency while solving the RREs.
Emission frequency change due to the adiabatic and thermal mechanisms takes effect in
our model by adjusting the value of ωth, the laser mode frequency in the absence of optical
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Figure 8.4: Laboratory measured change in emission frequency with cold finger temperature,
under static (cw) conditions. This characteristic is a result of change in both cavity length and
refractive index change with temperature. Circles are the actual data points, with the curve to
guide the eye.
feedback at threshold, in Eqs. (8.1) and (8.2).
8.1.4 Results and Discussion
Optical feedback effects in lasers can be observed using a photo-detector or the laser’s ter-
minal voltage, which is known to be proportional to optical output power under small signal
conditions [13]. For laboratory work on THz QCLs, fast photo-detectors are presently bulky
or expensive devices and the usual method is terminal voltage measurement. Our prefer-
ence however is to present optical power output since it is a product of the model. Having
calculated the temperature- and bias-dependent RRE parameters (a once-off operation),
Eqs. (8.1)–(8.5) may be repeatedly solved with a delay differential equation (DDE) solver
for differing experimental conditions. The choice of experimental conditions includes se-
lection of the external cavity length Lext, target reflectivity R, cold finger temperature T0,
re-injection loss ε, and drive current waveform I(t).
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Picosecond and nanosecond regime — laser dynamics, external cavity effects,
and thermal effects
For this simulation we chose a 100 ns rectangular current pulse of amplitude 450 mA. This
value of excitation current maximizes the thermal transient and optical output power for the
purpose of illustration, while remaining within the region of positive slope efficiency. The
cold finger temperature was set to 10 K and an external cavity length Lext = 1.704 m was
used, giving a round-trip time of 11.3 ns. We ran the simulation for target reflectivities of 0.0
(for reference), 0.3, and 0.7, and two slightly different external cavity lengths, the difference
being 42.8 µm — slightly less than a half-wavelength. This small distance change serves
to illustrate the marked difference seen in the response with phase changes of about pi (or
multiples thereof) in the external cavity. The values for α, τin, Lext, ε given in Table 8.1,
together with R = 0.7, give a feedback coupling coefficient κ = 9.94 × 10−3 and Acket’s
characteristic parameter C = 2.90, placing the optical feedback in the moderate feedback
regime [68]. For R = 0.3 we have κ = 6.51 × 10−3 and C = 1.90. These conditions are
typical of our experimental setup [18, 19] and are well-suited to illustrate the application of
our model.
The results are shown in Fig. 8.5 (a). Between t = 0 ns and t = 11.3 ns, all traces are
coincident with the black “no feedback” trace because the external cavity round-trip time
has not elapsed. After the point marked (i), re-injected photons cause a sudden change in
optical output (see blue and red traces). After a second round-trip period there is another
change in optical output [indicated by (ii)], and so on, leading to characteristic “external
cavity oscillations” that become more pronounced for higher target reflectivities (compare
solid traces with dashed ones). Altering the external cavity length slightly can markedly
retard the onset of external cavity oscillations (red traces) — in this example, achieved by
adding 42.8 µm, about a half-wavelength, to Lext. Changes in Lext will of course also alter
the size of the settled self-mixing signal (compare solid blue and red traces after settling),
where “self-mixing signal” is defined as the difference between outputs with and without
optical feedback present.
In the first few nanoseconds the black trace (no feedback) can be seen to rise as a result of
rapid temperature change at the start of the pulse, due to a small thermal time “constant” τT
of around 16 ns. Thereafter, and near the end of the 100 ns pulse, the optical output settles
as temperature changes more slowly. The temperature nevertheless continues to increase
well into the microsecond regime, giving rise to relatively long-lasting effects. These are
illustrated in the section to follow. The example of this section was chosen to illustrate
thermal behavior observable in the nanosecond regime by using T0 = 10 K. For higher T0,
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Figure 8.5: Pulse response on the timescale of laser and optical feedback dynamics. External
cavity length used was 1.704 m (round-trip time τext = 11.3 ns), cold finger temperature was set to
10 K, and the stimulus was a 100 ns rectangular current pulse of amplitude 450 mA. Part (a) shows
the complete response for different target reflectivities (blue traces), with sudden changes in optical
output occurring at multiples of the external cavity round-trip time, indicated by labels (i) and (ii).
The amplitude of external cavity oscillation is seen to diminish at lower target reflectivities (dashed
blue trace). Responses for a length increment of about half a wavelength in the external cavity are
shown in red. The self-mixing signal (i.e. deviation of traces from the black “no feedback” line) is
indicative of the target reflectivity. Part (b) is a zoom of the startup response, showing a turn-on
delay of τd = 550 ps and overshoot but no relaxation oscillation. The zoom in part (c) illustrates
the turn-off characteristic, an exponential decay consistent with the photon lifetime τp in the active
region. Separation of the four traces is still present but not visible in (c) due to the large abscissa
scale. Acket’s parameter for the solid blue and red traces (R = 0.7) is C = 2.90.
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we have found that such effects are not be visible in this regime due to the longer thermal
time constant associated with a higher AR temperature.
Picosecond scale effects, due purely to high-speed laser dynamics at turn on (in the ab-
sence of optical feedback), are shown in parts (b) and (c). In (b), we see the well-documented
QCL overshoot without relaxation oscillation [69], and at turn-off (c), light remaining in the
internal cavity decays with the expected photon lifetime. The four traces of part (a) are
still present in (c) but not visible due to the much larger scale of the abscissa. Considering
the narrow linewidths of THz QCLs (typically 1-2 meV, corresponding to about 1 ps [70])
and the nanosecond timescale of the shortest phenomena explored in this study, one could
safely ignore the coherent interactions between the electronics and the electromagnetic field
(photons).
Microsecond regime — thermal effects
For the microsecond regime we chose a rectangular pulse of magnitude 465 mA and length
20 µs, long enough to observe the effects associated with a thermal time constant of between
7 µs (when T = 45 K) and 12 µs (when T ∼ 55 K). The cold finger temperature T0 was set
to 45 K, the external cavity length was 2.272 m, and target reflectivities of 0.0 (for reference)
and 0.7 were used. This T0 was chosen to obtain as large as possible a frequency change
under pulsed operation, corresponding to the steep right-hand part of the emission frequency
curve in Fig. 8.4. The results are shown in Fig. 8.6.
Part (a) shows the free-running L–I curves of the QCL at different lattice temperatures,
with a vertical gray line tracing the operating point “trajectory” during the pulse. Dots
denote the start and end conditions and an arrow head indicates chronological progression.
Part (b) shows the response of lattice temperature to the drive pulse and part (c) the
corresponding optical output power (black R = 0 “no feedback” trace and blue R = 0.7
trace). In both cases, the decay in optical output is attributed to rising lattice temperature.
The cause of the decay can be seen from part (a), which shows how light output falls with
time and progressing lattice temperature while constant current is maintained during the
pulse. The approximately exponential temperature trace in (b) (τT = 7 to 12 µs) thus maps
via the trajectory to a similar (optical output) trace in (c). It should be noted that the
static L–I curves in (a) for constant lattice temperature are not the same as those inset in
Fig. 8.2 (for constant cold finger temperature).
When optical feedback is present [blue trace in Fig. 8.6 (c)], in addition to the slowly
decaying optical output, self-mixing fringes are evident. The self-mixing signal, due purely
to optical feedback, is shown inset. In typical experimental arrangements, such fringes are
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Figure 8.6: Pulse response on the timescale of laser thermal dynamics. Part (a) indicates the
region of operation on the free-running L–I curves for constant lattice temperatures. For the rect-
angular excitation pulse, the operating trajectory is a vertical (i.e. constant current) line beginning
at a lattice temperature of 45 K and ending slightly below 55 K. The excitation pulse of magnitude
465 mA and resulting lattice temperature response are shown in (b). Optical power output (blue)
is shown in (c), and for reference the optical output power under free-running conditions is shown
in black. The magenta trace is the thermally induced change in free-running emission frequency.
Inset in the figure, the orange trace shows the self-mixing signal, i.e. the difference between the
black and blue traces.
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Figure 8.7: Pulse response on the timescale of laser thermal dynamics. Part (a) indicates
the region of operation on the free-running L–I curves for constant lattice temperatures. For
the rectangular excitation pulse, the operating trajectory is a vertical (i.e. constant current) line
beginning at a lattice temperature of 45 K and ending at about 55 K. The excitation current
pulse of magnitude 510 mA and resulting lattice temperature response are shown in (b). Optical
power output (blue) is shown in (c), and for reference the optical output power under free-running
conditions is shown in black. The magenta trace is the thermally induced change in free-running
emission frequency. Inset in the figure, the orange trace shows the self-mixing signal, i.e. the
difference between the black and blue traces.
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usually synthesized through a frequency modulation due to application of a linear current
sweep (i.e. adiabatic modulation) [17,18], and thus are evenly spaced. In this case, however,
the separation between fringes is proportional to the rate of frequency change which is
thermally induced. As the temperature transient settles, frequency change becomes less
rapid in concert with the less rapidly changing temperature, resulting in LFI fringes that are
spaced further apart. We anticipate such fringes to be easily observable in the laboratory
using a fast-sampling oscilloscope. The magenta trace in (c), which shows change in emission
frequency during the driving pulse, is directly responsible for the self-mixing fringes when
optical feedback is present, and is calculated by mapping lattice temperature in (b) using
the frequency curve of Fig. 8.4.
To show the effect of pulse amplitude on the microsecond-scale response, we include a
result for a 510 mA pulse magnitude in Fig. 8.7. Operating a QCL on the descending part
of the L–I curve is not usually performed in practice due to the negative effects of increased
thermal loading, which include reduced bandwidth. However, in this case, it causes the
trajectory to coincide with an operating regime in which a small change in output power
with respect to the temperature is observed [see Fig. 8.7 (a)], giving far less decay in optical
output over the timescale of the driving pulse [blue curve in Fig. 8.7 (c)]. Correspondingly,
the self-mixing fringes in this case represent a relatively larger modulation depth of the
output power. This would make it easier to filter out the self-mixing signal. Interestingly,
there is a slight increase in the size of successive self-mixing peaks that is not present in the
previous example — compare inset with that in Fig. 8.6 (c).
8.1.5 Conclusion
We have presented a detailed model of a BTC THz QCL under optical feedback and pulsed
operation, which allows prediction and exploration of lasing dynamics in not only applica-
tions relying on feedback, such as interferometry, but also applications in which feedback is
incidental, such as free space communication. We reproduce observable phenomena such as
bandwidth change, fringes due to adiabatic and thermal modulation, and chaotic behavior,
and explore or discern the boundaries between the five operating regimes of the laser. These
findings are of primary interest in developing new higher temperature optical feedback in-
terferometry applications with pulse-driven THz QCLs, and we propose that our modeling
method will be useful in applications using other types of laser. For use with another laser
the model would have to be adapted as required, depending on the type of laser. RREs and
RRE parameters specific to the laser type, along with an appropriate thermal model, would
then produce results representative of that laser type.
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Chapter 9
Frequency Tuning Range Control in
Pulsed Terahertz Quantum Cascade
Lasers: Applications in Interferometry
This paper proposes for the first time a method of combining adiabatic and thermal sweeps
for LFI under pulsed excitation. In the pulsed mode, the combined effects of nonlinear
thermal modulation due to self-heating and adiabatic modulation due to current sweeping
are studied on varies time scales. Linearity of frequency sweep is an important consideration
in LFI, and a method of correcting nonlinearity in the combined sweep via manipulation of
the drive current is for the first time demonstrated. Fourier Transforms of the SM signal
are demonstrated as an effective way to assess the linearity of a frequency sweep. We also
show that maximum frequency sweep is achieved with pulses on the same time scale as the
thermal constant of the heat circuit.
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9.1.1 Abstract
Terahertz quantum cascade lasers (QCLs) are able to produce higher optical output power
at higher temperatures when operated in pulsed mode. Predicting a laser’s behavior un-
der pulsed operation in order to achieve performance requirements is however a nontrivial
exercise: the complex and non-linear interplay between current, electric field, and ther-
mal transients gives rise to complex responses in both optical output power and emission
frequency. In applications where it is important to predict and control these behaviors,
establishing the link between current drive, emission frequency, and optical output power
is necessary. In this paper we demonstrate, via a realistic laser-specific model, that by ap-
propriate manipulation of the drive pulse we can not only obtain a higher optical output
at increased operating temperature, but also both extend and linearize a QCL’s frequency
sweep. We suggest that consideration of laser behavior through realistic and comprehensive
modeling is not only useful but is also required in any pulsed application in which emission
frequency change is likely to affect performance.
9.1.2 Introduction
Terahertz (THz) quantum cascade laser (QCL) technology is developing rapidly, and for
many applications requiring a coherent THz source a QCL is the device of choice [1]. Tera-
hertz QCLs are now able to source up to 1 W in pulsed mode [2] and operate at temperatures
as high as 200 K in pulsed mode [3]. Problems with operating temperature in mid infrared
(MIR) QCLs have been largely overcome but remain for THz QCLs [4,5]: to-date, cryostats
are a necessity for THz QCL operation. Pulsed, as opposed to continuous wave (cw), oper-
ation of THz QCLs makes it possible to achieve significantly higher optical power outputs
at higher ambient temperatures [6–8], potentially making it possible to use a liquid nitrogen
instead of helium cryostat. The advantages of pulsed operation have led to its widespread
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use.
Pulsed mode operation comes at a cost, however. In cw, a laser’s lattice temperature is
for practical purposes constant, and therefore does not usually require consideration. When
pulsed, bursts of heat created by the excitation current give rise to large temperature tran-
sients in the laser’s active region [9–12]. Since the operating state of a QCL is temperature-
dependent [13–15], these transients have a significant effect on the laser’s behavior, including
its emission frequency. Moreover, there is an interplay in the dynamics produced by current
and temperature change — simultaneously changing drive current and lattice temperature
thus markedly increases the complexity of device behavior [16]. To realize an efficient and
effective application, predicting and understanding this complexity is necessary at the de-
sign phase. Due to the nonlinear interplay between lattice temperature, drive current, and
photon and carrier numbers, the dynamic behavior of pulsed QCLs [17–20] is non-intuitive
and cannot be predicted or estimated with simple pencil-and-paper calculations — accurate
rate equation modeling is thus an important tool for understanding the complex behavior
of pulsed QCLs. This is especially true in laser feedback interferometry (LFI) [21], where
the detected signal depends intimately on not only the laser’s behavior, but also on emitted
radiation that is reflected back into the laser’s cavity [22].
In this paper we use an accurate reduced rate equation (RRE) model of a real exemplar
THz QCL under optical feedback to explore swept-frequency LFI in the pulsed regime.
We show that the advantages of pulsed operation can be realized in swept-frequency LFI
sensors and that a significant challenge introduced by pulsing, viz. the strongly nonlinear
swept-frequency component it creates, can be corrected and moreover, turned to advantage
by using it to extend the range of a laser’s frequency sweep. Via the model, we study the
QCL’s response to pulsing, offer an approach to finding the timescale that provides maximum
frequency sweep, and show that by applying a pre-emphasis component to drive current the
thermal nonlinearity in a sweep can be completely nulled. This work is an important step in
providing a highly linear frequency sweep in our laboratory LFI work that includes imaging,
standoff imaging, and refractive index measurement of materials at THz frequencies.
In section 9.1.3 we introduce pulsed LFI as the context of this research and describe the
realistic model of a QCL used to arrive at our results. In section 9.1.4 we present results
obtained using three types of linear sweep drive pulse. We then describe the derivation
of a current drive pre-emphasis function that corrects the nonlinearity in frequency sweep
introduced by its thermal component. In section 9.1.5 we provide some concluding remarks
about the applicability and scope of the combined modulation method.
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9.1.3 Background and Modeling Method
Of the many materials analysis and imaging techniques now routinely being used at THz
frequencies, LFI is particularly elegant, as the laser functions both as source and detector [23].
The basic LFI configuration is illustrated in Fig. 9.1. The self-mixing (SM) signal [24, 25]
Laser driver
Heat Sink 
QCL Emission
Re-injection
Ta
rg
et
M1 M2 M3
 Thermal
resistance
 Cryostat
Temperature 
Setpoint
(Cold Finger)
Figure 9.1: Model of a pulsed QCL under optical feedback (color online). The behavior of
the laser depends on externally imposed conditions, viz. the drive current, cold finger (operating)
temperature and external cavity characteristics, as well its internal state which includes its lattice
temperature.
carries information about the target which can be revealed with appropriate processing.
A particularly useful class of LFI sensing is “swept-frequency LFI” [26]. Sweeping a laser’s
emission frequency produces an interferogram from which target information such as position,
complex reflectivity and refractive index, can be inferred. Improved LFI results can be
obtained with larger frequency changes, making techniques for extending the range of a
laser’s frequency sweep sought after.
To date, frequency modulation has been accomplished almost exclusively via the adia-
batic mechanism, in which the laser is operated in cw and small linear variations in drive
current superimposed on a DC bias current. The superimposed waveform is typically a
sawtooth, producing a repeating, reasonably linear frequency sweep, illustrated in Fig. 9.2
(red/broken lines). The start of the drive current ramp marked (i) in part (a) would usually
be close to, and slightly above, the laser’s threshold current. The end of the ramp, marked
(ii), would be near the peak of the laser’s light-current (LI) curve, slightly before rollover [27]
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occurs.
In addition to current drive, a QCL’s emission frequency also depends strongly on its lat-
tice temperature [28], giving rise to the mechanism of thermal frequency modulation. While
the cryostat maintains the cold finger at a constant operating temperature as depicted in
Fig. 9.1, the lattice temperature varies as a result of self-heating due to drive current in com-
bination with the QCLs’ thermal resistance. This makes thermal modulation unavoidable
whenever current is changed.
Swept-frequency LFI performed under cw conditions gives rise to small temperature
transients in the lattice [Fig. 9.2 part (b)], as a result of the excitation current’s sawtooth
component. As thermal transients due to self-heating are by nature nonlinear, they introduce
a nonlinearity to the overall frequency sweep [see red/broken lines in part (c)]. Under
cw operation, this small thermal frequency change component can usually be ignored or
corrected in software. The effect of an emission frequency sweep on optical power in an
LFI arrangement such as Fig. 9.1 is seen as small ripples (interferometric fringes) in the
red/broken lines in Fig. 9.2 (d). In practice, the interferogram is usually recovered from the
QCL’s terminal voltage which is proportional to optical output power [29].
The advantages of laser pulsing lead to consideration of how swept-frequency LFI sens-
ing may be accomplished in pulsed mode operation. Figure 9.2 (a)–(d) (blue/solid lines)
show excitation pulses, atop which we place a linear current ramp of magnitude 30 mA. In
this illustration the pulse-borne ramps have the same magnitude as the cw ramps but are
condensed into the much shorter timeframe of a single pulse, the idea being to achieve the
same adiabatic sweep but in the much diminished timescale of a short pulse. Unlike the
sweep in cw mode, however, the pulse introduces a large thermal transient and with it a
thermal frequency sweep that augments the adiabatic sweep. The resulting total frequency
sweep [part(c)] in pulsed mode is both significantly larger and exhibits greater departure
from linearity than that of cw mode. The consequence is visible in the fringes [part(d)] –
there are more of them due to the greater total frequency sweep, and they are unevenly
spaced in time due to the nonlinear thermal component of the sweep. Thus, in addition to
higher operating temperatures and optical power, pulsing offers the prospect of a broader
frequency sweep. However, nonlinearity in a sweep can be problematical in the case of LFI,
with the attendant unevenly spaced fringes making extraction of target information more
computationally intensive. Further, the timescale of thermal transients cannot be controlled
and is fixed by the characteristics of the thermal circuit. This means drive pulsing must be
attuned to the timescale of the laser’s thermal behavior for maximum benefit.
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Figure 9.2: Self-mixing in a pulsed QCL under optical feedback (color online). Red/broken
lines pertain to cw operation and blue/solid lines to pulsed operation. Part (a) shows linear drive
current ramps in each mode, with (i) denoting the start of the ramp and (ii) the end. Temperature
transients resulting from self-heating are shown in (b). Cold finger temperature in cw is well below
that in pulsed mode, in order for results to be comparable. The traces in (c) are emission frequency
change resulting from both temperature and current change (ramping in the drive pulse). Optical
output shown in part (d) shows LFI fringes due to optical feedback, visible as a small ripple.
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Exemplar QCL
The QCL-specific model used here is based on a 2.59 THz single-mode bound-to-continuum
laser fabricated with GaAs/GaAlAs multilayers, processed into a surface plasmon Fabry-
Pe´rot ridge waveguide, and indium-mounted onto a copper submount. The device is capable
of operating in cw up to cold finger temperatures of about 50 K and emits a maximum of
approximately 4 mW of optical power from each facet. It has been well-characterized and
used extensively in our laboratory work [24, 26, 30–32]. A more complete description of the
laser structure can be found in [26,33].
Reduced rate equation model
The laser’s complete, structure-specific RRE parameters for use in our modeling work were
determined as described in [34] and [35]. These RREs define our model of the exemplar
QCL under optical feedback by including feedback terms based on Lang and Kobayashi’s
model [22]. The dependence of the RRE parameters on both voltage (V ) and lattice temper-
ature (T ) gives the model the ability to correctly predict both dynamic responses (such as
turn-on delay and rise times) and static responses such as the LI characteristics. A thermal
model, (9.1) below, allows us to predict the lattice temperature T , given the cold finger tem-
perature T0 and the drive current I. The prediction of T is an essential part of the complete
model as it determines thermal frequency modulation behavior as well as the laser’s internal
operating state and values of its rate equation parameters.
dT (t)
dt
=
1
mcp(T )
(
I(t)V (T (t), I(t))− (T (t)− T0(t))
Rth(T )
)
(9.1)
Modeling adiabatic and thermal modulation
The RREs for our model do not inherently model current or temperature dependence of
the emission frequency. To realize this dependence we used a behavioral model based on
measurements made on the device. The result of these measurements is shown in Fig. 9.3.
Part (a) in combination with the thermal model Eq. (9.1) are used to deduce the thermal
emission frequency change at any lattice temperature or drive current. The thermal and
adiabatic frequency changes at the known lattice temperature and drive current are then
summed to produce the overall emission frequency at any instant, thereby giving effect to
frequency modulation when used in the RREs. Nonlinearity in thermal emission frequency
change arises from both the inherently nonlinear behavior of the thermal circuit, described
by Eq. (9.1), and the nonlinear temperature dependence shown in Fig. 9.3 (a).
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Figure 9.3: Measured (a) thermal and (b) adiabatic modulation characteristics of the exemplar
QCL. The data represent frequency offsets from the nominal 2.59 THz emission frequency due to
cold finger temperature T0 and drive current I. These data, used to model frequency sweeping in
our simulations, indicate that in principle the frequency modulation range can be almost doubled
by combining the two mechanisms.
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9.1.4 Results and discussion
To demonstrate the effects of combining adiabatic and thermal modulation in a THz QCL,
we modeled the exemplar device under optical feedback typical in LFI applications with three
different pulse excitations, namely (a) a linearly increasing current ramp atop the pulse, (b)
a rectangular pulse (i.e. no current change during the pulse), and (c) a linearly decreasing
current ramp atop the pulse.
As both the current and thermal coefficients of emission frequency are negative for our
exemplar device, we expect the two mechanisms to augment each other in (a) and counteract
each other in (c). For pulse type (b), LFI fringes due only to temperature change would
appear. For these simulations the external cavity length L was 2.272 m, the target reflectivity
R = 0.7, the re-injection efficiency ε = 0.005 (giving Acket’s parameter [36] C = 1.93), and
the cold finger temperature was set to T0 = 45 K in order to use the region where emission
frequency is changing most rapidly with temperature [see Fig. 9.3(a)]. LFI signals in the
laboratory are usually acquired by direct measurement of the laser’s terminal voltage, but
for convenience in these simulations we present them as optical output power.
Results for Pulsed Linear Frequency Sweep
Results for pulses of width 2 µs are shown in Fig. 9.4. Parts (a), (b) and (c) show the three
pulses applied. Parts (d), (e), and (f) show the lattice temperature transient responsible
for the thermal emission frequency change, and (g), (h), and (i) show the total emission
frequency change due both to the adiabatic and thermal mechanisms. Figure 9.4 parts (g),
(h), and (i) all represent the deviation (offset) of the emission frequency from the nominal
value of 2.59 THz. Parts (j), (k), and (l) are the resulting optical output of the laser. The
solid line (red online) in each of these is the output with optical feedback (R = 0.7) and
the broken line the output without optical feedback (R = 0), as a reference. The difference
between these two traces is the SM signal (i.e. the extracted LFI fringes), shown in parts
(m), (n), and (o). The result for the flat-topped pulse, row (b), shows little frequency change
(h) and consequently only one complete LFI fringe (n). This is due to no adiabatic frequency
change (no change in current drive atop the pulse), and the timescale (2 µs) being much
shorter than the thermal timescale. The one visible fringe is therefore due entirely to the
thermal mechanism acting over the 2 µs pulse period.
With a positive-going adiabatic drive current (a), the much larger frequency change (g),
due almost entirely to current drive, results in about nine fringes (m).
For the negative-going adiabatic drive (c), the emission frequency trend is reversed (i),
with about seven fringes being produced (o). In (m), thermal augments adiabatic change,
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Figure 9.4: Modulation with 2 µs, 485 mA drive pulses (color online). Rows show the response
for three types of pulse, (a) positive-going current ramp of magnitude 40 mA atop the pulse, (b) no
current ramp (i.e. a perfectly rectangular pulse) and (c) negative-going ramp of magnitude 40 mA
atop the pulse. Parts (d), (e), and (f) are the lattice temperature transients responsible for thermal
emission frequency change. Parts (g)(h)(i) show emission frequency change caused by the current
ramp and temperature change together. Parts (j), (k), and (l) show the optical output for each
pulse type, with black/broken lines as the reference condition (no optical feedback). Ripples in the
solid line (red) are the LFI fringes resulting from optical feedback. Subtracting the reference trace
from the LFI trace for each of these gives the SM signals shown in parts (m), (n), and (o). On the
2 µs scale, very little frequency change is due to the thermal transient, as can be seen from (h),
(k), and (n).
resulting in one additional fringe above the purely adiabatic fringe count. In (o), thermal
counteracts adiabatic, resulting in one less fringe.
When the timescale of the pulses was extended to 20 µs, the frequency sweep was much
greater as a result of a larger temperature change in the lattice, and more fringes appeared
in parts (m) and (n). The spacing of fringes was however noticeably less consistent. These
additional results are given in Appendix A.
With pulses of length 200 µs, additional fringes were present but fringe spacing was far
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less consistent, with most fringes grouped in the first third of the pulse where temperature
change is most rapid. Such inconsistent fringe spacing and shape make extraction of target
information challenging. Our proposed approach to mitigating this challenge is to apply a
pre-emphasis component in drive current that exactly cancels the nonlinear component of
the thermal sweep, thereby producing a linear frequency sweep and hence evenly spaced and
proportioned LFI fringes.
Linearization of frequency sweep
The primary source of nonlinearity in swept frequency is the behavior of the thermal circuit,
defined by Eq. (9.1), which determines lattice temperature. The lattice temperature cannot
be quickly or directly controlled as it is a result of temperature buildup due to self-heating
produced by the drive current. Further, the rate of heat buildup in the lattice is governed by
the thermal characteristics of the device, i.e. heat capacity and internal thermal resistance as
well as that between the device and the heat sink. Thermal modulation therefore continues
for some time after its original cause (current change) has ceased. The only means of control
is via drive current, by introducing a pre-emphasis component that compensates for the
thermally introduced nonlinearity. We achieved this by using the observed frequency sweep’s
nonlinearity as the error term in a feedback control loop that modifies the drive current.
Changing the drive current in turn alters self-heating, making the process require iteration
until the required precision is reached. The drive current curve arrived at in this manner
can then used to produce precisely linear emission frequency sweeps, provided no changes
are made to operating conditions and parameters. Changes to cold finger temperature
or the pulse amplitude limits and slope would, for example, require recalculation of the
pre-emphasis drive current. The end result of the iterative process is a nonlinear current
drive pulse that produces adiabatic and thermal frequency sweeps, both with nonlinear
components that exactly cancel each other, to producing an overall linear frequency sweep.
To illustrate the linearizing process we use the drive pulse shown in Fig. 9.5 (a) (red/broken
line). In this simulation a target reflectivity of R = 0.03 (giving C = 0.40) is used in order
to reduce the harmonic content of the LFI signal. Before correcting the drive current, the
maximum deviation from linearity of the frequency sweep [Fig. 9.5 (c)] is 52.6 MHz. The
frequency sweep itself spans 868 MHz. After 5 iterations the maximum nonlinearity was
reduced to 9.4 kHz, representing improvement by a factor of more than 103.
The results are shown in Fig. 9.5 (a)–(f). Red/broken lines represent the result before
nonlinearity correction and blue/solid lines the final result after iterative linearization of the
frequency sweep. Part (a) shows the corrected current dipping below the linear ramp to
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Figure 9.5: Pre-emphasis of a 20 µs pulse to linearize frequency sweep, for evenly spaced and
proportioned interferometric fringes. Red/broken lines are the results before pre-emphasis and
blue/solid lines the results with pre-emphasis. Even small deviations from exact linearity [parts (a)
and (c)] can cause significant irregularity in fringe spacing and proportions over the duration of the
pulse (f). A spectral analysis of the SM signal [broken line in (e)] shows spectral spreading resulting
from irregular fringe spacing [broken line in (f)], and restored fringe regularity via pre-emphasis
evidenced by sharp spectral peaks [solid lines in (e) and (f)]. Harmonics seen in the solid line (e)
are due to the non-sinusoidal nature of the LFI fringes.
compensate for the initially rapid frequency change at the start of the thermal transient.
As the thermal transient settles, drive current increases more rapidly to compensate for the
slower thermal frequency sweep near the end of the pulse, giving an overall linear frequency
sweep [part (c)]. Although the uncorrected nonlinearity in frequency sweep appears to
be slight, it has a marked effect on the interferogram [part (f)], with fringe width almost
doubling over the duration of the pulse. After correction, the fringe proportions and spacing
are constant over the duration of the pulse [part (f)]. Fast Fourier transforms of the SM
signals are shown in part (e) to demonstrate the efficacy of linearization resulting from the
pre-emphasis: varying fringe spacing in the uncorrected sweep broadens the spectral peak,
whereas the linearized sweep with perfectly spaced fringes result in sharp spectral peaks.
Harmonics visible in the spectrum are due to the non-sinusoidal nature of the SM signal.
These can be somewhat mitigated with the use of less optical feedback (lower values of C),
but at a cost to signal-to-noise ratio (SNR). To illustrate how feedback strength (as encoded
in Acket’s constant C) affects the harmonic content of the SM signal, we repeated the
simulations for different values of C representative of three different feedback regimes [37],
very weak (C = 0.1), weak (C = 0.73), and moderate (C = 1.93). The results are shown
in Fig. 9.6. In the very weak feedback regime (C = 0.1), the SM signal, barely visible in
(a), is almost purely sinusoidal with second harmonic about 25 dB below the fundamental.
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Figure 9.6: Waveform (a), (c), and (e), and spectral content (b), (d), and (f), of SM signal for
three values of Acket’s parameter, C = 0.1 representing the very weak feedback regime, C = 0.73
representing the weak feedback regime, and C = 1.93, representing the moderate feedback regime.
The spectra demonstrate that feedback in the very weak regime is required for low LFI signal
harmonic content, i.e. near-sinusoidal fringes.
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However, the fundamental itself is about 15 dB below the fundamental in the weak feedback
regime (C = 0.73), resulting in a commensurately lower SNR.
Correction of longer pulses, for example the pulse of Fig. 9.5 (a) time-scaled to a width
200 µs, would require drive currents outside the laser’s operating region, and is therefore
not possible. Shortening the pulse width on the other hand may compromise sweep range in
applications being optimized for maximum frequency sweep. Frequency linearization in such
applications is therefore limited to pulse widths of the order of the laser-submount thermal
time constant. Since the time constant of the thermal circuit is fixed at manufacture and
assembly time, tailoring the drive pulse width and swept frequency range to suit specifications
or experimental requirements must be done at the design stage via modeling. Deliberately
increasing the laser to submount thermal resistance, for example using an epoxy instead of
indium interface, may educe the full potential of the thermal modulation characteristic of
Fig. 9.3(a) at shorter pulse widths.
A similar approach to emission frequency linearization may be used to produce pulses that
result in no frequency modulation, where modulation is undesirable. This can be achieved
with a pulse shape for which the adiabatic and thermal modulation components exactly
cancel each other.
9.1.5 Conclusion
Using a realistic model of a QCL, we have demonstrated a method of swept-frequency LFI
in pulsed-mode THz QCLs. We have shown that in addition to the known benefits of
pulsing, namely higher optical output power and operating temperature, the shape of the
drive pulse can be designed to increase and linearize the range of a QCL’s frequency sweep
with a carefully considered combination of adiabatic and thermal modulation. This is of
particular relevance in THz materials analysis where swept-frequency LFI is employed, but
would also be important in any pulsed application affected by emission frequency change.
We propose that this technique may be also useful in other laser applications that require
a significantly extended and linear emission frequency sweep, such as trace gas detection,
imaging, heterodyne mixing, and spectroscopy.
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Chapter 10
A QCL model with integrated thermal
and stark rollover mechanisms
“Stark-effect rollover” has been researched by others [12], and has been demonstrated to
be due a misalignment in the injector at higher fields strengths which is responsible for the
rollover mechanism in many QCLs, in contrast to the mainly thermal rollover mechanism
present in diode lasers. This paper discusses the validation of this finding via our modelling
approach.
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10.1.1 Abstract
There is a need for a model that accurately describes dynamics of a bound-to-continuum
terahertz quantum cascade laser over its full range of operating temperatures and bias condi-
tions. In this paper we propose a compact model which, through the inclusion of thermal and
Stark effects, accurately reproduces the light-current characteristics of an exemplar bound-
to-continuum terahertz quantum cascade laser. Through this model, we investigate the
dynamics of this laser with a view to applications in high-speed free space communications.
10.1.2 Introduction
Current practice in quantum cascade laser (QCL) rate equation (RE) modeling focuses on
device behavior over a relatively narrow temperature and voltage range by using reduced RE
parameters having fixed values; that is, independent of temperature and voltage [1–3]. While
this approach may suffice for some research and design activities, there remains a need for a
more flexible and complete model. Such a model would ideally be capable of efficiently (in
the computational sense) and accurately capturing the static and dynamic behavior of the
device over the full limits of its temperature and voltage operating ranges. In this paper we
introduce a new reduced RE model that for the first time addresses and, we believe, meets
these needs.
The development of our model has two main parts, both discussed in more detail in
Section II. The first part is the determination of a behavioral model for each RE parameter
from first principles, using a Schro¨dinger–Poisson (SP) self-consistent scattering transport
solver [4, 5]. This is achieved by solving the SP equations for the complete structure at a
number of temperatures and voltages, and then fitting a polynomial function to the resulting
data for each RE parameter in our reduced REs. The “complete structure” in this context
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means rate equations for all states present in each period, as opposed to the reduced RE
system used in the second part of our work. This process yields a set of polynomials that
are functions of both temperature and voltage for use with the reduced REs.
The second part is the development of our novel REs. In a departure from conventional
three-level RE practice, we introduce a differential equation that models the thermal behav-
ior of the laser chip. This thermal equation solves for the device lattice temperature which
is subject to change as a result of self-heating and ambient temperature changes — but
more importantly, provides a dynamic temperature input for the temperature-dependent
RE parameter polynomials. The terminal voltage of the device together with the lattice
temperature allows all of the RE parameters to be calculated from their (behavioral) poly-
nomials, thereby producing accurate solutions to the REs over a broad range of voltages and
temperatures.
An additional departure from conventional practice is our use of RE parameters that
are functions of both temperature and voltage. It is this feature that gives our model the
ability to capture both the static and dynamic behavior of the device over its full voltage and
temperature operating range. Further, we make provision for gain compression and injection
of carriers into both the upper and lower lasing levels, subsequently referred to as ULL and
LLL, respectively.
Section III presents the results of some static and dynamic simulations applied to an
exemplar bound-to-continuum terahertz (THz) QCL [6], as an illustration of how device
behavior changes with temperature and voltage.
10.1.3 Modeling method
Exemplar device
The device we chose to model is a GaAs/AlGaAs Fabry–Pe´rot, single-mode, 90 period,
bound-to-continuum THz QCL emitting at 2.59 THz. More information about the structure
of this device can be found in [7]. The device was designed to operate at temperatures under
50 K in continuous wave mode, and thus requires cryostatic operation.
RE parameter behavioral modeling
A thermally-balanced self-consistent SP RE scattering transport model [5,8] for all states in
the device was applied in a grid of 13 temperatures and 38 electric field values (voltages).
From these calculations we extracted values for the reduced RE parameters: gain factor,
upper and lower laser level lifetimes, injection efficiencies into these levels, as well as the
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scattering time between them, giving a total of 494 grid point values for each RE parameter.
Hybridized wave functions of electron states occur commonly and somewhat unpredictably
in the process of solving the SP equations [9], resulting in non-physical RE parameters being
produced. All such non-physical parameters have to be removed from the data set.
Finally, a third order polynomial in two variables (voltage V and temperature T ) was
fitted to the remaining data for each parameter using a least-squares method, giving a simple
and smooth function for use in the REs.
Rate equation model
Our set of four REs reads:
dS(t)
dt
= − 1
τp
S(t) +
βsp
τsp(T, V )
N3(t)
+MG(T, V )
(N3(t)−N2(t))
1 + εS(t)
S(t) (10.1)
dN3(t)
dt
= −G(T, V )(N3(t)−N2(t))
1 + εS(t)
S(t)
− 1
τ3(T, V )
N3(t) +
η3(T, V )
q
I(t) (10.2)
dN2(t)
dt
= +G(T, V )
(N3(t)−N2(t))
1 + εS(t)
S(t)
+
1
τ32(T, V )
N3(t) +
η2(T, V )
q
I(t)
− 1
τ21(T, V )
N2(t) (10.3)
dT (t)
dt
=
1
mc
(
I(t)V (T (t), I(t))− (T (t)− T0)
Rth
)
(10.4)
The symbol S(t) represents the photon population, τp the photon lifetime in the cav-
ity, N3(t) the ULL carrier number, N2(t) the LLL carrier number, I(t) the current forcing
function, q the electronic charge, βsp the spontaneous emission factor, τsp the spontaneous
emission lifetime (or radiative spontaneous relaxation time), and M is the number of periods
in the structure, 90 in the case of our exemplar device. The η3 term in (10.2) models carrier
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injection efficiency into the ULL and the η2 term in (10.3) models carrier injection efficiency
directly into the LLL. The carrier lifetime for non-radiative transitions from the ULL to LLL
is τ32, the total lifetime due to non-radiative transitions for the ULL carrier population is
τ3, and the lifetime for transitions from the LLL to the continuum is τ21. The gain factor
is represented by G, as defined in [3]. We make provision for gain compression by including
the term in ε in (10.1) to (10.3).
To model thermal transients caused by self-heating and changes in ambient temperature,
our REs include (10.4), a differential equation for the lattice temperature of the laser. This
equation models the first order thermal behavior of the device, and produces dynamic tem-
perature data required to determine the temperature-sensitive RE parameters. In (10.4), m
represents the effective mass of the laser in kg, c the effective specific heat capacity of the
laser material in J kg−1 K−1 and Rth the effective thermal resistance in K W−1 between the
laser chip and its mount, in this case the cold finger of the cryostat. The symbol T0 is the
temperature (in K) of the cold finger which is usually (but not necessarily) constant.
The voltage V at the device terminals, expressed as V (T (t), I(t)) in (10.4), was modeled
by fitting a third order polynomial in two variables (current I and temperature T ) to the
experimentally determined current-voltage (IV) characteristics of the device, having been
measured over a range of currents and temperatures. The voltage V may then be determined
from the third order polynomial model at any given current and temperature. The voltage
thus determined is then used to calculate all other parameters that depend on it.
RE parameters that depend on voltage (V ) and temperature (T ) are expressed as func-
tions of V and T in the REs. These include the gain factor G, injection efficiencies η3 and
η2, and carrier lifetimes τ3, τ32, and τ21. The voltage V and temperature T are themselves
time-dependent, but for the sake of readability are not written explicitly as functions of time
t in (10.1) to (10.3).
Initial values for carrier and photon populations, the current forcing function I(t), and
T0, serve as independent inputs to the REs (10.1) to (10.4). Given the inputs and the RE
parameters as functions of V and T as described in Section II.B, the REs may be solved
for carrier and photon population. The optical output power P can then be found from the
photon population using the following relation [2]:
P (t) = η0~ωS(t)/τp , (10.5)
where η0 is the power output coupling efficiency [2], ~ is the reduced Planck constant, and
ω is the laser’s angular emission frequency.
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10.1.4 Results and discussion
After determining behavioral models for our exemplar device, MATLAB’s (MathWorks,
Inc.) ode23s solver was used to find carrier and photon populations, temperature, and
optical output power for two current forcing functions and cold finger temperatures.
The first forcing function, chosen to illustrate our model’s ability to capture the salient
features of the device’s light-current (LI) curves, is a slow, linear, one-second current sweep
from 300 mA to 700 mA. A low speed current sweep is used to ensure the simulated light
output is for truly static conditions, and is not affected by thermal transients. This stimulus,
when used with the conventional three-level rate equations (having fixed parameters), pro-
duces an LI curve that is a straight line ascending from the threshold current, as illustrated
in [2]. Figure 10.1 shows our LI solutions for three cold finger temperatures. For comparison,
Fig. 10.2 shows the device’s measured LI curves at the same cold finger temperatures. The
steep decline in light output above 500 mA is due to the Stark effect [10,11], a phenomenon
that is captured by our model and is manifested in the RE parameters as a sharp drop in
injection efficiency with rising terminal voltage. The use of a third-order polynomial function
to model η3 leads to values slightly lower than correct near the threshold and cutoff currents,
and slightly higher than correct midway through the curve, giving rise to the more peaked
appearance of the simulated curves. The disagreement in the maxima (around 0.8 mW in
the measured results as opposed to 3.5 mW in the simulation) are due to the poor collection
efficiency of the measurement device.
The second current forcing function was chosen to illustrate the ability of our model to
capture high speed device dynamics and show how the dynamics change with bias (operating
point). A square current waveform of period 500 ps and peak-to-peak amplitude 10 mA was
superimposed with a DC (bias) current of two values: one at 441 mA (the rising part of the
LI curve in Fig. 10.1) and the other at 475 mA (the falling part of the LI curve in the same
figure). The transient response for the 441 mA bias shown in Fig. 10.3 and the transient
response for the 475 mA bias is shown in Fig. 10.4.
We note that in addition to the inversion, there are clearly distinguishable differences in
the waveform at the two bias points. In free space communications applications [12–15], the
most important difference would be in the rise times of the responses which are, respectively,
50 ps and 81 ps (using the 0%–100% definition of rise time). Although the rising edge in
Fig. 10.4 corresponds to a falling one in Fig. 10.3, the “rise” and “fall” (transition) times
in each figure are the same due to the symmetry of the waveforms. The differing transition
times indicate that in such an application, a higher bandwidth (data throughput rate) would
be attainable at the lower bias point. On the other hand, the temperature stability of the
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Figure 10.1: Simulated LI response of QCL at three cold finger temperatures. The solid line
is for a cold finger temperature of 10 K, the broken line for 20 K, and the dotted line for 40 K.
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Figure 10.2: Measured LI response of QCL at three cold finger temperatures. The solid line is
for a cold finger temperature of 10 K, the broken line for 20 K, and the dotted line for 40 K.
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Figure 10.3: Solid line: transient response to square wave modulation of peak-to-peak ampli-
tude 10mA (broken line) with a bias offset of 441 mA (in ascending part of LI curve) and cold
finger temperature 10 K . The broken line indicates timing of the current pulses only.
higher bias point is far better. In an environment in which a QCL’s heat sink temperature is
not well controlled, it could be advantageous to operate at the higher bias point with better
temperature stability, at the expense of some bandwidth loss. Such a scenario could arise in
applications in the near future, using THz QCLs capable of operating efficiently at Peltier
cooler temperatures. We note further that transient responses lack relaxation oscillations,
corroborating the findings of others [16, 17].
10.1.5 Conclusion
Initial results suggest that our modeling approach may be useful for exploring and charac-
terizing THz QCL behavior. The novelty of our approach is the use of RE parameters that
are functions of device voltage and lattice temperature, and are derived from first principles
by the SP approach. Coupled with a time dependent thermal equation, behavioral model-
ing of RE parameters in this way gives a RE model that is valid over a very broad range
of device temperatures and voltages, and allows for a seamless exploration of the device’s
characteristics.
Our illustrative examples of both steady state and dynamic solutions have shown the
simulations to compare very well with measurements and well-known characteristics of the
exemplar bound-to-continuum THz QCL.
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Figure 10.4: Solid line: transient response to square wave modulation of peak-to-peak ampli-
tude 10 mA with a bias offset of 475 mA (in descending part of LI curve) and cold finger temperature
10 K. The broken line indicates timing of the current pulses only.
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Chapter 11
Terahertz quantum cascade laser
bandwidth prediction
The bandwidth of THz QCLs has been well modelled and measured by others [14–18]. This
paper demonstrates the use of our model as a virtual laboratory for finding the modulation
bandwidth of our exemplar QCL at over a range of operating currents. Our findings are in
good agreement with others.
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11.1.1 abstract
Recent research shows that terahertz quantum cascade lasers are well-suited to high speed
free space communication. The results of both theoretical and laboratory work indicate the
devices are able to deliver bandwidths in the gigahertz to tens of gigahertz range without the
burden of relaxation oscillations found in diode lasers. Using a novel rate equation model
we explore the frequency response characteristics of a real device and report on the finding
of a strongly peaked bias current-dependent response.
11.1.2 Introduction
Reduced rate equation (RRE) models are a computationally efficient means of exploring
laser dynamics and have been used widely to do so [1], [2], [3]. Bandwidth estimation
for quantum cascade lasers (QCLs) has traditionally been carried out through laboratory
measurement [4], and theoretically, by means of small signal models developed from the
RREs [3], [5]. The RRE parameters (gain, carrier lifetimes, and injection efficiencies) used
in such models are usually constant, and are specific to the lattice temperature and electric
field (bias) for which they were developed. This restricts their use somewhat, as both the
static and dynamic behavior of the laser is strongly affected by the RRE parameters. They
must therefore be re-determined if temperature or bias change significantly.
We have taken a different approach by developing a RRE model with parameters that are
functions of both temperature and bias. We create these functions by calculating all param-
eters using full-multi subband QCL energy-balance scattering rate transport Schro¨dinger–
Poisson (S–P) solver [6] for a range of temperatures and biases, and then interpolate the
calculated values to find values at a specified temperature and bias whilst solving the RREs.
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This gives our model the ability to produce a realistic output, whatever the lattice tem-
perature and bias. Under large signal conditions the temperature (due to self-heating) and
bias are ever-changing, and we manage this by continuously updating the parameters as the
solution of the RREs progresses. This necessitates the use of a thermal model in conjunction
with the RREs, as the (unknown) lattice temperature has to be determined from the cold
finger temperature, self-heating power, and the characteristics of the thermal circuit.
Using our RRE together with an ODE solver, we can easily assess the bandwidth of a QCL
for any cold finger temperature and drive current waveform. We do this by superimposing a
small test sinusoid on the DC bias current and observing the corresponding response (optical
output power).
In this paper we present the frequency response and bandwidth predicted by our model
at a fixed cold finger temperature, for a range of bias currents. We also present the time-
resolved pulse response at the maximum-bandwidth-bias on a laser dynamics timescale and
observe an absence of relaxation oscillations.
11.1.3 Exemplar device model
The exemplar QCL we chose to model is a GaAs/AlGaAs Fabry–Pe´rot, single-mode, 90
period, bound-to-continuum terahertz (THz) QCL emitting at 2.59 THz. More information
about the structure of the device can be found in [7], and the full set of rate and thermal
equations for our model is detailed in [8]. The rate equation parameters comprising gain,
carrier lifetimes, and injection efficiencies, were calculated specifically for our exemplar QCL
using the structure of the device as input to a S–P solver for the full rate equations. We
validated the steady state behavior of our model by simulating light-current (L–I) curves and
comparing them with laboratory measurements under the same conditions (see Fig. 11.1).
11.1.4 Results and discussion
Our frequency response simulation was done at a cold finger temperature of 15 Kelvin, for
four bias currents — 425 mA, 440 mA, 450 mA, and 460 mA. In each case a test sinusoid of 20
µA peak-to-peak amplitude was superimposed on the bias current for a range of frequencies
from 200 MHz to 30 GHz. The result, shown in Fig. 11.2, demonstrates the 3 dB bandwidth
rising to a maximum just before the peak of the L–I curve at 460 mA. To the right of the L–I
curve’s peak the bandwidth falls with increasing current, but not in a symmetrical manner
(not shown in the figure).
The curves in Fig. 11.2 are normalized for comparison. On an absolute scale the output
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Figure 11.1: (Color online) RRE simulated L–I curves for four cold finger temperatures. Inset:
measured L–I characteristics at some of the same temperatures.
power of the time–varying component is greatest at low bias currents, where the slope effi-
ciency is best. At higher bias currents the optical output power produced by the test signal
diminishes due to falling slope efficiency and vanishes at the crest of the L–I curve, making
it impossible to obtain a meaningful frequency response at that point. Our test signal was
small enough to reach within 1 mA of the crest without being adversely affected by nonlinear
effects.
A salient feature of Fig. 11.2 is the increasingly peaked frequency response as the crest
of the L–I curve is approached. Despite this, the time-resolved pulse response for the same
current, 460 mA, shows no trace of oscillatory response (see Fig. 11.3), corroborating the
findings of others [9], [10]. The test signal for the time trace was a square wave of amplitude
1 mA peak-to-peak and 2.5 ns period (corresponding frequency 400 MHz). For comparison,
the pulse response at 425 mA, shown in the inset, appears as a damped response.
Dependence of the modulation bandwidth on bias current (inferred from the frequency
response curves) is shown in Fig. 11.4. The left hand section of graph corresponds to the
family of curves in Fig. 11.2. The right hand (shaded) section corresponds to bias currents
on the right hand (descending) part of the L–I curve, and would not normally be used due
to the higher heat dissipated at higher bias currents.
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Figure 11.2: RRE simulated frequency response, at a cold finger temperature of 15 K, for four
bias currents. The curves are normalized for comparison, and rapidly diminish with bias current
when plotted on an absolute scale.
Although the graph appears to have a singularity at the crest of the L–I curve, the
bandwidth of the device will in fact be limited to under 30 GHz. We note the asymmetry
of the bandwidth vs. bias current characteristic, and in particular the bandwidth plateau at
about 480 mA that does not exist for the left-hand half of the L–I curve. The large apparent
gain in bandwidth at and above 460 mA seen in Fig. 11.4 is offset by an optical output power
that diminishes at least as fast as the bandwidth increases.
11.1.5 Conclusion
Using a novel RRE model of a real bound-to-continuum 2.59 THz QCL, we have found the
frequency response and hence bandwidth of the device for a variety of bias conditions. Our
results show that bandwidth increases with bias current, is highest at the crest of the L–I
curve, and then falls off again in an asymmetrical manner with further increases in bias
current. We observe that despite a sharply peaked frequency response at the crest of the
L–I characteristic, the time-resolved pulse response shows no relaxation oscillation.
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Figure 11.3: RRE simulated time-resolved pulse response. The test pulse train is a square
wave of amplitude 1 mA and period 2.5 ns superimposed on a bias current of 460 mA (timing
shown as dashed lines in main figure). Inset: pulse response for the same small signal stimulus at
a bias current of 425 mA.
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Figure 11.4: Bandwidth against bias current. Each data point was obtained by finding
the 3 dB cutoff in the frequency response (0.5 in Fig. 11.2). The left hand curve represents the
bandwidth for the ascending part of the L–I curve (Fig. 11.1) and the right hand one the descending
part.
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Chapter 12
Prediction of Turn-on Delay in a
Pulsed Terahertz Quantum Cascade
Laser
This paper predicts the turn-on delay of THz QCLs for a range of operating currents and
shows them to be in reasonable agreement with others [19].
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12.1.1 Abstract
The response time of terahertz (THz) quantum cascade lasers (QCLs) is of prime importance
in high speed pulsed applications. Response times of typical THz QCLs are in the picosecond
range, making their study in the laboratory difficult. An alternative means of exploring QCL
turn-on dynamics is the use of an accurate rate equation model.In this work we present turn-
on delay characteristics predicted by an accurate model of a 2.59 THz bound-to-continuum
QCL.
12.1.2 Body
To date, model-based investigations of start-up delay, rise time, and overshoot characteris-
tics of THz QCLs have made use of rate equations with fixed parameters, yielding results
that are valid over a limited current and active region temperature range [1]. While such
results are informative with respect to the general behavioral trends of QCLs, they do not
provide the device-specific insight required to inform detailed application design. Here we
demonstrate the use of an accurate, device-specific reduced rate equation (RRE) model [2],
[3] to characterize the turn-on dynamics of a 2.59 THz bound-to-continuum QCL [4]. Figure
1 shows the optical output power response of the QCL to a 1.2 ns rectangular drive cur-
rent pulse of amplitude 460 mA. The cold finger operating temperature used was 15 kelvin.
Petermann’s definition [5] of laser turn on time was used. The simulation was repeated at
five temperatures (15, 35, 40, 45, 50, and 52 K) and three drive currents, 460, 470, and
480 mA, to produce the characteristics shown in Fig. 2. A future thrust of this research will
be laboratory work designed for indirect observation of THz QCL dynamical metrics such
as turn-on delay, pulse rise time, and modulation bandwidth, to be validated against the
predictions of our RRE model.
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Figure 12.1: Optical output response of QCL to a current step of 460 mA at 15 kelvin, showing
turn on delay and overshoot.
Figure 12.2: Dependence of QCL turn-on delay on temperature and drive pulse magnitude.
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Chapter 13
Interferometry via thermal
modulation in low duty cycle pulsed
terahertz QCLs
This paper proposes and demonstrates via our model, a simple modulation scheme and for
swept frequency LFI in pulsed mode — the use of thermal modulation alone from self-heating
due to rectangular excitation to produce the frequency sweep. Such an arrangement makes
the LFI current drive simple and cheap, without requiring the current ramp drive associated
with adiabatic modulation [10]. A laboratory demonstration of thermal modulation for LFI
imaging has already been proven successful [20].
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13.1.1 Body
The terahertz (THz) gap is being rapidly filled by a variety of new THz technologies, fore-
most of which is the quantum cascade laser (QCL). Modelling is a vital component in the
development of new THz QCL applications, with modelling efforts tending to be technology
(rather than application) centric. As such, the focus is on specific aspects of QCL operation
such as laser dynamics, heat transfer and dissipation, and emission frequency control in order
to optimize the devices themselves. To advance THz QCL applications, however, modelling
requires an approach that considers aspects of device behaviour that are important from an
application standpoint. Our work aims to demonstrate how we can achieve this, by modelling
a real 2.59 THz bound-to-continuum QCL under pulsed operation and optical feedback. The
foundation of our model is an accurate large-signal representation of the free-running QCL
capable of predicting optical output power at arbitrary lattice temperature and terminal
voltage [1]. In addition to the free-running QCL, our complete model includes the effects
of self-heating thermal transients due to pulsed operation, and optical feedback, providing a
realistic tool for predicting THz bound-to-continuum QCL behaviour in future applications
involving pulsed QCL operation.
Frequency modulated QCLs can be effectively used in interferometric applications for
imaging and materials analysis [2,3]. To date we have extensively used adiabatic modu-
lation in our interferometric work [25]. Adiabatic modulation is achieved by sweeping or
switching the laser’s drive current change in optical cavity refractive index as a result of
changing carrier density then alters the laser’s emission frequency. The aim of this work is to
demonstrate, using our QCL model with optical feedback, that thermal modulation (emis-
sion frequency change) is an alternative way for creating the interferometric signal. Figure 1
illustrates the self-mixing [6] behaviour of our exemplar 2.59 THz bound-to-continuum QCL
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in an interferometric application employing adiabatic modulation [3]. In contrast, thermal
modulation relies on change in optical cavity length and refractive index with temperature
to alter the laser’s emission frequency. The simplest method of invoking this mechanism
is with short, low duty cycle rectangular (constant current) drive pulses. Each pulse both
turns the laser on and, via self-heating, induces a thermal transient that sweeps the laser’s
emission frequency sufficiently for interferometric application.
Figure 13.1: Self-mixing response to adiabatic modulation. Part (a) shows drive current to
the laser and part (b) the laser terminal voltage with and without optical feedback present. Laser
terminal voltage and optical output power due to self-mixing are proportional under small signal
conditions, making part (b) comparable with Fig. 2(b).
To illustrate the potential for pulsed operation of laser feedback interferometers, we
used the model to simulate optical output power for an external cavity length L = 1.42 m,
target reflectivity of 0.7, and re-injection loss factor of 0.01, giving an Acket’s characteristic
parameter C = 2.41. The drive current pulse used is shown in Fig. 2 (a) and the self-mixing
response under the given conditions in Fig. 2 (b). With appropriate signal processing [7],
such self-mixing fringes captured in the laboratory can yield a wealth of information about
the target material [3, 8]. A noteworthy feature of Fig. 2 (b) is the uneven spacing of self-
mixing fringes due to the active region’s approximately exponential thermal response. In
comparison, the adiabatic fringes seen in Fig. 1 are close to equally spaced. We are currently
working on an experimental setup for interferometric measurement of real target properties
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using thermal modulation via low duty cycle pulsing.
Figure 13.2: Self-mixing response to thermal modulation. Part (a) shows drive current to the
laser and part (b) the optical output power with and without feedback present.
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Chapter 14
Conclusions
14.1 Summary of Findings
This research work has shown that it is possible to model THz QCLs realistically by produc-
ing, for the first time, a novel and realistic RRE model of a BTC THz QCL. These devices
are notoriously difficult to model due to the large number of carrier states, and are therefore
a good proving ground for our model. We expect other QCLs types (resonant phonon and
hybrid) to model as well our exemplar BTC device. Further, we have shown that a thermal
model is a vital part of the RREs, as all RRE parameters, as well as the QCL’s emission
frequency depend intimately on the temperature of the device.
The model correctly predicts both static behaviour such as rollover due to injector mis-
alignment at higher biases, temperature dependence, and high speed dynamic behaviour,
such as turn on without relaxation oscillation and modulation bandwidth estimations. Good
agreement with measured LIV characteristics has served as a validation check for our model.
No other RRE model to date is able to properly generate the temperature-dependent rollover
characteristics of THz QCLs.
Since our ultimate objective is the use of low duty cycle pulsed operation for the ther-
mal advantage it offers, the focus of our work has been modelling LFI under pulsed mode
excitation. An enhanced version of the model that includes optical feedback has been used
to demonstrate the benefits of pulsed mode operation in LFI and validate our proposed new
methods of frequency modulation in pulsed mode LFI. It has also shed new light on the
behaviour of THz QCLs operating in pulsed mode.
While researching the model, we found that collection and integration of lab data into the
model is vital for the accuracy of modelled results. This requirement arises from uncertain-
ties inherent in the QCL production and mounting process, and would have to feature in any
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model of this nature. Data to be collected includes threshold current for interface roughness
adjustment, LIV characteristics for determining temperature-dependent thermal resistance,
temperature-dependent IV characteristics for predicting voltage V, and free-running adia-
batic and thermal coefficients of frequency modulation for use in optical feedback terms. A
by-product of this work, suggested in Section 4.1, is the method of extracting temperature-
dependent thermal resistance from LIV characteristics alone (i.e. without the use of ad-
ditional sensors). This, as far as we are aware, has not been previously proposed in the
literature.
The model is now being used to gain insights into the behaviour of multi-mode and
coupled cavity THz lasers, with a view to improving design and optimising performance.
Thermally swept frequency for LFI, first modelled in paper H is now a reality in our labo-
ratory.
14.2 Future Work
Section 5.6 lists shortcomings that could be addressed to improve the model. Work that
continues this research programme may include the following:
 Study rate equation parameters of differing THz QCL types and structures to establish
what commonalities (if any) exist between them. Any such commonalities would be
of great value to the QCL community in simplifying the RRE modelling process and
reducing the burden of creating THz QCL models.
 Establish a complete multi-mode model with frequency-dependent gain factor function,
for accurate prediction of mode competition. The gain factor should be a function
of voltage, temperature and frequency. As these parameters change, the gain for
each of the modes is re-calculated for use in the multi-mode rate equations while the
solution progresses. This should make it possible to realistically predict temperature
and electric field related mode competition and hops. Work on this model is in process
[32], with application both to single and coupled-cavity THz QCLs.
 Develop the density matrix (DM) modelling method [21, 23, 70, 101] for edit- and
resonance-free data and improved efficiency. The DM model would be applied to our
new generation of resonant phonon and hybrid L1153 / L1415 lasers to be validated
against their actual behaviour. The density matrix approach is in progress [21] and is
yielding promising results.
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 In conjunction with the DM or RRE methods, choose fitted functional forms that are
better suited than polynomials to each RRE / DM parameter type. Least squares
fitting algorithms would need to be defined for each new function.
 Further develop the method of extracting temperature-dependent thermal resistance
from laboratory-measured LIV curves (per section 4.1) in order to improve under-
standing of thermal resistance behaviour of THz QCLs [46,49–51,58,59,95] as well as
enhance mount-specific dynamic modelling of THz QCLs. Laboratory measurement
of thermal parameters captures the unique mount-specific characteristic in a way that
greatly enhances the accuracy of RRE solutions for a particular device — thermal re-
sistance between substrate and submount dominates the interferometric behaviour of
device on the microsecond to millisecond time scale.
 Improve the bi-exponential thermal model described in section 4.2. This includes
laboratory extraction of fast AR thermal parameters and slower submount parameters
for better overall modelling.
 Derive an excess phase equation [41] model that includes self-heterodyning in THz
QCLs. The object of this model, that would be time-dependent, is to generalise the
excess phase equation by taking into account external cavity dynamics which are as-
sumed to occur on a far longer time scale than laser dynamics (i.e. assuming a perfect
laser in an application where emission frequency changes occur on a timescale compa-
rable to the external cavity transit time.).
 Validating our model against pulsed experiments now in progress [20], using new hybrid
QCLs wafer L1415.
 Laboratory demonstration of high speed imaging and material analysis via thermal
frequency frequency sweeping in pulsed mode.
 Laboratory demonstration of high speed imaging and material analysis via adiabatic
frequency sweeping in pulsed mode.
 Laboratory extraction of of temperature-dependent thermal and adiabatic coefficients
of frequency modulation via pulsed LFI.
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Appendix A
Additional Results for Paper D
This appendix is an expansion of the results from paper D, demonstrating the effects of
combined adiabatic and thermal modulation for three different pulse excitations on three
different timescales. The discussion here must be read in the context of the paper.
The three timescales used were (i) 2 µs, much shorter than the time constant of the
thermal circuit; (ii) 20 µs, timescale approximately the same as the thermal time constant;
and (iii) 200 µs, much longer than the thermal time constant. For each of the three timescales,
three pulse excitations were applied, namely (a) a linearly increasing current ramp atop the
pulse, (b) a rectangular pulse (i.e. no current change during the pulse), and (c) a linearly
decreasing current ramp atop the pulse.
The results for 2 µs pulsing are repeated here for ease of comparison; those for 20 µs and
200 µs are additional, unpublished results.
A.1 Timescale 2 µs
Results for the 2 µs timescale are shown in Fig. A.1. Parts (a), (b) and (c) show the three
pulses applied. Parts (d), (e), and (f) show the lattice temperature transient responsible
for the thermal emission frequency change, and (g), (h), and (i) show the total emission
frequency change due both to the adiabatic and thermal mechanisms. Figures A.1 (g), (h),
and (i) all represent the deviation (offset) of the emission frequency from the nominal value
of 2.59 THz. Parts (j), (k), and (l) are the resulting optical output of the laser. The solid line
(red online) in each of these is the output with optical feedback (R = 0.7) and the broken
line the output without optical feedback present (R = 0), as a reference. The difference
between these two traces is the SM signal (i.e. the extracted LFI fringes), shown in parts
(m), (n), and (o).
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Figure A.1: Modulation with 2 µs, 485 mA drive pulses (color online). Rows show the response
for three types of pulse, (a) positive-going current ramp of magnitude 40 mA atop the pulse, (b) no
current ramp (i.e. a perfectly rectangular pulse) and (c) negative-going ramp of magnitude 40 mA
atop the pulse. Parts (d), (e), and (f) are the AR temperature transients responsible for thermal
emission frequency change. Parts (g), (h) and (i) show emission frequency change caused by the
current ramp and temperature change together. Parts (j), (k), and (l) show the optical output for
each pulse type, with broken lines (black) as the reference condition (no optical feedback). Ripples
in the solid line (red) are the LFI fringes resulting from optical feedback. Subtracting the reference
trace from the LFI trace for each of these gives the SM signals shown in parts (m), (n), and (o).
On the 2 µs scale, very little frequency change is due to the thermal transient, as can be seen from
(h), (k), and (n).
The result for the flat-topped pulse, row (b), shows little frequency change (h) and
consequently only one complete LFI fringe (n). This is due to no adiabatic frequency change
(no change in current drive atop the pulse), and the timescale (2 µs) being much shorter
than the thermal timescale. The one visible fringe is therefore due entirely to the thermal
mechanism acting over the 2 µs pulse period — on timescales well below the thermal time
constant, very little thermal frequency change occurs.
With a positive-going adiabatic drive current (a), the much larger frequency change (g),
A.2 Timescale 20 µs 201
due almost entirely to current drive, results in about nine fringes (m).
For the negative-going adiabatic drive (c), the emission frequency trend is reversed (i),
with about seven fringes being produced (o). In (m), thermal augments adiabatic change,
resulting in one additional fringe above the purely adiabatic fringe count. In (o), on the
other hand, thermal counteracts adiabatic, resulting in one less fringe.
A.2 Timescale 20 µs
Results for the same excitations, except on a 20 µs timescale, are shown in Fig. A.2. At this
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Figure A.2: Modulation with 20 µs pulse. The organization of this figure is as for Fig. A.1.
On the 20 µs timescale, a significant number of thermal fringes are generated [part(n)]. Where
adiabatic and thermal frequency changes augment each other, the frequency change is maximized
(g) and total number of fringes increased (m). Where they counteract each other, the overall
frequency change is smaller (i) and the number of fringes significantly reduced (o).
timescale, which is on the order of the thermal circuit’s time constant, an increased number
of thermal fringes is visible in row (b). This results in a significant increase in total fringe
202 Additional Results for Paper D
count when thermal augments adiabatic, as seen in row (a), and a significant decrease in
fringe count when the two effects counteract each other – row (c). Note the uneven spacing of
thermal fringes (n), which contributes to the uneven spacing seen in the composite (thermal
and adiabatic) result (m), in contrast to the relatively even spacing of fringes in Fig. A.1(m)
where thermal effects were minimal. Where the effects counteract each other [row (c)], fringe
count is low and the spacing and proportions erratic due to the frequency trend reversal.
A.3 Timescale 200 µs
Results obtained for the same pulse shapes on the 200 µs timescale are shown in Fig. A.3.
The (relatively) rapid succession of fringes seen in part (m) of the figure is a result of
thermal modulation completing within approximately the first 20 µs, or about one thermal
time constant. This rapid initial event correlates with the rapid initial temperature change
seen in (d), resulting in the rapid initial frequency change visible in (g). Thereafter, until
the completion of the 200 µs pulse, the adiabatic frequency sweep dominates, giving rise to
a slower more evenly spaced succession of fringes. For the flat-topped pulse (b), the results
are thermal only, with little to no fringing visible in (n) after approximately two thermal
time constants. Where the current ramp atop the pulse is reversed [i.e. is negative-going,
part(c)], thermal and adiabatic modulation counteract each other, resulting in temperature,
frequency, and fringe reversals visible in (f), (i), and (o) respectively.
While Fig. A.3 (m) would seem to give the best overall result in terms of fringe count,
such extremes of pulse spacing make it impractical to extract data from the LFI signal [10].
Adiabatic frequency sweeps on the same timescale as the thermal response give both an
extended fringe count and pulse spacing and proportions, as seen in Fig. A.2 (m), that make
information extraction practicable. Nevertheless, the changing fringe spacing and shape
make extraction of target information challenging. Our proposed approach to mitigating
this challenge, discussed in paper D, is to apply a pre-emphasis component to drive current
that exactly cancels the nonlinear component of the thermal sweep, thereby producing a
precisely linear frequency sweep, and therefore evenly spaced and proportioned LFI fringes.
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Figure A.3: Modulation with 200 µs pulse. The organization of this figure is as for Figs. A.1
and A.2. On the 200 µs timescale, the bulk of the thermal transients [parts (d), (e), and (f)]
complete well before the current sweep, producing interferograms in which thermal fringes [densely
packed to the left in parts (m), (n), and (o)] are separated from adiabatic fringes (to the right).
Although fringe count is high, the uneven spacing and proportions of the fringes makes target data
extraction impractical. Correction of pulse spacing and regularity by pre-emphasis drive for 200 µs
pulses is not possible, as drive currents below threshold would be required.

Appendix B
Example Applications
This appendix is a small compendium of example applications. Some of these examples are
briefly mentioned, having been explored more fully in the published papers. Unpublished
results are presented in a little more detail, and some ideas, as yet unexplored, are proposed.
 Modulation bandwidth prediction, for example for free space communication. The
prevailing approach has been to derive analytical expressions from a small-signal model
of the QCL [17]. Here we demonstrate the use of our model as a virtual laboratory by
injecting a test sinusoidal signal and observing the QCL’s optical response (see paper
F). This is a good example of why we model – accurately measuring bandwidths in the
tens of GHz is a rather painstaking operation under real laboratory conditions with a
laser in a cryostat [14–16], and is very costly.
 Exploring fast dynamics, including turn on delay, rise time and lack of relaxation os-
cillations, as predicted by others and experimentally confirmed—observing picosecond
transients in the lab is currently not possible and experiments rely on making infer-
ences from indirect observations [102]. Our work in this area can be found in papers
A, B, C and G.
 Mechanical pullbacks — can be used, inter alia, for setting up LFI equipment to
optimise SM sensitivity, assess optical feedback strength and measure a QCL’s emission
spectrum. Simulation could for example be particularly useful for probing the effect
of a pullback on mode hopping or competition. Figure B.1 illustrates optical output
power for a typical pullback using our single-mode exemplar laser.
 Assessing the impact of optical feedback in applications where it is undesirable. As ex-
amples, (i) unwanted feedback from a reflective surface in a free-space communications
205
206 Example Applications
0 25 50 75 100 120
2.3
2.35
2.4
2.45
O
pt
ic
al
 o
ut
pu
t 
po
w
er
 (
m
W
)
Distance (  m)μ
Figure B.1: LFI fringes resulting from a mechanical pullback of 116 µm. The cw excitation
current was 420 mA, heat sink temperature 15 K and Acket’s constant C = 0.96.
application could diminish the achievable bandwidth of the system. The simulation
described in paper F could be run with optical feedback terms included to check the
impact of feedback on achievable bandwidth, and (ii) Exploring LFI fringes and mode
hopping in an LI characterisation caused by unwanted feedback from the light collec-
tion instrument. LFI fringes in such an experiment would be due mainly to adiabatic
frequency modulation.
 Eye diagrams for assessing digital modulation bandwidth for free space communication.
Fig. B.2 illustrates a partial eye diagram for a baseband binary stream close to the
maximum rate (i.e. near eye closure).
 Assessment of self-heterodyning effects. When rapid changes in emission frequency
occur, light reflected by a target and re-entering the cavity can have a significantly
different frequency to the emission. Self-mixing in the laser then results in the appear-
ance of the difference frequency. The illustration in Fig. B.3 has been chosen to clearly
reveal this effect. A step change in frequency occurs under square-wave excitation and
light in the external cavity (still at the previous frequency) mixes with the new emis-
sion frequency, creating a difference frequency of 130 MHz [see label (a)]. After one
round-trip in the external cavity, the re-entering light is again at the same frequency
as the emission and the difference frequency vanishes [label(b)]. Label (c) points to a
faintly visible return of the difference frequency from the external cavity.
207
5 10 15 20 25
A
m
pl
itu
de
Time (ps)
0
Figure B.2: Partial eye diagram for baseband binary signal PRBS. Eye closure shows 16 Gbps to
be the theoretical bit rate limit under the selected operating conditions (i.e. heat sink temperature
and excitation)
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Figure B.3: Interferogram illustrating the self-heterodyning effect in a 6 m external cavity.
For this simulation, the square wave excitation at 8.3 MHz (period 120 ns) created a difference
frequency of about 130 MHz. The heat sink temperature was T0 = 15 K, the driving current
amplitude 420–430 mA, and C = 1.93. The unusually long external cavity was chosen to clearly
illustrate the effect with a number of clean cycles of difference frequency.
208 Example Applications
 Exploration of operating regimes in a THz QCL [44]. Jumpertz [48] for example has
demonstrated the effect of optical feedback on the LI characteristics of a QCL.
 Studying the dynamics of mode selection in multimode lasers. Mode changes can
occur as a result of changes in excitation current, heat sink temperature and optical
feedback. Initial studies have been done by our research group [32, 33] using constant
RRE parameters. When adapted for use with the model of this dissertation, studies
covering the full dynamic range of our devices will be possible.
 Studying the application of multimode lasers to swept-frequency LFI for the extraction
of materials data such as refractive index [10]—a method is required for extracting such
data from the more complex interferograms produced by multimode lasers.
 Studying mode competition and selection in coupled cavity lasers. Initial studies have
been done by our research group [32,33] using constant RRE parameters.
 Thermal swept frequency modulation in LFI for imaging and material analysis. Initial
modelling (see paper H) and laboratory work [20]) has been done in this area.
 Mechanical noise evaluation for LFI applications. Liquid helium and nitrogen cryostats
have served to cool THz QCLs since their inception. More recently, Stirling coolers
have become popular replacements due to their compactness and portability. However,
Stirling coolers employ a mechanical pump that produces vibration having the potential
to disrupt sensitive and precisely aligned LFI apparatus. Our group is now working on
just such an application [20], and the impact of vibration on LFI interferograms is a
concern. We fed data recorded with a vibrometer into our model of the LFI apparatus.
The results are shown in Fig. B.4 below. Part (b), the optical noise, has had the
wanted interferometric fringes removed in order to clearly show the unwanted noise
component. This is another example of using real data as part of a modelling exercise.
 Simulation of optical chopper effects, including the effects of aperture shape and speed
on the interferometric signal in LFI applications.
 Hypothetical scenarios for performance assessment/improvement. For example, studies
of carrier lifetimes to yield increased bandwidth may be fed back to the QCL prescrip-
tion where it is known how composition and structure affect carrier lifetimes. As an
example, the hypothetical scenario depicted in Fig. B.5 was an exercise to gauge the
effect of reducing the number of periods in the heterostructure from M = 90 (in the
actual device) to M = 66. The optical output and operating current range were seen to
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Figure B.4: Swept frequency LFI response in the presence of mechanical (displacement) noise
on the platform. For this simulation, Acket’s constant was C = 0.73, heat sink temperature was
T0 = 15 K, and swept frequency excitation was a sawtooth current ramp from 0.435 to 0.475 A
and a period of 120 ms. (a) is mechanical displacement noise in the direction of the beam axis.
The noise was due to the operation of a Stirling cooler and was captured with a laser vibrometer.
The measured displacement noise data was then fed into the RRE simulation to predict the impact
of vibration on fringes in an LFI application shown in part (b).
dramatically reduce, as was the maximum operating temperature (10 K). For period
counts of 65 and below, the device did not lase at all.
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Figure B.5: Predicted LIV curves for number of periods M = 66 at T0 = 4 K (black trace) and
T0 = 10 K (blue trace).
 Sensitivity analysis. By making incremental changes in RRE parameters, the impact
on results provides an indication of the accuracy required of RRE parameters.

