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Graphs with no Induced K2,t
Freddie Illingworth∗
Abstract
Consider a graph G on n vertices with α
(
n
2
)
edges which does not contain an induced
K2,t (t > 2). How large does α have to be to ensure that G contains, say, a large clique or
some fixed subgraph H? We give results for two regimes: for α bounded away from zero and
for α = o(1).
Our results for α = o(1) are strongly related to the Induced Tura´n numbers which were
recently introduced by Loh, Tait, Timmons and Zhou. For α bounded away from zero, our
results can be seen as a generalisation of a result of Gya´rfa´s, Hubenko and Solymosi and
more recently Holmsen (whose argument inspired ours).
1 Introduction
Fix an integer t > 2 and consider a graph G on n vertices with α
(n
2
)
edges which does not contain
an induced K2,t. How large does α have to be to ensure that G contains some substructure (like
a large clique or a fixed subgraph H)? We consider two regimes: α is bounded away from zero
and α goes to zero as n goes to infinity.
In the regime where α is bounded away from zero, G will contain substructures that grow
with n (so for example the clique number of G, ω(G), will go to infinity). Gya´rfa´s, Hubenko
and Solymosi [6] dealt with the clique number in the case when t = 2 (that is, G contains no
induced C4), confirming a conjecture of Erdo˝s.
Proposition 1.1 (Gya´rfa´s-Hubenko-Solymosi, [6]). Let G be a graph on n vertices with α
(n
2
)
edges. If G does not contain an induced K2,2, then ω(G) >
α2
10n.
This was recently improved by Holmsen [8] (note that 1−√1− α > α2 for α ∈ [0, 1]).
Proposition 1.2 (Holmsen, [8]). Let G be a graph on n vertices with α
(n
2
)
edges. If G does not
contain an induced K2,2, then ω(G) > (1−
√
1− α)2n.
This result has the added advantage that (1 − √1− α)2 → 1 as α → 1, so it is approximately
tight as α→ 1. The arguments in this paper are motivated by Holmsen’s.
Our main result is Theorem 2.1, which is an extension to the situation where G does not
contain an induced K2,t and also considers whether G contains some general subgraph (in place
of a clique). For comparison with Proposition 1.2, we state the special case of the clique (we
believe this result is also in a sense tight as α→ 1 – see Remark 3.1). First, it will be convenient
to define a constant β depending on α and t.
Definition 1.3. Given α ∈ [0, 1] and an integer t > 2, define
βt(α) =
t
2
√
t− 1
[√
1− (1− 2t )2α−√1− α
]
.
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Note that β2(α) = 1−
√
1− α so Proposition 1.2 can be stated as: if G is a graph on n vertices
with α
(n
2
)
edges containing no induced K2,2, then ω(G) > β2(α)
2n.
Theorem 1.4. Let G be a graph on n vertices with α
(n
2
)
edges containing no induced K2,t and
let β = βt(α). For any positive integer r with R(t, r) 6 β
2n, we have ω(G) > r + 1.
Here R(t, r) denotes the usual Ramsey number. It is natural for Ramsey numbers to appear in
the statement. The class of graphs with “no induced K2,t” includes those with “no independent
t-set” and if ω(G) > r + 1 for all such graphs, then R(t, r + 1) 6 n.
Since R(2, r) = r, Theorem 1.4 is exactly Holmsen’s result when t = 2. In Section 3, using
known Ramsey number bounds we prove explicit lower bounds for the clique number for all t.
As an illustration, we state the case t = 3, which is particularly clean.
Theorem 1.5. Let G be a graph on n vertices with α
(n
2
)
edges. If G does not contain an induced
K2,3, then
ω(G) >
⌊
2
3α
√
n
⌋
for all n, and
ω(G) > 13α
√
n log n+ 2 for large enough n in terms of α.
The regime where α goes to zero is closely related to the following natural question first proposed
by Loh, Tait, Timmons and Zhou [9]. Consider a graph G on n vertices with α
(n
2
)
edges
containing no induced K2,t – how large must α be to ensure that some fixed graph H is a
subgraph of G? If we do not ban G from containing an induced K2,t then the answer follows
from the theorem of Erdo˝s and Stone [3] (see Erdo˝s and Simonovits [2]): α = 1− 1χ(H)−1 + o(1)
where χ(H) is the chromatic number of H. However forbidding G from containing an induced
K2,t (ruling out Tura´n-style graphs) changes the answer drastically. In particular we will see
that the required α grows like n−
1
2 , that is, the required number of edges grows like n
3
2 .
In their paper, Loh, Tait, Timmons and Zhou introduced the notion of an induced Tura´n
number : define
ex(n, {H,F -ind})
to be the maximum number of edges in a graph on n vertices which does not contain H as a
subgraph and does not contain F as an induced subgraph. In this paper we focus on F = K2,t,
which was also considered by Loh, Tait, Timmons and Zhou. We will give minor improvements
to their results.
Proposition 1.6 (Loh-Tait-Timmons-Zhou, [9]). Let t > 3 be an integer and G be a graph on
n vertices within minimum degree d. If G does not contain an induced K2,t, then
ω(G) >
(
d2
2n(t− 1)(1− o(1))
) 1
t−1
− t+ 1.
A graph with α
(
n
2
)
edges has average degree α(n− 1) and has a subgraph of minimum degree at
least 12α(n− 1). Thus one should view d as being between 12α(n− 1) and α(n− 1). We improve
the dependence upon t for all α as well as adding a (log n)1−
1
t−1 factor for constant α > 0.
Theorem 1.7. Let G be a graph on n vertices with α
(n
2
)
edges. If G does not contain an induced
K2,t, then
ω(G) >
⌊
t−1
4 (α
2n)
1
t−1
⌋− t+ 3 for all n, and
ω(G) > 120t
(
α2n(log n)t−2
) 1
t−1 for large enough n in terms of α.
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Finally, Loh, Tait, Timmons and Zhou gave a general upper bound for ex(n, {H,K2,t+1-ind}).
Proposition 1.8 (Loh-Tait-Timmons-Zhou, [9]). Fix a graph H with vH vertices. For any
integer t > 2,
ex(n, {H,K2,t+1-ind}) < (
√
2 + o(1))t
1
2 (vH + t)
t
2n
3
2 .
They also noted that a corollary of Fu¨redi [5] is that, for H not bipartite,
1
4t
1
2n
3
2 −Ot
(
n
4
3
)
6 ex(n, {H,K2,t+1-ind}).
In particular, for non-bipartite H, ex(n, {H,K2,t+1-ind}) = Θt
(
n
3
2
)
but the correct growth rate
in t lies between 14t
1
2n
3
2 and CHt
t+1
2 n
3
2 . We give a slightly more general result (expressing the
upper bound for the induced Tura´n number in terms of a Ramsey number involving H – see
Corollary 4.1) followed by an improvement of the general upper bound to C ′H2
tn
3
2 .
Theorem 1.9. Fix a graph H with vH vertices. For any integer t > 1,
ex(n, {H,K2,t+1-ind}) <
(
1 + vH−2t
) t
2 2t−1n
3
2 < e
vH
2
−12t−1n
3
2 .
2 Notation, main result and organisation
If v is a vertex of a graph G = (V,E) then Γ(v) = {u ∈ V : uv ∈ E} is the neighbourhood of
v. We set Gv = G[Γ(v)]. For a fixed graph H, let {H − x} be the set of graphs obtained by
removing a single vertex from H and let {H − e¯} be the set of graphs obtained from H by
either removing a single vertex or two non-adjacent vertices. In particular the Ramsey number,
R(Kt, {H − x}), is the least n such that any red-blue colouring of the edges of Kn contains
either a red Kt or a blue graph which can be obtained from H by removing a single vertex.
Our main result is the following which applies for all values of α.
Theorem 2.1. Fix a graph H. Let G be a graph on n vertices with α
(n
2
)
edges containing no
induced K2,t (t > 2) and let β = βt(α).
If R(Kt, {H − x}) 6 β2n, then H is a subgraph of G. In particular, if R(Kt, {H − x}) 6
t−1
t2
· α2n, then H is a subgraph of G.
The sufficiency of R(Kt, {H − x}) 6 t−1t2 ·α2n follows from the following lemma which relates β
to α in a manageable way.
Lemma 2.2. For all α ∈ [0, 1] and integers t > 2, β = βt(α) satisfies
(t− 1)(α− β2)2 = t2(1− α)β2,
√
t−1
t α 6 β 6 α,
β → 1, as α→ 1.
Proof. The equation (t − 1)(α − β2)2 = t2(1 − α)β2 is a quadratic in β2. One can check that
βt(α) does indeed square to a solution of this quadratic.
Fix t and define the function f(x) =
√
1− (1− 2/t)2x − √1− x for x ∈ [0, 1]. Then f is
convex increasing with f(0) = 0 and f(1) = 2
√
t−1
t . Thus f(x) 6
2
√
t−1
t x. Also the derivative
of f at zero is 2t − 2t2 =
2(t−1)
t2
so f(x) > 2(t−1)
t2
x. In particular β = t
2
√
t−1f(α) satisfies√
t−1
t α 6 β 6 α.
Finally, f is continuous so, as α tends to 1, β tends to t
2
√
t−1f(1) = 1.
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We prove Theorem 2.1 in Section 5. Before that we use Ramsey estimates to obtain various
corollaries. We normally give two versions of the results: one which holds for all values of n
and a stronger bound which holds for large enough n (in terms of α). The latter is only really
applicable in the regime where α is bounded away from zero.
In Section 3 we look at the special case where H is a complete graph, proving Theorems 1.4,
1.5 and 1.7. In Section 4 we consider general H for the Induced Tura´n problem (so α going
to zero) and prove Theorem 1.9. Finally in Section 6 we consider a version of Theorem 2.1
where the number of triangles is limited and, in particular, give an improved upper bound for
ex(n, {C2k+1,K2,t-ind}).
3 Clique numbers of graphs with no induced K2,t
If we take H = Kr+1 in Theorem 2.1 then {H − x} = {Kr} so Theorem 1.4 is immediate.
Theorem 1.4. Let G be a graph on n vertices with α
(n
2
)
edges containing no induced K2,t and
let β = βt(α). For any positive integer r with R(t, r) 6 β
2n, we have ω(G) > r + 1.
Remark 3.1. The following example illustrates why we believe this result is in a sense tight as
α→ 1. Consider a graph G on n vertices which has no independent t-set and smallest possible
clique number (a Ramsey-like graph): that is, R(t, ω(G) + 1) > n > R(t, ω(G)). Now G has no
independent t-set so does not contain an inducedK2,t. If there are such graphs with (1−o(1))
(n
2
)
edges then these form a sequence of graphs for which α→ 1 (and so β → 1), but for which the
statement becomes false if β is actually replaced by 1.
We do believe that such graphs have (1 − o(1))(n2) edges. This would follow, for example,
from R(t−1,m)R(t,m) → 0 as m→∞ (true for t = 3 and 4 by standard Ramsey bounds but not known
in general): the non-neighbours of a vertex in such a graph, G, cannot contain an independent
(t − 1)-set, so there are at most R(t − 1, ω(G) + 1) non-neighbours, and so δ(G) would be
(1− o(1))n.
The following corollary for t = 3 contains Theorem 1.5.
Corollary 3.2. Let G be a graph on n vertices with α
(n
2
)
edges which contains no induced K2,3.
Let β = β3(α) =
3
2
√
2
[√
1− α9 −
√
1− α]. Then
ω(G) > ⌊β
√
2n⌋ > ⌊23α√n⌋ for all n, and
ω(G) > β
√
1
2n log n+ 2 >
1
3α
√
n log n+ 2 for large enough n, say n > exp(2e2β−2).
Proof. Firstly, the theorem of Erdo˝s and Szekeres [4] gives that R(3, r) 6
(r+1
2
)
for all positive
r. Thus r = ⌊β√2n⌋ − 1 satisfies R(3, r) 6 12⌊β
√
2n⌋2 6 β2n and so Theorem 1.4 gives the first
result.
Secondly, R(3, r) 6 (r−2)
2
log(r−1)−1 for all r > 4 (a corollary of Shearer’s result on independent
sets in triangle-free graphs, [10]). Thus r =
⌊
β
√
1
2n log n
⌋
+ 2 satisfies R(3, r) 6 β2n provided
n > exp(2e2β−2).
The following corollary (which contains Theorem 1.7) for t larger than three is obtained in
exactly the same way, using known bounds for R(t, r). Improvements in the upper bounds on
Ramsey numbers would improve the results.
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Corollary 3.3. Let G be a graph on n vertices with α
(
n
2
)
edges containing no induced K2,t and
let β = βt(α). Then
ω(G) >
⌊
t−1
e (β
2n)
1
t−1
⌋− t+ 3 and ω(G) > ⌊ t−14 (α2n) 1t−1 ⌋− t+ 3 for all n, and
ω(G) > 120
(
β2n
) 1
t−1
( logn
t−1
)1− 1
t−1 > 120t
(
α2n(log n)t−2
) 1
t−1 for large enough n in terms of β.
Proof. The theorem of Erdo˝s and Szekeres [4] gives that R(t, r) 6
(r+t−2
t−1
)
6
(r+t−2)t−1
(t−1)! for all
positive r. Thus r =
⌊(
β2n(t− 1)!) 1t−1 ⌋− t+ 2 has R(t, r) 6 β2n so, by Theorem 1.4,
ω(G) >
⌊(
β2n(t− 1)!) 1t−1 ⌋− t+ 3 > ⌊( t−1t2 α2n(t− 1)!)
1
t−1
⌋− t+ 3.
Furthermore (t − 1)! > ( t−1e )t−1 so ((t − 1)!)
1
t−1 >
t−1
e . That
(
t−1
t2
(t − 1)!) 1t−1 > t−14 follows
from (t− 1)! > (t−1)t−1/2
et−1
for t > 4 and can be checked directly for t = 2, 3.
Finally R(t, r) 6 2(20)t−3 r
t−1
(log r)t−2
for r sufficiently large (see Bolloba´s [1, Thm 12.17]) so we
obtain, for all large n, that
ω(G) >
1
20
(
β2n(log n)t−2
(t− 1)t−2
) 1
t−1
>
1
20
(
α2n(log n)t−2
t2(t− 1)t−3
) 1
t−1
.
4 Tura´n number for no H and no induced K2,t
We now focus on the regime where α goes to zero and consider the induced Tura´n numbers
introduced by Loh, Tait, Timmons and Zhou.
Corollary 4.1. Fix a graph H. For any integer t > 2,
ex(n, {H,K2,t-ind}) < t2√t−1R(Kt, {H − x})
1
2n
3
2 .
Proof. Let G be a graph on n vertices containing no induced K2,t and no copy of H. By
Theorem 2.1, R(Kt, {H − x}) > t−1t2 · α2n so α < t√t−1n−
1
2R(Kt, {H − x}) 12 . Therefore
e(G) = α
(n
2
)
< t
2
√
t−1R(Kt, {H − x})
1
2n
1
2 (n− 1).
Using Theorem 1.7, we prove Theorem 1.9, restated here for convenience.
Theorem 1.9. Fix a graph H with vH vertices. For any integer t > 1,
ex(n, {H,K2,t+1-ind}) <
(
1 + vH−2t
) t
2 2t−1n
3
2 < e
vH
2
−12t−1n
3
2 .
Proof. Let G be a graph on n vertices with α
(
n
2
)
edges and no induced K2,t+1. If G does not
contain H then ω(G) < vH so, by Theorem 1.7, vH >
⌊
t
4(α
2n)
1
t
⌋− t+2. vH + t−2 is an integer
so
vH + t− 2 > t4(α2n)
1
t .
Now rearranging and using e(G) = α
(
n
2
)
< α2n
2 we get
e(G) < n
3
2 2t−1
(
1 + vH−2t
) t
2 < e
vH
2
−12t−1n
3
2 .
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5 Proof of main result
For convenience we restate the main result here. As mentioned earlier, the proof is motivated
by that of Holmsen [8].
Theorem 2.1. Fix a graph H. Let G be a graph on n vertices with α
(n
2
)
edges containing no
induced K2,t (t > 2) and let β = βt(α).
If R(Kt, {H − x}) 6 β2n, then H is a subgraph of G. In particular, if R(Kt, {H − x}) 6
t−1
t2
· α2n, then H is a subgraph of G.
Proof. By Lemma 2.2, for α ∈ [0, 1] we have 0 6 β 6 α 6 1 and also t−1
t2
(
α− β2)2 = (1−α)β2.
Suppose that G does not contain H. Let the set of missing edges in G beM =
(V (G)
2
)−E(G),
which has size (1− α)(n2). For each v ∈ V (G), let
mv be the total number of missing edges in Gv, and let,
∆¯1, . . . , ∆¯γv be a maximal collection of pairwise vertex-disjoint independent t-sets in Gv.
By the maximality of γv, G[Γ(v)\ ∪j ∆¯j] does not contain an independent t-set. Furthermore it
does not contain any H − x (else together with v we have a copy of H in G). Thus
R(Kt, {H − x})− 1 > |Γ(v)| − tγv = deg(v)− tγv, and so
γv >
1
t [deg(v)−R(Kt, {H − x}) + 1] > 1t [deg(v)− β2(n− 1)]. (1)
G contains no induced K2,t so at most one vertex in ∆¯i is adjacent to all of ∆¯j (for any i 6= j).
In particular, between ∆¯i and ∆¯j there must be at least t−1 missing edges. These missing edges
are in no ∆¯k (by vertex-disjointness) and each such edge corresponds to only one pair (∆¯i, ∆¯j).
Considering these missing edges as well as the ones contained entirely in each ∆¯k gives
mv >
(t
2
)
γv + (t− 1)
(γv
2
)
= q(γv),
where
q(x) = t−12 · x(x+ t− 1)
is convex and increasing for non-negative x. Averaging (1) over v ∈ G we have
1
n
∑
v∈G
γv >
1
tn [2e(G) − β2n(n− 1)] = 1t
(
α− β2)(n− 1).
Now using convexity and monotonicity of q, and the fact that α > β > β2,
1
n
∑
v∈G
mv >
1
n
∑
v∈G
q(γv) > q
(
1
n
∑
v∈G
γv
)
> q
(
1
t
(
α− β2)(n− 1))
= t−12 · 1t
(
α− β2)(n− 1) · (1t (α− β2)(n− 1) + t− 1)
>
t−1
2 · 1t
(
α− β2)(n− 1) · 1t (α− β2)n
= t−1
t2
(
α− β2)2 · (n2)
= β2(1− α)(n2).
Now
∑
v∈Gmv =
∑
e¯∈M #{v with e¯ ⊂ Γ(v)} and |M | = (1 − α)
(n
2
)
so there is e¯ ∈ M and
S ⊂ V (G) of size at least β2n such that e¯ ⊂ Γ(v) for each v ∈ S: that is, all vertices of S are in
the common neighbourhood of the two end-vertices of the missing edge e¯.
Now G[S] contains no independent t-set (else together with e¯ we have an induced K2,t)
and |S| > β2n > R(Kt, {H − x}) so G[S] contains a copy of some H − x. Together with one
end-vertex of e¯ we have a copy of H in G.
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6 Improvement when there are few triangles
Corollary 4.1 says ex(n, {H,K2,t-ind}) < t2√t−1R(Kt, {H − x})
1
2n
3
2 . We can do slightly better
(remove a
√
t factor) when H-free graphs with no induced K2,t contain o(n
2) triangles. This
was essentially noted by Loh, Tait, Timmons and Zhou who further explicitly dealt with the
case when H is an odd cycle. We include a proof for completeness adding a minor improvement
(which, for example, saves a factor of
√
2 in the odd cycle case).
Theorem 6.1. Fix a graph H and an integer t > 2. Let ∆(n,H, t) denote the greatest number
of triangles in a graph on n vertices containing no copy of H and no induced K2,t. Let G be a
graph on n vertices with α
(n
2
)
edges containing no induced K2,t. If
α2(n− 1) > R(Kt, {H − e¯})− 1 + 3∆(n,H, t)
(n
2
)−1
,
then H is a subgraph of G. In particular, if ∆(n,H, t) = o(n2), then
ex(n, {H,K2,t-ind}) <
(
1
2 + o(1)
)
(R(Kt, {H − e¯})− 1)
1
2n
3
2 .
Proof. R(Kt, {H − e¯}) > 2 so we in fact have
α[α(n − 1)− 1] > (1− α)(R(Kt, {H − e¯})− 1) + 3∆(n,H, t)
(
n
2
)−1
.
We will use this to show H is a subgraph of G. Suppose for contradiction it is not. Let the set
of missing edges in G be M =
(V (G)
2
)− E(G) which has size (1− α)(n2). For each v ∈ V (G) let
ev = e(Gv),
mv = total number of missing edges in Gv.
First note that ev +mv =
(|Γ(v)|
2
)
=
(
deg(v)
2
)
, so, by Jensen’s inequality,
∑
v∈G
(mv + ev) > n
(2e(G)/n
2
)
= n
(α(n−1)
2
)
= α[α(n − 1)− 1](n2).
Now ev is also the number of triangles in G containing v so
∑
v∈G ev is three times the
number of triangles in G which is at most 3∆(n,H, t). Thus
∑
v∈G
mv > α[α(n − 1)− 1]
(n
2
)− 3∆(n,H, t) > (1− α)(n2)(R(Kt, {H − e¯})− 1).
Now
∑
v∈Gmv =
∑
e¯∈M #{v with e¯ ⊂ Γ(v)} and |M | = (1 − α)
(
n
2
)
so there is some missing
edge e¯ and some S ⊂ V (G) of size R(Kt, {H − e¯}) with e¯ ⊂ Γ(v) for each v ∈ S. G[S] does
not contain an independent t-set (else together with e¯ we have an induced K2,t in G) so G[S]
contains a copy of some H − x or some H − e¯. Together with e¯ we have that G contains a copy
of H proving the first result.
Now suppose ∆(n,H, t) = o(n2) and that G is a graph on n vertices with no H and no
induced K2,t. We must have
α2(n− 1) 6 R(Kt, {H − e¯})− 1 + o(1).
Using e(G) = α
(n
2
)
we get the required result.
Loh, Tait, Timmons and Zhou showed that ex(n, {C2k+1,K2,t-ind}) 6 ck,tn
3
2 +Ok
(
n1+
1
2k
)
where
ck,t is roughly
1√
2
(k − 1) 12 (t− 1) 12 . We improve ck,t to 12(k − 1)
1
2 (t− 1) 12 .
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Theorem 6.2. Fix integers k > 2, t > 3. We have
ex(n, {C2k+1,K2,t-ind}) < 12(k − 1)
1
2 (t− 1) 12n 32 +Ok
(
n1+
1
2k
)
.
Proof. Note that {C2k+1 − e¯} = {Pa ∪ Pb : a+ b = 2k − 1} where Pa is the path on a vertices
(of length a− 1). A simple argument (see Lemma 6.3) shows that
R(Kt, {C2k+1 − e¯}) = (k − 1)(t − 1) + 1.
Let G be a graph on n vertices with α
(n
2
)
edges containing no C2k+1 and no induced K2,t. A
theorem of Gyo˝ri and Li [7] says that C2k+1-free graphs contain at most Ok
(
n1+
1
k
)
triangles.
By Theorem 6.1,
α2(n− 1) 6 (k − 1)(t− 1) +Ok
(
n1+
1
k
)(
n
2
)−1
,
so 2ne(G)
2 6 (k − 1)(t− 1)(n2)+Ok(n1+ 1k ) and hence
e(G) < 12(k − 1)
1
2 (t− 1) 12n 32 +Ok
(
n1+
1
2k
)
.
Lemma 6.3. Fix integers k > 2, t > 3 and let N = (k − 1)(t − 1) + 1. In any red-blue
colouring of the edges of KN , there is either a blue Kt or two vertex-disjoint red paths Pa, Pb
with a+ b > 2k − 1.
Remark 6.4. The graph consisting of t−1 red Kk−1’s with blue edges between shows that this
is tight.
Proof. Take a red-blue colouring of KN containing no blue Kt. Let Q1 be a longest red path.
Let Q2 be a longest red path vertex-disjoint from Q1, and, in general, let Qk+1 be a longest
red path vertex-disjoint from all of Q1, Q2, . . . , Qk. This gives a partition of the N vertices into
vertex-disjoint red paths Q1, Q2, . . . , Qm (some of which may be single vertices). For each k, let
vk be an end-vertex of Qk.
By maximality of the paths, for all i 6= j, the edge vivj is coloured blue so v1, v2, . . . , vm
form a blue clique and so m 6 t − 1. Thus the average size of the Qk is Nm > Nt−1 > k − 1. In
particular |Q1|+ |Q2| > 2(k − 1) = 2k − 2.
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