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INTRODUCTION 
We propose a definition of the notion of adequacy of software test data 
and discuss justification, difficulties, and properties of the notion. It is not 
the purpose of this paper to suggest a definite practically applicable criterion 
of test data adequacy. Rather we present a theoretical analysis which, it is 
believed, gives insight into such questions as: 
(a) For a given program, what points must belong to a test set in 
order that it may be deemed adequate? 
(b) For a given program, how many points must belong to an 
adequate test set? 
(c) What kind of approximation to "correctness" can be provided by 
the knowledge that a program has been "adequately" tested? 
We believe, in general, that an adequacy criterion should be invoked only 
after the test data fails to expose errors. Clearly, as long as there is an 
element of the test set on which the program does not agree with the 
specification, we know that the test data is still doing its job and that testing 
(and subsequent debugging) must continue. (In this paper, we ignore the 
question of whether and how we can tell if a program agrees with a 
specification at a particular point. However, see Davis and Weyuker, 1981; 
Weyuker, 1982.) Once the program does agree with the specification on all 
elements of a set of test data, we must decide whether the testing phase can 
end, and hence we will need to invoke some kind of adequacy criterion. 
For a given program P, we write P(c) = b to mean that the program P on 
input c halts with output b. We write P ~ Q (P is equivalent to Q), where P 
and Q are programs, to mean that P (c )=Q(c)  for every input c. In 
particular this implies that for each c, P(c) is defined if and only if Q(c) is 
defined. 
Our analysis will deal only with adequacy criteria which are entirely 
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program-based in the sense that they depend completely on the program as 
written. Since no set of test data can distinguish two programs with identical 
input-output behavior, the broadest conceivable program-based adequacy 
criterion would be to regard a set of test data as adequete for a given 
program if the input-output behavior of the program on the test set is 
different from that of all programs that are not equivalent to it. However, it 
is easy to see that no set of test data can hope to be adequate in this sense 
unless it contains every point in the domain of the program. For, if the point 
c on which program P is defined is omitted from a test set, then we can 
easily consruct a new program Q whose input-output behavior is identical to 
that of P for all elements of the domain of P other than c, but such that 
P(c) 4: Q(c). 
We shall develop and study a notion of test data adequacy which approx- 
imates the above notion, while avoiding the "diagonal" construction by 
which Q was obtained from P. 
THE PROGRAMMING LANGUAGE 
We now define our programming language. Although most of the results 
of the paper are not really dependent on the particular details of this 
language, it is necessary to have an explicit syntax. 
Our language will contain a finite number of identifiers whose range is the 
integers (positive, negative, or zero). The language also contains a finite 
number of constants representing particular integers; we will assume that all 
numbers we encounter as input or output values are represented by 
corresponding constants of our language. Arithmetic expressions are con- 
structed using constants, identifiers, and the arithmetic operators +, - ,  *, / 
in the usual manner. An assignment statement is one of the form 
VAR ~ EXP, 
where VAR is an identifier and EXP is an arithmetic expression. A continue 
statement, which will be written 
continue 
is a dummy statement, like the "continue" statement of Fortran, which we 
take to be simply an assignment statement of the form 
VAR ~ VAR, 
where the same identifier occurs on the left as on the right. 
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A predicate is a condition having one of the forms 
B1 -~B2, B1 4=B2, B1 < B2, B1 ~<B2, 
where B1 and B2 are each either a constant or an identifier. The notion of 
program body is defined recursively as 
(1) An assignment statement is a program body. 
(2) tf PRED then P 
else Q 
end 
is a program body provided that PRED is a predicate and P and Q are 
program bodies. 
(3) /f PRED then P end 
is a program body provided that PRED is a predicate and P is a program 
body. 
(4) while PRED do P end 
is a program body if PRED is a predicate and P is a program body. 
(5) P 
Q 
is a program body if P and Q are program bodies. 
An input statement has the form 
input VAR 
and an output statement has the form 
output VAR, 
where VAR is an identifier. Finally a program consists of an input statement 
followed by a program body followed by an output statement. When no 
confusion results, we sometimes use the same symbol to represent a given 
program and the program body from which it is formed. Since our language 
consists of entirely familiar locutions, there is no need for us to specify its 
formal semantics. 
Our study of test data adequacy will assume a notion of size of a program 
and we shall write I PI for the size of program P. The question of how to 
measure the size or complexity of a program is a difficult one which many 
people have considered (Chapin, 1979; Elshoff and Marcotty, 1978; Hansen, 
1978; McCabe, 1976; Myers, 1977; Woodward et al., 1979). We shall find it 
most useful to define I PI to be the maximum of two quantities associated 
with the program P, namely, 
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(1) The number of arithmetic operations in P plus the number of ,--'s. 
(Note that since the continue statement is an abbreviation for a statement of 
the form VAR ~ VAR, each such statement adds one to this count.) 
(2) The number of occurrences of predicates in P. 
(We also compute IR l, where R is a program body, in the same way.) Note 
that with this definition, for each positive integer n, there are only finitely 
many programs P such that IPI < n. 
SIZE-ADEQUACY 
We will call a test set T size-adequate for a program P if for each program 
P' which is not equivalent to P but for which P'(t) = P(t) for each t C T, we 
have Ie'l > Iel. 
Thus, our first suggested approximation to the ideal adequacy notion is to 
ask for a set of test data which serves to distinguish P, not from all programs 
which are non-equivalent to P, but merely from those non-equivalent 
programs whose size is no larger than that of P. The notion of size-adequacy 
has a number of interesting properties. As our discussion below will 
demonstrate, it subsumes such well-known adequacy criteria as branch 
coverage and mutation analysis. Unfortunately, we have the following result: 
THEOREM 1. Suppose that the program P is non-minimal, in the sense 
that there is a program Q such that Q-P  and IQ[ < IPI • Then no test set T 
can be size-adequate for P unless T includes all elements of the domain of P. 
Proof. Let P(c) be defined, where c does not belong to T. Let the 




Let b be a constant which represents a number different from P(c), and let V 
be the program 
input x 




Since each of the pair of numbers whose maximum is I QI is increased by 1 
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in forming V, we have ] V I = 1 +IQI ~ Iel. Moreover, since V(c)= b ~ P(e), 
V is not equivalent to P. Hence T is not size-adequate. II
Thus, the only programs which can possess size-adequate st sets are 
those programs which are optimal in the sense of being of minimum length 
among all equivalent programs. This is clearly unacceptable, since we 
obviously cannot in general count on writing minimum length programs, and 
we must be prepared to test any program and decide in a coherent fashion 
whether or not the testing process is complete. The difficulty arises from the 
possibility of constructing programs like V in which an equivalent of P is 
"embedded," thus permitting a diagonal construction. This kind of 
embedding can occur in rather subtle ways. For example, suppose a program 
Q equivalent to P with [QI < [P[ has the form 
input x 
u ~ EXP 
R 
output y, 
where the identifier x does not occur in the program body R, and EXP is 
some arithmetic expression in x. With c and b as above, let program W be 
input x 
u ~ EXP 




Then [W[ ~< [P[ since [W[ = 1 + [Q[ < 1 + [P[, and W(c) 4=P(c). 
In order to proceed it is clearly necessary to modify the definition of size- 
adequacy in such a way that the problem described in Theorem 1 is solved. 
This implies that an adequate set of test data should not be expected to 
distinguish a program P from programs like V and W in which P is 
"embedded." We musk now state precisely when one program is to be 
regarded as embedded in another. For this purpose we begin with seven 
reduction rules: 
(1) Replace some assignment statement by continue. 
(2) Replace an /f statement: 









(3) Replace an ~ statement: 
/f PRED then P 
else Q 
end 
Replace an /f statement: 
/f PRED then P end 
Replace an ff statement: 
/f PRED then P end 
by continue. 
(6) Replace a while statement: 
while PRED do P end 
by P. 
(7) Replace a while statement: 
while PRED do P end 
by continue. 
We say that M reduces to N if the program N can be obtained from M by 
0 or more applications of the reduction rules. Finally, we say that M is 
embedded in N if N reduces to some program which is equivalent o M. 
Clearly, if M -- N then M is embedded in N and N is embedded in M. Note 
that in the examples above P is embedded in both V and W. 
A MODIFIED NOTION OF SIZE-ADEQUACY 
In what follows, we will call a finite test set T adequate for a program P if 
for each program P' such that P is not embedded in P', but for which 
P'(t) = P(t) for each t E T, we have Ie'l> IPI. It is this notion of test data 
adequacy that we now proceed to investigate. 
The negative result embodied in Theorem 1 indicates the pervasiveness of
diagonal constructions made possible by self-reference. It is just this 
phenomenon which leads to unsolvability results in computability theory, 
G6del undecidability in logic, and paradoxes in set theory. Its occurrence 
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here is not a mere artifact of our approach, but shows once again the impact 
of these highly abstract and theoretical considerations on efforts to guarantee 
the quality of software. 
Our solution to this dilemma does have an unfortunate ad hoc character. 
But nevertheless as we just seen, it does succeed in capturing the idea of 
distinguishing a given non-pathological program from a very large class of 
programs not equivalent to it. Moreover, by considering simple examples, it
is possible to prove that Theorem 1 is not true for our notion of adequacy. 
For example, consider the program 
P: input x 
y~-x -x  
output y. 
We have [P[ = 2; P is not minimal since it is equivalent to the program 
Q: input x 
y~O 
output y 
and [Q I= 1. On the other hand it is not difficult, though a bit tedious, to see 
that any set consisting of at least three points is adequate for P. For this it 
suffices to observe that no program of size ~<2 in which P is not embedded 
can return the value 0 for three distinct inputs. For programs which do not 
use the while.., do construct, this is true simply because no straight line 
(except he X axis), parabola, or hyperbola can intersect he X axis in more 
than 2 points. For programs containing the while.., do construct, we may 
assume without loss of generality that we are dealing with a program of the 
form 
R: input x 
while x ~ e do 
x ~f (x )  
end 
output x, 
where f (x )  has one of the forms e + x, e -  x, e * x, e/x, or x ,  x. Again 
(except for the case 0 * x which would cause P to be embedded in R) R 
cannot return the value 0 for 3 distinct input values. 
For a slightly less trivial example, we may consider the program 
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We have [P'[ = 3. P'  is non-minimal as is clear from the program 
Q' : input x 
y~x+l  
output y. 
By an analysis which is similar to that given for P, but is considerably more 
tedious, we can show that any set of 4 distinct input values is adequate for 
P'. (It follows from Theorem 5 that no set of 2 points can be adequate for P, 
and that no set of 3 points can be adequate for P'.)  
Formally, our results would remain unchanged if we computed the size of 
a program as simply the total number of occurrences of predicates in the 
program, or the closely related cyclomatic number (Elshoff and Marcotty, 
1978; Hansen, 1978; McCabe, 1976; Myers, 1977). However, if we had 
made this choice, it would have been possible to construct programs of size 1 
with any desired input-output behavior on any finite set of points (e.g., by 
using interpolating polynomials); this would render our definition trivial. 
As we have noted, our concern in this paper is exclusively with program- 
based adequacy criteria. Now in practice, an adequacy criterion will not be 
invoked unless it is believed that the program agrees with its specification on 
the test set. Hence, it might be thought appropriate to include correctness on 
the test set as part of the definition of adequacy. However, there is an 
important heoretical reason for not doing so, It is clearly desirable on 
intuitive grounds that any notion of adequacy satisfy the following condition 
or axiom which we call monotonicity: 
We say that an adequacy criterion is monotonic if whenever T is adequate 
for a program P and T~_ T', then T' is also adequate for P. 
Monotonicity simply requires that additional test data should never 
transform an adequate test set into an inadequate one. But if we made 
correctness on the test set part of a criterion for adequacy, the addition to an 
adequate test set of a new input on which the program produces an incorrect 
output would transform the adequate test set to an inadequate one! Of course 
additional test data may well transform a non-adequate st set into one 
which is adequate by our definition. All that is necessary is that the 
additional data suffice to distinguish the program from "simpler" programs 
in which it is not embedded. 
Needless to say, the fact that a program is correct on a set of test data 
which fulfills our adequacy criterion does not suffice to guarantee that the 
program is really correct. Our proposed notion of test data adequacy is 
defined relative to a given program, and depends on the specification only to 
the extent hat we expect he program to be correct for every elment of the 
test set T before applying the notion. This lack of dependence on the 
specification is a property of all program-based testing strategies and 
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adequacy notions. Our notion certifies that the program as written has been 
adequately tested, but does not tell us how well the program meets the 
specification except at the selected test points. Since "missing logic," i.e., a 
failure to fulfill some portion of the specification, is a real and frequent 
problem Ostrand and Weyuker, in press; Thayer et al., 1978), we feel that in 
practice, it is essential that any adequacy notion based on ideas like those 
being discussed be used in conjunction with a test data selection criterion 
which is not entirely program-based. Clearly program-based selection criteria 
are poor at exposing this kind of error. Instead we recommend that an error- 
based test data selection criterion, like those discussed in (Budd et al., 1979; 
DeMillo et al., 1978; Howden, 1978, 1982; Weyuker and Ostrand, 1980; 
Weyuker, 1981; White and Cohen, 1980), which draws heavily on the 
specification, be used in conjunction with criteria based on our ideas. 
COMPARISON WITH OTHER ADEQUACY CRITERIA 
We begin by showing that the present notion essentially subsumes branch 
coverage. This latter-criterion regards a test set T as adequate if running the 
program on all the elements of T results in each branch of the program 
graph being traversed at least once. Since branch coverage is a widely used 
adequacy criterion, this comparison is of substantial interest. 
Thus, assume the program P contains the program body 
PRED then Q 
else R 
end. 
Let P be reduced to P'  by replacing the above program body by R. Now, 
if in the program P, PRED never evaluates to true when inputs are chosen 
from T, then P(t) = P'(t)  for all t ~ T. By definition, our measure of program 
size is such that [P'[~< [P]. Finally, since T is adequate for P, P must be 
embedded in P'. Thus P is (non-trivially) embedded in itself, since it reduces 
(via P ' )  to a program equivalent to itself. A similar argument can be used in 
the case that a branch arises from an i f . . .  then ... end statement. 
Now, assume P contains the program body 
while PRED do Q end. 
Let P be reduced to P" by replacing the above program body by continue. If 
PRED never evaluates to true for inputs t in T, then P(t) = P"(t). Using the 
above argument, P must be embedded in P" and hence in itself. Similarly, let 
P be reduced to P"  by replacing the program body Q by Q', where Q' 
consists of a sequence of one or more continue statements. If PRED never 
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evaluates to false for inputs in T, then P( t )=P" ( t )  for all t C T, and so P is 
embedded in P"  and hence in itself. Thus, calling a program P self- 
embedded if there is a program Q such that P reduces to Q, Q ~- P, and Q is 
not identical to P, we have proved 
THEOREM 2. Let P be a program which is not self-embedded, and let T 
be an adequate test set for P. Then T satisfies the branch coverage criterion 
for P. 
Mutation analysis is an adequacy notion which has enjoyed a great deal of 
interest (Budd et al., 1979; DeMillo et al., 1978). Given a program P and a 
test set T such that P is correct on every member of T, a set of alternative 
programs known as mutants of P must be produced. Each mutant P; is 
formed by modifying a single statement of P in some predefined way. Each 
mutant is then run on every element of T, and T is said to be mutation 
adequate for P provided that for every inequivalent mutant Pi of P, there is a 
t C T such that Pi(t) 4: P(t). If the permitted statement modifications caused 
each of the resulting Pi's to have the property that IPiI~IPI, mutation 
adequacy could be thought of as an approximation to our original notion of 
size-adequacy, in the sense that instead of requiring that a test set be 
sufficient o distinguish P from all non-equivalent shorter programs, it need 
only distinguish P from a predefined subset of these programs. This 
restriction has the desirable effect of solving the problem discussed in 
Theorem 1, that nonoptimal programs have only trivial adequate test sets. 
Depending on the particular implementation of the mutation system, it is 
possible for IPil = I PI  + 1. In that case, our definition of size would have to 
be modified slightly, but not essentially, to obtain 
THEOREM 3. Let P be a program which is not embedded in any of its 
non-equivalent mutants, and let T be an adequate test set for P. Then T is 
mutation adequate for P. 
CRITICAL POINTS 
Our next concern is to consider points determined by a given program 
which must be included in every adequate test set for that program. To this 
end, we introduce the notion of a critical point. We say that an element c is 
critical for a program P if there is a program P '  in which P is not embedded 
such that IP'I ~< [P[, P'(c) v e P(c), and for all x 4: c, P'(x) = P(x). 
Intuitively, if a program can be wrong at exactly one point, that point is 
critical. It follows immediately from the definitions that: 
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THEOREM 4. I f  T is an adequate test set for a program P and c is a 
critical point for P, then e is in T. 
Clearly, an adequate test set for P may contain points which are not 
critical for P. This follows immediately from the fact that our adequacy 
criterion is monotonic. We shall see in the next section, however, that even 
when restrictions are placed on the size of an adequate test set, it may still 
contain non-critical points. 
The manner in which the notion of critical point arises naturally in the 
context of our notion of test adequacy is partcularly striking when one 
considers the types of points which turn out to be critical. 
EXAMPLE 1. 
P: input x 




For this program, b will ordinarily be a critical point, since we can 
construct he following program which is of equal size and behaves exactly 
like P except possibly at the point b, 
P' : input x 




In fact P(b)~P ' (b )  unless Q and R produce the same outputs on input b. Of 
course our definition will not apply if P is embedded in P' .  But in this 
example this will only happen if P is self-embedded. 




if P is equivalent to this program, then b is not a critical point for P. In that 
case, Q and R must produce the same outputs on all inputs x ~< b, and so the 
test for x~< b, is in fact useless. In such a case, the non-embeddedness 
condition in our definition of critical point is consistent with our intuition 
about the non-critical nature of the point b in program P. P also has 
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c = b + 1 as a critical point for which the following program will have the 
required properties: 
P": input x 




In each case above, the critical point is a boundary value, and the 
programs P '  and P" involve the shifting of the boundary by 1. Here, P '  and 
P" contain what is commonly called an off-by-one rror. 
EXAMPLE 2. 
P: input x 









has size no larger than IPI and produces the same output as P for every 
element other that b. This corresponds to the case in which the programmer 
has "forgotten" to test for the special case x = b. Point b can also be seen to 
be a critical point by considering the program 
P' : input x 




where Q' is a program body such that Q(b)¢Q' (b )  and IQ'I~<IQI. 
Intuitively, this corresponds to the case in which the program does check for 
the proper special value but the wrong action is taken. 
Notice that a value which is a critical point does not necessarily occur 
explicitly in one of the predicates of the program. Rather, a critical point is 
an input value which results in a (possibly computed) value that produces 
"boundary" behavior for one of the predicates. 
643/56/1-2 5 
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What these examples indicate is that in order for a test set to be adequate 
by our definition, boundary points and special values must be included in the 
test set. Since it has long been recognized by testing practitioners that such 
points should be included in test sets, we consider this to be strong 
corroborating evidence that our proposed notion of adequacy is a reasonable 
one. In a later section, we shall show that it is not sufficient to restrict 
attention solely to these points. In fact in order for a test set to be adequate 
in general, some "central" cases must also be included. 
BOUNDS ON THE SIZE OF AN ADEQUATE TEST SET 
We now show that for every program P, there exists a set which is an 
adequate test set for P. Let P be a given program. For each program Q in 
which P is not embedded for which IQI ~< IPI, let t=  t o be an element such 
that Q(t )~P( t )  and let T={tQ} for all such programs Q. By our 
assumptions, T is a finite set, and it is clearly adequate for P. Note that the 
number of elements in T is less than or equal to the number of elements in 
the set {Q:I Q I~< IPI} • But of course this upper bound is grossly impractical; 
we will return to our discussion of upper bounds later in this section. 
We will now show how our definition leads readily to a lower bound on 
ttte number of elements in an adequate test set for a given program. 
THEOREM 5. Let T be an adequate test set of size n for  the program P, 
and let P be defined on more than n elements. Then, n > ]PI. 
Proof. Let T={t~,tz,.. . ,tn} and P( t i )=b i, i=1 ,2  ..... n. Let Q be the 
"table lookup" program 
input x 
if  x = t I then y~b I else 
if  x = t 2 then y ~ b 2 else 
if  x = t, then y ~ b n end ... end end 
output y. 
Clearly Q(t )= P(t) for each t E T. Since Q is only defined on T and P is 
defined on more than n elements P cannot be embedded in Q. Since T is 
adequate for P it follows that I QI > IPI • The desired reult follows since IQI = 
max(n, n) = n. II 
It is true that this exact lower bound depends directly on our assumptions 
on how program size is measured. However, the important point is that we 
have a established a lower bound on the size of an adequate test set which, 
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under several reasonable measures of program size, is directly proportional 
to the length of the program being tested. 
We say that the set T is minimally adequate for program P if T is 
adequate for P but no proper subset of T is adequate for P. For any set of 
test data which is adequate for a given program without being minimally 
adequate, there is a proper subset which is still adequate. Since, as we saw, 
every program possesses an adequate test set, iteration of this process leads 
to a minimally adequate set of test data in a finite number of (not necessarily 
constructive) steps. 
In the last section, we pointed out that although every critical point must 
be in an adequate test set, an arbitrary adequate test set may well contain 
non-critical points. An obvious question is whether or not a minimally 
adequate test set for a program is exactly the set of critical points for the 
program. The next example shows that this is not the case. 
EXAMPLE 3. 
The program 
P: input x 
i f  x = 0 then y ~ 0 
else y ~ 1 
end 
output y. 
P '  : input x 
y~l  
output y 
shows that 0 is a critical point for P. Furthermore, if a program Q agrees 
with P on all points except for a single nonzero point, then I QI > 2 = f PI. 
Hence, it follows that 0 is the only critical point for P. However, {0} is not 
an adequate test set for P since the program 
P" : input x 
i f  x = 0 then y ~ 0 
else y ~ 2 
end 
output y 
is correct on 0, P is not embedded in P", but I P"  I = IPI = 2. 
Thus, although it is necessary to test a program at critical points such as 
boundary points and special values, it is not sufficient o restrict attention to 
these points. The next examples provide further illustrations of this point. 
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EXAMPLE 4. 
P: input x 
i f x  > 10 then y +-- 1 
else y ~- x + 3 
end 
output y. 
The critical points for this program are 10 and 11. They do not, however, 
by themselves form an adequate test set, even though both branches of the 
condition are traversed. It is easy to demonstrate that in order for a test set 
to be adequate for this program, it must include at least one input greater 
than 11 and two inputs less than 10 in addition to the critical points. To 
understand why it is necessary to include two points less than 10 in the test 
set, consider the program P '  and the test set {n, 10, 11, 12} where n is any 
value less than 10, 
P' : i f  x > l O then y ~- 1 
else i fx = 10 then y ~- 13 




Here n + 3 is to be taken to be a constant so that the + is not counted in 
computing IP'I. Thus, ]P'I = I P] = 3 and P( t )=P ' ( t )  for tE  T, so that T is 
not adequate for P. The addition to the test set of another point less than 10 
blocks this kind of construction. (Of course it is easy to alter P so as to 
require two points larger than the critical points and one smaller by reversing 
the assignments in the then and else clauses.) But simply adjoining to the test 
set another point <10 may not suffice. Thus, consider the test set 
{-2, 9, 10, 11, 12}. This is not an adequate test set for P as is demonstrated 
by the program 
P": input x 
if  x=9 then y~12 
else i f x  = 10 then y ~ 13 




The problem here is that the lines y = 1 and y = x + 3 intersect at x = - 2. 
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Since the values computed on both of the paths emanating from the predicate 
x > 10 in P are the same for the input value -2 ,  this input would certainly 
be useless in detecting an incorrect choice of predicate by the programmer. 
Intuitively, -2  would be a poor choice as a test point, because it would 
permit the correct result to be obtained from a program in spite of the 
presence of a common program error. 
This example suggests that we call a point p in the domain of a program P
an excluded point if p belongs to no minimally adequate test set for P, or 
equivalently if whenever p E T and T is adequate for P so is T -  {p}. (The 
equivalence follows immediately from the fact that adequacy is monotonic in 
the sense explained above. Namely, let p belong to no minimally adequate 
test set for P and let T be an adequate test set for P containing p. Then, if T O 
is a minimally adequate subset of T, we must have T O _c T - -  {p}.) 
Thus, we now see that for any program, there are three distinct types of 
inputs. The first type, critical points, must appear in every adequate test set, 
and hence certainly in every minimally adequate test set. The second type, 
excluded points, may not appear in any minimally adequate test set. The 
third type of input is a point which is neither critical nor excluded; as 
demonstrated above, minimally adequate test sets typically require some 
number of these points. 
In the above example, our notion requires that each branch be traversed 
rare than once; once at each side of the boundary, and at other "central" 
points on each side of the boundary. A similar situation holds for the other 
inequality predicates. Again, we are encouraged by the fact that this is 
consistent with well-established testing practice. Surely, in addition to testing 
the special cases, some "central" cases must also be included in a test set. 
Finally, it might appear that for non-critical, non-excluded points, we need 
only divide the space into equivalence classes so that, within a class, any 
point may be chosen with the same effect. However, as Example 5 will make 
clear, this is not the case. 
EXAMPLE 5. 
P: input x 
if x<~-lOthen y~4 
else y~x,  x 
end 
output y. 
Here, [P[ - '  3, and P has the critical points -10  and --9. In addition, an 
adequate test set must also include at least one point less than -10  and some 
points greater than -9 .  However, no test set of size four can be adequate. To 
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see this it suffices to consider a set {k , - lO , -9 ,  n} where k <-  i0 and 
n > - 9, and the corresponding program (in which n 2 is a constant), 
P '  : input x 
i f  x <. - 10 then y ~- 4 
else i f  x = -9  then y ~- 81 
else y ~ n 2 
end  
end 
output  y. 
It might be thought hat to obtain an adequate test set, it would suffice to 
add any fifth point > -9 .  However, we shall see that the situation is much 
more complicated. First we show that -2 ,  2, and 9 are excluded points. 
Thus, let k, n be as above, and let m~{-2 ,2}  with m4:n.  Then the 
program P" demonstrates that {k , -10 , -9 ,  m, n} is not an adequate test set 
for P: 
P ' :  input x 
i f  x = n then y ~ n2 
else i f  x = -9  then y ~ 81 
else y ~ 4 
end 
end 
output  y. 
Similarly the program P"  demonstrates that {k , -10 , -9 ,  9, n} is not an 
adequate test set for P ' .  
P"  : input x 
i f x~-10  then y~4 
else i f  x = n then y *-- n 2 
else y ~ 81 
end 
end  
output  y. 
There are no other excluded points. However, for each n such that 0 < n < 9, 
the set /k , -10 , -9 , -n ,  n} is not an adequate test set for P as is shown by 
the program 
Q: input  x 
i f x  ~< -10  then y *-- 4 
else i f  x = -9  then y ~ 81 
else y ~ n 2 
end  
end 
output  y. 
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It can be shown that if k < -10,  m, n > -9 ,  m v~ -n ,  and m, n ~ {-2, 2, 9}, 
then the test set T= {k, -10,  -9 ,  m, n} is adequate for P. Thus, even after 
the critical and excluded points for a given program have been identified, the 
selection of one point to be a member of a minimally adequate test may 
force us to exclude a second point which is itself not an excluded point. In 
fact, as our example shows each of the pair of points can belong to a 
minimally adequate test set, just as long as the other is not also present. 
We next consider properties of programs for which a given test set is 
minimally adequate. Let T={t l , t z , . . . , t ,}  be minimally adequate for 
program P. Let T i = T -  {ti} , i = 1, 2,..., n. Since T i cannot be adequate for 
P, there must be a program Pi (in which P is not embedded) such that 
Pi(x) =P(x)  for all x in Ti, P~(t~)4:P(ti) and IPil ~< tPI. Let P(t~)--b~, 
i = 1, 2,..., n, and let Qi be the program 
Then, 
input x 




IQ~I=IP~[ + 1. 
Moreover, Qi(x) = P(x) for all x in T. Can P be embedded in Qi ? Since P is 
not embedded in Pi, this can only happen if P always outputs the value b; or 
if P --= Q~. To avoid the former case, let us assume that P outputs at least two 
distinct values. Then if P ~ Qi, P cannot be embedded in Qi, and, since T is 
adequate for P, we must have that I Qe] > Iel • Therefore we can write 
IQ, I = 1 + [P~l ~< 1 +lP I  < 1 + IQ~[, 
which implies that IP[ = tPil. We have thus proved 
THEOREM 6 (Dichotomy theorem). Let T= {tl, t2 ..... tn} be a minimally 
adequate test set for  a program P which outputs at least two distinct values. 
Let Pi be as above, i = I, 2 ..... n. Then, for  each i, either P(x) = Pi(x) for  all 
x 4= t i or IPI = IP~I. 
This result can be restated in terms of critical points. In that form we have 
THEOREM 6. Let T= {t 1, t2,... , t,} be a minimally adequate test set for  a 
program P which ouputs at least two distinct values, let Pi be as above, 
i=  1, 2,..., n, and let ti be a non-critical point for  P. Then IPI = IPil. 
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Since we have shown above that a minimally adequate test set may 
contain non-critical points, we next consider the problem of obtaining a 
bound on the number of non-critical points in a minimally adequate test set. 
The following result follows immediately from the Theorem 6 and the 
definition of critical point. 
COROLLARY. The number of non-critical points in a minimally adequate 
test set for a program P which outputs at least two distinct values is not 
greater than the largest number n for which there exist points a I ..... a n in the 
domain of P and corresponding programs PI ..... Pn such that for each 
i = 1, 2 ..... n, I Pi I = I P l, Pt(aj) = P(aj) for j 4= i, but Pi(ai) 4: P(a~). 
CONCLUSIONS 
We have introduced a formal notion of test data adequacy which 
subsumes uch popular adequacy notions as branch coverage and mutation 
analysis. In addition, our notion requires that in order for a test set to be 
adequate, it must include critical points of the program. These points turn 
out to be, in general, exactly the types of elements of the domain which are 
commonly recognized as being particularly error prone, namely, boundary 
cases and special values. We show, however, that it is not sufficient o focus 
attention solely on these points. Thus an adequate test set must include 
"central" cases as well as the critical points. 
We have shown too, that there is an easily computed lower bound on the 
size of an adequate test set in terms of the size of the program, as well as an 
upper bound on the size of a minimally adequate test set. 
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