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Abstract
Recent years have witnessed the successful application of
low-dimensional vector space representations of knowledge
graphs to predict missing facts or find erroneous ones. How-
ever, it is not yet well-understood to what extent ontological
knowledge, e.g. given as a set of (existential) rules, can be
embedded in a principled way. To address this shortcoming,
in this paper we introduce a general framework based on a
view of relations as regions, which allows us to study the
compatibility between ontological knowledge and different
types of vector space embeddings. Our technical contribution
is two-fold. First, we show that some of the most popular ex-
isting embedding methods are not capable of modelling even
very simple types of rules, which in particular also means that
they are not able to learn the type of dependencies captured by
such rules. Second, we study a model in which relations are
modelled as convex regions. We show particular that ontolo-
gies which are expressed using so-called quasi-chained exis-
tential rules can be exactly represented using convex regions,
such that any set of facts which is induced using that vec-
tor space embedding is logically consistent and deductively
closed with respect to the input ontology.
1 Introduction
Knowledge graphs (KGs), i.e. sets of (subject,predicate,
object) triples, play an increasingly central role in fields
such as information retrieval and natural language process-
ing (Dong et al. 2014; Camacho-Collados, Pilehvar, and
Navigli 2016). A wide variety of KGs are currently avail-
able, including carefully curated resources such as Word-
Net (Miller 1995), crowdsourced resources such as Free-
base (Bollacker et al. 2008), ConceptNet (Speer, Chin, and
Havasi 2017) and WikiData (Vrandecˇic´ and Kro¨tzsch 2014),
and resources that have been extracted from natural lan-
guage such as NELL (Carlson et al. 2010). However, de-
spite the large scale of some of these resources, they are, per-
haps inevitably, far from complete. This has sparked a large
amount of a research on the topic of automated knowledge
base completion, e.g. random-walk based machine learn-
ing models (Gardner and Mitchell 2015) and factorization
and embedding approaches (Wang et al. 2017). The main
premise underlying these approaches is that many plausible
triples can be found by exploiting the regularities that exist
in a typical knowledge graph. For example, if we know (Pe-
ter Jackson, Directed, The fellowship of the ring) and (The
fellowship of the ring, Has-sequel, The two towers), we may
expect the triple (Peter Jackson, Directed, The two towers)
to be somewhat plausible, if we can observe from the rest of
the knowledge graph that sequels are often directed by the
same person.
Due to their conceptual simplicity and high scalability,
knowledge graph embeddings have become one of the most
popular strategies for discovering and exploiting such regu-
larities. These embeddings are n-dimensional vector space
representations, in which each entity e (i.e. each node from
the KG) is associated with a vector e ∈ Rn and each re-
lation name R is associated with a scoring function sR :
Rn×Rn → R that encodes information about the likelihood
of triples. For the ease of presentation, we will formulate
KG embedding models such that sR1(e1, f1) < sR2(e2, f2)
iff the triple (e1, R1, f1) is considered more likely than the
triple (e2, R2, f2). Both the entity vectors e and the scoring
functions sR are learned from the information in the given
KG. The main assumption is that the resulting vector space
representation of the KG is such that it captures the impor-
tant regularities from the considered domain. In particular,
there will be triples (e,R, f) which are not in the original
KG, but for which sR(e, f) is nonetheless low. They thus
correspond to facts which are plausible, given the regulari-
ties that are observed in the KG as a whole, but which are not
contained in the original KG. The number of dimensions n
of the embedding essentially controls the cautiousness of the
knowledge graph completion process: the fewer dimensions,
the more regularities can be discovered by the model, but the
higher the risk of unwarranted inferences. On the other hand,
if the number of dimensions is too high, the embedding may
simply capture the given KG, without suggesting any addi-
tional plausible triples.
For example, in the seminal TransE model (Bordes et al.
2013), relations are modelled as vector translations. In par-
ticular, the TransE scoring function is given by sR(e, f) =
d(e+ r, f), where d is the Euclidean distance and r ∈ Rn is
a vector encoding of the relation name R. Another popular
model is DistMult (Yang et al. 2015), which corresponds to
the choice sR(e, f) = −
∑n
i=1 eirifi, where we write ei for
the ith coordinate of e, and similar for f and r.
To date, surprisingly little is understood about the types
of regularities that existing embedding methods can capture.
In this paper, we are particularly concerned with the types
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Figure 1: Region based view of knowledge graph embedding
models.
of (hard) rules that such models are capable of represent-
ing. To allow us to precisely characterize what regularities
are captured by a given embedding, we will consider hard
thresholds λR such that a triple (e,R, f) is considered valid
iff sR(e, f) ≤ λR. In fact, KG embeddings are often learned
using a max-margin loss function which directly encodes
this assumption. The vector space representation of a given
relation R can then be viewed as a region η(R) in R2n, de-
fined as follows:
η(R) = {e⊕ f | sR(e, f) ≤ λR}
where we write ⊕ for vector concatenation. In particular,
note that (e,R, f) is considered a valid triple iff e⊕ f ∈ ηR.
Figure 1 illustrates the types of regions that are obtained for
the TransE and DistMult models.
This region-based view will allow us to study proper-
ties of knowledge graph embedding models in a general
way, by linking the kind of regularities that a given em-
bedding model can represent to the kind of regions that it
considers. Furthermore, the region-based view of knowl-
edge graph embedding also has a number of practical ad-
vantages. First, such regions can naturally be defined for
relations of any arity, while the standard formulations of
knowledge graph embedding models are typically restricted
to binary relations. Second, and perhaps more fundamen-
tally, it suggests a natural way to take into account prior
knowledge about dependencies between different relations.
In particular, for many knowledge graphs, some kind of on-
tology is available, which can be viewed as a set of rules
describing such dependencies. These rules naturally trans-
late to spatial constraints on the regions ηR. For instance,
if we know that R(X,Y ) → S(X,Y ) holds, it would be
natural to require that ηR ⊆ ηS . If a knowledge graph em-
bedding captures the rules of a given ontology in this sense,
we will call it a geometric model of the ontology. By re-
quiring that the embedding of a knowledge graph should
be a geometric model of a given ontology, we can effec-
tively exploit the knowledge contained in that ontology to
obtain higher-quality representations. Indeed, there exists
empirical support for the usefulness of (soft) rules for learn-
ing embeddings (Demeester, Rockta¨schel, and Riedel 2016;
Niepert 2016; Wang and Cohen 2016; Minervini et al. 2017).
A related advantage of geometric models over standard KG
embeddings is that the set of triples which is considered
valid based on the embedding is guaranteed to be logically
consistent and deductively closed (relative to the given on-
tology). Finally, since geometric models are essentially “on-
tology embeddings”, they could be used for ontology com-
pletion, i.e. for finding plausible missing rules from the
given ontology similar to how standard KG embedding mod-
els are used to find plausible missing triples from a KG.
Objective and Contributions. The main aim of this paper
is to analyze the implications of choosing a particular type
of geometric representation on the the kinds of logical de-
pendencies that can be faithfully embedded. To the best of
our knowledge, this paper is the first to investigate the ex-
pressivity of embedding models in the latter sense.
Our technical contribution is two-fold. First, we show that
the most popular approaches to KG embedding are actu-
ally not compatible with the notion of a geometric model.
For instance, as we will see, the representations obtained by
DistMult (and its variants) can only model a very restricted
class of subsumption hierarchies. This is problematic, as it
not only means that we cannot impose the rules from a given
ontology for learning knowledge graph embeddings, but also
that the types of regularities that are captured by such rules
cannot be learned from data.
Second, to overcome the above shortcoming, we propose
a novel framework in which relations are modelled as ar-
bitrary convex regions in Rk, with k the arity of the rela-
tion. We particularly show that convex geometric models
can properly express the class of so-called quasi-chained
existential rules. While convex geometric models are thus
still not general enough to capture arbitrary existential rules,
this particular class does subsume several key ontology lan-
guages based on description logics and important fragments
of existential rules. Finally, we show that to capture arbitrary
existential rules, a further generalization is needed, based on
a non-linear transformation of the vector concatenations.
Missing proofs can be found in a extended version with an
appendix under https://tinyurl.com/yb696el8
2 Background
In this section we provide some background on knowledge
graph embedding and existential rules.
2.1 Knowledge Graph Embedding
A wide variety of KG embedding methods have already been
proposed, varying mostly in the type of scoring function that
is used. One popular class of methods was inspired by the
TransE model. In particular, several authors have proposed
generalizations of TransE to address the issue that TransE
is only suitable for one-to-one relations (Wang et al. 2014;
Lin et al. 2015): if (e,R, f) and (e,R, g) were both in
the KG, then the TransE training objective would encour-
age f and g to be represented as identical vectors. The
main idea behind these generalizations is to map the entities
to a relation-specific subspace before applying the transla-
tion. For instance, the TransR scoring function is given by
sR(e, f) = d(Mre+ r,Mrf), where Mr is an n× n matrix
(Lin et al. 2015). As a further generalization, in STransE
a different matrix is used for the head entity e and for the
tail entity f , leading to the scoring function sR(e, f) =
d(Mhr e+ r,M
t
rf) (Nguyen et al. 2016).
A key limitation of DistMult (cf. Section 1) is the fact
that it can only model symmetric relations. A natural solu-
tion is to represent each entity e using two vectors eh and et,
which are respectively used when e appears in the head (i.e.
as the first argument) or in the tail (i.e. as the second argu-
ment). In other words, the scoring function then becomes
sR = −
∑
i e
h
i rif
t
i , where we write eh = (e
h
1 , ..., e
h
n)
and similar for ft. The problem with this approach is that
there is no connection at all between eh and et, which
makes learning suitable representations more difficult. To
address this, the ComplEx model (Trouillon et al. 2016) rep-
resents entities and relations as vectors of complex numbers,
such that et is the component-wise conjugate of eh. Let us
write 〈a,b, c〉, with a,b, c ∈ Rn, for the bilinear product∑n
i=1 aibici. Furthermore, for a complex vector a ∈ Cn,
we write re(a) and im(a) for the real and imaginary parts
of a respectively. It can be shown (Kazemi and Poole 2018)
that the scoring function of ComplEx is equivalent to
sR(e, f) =− 〈re(e), re(r), re(f)〉 − 〈re(e), im(r), im(f)〉
− 〈im(e), re(r), im(f)〉+ 〈im(e), im(r), re(f)〉
Recently, in (Kazemi and Poole 2018), a simpler approach
was proposed to address the symmetry issue of DistMult.
The proposed model, called SimplE, avoids the use of com-
plex vectors. In this model, the DistMult scoring function is
used with a separate representation for head and tail men-
tions of an entity, but for each triple (e,R, f) in the knowl-
edge graph, the triple (f,R−1, e) is additionally considered.
This means that each such triple affects the representation
of eh, et, fh and ft, and in this way, the main drawback of
using separate representations for head and tail mentions is
avoided.
The RESCAL model (Nickel, Tresp, and Kriegel 2011)
uses a bilinear scoring function sR(e, f) = −eTMrf , where
the relation R is modelled as an n × n matrix Mr. Note
that DistMult can be seen as a special case of RESCAL in
which only diagonal matrices are considered. Similarly, it
is easy to verify that ComplEx also corresponds to a bilin-
ear model, with a slightly different restriction on the type of
considered matrices. Without any restriction on the type of
considered matrices, however, the RESCAL model is prone
to overfitting. The neural tensor model (NTN), proposed in
(Socher et al. 2013) further generalizes RESCAL by using a
two-layer neural network formulation, but similarly tends to
suffer from overfitting in practice.
Expressivity. Intuitively, the reason why KG embedding
models are able to identify plausible triples is because they
can only represent knowledge graphs that exhibit a cer-
tain type of regularity. They can be seen as a particular
class of dimensionality reduction methods: the lower the
number of dimensions n, the stronger the KG model en-
forces some notion of regularity (where the exact kind of
regularity depends on the chosen KG embedding model).
However, when the number of dimensions is sufficiently
high, it is desirable that any KG can be represented in
an exact way, in the following sense: for any given set
of triples P = {(e1, R1, f1), ..., (em, Rm, fm)} which
are known to be valid and any set of triples N =
{(em+1, Rm+1, fm+1), ...(ek, Rk, fk)} which are known to
be false, given a sufficiently high number of dimensions n,
there always exists an embedding and thresholds λR such
that
∀(e,R, f) ∈ P . sR(e, f) ≤ λR (1)
∀(e,R, f) ∈ N . sR(e, f) > λR (2)
A KG embedding model is called fully expressive (Kazemi
and Poole 2018) if (1)–(2) can be guaranteed for any disjoint
sets of triples P and N . If a KG embedding model is not
fully expressive, it means that there are a priori constraints
on the kind of knowledge graphs that can be represented,
which can lead to unwarranted inferences when using this
model for KG completion. In contrast, for fully expressive
models, the types of KGs that can be represented is deter-
mined by the number of dimensions, which is typically seen
as a hyperparameter, i.e. this number is tuned separately for
each KG to avoid (too many) unwarranted inferences.
It turns out that translation based methods such as TransE,
STransE and related generalizations are not fully expressive
(Kazemi and Poole 2018), and in fact put rather severe re-
strictions on the types of relations that can be represented in
the sense of (1)–(2). For instance, it was shown in (Kazemi
and Poole 2018) that translation based methods can only
fully represent a knowledge graph G if each of its relations
R satisfies the following properties for every subset of enti-
ties S:
1. If R is reflexive over S, then R is also symmetric and
transitive over S.
2. If ∀s ∈ S . (e,R, s) ∈ G and ∃s ∈ S . (f,R, s) ∈ G then
we also have ∀s ∈ S . (f,R, s) ∈ G.
However, both ComplEx and SimplE have been shown to be
fully expressive.
Modelling Textual Descriptions. Several methods have
been proposed which aim to learn better knowledge graph
embeddings by exploiting textual descriptions of entities
(Zhong et al. 2015; Xie et al. 2016; Xiao et al. 2017) or by
extracting information about the relationship between two
entities from sentences mentioning both of them (Toutanova
et al. 2015). Apart from improving the overall quality of the
embeddings, a key advantage of such approaches is that they
allow us to predict plausible triples involving entities which
do not occur in the initial knowledge graph.
2.2 Existential Rules
Existential rules (a.k.a. Datalog±) are a family of rule-based
formalisms for modelling ontologies. An existential rule is
a datalog-like rule with existentially quantified variables in
the head, i.e. it extends traditional datalog with value inven-
tion. As a consequence, existential rules describe not only
constraints on the currently available knowledge or data, but
also intentional knowledge about the domain of discourse.
The appeal of existential rules comes from the fact that they
are extensions of the prominent EL and DL-Lite families of
description logics (DLs) (Baader et al. 2017). For instance,
existential rules can describe k-ary relations, while DLs are
constrained to unary and binary relations.
Syntax. Let C,N and V be infinite disjoint sets of con-
stants, (labelled) nulls and variables, respectively. A term
t is an element in C∪N∪V; an atom α is an expression of
the formR(t1, . . . , tn), whereR is a relation name (or pred-
icate) with arity n and terms ti. We denote with terms(α)
the set {t1, . . . , tn} and with vars(α) the set terms(α) ∩V.
An existential rule σ is an expression of the form
B1 ∧ . . . ∧Bn → ∃X1, . . . , Xj .H1 ∧ . . . ∧Hk, (3)
where B1, . . . Bn for n ≥ 0, H1, . . . ,Hk for k ≥ 1, are
atoms with terms in C ∪V and Xm ∈ V for 1 ≤ m ≤ j.
From here on, we assume w.l.o.g that k = 1 (Calı`, Gottlob,
and Kifer 2013); we omit in this case the subindex. We use
body(σ) and head(σ) to refer to {B1, . . . , Bn} and {H},
respectively. We call evars(σ) = {X1, . . . , Xj} the existen-
tial variables of σ; if evars(σ) = ∅, σ is called a datalog
rule. We further allow negative constraints (or simply con-
straints) which are expressions of the formB1∧ . . .∧Bn →
⊥, where the Bis are as above and ⊥ denotes the truth con-
stant false. A finite set Σ of existential rules and constraints
is called an ontology; and a datalog program if Σ contains
only datalog rules and constraints.
Let R be a set of relation names. A database D is a finite
set of facts over R, i.e. atoms with terms in C. A knowl-
edge base (KB) K is a pair (Σ, D) with Σ an ontology (or a
datalog program) and D a database.
Semantics. An interpretation I over R is a (possibly infi-
nite) set of atoms overR with terms in C ∪N. An interpre-
tation I is a model of Σ if it satisfies all rules and constraints:
{B1, . . . , Bn} ⊆ I implies {H} ⊆ I for every σ defined as
above in Σ, where existential variables can be witnessed by
constants or labelled nulls, and {B1, . . . , Bn} 6⊆ I for all
constraints defined as above in Σ; it is a model of a database
D if D ⊆ I; it is a model of a KB K = (Σ, D), written
I |= K, if it is a model of Σ and D. We say that a KB K is
satisfiable if it has a model. We refer to elements in C ∪N
simply as objects, call atoms α containing only objects as
terms ground, and denote with O(I) the set of all objects
occurring in I.
Example 1. Let D = {Wife(anna),Wife(marie)} be a
database and Σ an ontology composed by the rules:
Wife(X) ∧Married(X,Y )→ Husband(Y ) (4)
Wife(Y )→ ∃X .Husband(X) ∧Married(X,Y ) (5)
Husband(X) ∧Wife(X)→ ⊥ (6)
Then, an example of a model of K = (Σ, D) is the set of
atomsD∪{Husband(o1),Husband(o2),Married(o1, anna),
Married(o2,marie)} where oi are labelled nulls. Note that
e.g. {Married(anna,marie),Husband(marie)} is not in-
cluded in any model of K due to (6).
Notation. We use a, b, c, a1, . . . for constants and
X,Y, Z,X1, . . . for variables. We write Rk for the set
of relation names from R which have arity k. Given a KB
K, we use C(K), R(K) and Rk(K) to denote, respectively,
Figure 2: A geometric model of the KB from Example 1.
the set of constants, relation names and k-ary relation
names occurring in K. For vectors x = (x1, ..., xm)
and y = (y1, ..., yk), we denote their concatenation by
x⊕ y = (x1, ..., xm, y1, ..., yk).
3 Geometric Models
In this section, we formalize how regions can be used for
representing relations, and what it means for such repre-
sentations to satisfy a given knowledge base. The result-
ing formalization will allow us to study the expressivity of
knowledge graph embedding models. It will also provide the
foundations of a framework for knowledge base completion,
based on embeddings that are jointly learned from a given
database and ontology. We first define the geometric coun-
terpart of an interpretation.
Definition 1 (Geometric interpretation). Let R be a set of
relation names and X ⊆ C ∪N be a set of objects. An m-
dimensional geometric interpretation η of (R,X) assigns to
each k-ary relation name R from R a region η(R) ⊆ Rk·m
and to each object o from X a vector η(o) ∈ Rm.
An example of a 1-dimensional geometric interpretation of
({Husband,Wife,Married}, {p, q}) is depicted in Figure 2.
Note that in this case, the unary predicates Husband and
Wife are represented as intervals, whereas the binary pred-
icate Married is represented as a convex polygon in R2. We
now define what it means for a geometric interpretation to
satisfy a ground atom.
Definition 2 (Satisfaction of ground atoms). Let η be an m-
dimensional geometric interpretation of (R,X), R ∈ Rk
and o1, ..., ok ∈ X. We say that η satisfies a ground atom
R(o1, ..., ok), written η |= R(o1, ..., ok), if η(o1) ⊕ ... ⊕
η(ok) ∈ η(R).
For Y ⊆ X, we will write φ(Y, η) for the set of ground
atoms over Y which are satisfied by η, i.e.:
{R(o1, ..., ok) |R ∈ Rk, o1, ..., ok ∈ Y, η |= R(o1, ..., ok)}
IfY = X, we also abbreviate φ(Y, η) as φ(η). For example,
if η is the geometric interpretation from Figure 2, we find:
φ(η)={Husband(p),Wife(p),Married(p, q),Married(q, p)}
The notion of satisfaction in Definition 2 can be extended
to propositional combinations of ground atoms in the usual
way. Specifically, η satisfies a rule B1 ∧ ...∧Bn → C, with
B1, ...Bn, C ground atoms, if η |= C or {B1, ..., Bn} 6⊆
φ(η). Now consider the case of a non-ground rule, e.g.:
R(X,Y ) ∧ S(Y,Z)→ T (X,Z) (7)
Intuitively what we want to encode is whether η satisfies
every possible grounding of this rule, i.e. whether for any
objects ox, oy, oz such that η(ox) ⊕ η(oy) ∈ η(R) and
η(ox) ⊕ η(oz) ∈ η(S) it holds that η(ox) ⊕ η(oz) ∈ η(T ).
However, since an important aim of vector space representa-
tions is to enable inductive generalizations, this property of η
should not only hold for the constants occurring in the given
knowledge base, but also for any possible constants whose
representation we might learn from external sources (Zhong
et al. 2015; Xie et al. 2016; Xiao et al. 2017). As a result, we
need to impose the following stronger requirement for η to
satisfy (7): for every x,y, z ∈ Rm such that x ⊕ y ∈ η(R)
and y⊕z ∈ η(S), it has to hold that x⊕z ∈ η(S). Note that a
rule like (7) thus naturally translates into a spatial constraint
on the representation of the relation names. Finally, let us
consider an existential rule:
R(X,Y )→ ∃Z . S(X,Y, Z) (8)
For η to be a model of this rule, we require that for every
x,y ∈ Rm such that x ⊕ y ∈ η(R) there has to exist a
z ∈ Rm such that x ⊕ y ⊕ z ∈ η(S). These intuitions are
formalized in the following definition of a geometric model.
Definition 3. LetK = (Σ, D) be a knowledge base andO a
(possibly infinite) set of objects. A geometric interpretation η
of (R(K),O) is called an m-dimensional geometric model
of K if
1. φ(η) =M, for some modelM of K, and
2. for any set of points {v1, ...,vn} ⊆ Rm, η can be ex-
tended to a geometric interpretation η∗ such that
(a) for each i ∈ {1, ..., n} there is a fresh constant ci ∈
C \O(M) such that η∗(ci) = vi,
(b) φ(η∗) =M′ for some modelM′ of (Σ, D ∪ φ(η∗)).
The first point in Definition 3 ensures that we can view
geometric models as geometric representations of classical
models. The second point in Definition 3 ensures that we
can use geometric models to introduce objects from exter-
nal sources, without introducing any inconsistencies. It cap-
tures the fact that the logical dependencies between the re-
lation names encoded in Σ should be properly captured by
the spatial relationships between their geometric representa-
tions, as was illustrated in (8). Naturally,M′ might contain
additional (in comparison to M) nulls to witness existen-
tial demands over the new constants. For datalog programs,
however, η∗ is completely determined by η and the fact that
η∗(ci) = vi for 1 ≤ i ≤ n, that is, only Conditions 1 is nec-
essary. For instance, the geometric interpretation depicted in
Figure 2 is a geometric model of the rules from Example 1.
Practical Significance of Geometric Models. The frame-
work presented in this section offers several key advantages
over standard KG embedding methods. First, it allows us
to take into account a given ontology when learning the
vector space representations, which should lead to higher-
quality representations, and thus more faithful predictions,
in cases where such an ontology is available. Also note that
the region based framework can be applied to relations of
any arity. Conversely, the framework also naturally allows
us to obtain plausible rules from a learned geometric model,
as this geometric model may (approximately) satisfy rules
which are not entailed by the given ontology. Moreover, our
framework allows for a tight integration of deductive and in-
ductive modes of inference, as the facts and rules that are
satisfied by a geometric model are deductively closed and
logically consistent.
Modelling Relations as Convex Regions. While, in princi-
ple, arbitrary subsets of Rk·m can be used for representing
k-ary relations, in practice the type of considered regions
will need to be restricted in some way. This is needed to
ensure that the regions can be efficiently learned from data
and can be represented compactly. Moreover, the purpose
of using vector space representations is to enable induc-
tive inferences, but this is only possible if we impose suf-
ficiently strong regularity conditions on the representations.
For this reason, in this paper we will particularly focus on
convex geometric interpretations, i.e. geometric interpreta-
tions in which each relation is represented using a convex
region. While this may seem like a strong assumption, the
vast majority of existing KG embedding models in fact learn
representations that correspond to such convex geometric
interpretations. Moreover, when learning regions in high-
dimensional spaces, strong assumptions such as convexity
are needed to avoid overfitting, especially if the amount of
training data is limited. Finally, the use of convex regions is
also in accordance with cognitive models such as conceptual
spaces (Ga¨rdenfors 2000), and more broadly with experi-
mental findings in psychology, especially in cases where we
are presented with few training examples (Rosseel 2002).
One may wonder whether it is possible to go further and
restrict attention e.g. to convex models that are induced by
vector translations. For instance, we could consider regions
which are such that x ⊕ y ∈ η(R) means that we also have
u ⊕ v ∈ η(R) whenever y − x = v − u, i.e. only the vec-
tor difference between x and y matters. Note that TransE
and most of its generalizations aim to learn representations
that correspond to such regions. Alas, as the next example il-
lustrates, such translation-based regions do not have the de-
sired generality, in the sense that they cannot properly cap-
ture even simple rules.
Example 2. For instance, consider rules (5)-(6) in Ex-
ample 1. For the ease of presentation, let us write CH
for η(Husband) and CW for η(Wife), i.e. we assume that
Husband(a) holds for a constant a iff a ∈ CH . Let us fur-
thermore assume that CH and CW are convex. We will also
assume that a translation-based region is used to represent
Married. Note that in such a case, the region η(Married) in
R2n can be characterized by a region CM in Rn such that
Married(a, b) holds iff b − a ∈ CM . To capture the logi-
cal dependencies encoded by the rules, the following spatial
relationships would then have to hold:
CH ⊇ {p+ r |p ∈ CW , r ∈ CM} (9)
CW ⊆ {p+ r |p ∈ CH , r ∈ CM} (10)
However, (9) and (10) entail1 that CW ⊆ CH . Since, by
rule (4), the concepts Wife and Husband are disjoint, we
would have to choose CW = CH = ∅ and would not be
able to represent any instances of these concepts.
It is perhaps not surprising that translation based represen-
tations are not suitable for modelling rules, since they are
already known not to be fully expressive in the sense of (1)–
(2). As we discussed in Section 2.1, there are several bilinear
models which are known to be fully expressive, and which
may thus be thought of as more promising candidates for
defining suitable types of regions. We address whether bi-
linear models are able to represent ontologies in the next
section.
4 Limitations of Bilinear Models
As already mentioned, translation based approaches incur
rather severe limitations on the kinds of databases and on-
tologies that can be modelled. In this section, we show that
while bilinear models are fully expressive, and can thus
model any database, they are not suitable for modelling on-
tologies. This motivates the need for novel embedding meth-
ods, which are better suited at modelling ontologies; this will
be the focus of the next section.
Let us consider the following common type of rules:
R(X,Y )→ S(X,Y ) (11)
and a bilinear model in which each relation name R is asso-
ciated with an n×n matrix Mr and a threshold λr. We then
say that (11) is satisfied if for each e, f ∈ Rn, it holds that:
(eTMrf ≥ λr)⇒ (eTMsf ≥ λs) (12)
where eT denotes the transpose of e. It turns out that bilin-
ear models are severely limited in how they can model sets
of rules of the form (11). This limitation stems from the fol-
lowing result.
Proposition 1. Suppose that (12) is satisfied for the matri-
ces Mr,Ms and some thresholds λr, λs. Then there exists
some α ≥ 0 such that Mr = αMs.
If α = 0 then the rule (11) must be satisfied trivially, in the
sense that the following rule is also satisfied for the matrix
Ms and threshold λs:
> → S(X,Y )
Let us consider the case where α > 0. Note that for the
thresholds λr and λs we only need to consider the values
-1 and 1 since other thresholds can always be simulated by
1Indeed, suppose that q ∈ CW , then by (10) there must exist
some p ∈ CH and r ∈ CM such that q = p + r. By (9) we
furthermore have q + r ∈ CH . Since q is between p and q + r,
both of which belong toCH , by the convexity ofCH it follows that
q ∈ CH .
rescaling the matricesMr andMs. Now assume that the fol-
lowing rules are given:
R1(X,Y )→ S(X,Y )
...
Rk(X,Y )→ S(X,Y )
By Proposition 1, we know that for i ∈ {1, ..., k} there
is some αi such that Mri = αiMsi . If λri = λrj we
thus have that either the rule Ri(X,Y ) → Rj(X,Y ) or
the rule Rj(X,Y ) → Ri(X,Y ) is satisfied (depending
on whether αi ≥ 1 and on whether λri is 1 or -1). This
means in particular that we can always find two rankings
Rτ1 , ..., Rτp and Rσ1 , ..., Rσq such that {R1, ..., Rk} ={Rτ1 , ..., Rτp , Rσ1 , ..., Rσq} and:
∀1 ≤ i < p .Rτi(X,Y )→ Rτi+1(X,Y )
∀1 ≤ i < q .Rσi(X,Y )→ Rσi+1(X,Y )
This clearly puts drastic restrictions on the type of subsump-
tion hierarchies that can be modelled using bilinear models.
Moreover, these limitations carry over to DistMult and Com-
plEx, as these are particular types of bilinear models. Due to
the close links between DistMult and SimplE, it is also easy
to see that the latter model has the same limitations.
In fact, the use of different vectors for head and tail men-
tions of entities in the SimplE model leads to even further
limitations. To illustrate this, let us consider a rule of the
following form:
R(X,Y ) ∧ S(Y,Z)→ T (X,Z) (13)
where we say that the SimplE representation defined by
the vectors r, ri, s, si, t, ti and corresponding thresholds
λr, λri, λs, λsi, λt, λti satisfies (13) if for all entity vectors
eh, et, fh, ft,gh,gt it holds that:
〈eh, r, ft〉 ≥ λr ∧ 〈fh, ri, et〉 ≥ λri (14)
∧ 〈fh, s,gt〉 ≥ λs ∧ 〈gh, si, ft〉 ≥ λsi
⇒ 〈eh, t,gt〉 ≥ λt ∧ 〈gh, ti, et〉 ≥ λti
Then we can show the following result.
Proposition 2. Suppose r, ri, s, si, t, ti and λr, λri, λs,
λsi, λt, λti define a SimplE representation satisfying (13).
Then one of the following two rules is satisfied as well:
R(X,Y ) ∧ S(Y,Z)→ ⊥ (15)
> → T (X,Z) (16)
5 Relations as Arbitrary Convex Regions
In this section we consider arbitrary convex geometric mod-
els, and show that they can correctly represent a large class
of existential rules. We particularly show that KBs K based
on quasi-chained rules are properly captured by convex geo-
metric models, in the sense that for each finite model I ofK,
there exists a convex geometric model η such that I = φ(η).
Quasi-chained Rules. We say that an existential rule σ,
defined as in (3) above, is quasi-chained (QC) if for all
1 ≤ i ≤ n
|(vars(B1) ∪ ... ∪ vars(Bi−1)) ∩ vars(Bi)| ≤ 1
An ontology is quasi-chained if all its rules are either quasi-
chained or quasi-chained negative constraints.
Note that quasi-chainedness is a natural and useful re-
striction. Quasi-chained rules are indeed closely related to
the well-known chain-datalog fragment of datalog (Shmueli
1987; Ullman and Gelder 1988) in which important prop-
erties, e.g. reachability, are still expressible. Furthermore,
prominent Horn description logics can be expressed us-
ing decidable fragments of quasi-chained existential rules.
For example, ELHI ontologies2 can be embedded into the
guarded fragment (Calı`, Gottlob, and Kifer 2013) of QC ex-
istential rules. Further, QC existential rules subsume linear
existential rules, which only allow rule bodies that consist
of a single atom and capture a k-ary extension of DL-LiteR.
We next show the announced result that geometric models
properly capture quasi-chained ontologies.
Proposition 3. Let K = (Σ, D), with Σ a quasi-chained
ontology, and let M be a finite model of K. Then K has a
convex geometric model η such that φ(η) =M.
To clarify the intuitions behind this proposition, we show
how an m-dimensional geometric model η satisfying
φ(η) = M can be constructed, where m = |O(M)|. Let
x1, . . . , xm be an enumeration of the elements in O(M),
then for each xi, η(xi) is defined as the vector in Rm with
value 1 in the ith coordinate and 0 in all others. Further, for
each R ∈ Rk(K), we define η(R) as follows, where CH
denotes the convex-hull:
η(R) = CH{η(y1)⊕ ...⊕ η(yk) |R(y1, ..., yk) ∈M}
(17)
A proof that φ(η) = M, and that η satisfies Conditions 1
and 2 from Definition 3, is provided in the appendix.
For the next corollary we assume that the quasi-chained
ontology Σ belongs to fragments enjoying the finite model
property (FMP), i.e. if a KB K is satisfiable, it has a finite
model, e.g. where Σ is weakly-acyclic (Fagin et al. 2005),
guarded, linear, or a quasi-chained datalog program. The fol-
lowing then is a direct consequence of Proposition 3.
Corollary 1. Let K = (Σ, D) with Σ as above. It holds that
K is satisfiable iff K has a convex geometric model.
Intuitively, we require logics enjoying the FMP since
the construction in the proof of Proposition 3 uses one di-
mension for each object that appears in a given model of
the knowledge base. For ontologies expressed in fragments
without the FMP, we can thus not guarantee the existence of
an Euclidean model using this argument.
A natural question is whether there is a way of defining
a convex n-dimensional geometric model for an n consider-
ably smaller than m = |O(M)| for some modelM. For the
case of datalog rules, where |O(M)| = |C(K)|, it turns out
that this is in general not possible.
Proposition 4. For each n ∈ N, there exists a KB K =
(Σ, D) with Σ a datalog program, over a signature with n
2We assume they are in a suitable normal form (Baader et al.
2017)
constants and n unary predicates such that K does not have
a convex geometric model in Rm for m < n− 1.
To see this, consider the knowledge base K = (Σ, D)
with D = {Ai(aj) | 1 ≤ i 6= j ≤ n}, for some n ∈ N, and
Σ consisting of the following rule
A1(X) ∧ ... ∧An(X)→ ⊥ (18)
It is clear that K is satisfiable. Now, let η be an n − 2 di-
mensional convex geometric model of K. Clearly, for each
aj ∈ C(K), it holds that η(aj) ∈
⋂
i 6=j η(Ai) and thus⋂
i 6=j η(Ai) 6= ∅. Using Helly’s Theorem3, it follows that⋂n
i=1 η(Ai) contains some point p. Further, let η
∗ be the ex-
tension of η to C(K) ∪ {d} defined by η∗(d) = p. Then
K ∪ φ(η∗) contains D ∪ {Ai(d) | i ∈ [1, n]} which to-
gether with (18) implies thatK∪φ(η∗) does not have a con-
vex model. Thus, η cannot be an n − 2 dimensional convex
geometric model K, and the dimensionality of any convex
model of K has to be at least n− 1.
Note that the model η that we constructed above is m-
dimensional, but the lower bound from Proposition 4 only
states that at least m − 1 dimensions are needed in general.
In fact, it is easy to see that such an m − 1-dimensional
convex geometric model indeed exists for datalog programs.
In particular, let H be the hyperplane defined by H =
{(p1, ..., pm) | p1+ ...+pm = 1} then clearly η(xi) ∈ H for
every constant xi and η(R) ⊆ H ⊕ ...⊕H . In other words,
each η(xi) is located in an m − 1 dimensional space, and
η(R) is a subset of an k · (m− 1) dimensional space.
Beyond Quasi-chained Rules. The main remaining ques-
tion is whether the restriction to QC rules is necessary. The
next example illustrates that if a KB contains rules that do
not satisfy this restriction, it may not be possible to construct
a convex geometric model.
Example 3. Consider Σ consisting of the following rule:
R1(X,Y ) ∧R2(X,Y )→ ⊥
and let D = {R1(a1, a1), R1(a2, a2), R2(a1, a2),
R2(a2, a1)}. Then clearly M = D is a model of the
knowledge base (Σ, D). Now suppose this KB had a convex
geometric model η. Let η∗ be an extension of η to the fresh
constant b, defined by η∗(b) = 0.5η(a1) + 0.5η(a2). Note
that we then have:
η∗(b)⊕ η∗(b) = 0.5(η(a1)⊕ η(a1) + 0.5(η(a2)⊕ η(a2)
= 0.5(η(a1)⊕ η(a2) + 0.5(η(a2)⊕ η(a1)
and thus, by the convexity of η(R1) and η(R2), it follows
that η∗ |= R1(b, b) ∧ R2(b, b). This means that (Σ, D ∪
φ(η∗)) does not have a model, which contradicts the as-
sumption that η was a geometric model.
6 Extended Geometric Models
As shown in Section 5, there are knowledge bases which
have a finite model but which do not have a convex geomet-
ric model. To deal with arbitrary knowledge bases, one pos-
sible approach is to simply drop the convexity requirement.
3This theorem states that ifC1, ..., Ck are convex regions inRn,
with k > n, and each n+1 among these regions have a non-empty
intersection, it holds that
⋂k
i=1 Ci 6= ∅.
In this section, we briefly explore another solution, based on
the idea that for each relation symbol R ∈ Rk(K), we can
consider a function fR which embeds k-tuples into another
vector space. This can be formalized as follows
Definition 4 (Extended convex geometric interpretation).
Let R be a set of relation names and X ⊆ C ∪ N be a
set of objects. An m-dimensional extended convex geomet-
ric interpretation of (R,X) is a pair ((fR)R∈R, η), where
for each R ∈ Rk, fR is a Rk·m → RlR mapping, for some
lR ∈ N, and η assigns to eachR ∈ Rk a convex region η(R)
in RlR and to each constant c from X a vector η(c) ∈ Rm.
We can now adapt the definition of satisfaction of a ground
atom as follows.
Definition 5 (Satisfaction of ground atoms). Let
((fR)R∈R, η) be an extended convex geometric inter-
pretation of (R,X), R ∈ Rk and o1, ..., ok ∈ X. We
say that η satisfies a ground atom R(o1, ..., ok), written
η |= R(o1, ..., ok), if fR(η(o1)⊕ ...⊕ η(ok)) ∈ η(R).
The notion of extended convex geometric model is then de-
fined as in Definition 3, by simply using extended convex
geometric models instead of (standard) geometric models.
Note that we almost trivially have that every knowledge
base K = (Σ, D) which has a finite model M also has
an extended convex geometric model. Indeed, to construct
such a model, we can choose η for constants from X arbi-
trarily, as long as η(o1) 6= η(o2) if o1 6= o2. We can then
define fR as follows: fR(x) = 1 if M contains a ground
atom R(o1, ..., ok) such that x = η(o1) ⊕ ... ⊕ η(ok), and
fR(x) = 0 otherwise. Finally we can define η(R) = {1}. It
can be readily checked that the extended convex geometric
interpretation which is constructed in this way is indeed an
extended convex geometric model of K.
The extended convex geometric model which is con-
structed in this way is uninteresting, however, as it does
not allow us to use the geometric representations of the
constants to induce any knowledge which is not already
given in K. Specifically, suppose v1, ...,vn ∈ Rm and
let η∗ be the extension of η to X ∪ {o1, ..., on}, then for
o′1, ..., o
′
k ∈ X ∪ {o1, ..., on} and R ∈ Rk, we have η∗ |=
R(o′1, .., o
′
k) iff M contains some atom R(p1, ..., pk) such
that η(p1) = η∗(o′1), ..., η(pk) = η
∗(o′k). This means that in
practice, we need to impose some restrictions on the func-
tions fR. Note, however, that we cannot restrict fR to be lin-
ear, as that would lead to the same restrictions as we encoun-
tered for standard convex geometric models. For instance, it
is easy to verify that the knowledge base from Example 3
cannot have an extended geometric model in which fR1 and
fR2 are linear.
One possible alternative would be to encode each function
fR as a neural network, but there are still several important
open questions related to this choice. First, it is far from clear
how we would then be able to check whether an extended
convex geometric interpretation is a model of a given on-
tology. In contrast, for standard convex geometric interpre-
tations, we can use standard linear programming techniques
to check whether a given existential rule is satisfied. It is fur-
thermore unclear which types of neural networks would be
needed to guarantee that all types of existential rules can be
captured.
7 Related Work
Various approaches to KG completion have been proposed
that are based on neural network architectures (Socher et
al. 2013; Niepert 2016; Minervini et al. 2017). Interestingly,
some of these approaches can be seen as special cases of the
extended convex geometric models considered in Section 6.
For example, in the E-MLP model (Socher et al. 2013), to
predict whether (e,R, f) is a valid triple, the concatenation
of the vectors e and f is fed into a two-layer neural network.
Instead of constructing tuple representations from entity
embeddings, some authors have also considered approaches
that directly learn a vector space embedding of entity tu-
ples (Turney 2005; Riedel et al. 2013). For each relation R
a vector r can then be learned such that the dot product r · t
reflects the likelihood that a tuple represented by t is an in-
stance ofR. This model does not put any a priori restrictions
on the kind of relations that can be modeled, although it is
clearly not suitable for modelling rules (e.g. it is easy to see
that this model carries over the limitations of bilinear mod-
els). Moreover, as enough information needs to be available
about each tuple, this strategy has primarily been used for
modelling knowledge extracted from text, where representa-
tions of word-tuples are learned from sentences that contain
these words.
Note that KG embedding methods model relations in a
soft way: their associated scoring function can be used to
rank ground facts according to their likelihood of being cor-
rect, but no attempt is made at modelling the exact extension
of relations. This means that logical dependencies among
relations cannot be modeled, which makes such representa-
tions fundamentally different from the geometric represen-
tations that we have considered in this paper. Nonetheless,
some authors have used logical rules to improve the predic-
tions that are made in a KG completion setting. For example,
in (Wang, Wang, and Guo 2015), a mixed integer program-
ming formulation is used to combine the predictions made
from a given KG embedding with a set of hard rules. Specif-
ically, the aim of this approach is to determine the most plau-
sible set of facts which is logically consistent with the given
rules. Another strategy, used in (Demeester, Rockta¨schel,
and Riedel 2016), is to incorporate background knowledge
in the loss function of the learning problem. Specifically, the
authors propose to take advantage of relation inclusions, i.e.
rules of the form R(X,Y ) → S(X,Y ), for learning better
tuple embeddings. The main underlying idea is to translate
such a rule to the soft constraint that r · t ≤ s · t should
hold for each tuple t. This is imposed in an efficient way
by restricting tuple embeddings to vectors with non-negative
coordinates and then requiring that ri ≤ si for each coordi-
nate ri of r and corresponding coordinate si of s. However,
this strategy cannot straightforwardly be generalized to other
types of rules.
To overcome this shortcoming, neural network architec-
tures dealing with arbitrary Datalog-like rules have been
recently proposed (Niepert 2016; Minervini et al. 2017).
Other related approaches include (Wang and Cohen 2016;
Rockta¨schel and Riedel 2017; Sourek et al. 2017). How-
ever, such methods essentially use neural network methods
to simulate deductive inference, but do not explicitly model
the extension of relations, and do not allow for the tight inte-
gration of induction and deduction that our framework sup-
ports. Moreover, these methods are aimed at learning (soft
versions of) first-order rules from data, rather then constrain-
ing embeddings based on a given set of (hard) rules.
Within KR research, (Hohenecker and Lukasiewicz 2017)
recently made first steps towards the integration of ontolog-
ical reasoning and deep learning, obtaining encouraging re-
sults. Indeed, the developed system was considerably faster
than the state of the art RDFox (Nenov et al. 2015), while
retaining high-accuracy. Initial results have also been ob-
tained in the use of ontological reasoning to derive human-
interpretable explanations from the output of a neural net-
work (Sarker et al. 2017).
8 Conclusions and Future Work
We have argued that knowledge base embedding models
should be capable of representing sufficiently expressive
classes of rules, a property which, to the best of our knowl-
edge, has not yet been considered in the literature. We found
that the commonly used translation-based and bilinear mod-
els are prohibitively restrictive in this respect. In light of this,
we argue that more work is needed to better understand how
different kinds of rules can be geometrically represented.
In this paper, we have initiated this analysis, by studying
knowledge base embeddings in which relations are repre-
sented as convex regions in a space of tuples. These tuples
are simply represented as concatenations of the vector repre-
sentations of the individual arguments, and can thus be ob-
tained using standard approaches for learning entity embed-
dings.
Our main finding is that using this convex-regions ap-
proach, knowledge bases that are restricted to the important
class of quasi-chained existential rules can be faithfully en-
coded, in the sense that any set of facts which is induced us-
ing that vector space embedding is logically consistent and
deductively closed with respect to the input ontology. Note
that this is an essential requirement if we want to exploit
symbolic knowledge when learning embeddings. For exam-
ple, one common strategy is to encode (soft versions of) the
given rules in the loss function, but for such a strategy to be
successful, we should ensure that the considered representa-
tion is actually capable of satisfying the corresponding (soft)
constraints. We thus believe this paper provides an important
step towards a comprehensive integration of neural embed-
dings and KR technologies, laying important foundations to
develop methods that combine deductive and inductive rea-
soning in a tighter way than current approaches.
As future work, the most important next step is to de-
velop practical region-based embedding models. Allowing
arbitrary polytopes would likely lead to overfitting, but we
believe that by appropriately restricting the types of regions
that are allowed and regularizing the embedding model in
an appropriate way, it will be possible to make more accu-
rate predictions than existing knowledge graph embedding
models. For example, note that translation based models, as
well as bilinear models when restricted to positive coordi-
nates, are special cases of region based models, so a nat-
ural approach would be to learn region based models that
are regularized to stay close to these standard approaches.
From a theoretical point of view, an important open problem
is to characterize particular classes of extended convex ge-
ometric models that are sufficiently expressive to model ar-
bitrary existential rules (or interesting sub-classes). Indeed,
the non-linear representation from Section 6 is too general to
be practically useful, and we therefore need to characterize
what types of knowledge bases can be captured by differ-
ent kinds of simple neural network architectures. Finally, it
would be interesting to extend our framework to model re-
cently introduced ontology languages especially tailored for
KGs (Kro¨tzsch et al. 2017), which include means for repre-
senting annotations on data and relations.
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A APPENDIX
A.1 Proof of Proposition 1
Let us write rij for the element on the ith row and jth column
of Mr, and similar for Ms.
Lemma 1. SupposeMr andMs are matrices for which (12)
is satisfied. Let k, l ∈ {1, ..., n} be such that skl 6= 0. For
each m ∈ {1, ..., n} such that skm = 0 it holds that rkm =
0.
Proof. Assume that there exists some index m such that
skm = 0 but rkm 6= 0. Then we show that (12) cannot be
satisfied. We define e = (e1, ..., en) and f = (f1, ..., fn) as
follows:
ei =
{
0 if i 6= k
1 otherwise
fi =

0 if i /∈ {l,m}
K
rkl
if i = l
L
skm
if i = m
Then we have:
eTMrf ≥ λr = K + L · rkm
skm
eTMsf = L
We can choose for L an arbitrary value such that L < λs,
and then choose K such that K + L·rkmskm ≥ λr. It follows
that (12) is not satisfied for Mr and Ms.
Lemma 2. SupposeMr andMs are matrices for which (12)
is satisfied. Let k, l ∈ {1, ..., n} be such that skl 6= 0. For
eachm ∈ {1, ..., n} such that sml = 0 it holds that rml = 0.
Proof. Entirely analogous to the proof of Lemma 1.
Lemma 3. Suppose the indices 1 ≤ k, l,m ≤ are such
that (rkl, rkm) 6= (αskl, αskm) for all α ∈ R, and assume
skl, skm 6= 0. Then it holds that Mr and Ms cannot satisfy
(12).
Proof. Note that the assumptions imply that either rkl 6= 0
or rkm 6= 0. Let us assume for instance that rkl 6= 0; the
case where rkm 6= 0 is entirely analogous. We define e =
(e1, ..., en) and f = (f1, ..., fn) as follows:
ei =
{
0 if i 6= k
1 otherwise
fi =

0 if i /∈ {l,m}
K
skl
if i = l
L
skm
if i = m
Then we have:
eTMrf = K · rkl
skl
+ L · rkm
skm
eTMsf = K + L
Using the assumption we made that rkl 6= 0 we can choose
K = λr
skl
rkl
− L · rkmskl
skmrkl
which guarantees eTMrf = λr. To guarantee that
eTMsf < λs, for this particular choice of K, we need to
ensure:
λs > λr
skl
rkl
− L · rkmskl
skmrkl
+ L
Noting that rkmsklskmrkl 6= 1 since we assumed rklskl 6= rkmskm , this
is either equivalent to one of
L <
λs − λr sklrkl
1− rkmsklskmrkl
L >
λs − λr sklrkl
1− rkmsklskmrkl
depending on the sign of 1− rkmsklskmrkl . In particular, it follows
that we can always ensure eTMsf < λs by either choosing
L to be sufficiently small or sufficiently large.
Lemma 4. Suppose the indices 1 ≤ k, l,m ≤ are such
that (rlk, rmk) 6= (αslk, αsmk) for all α ∈ R, and assume
slk, smk 6= 0. Then it holds that Mr and Ms cannot satisfy
(12).
Proof. The proof is entirely analogous to the proof of
Lemma 3, starting instead with the following choice for e
and f :
ei =

0 if i /∈ {l,m}
K
slk
if i = l
L
smk
if i = m
fi =
{
0 if i 6= k
1 otherwise
From these results, it follows that when Mr and Ms satisfy
(12), it has to be the case that Mr = αMs for some α ∈ R.
Moreover, it clearly has to be the case that α ≥ 0.
A.2 Proof of Proposition 2
Let us write r = (r1, ..., rn) and ri = (ri1, ..., rin), and
similar for s and t. Let sg be the variant of the sign function
defined by sg(x) = 1 if x ≥ 0 and sg(x) = −1 otherwise.
First note that if t = ti = 0 then it must be the case
that λt ≤ 0 and λti ≤ 0 and thus that (16) is satisfied.
Let us therefore assume that t 6= 0; the case where ti 6=
0 is entirely analogous. We show that we can always find
entity vectors for which the body of (14) is satisfied, while
〈eh, t,gt〉 < λt.
First, let us define eh = (1, ...., 1) and let gt = (−K ·
sg(t1), ....,−K · sg(tn)), for some K > 0. By choosing K
sufficiently large, it is clear that we can always ensure that
〈eh, t,gt〉 < λt, given that we assumed t 6= 0.
In a similar way, we show that the body of (14) can be
satisfied. In particular, by defining ft = (K · sg(r1), ....,K ·
sg(rn)), for a sufficiently large K we have that 〈eh, r, ft〉 ≥
λr, provided that ft 6= 0. If ft = 0 then we either have that
〈eh, r, ft〉 ≥ λr is satisfied for all choices of the vectors eh
and ft (namely, if λr ≤ 0 ) or for no choices. In the former
case, we find again that 〈eh, r, ft〉 ≥ λr is satisfied. In the
latter case we find that (15) is satisfied.
The remaining vectors are defined as follows:
gh = (K · sg(r1) · sg(si1), ....,K · sg(rn) · sg(sin)
fh = (−K · sg(t1) · sg(s1), ....,−K · sg(tn) · sg(sn))
et = (−K · sg(t1) · sg(s1) · sg(ri1), ...
....,−K · sg(tn) · sg(sn) · sg(rin))
We then clearly have that either (15) is satisfied or that
〈gh, si, ft〉 ≥ λsi, 〈fh, s,gt〉 ≥ λs and 〈fh, ri, et〉 ≥ λri
are satisfied. Note that this would not hold for the standard
sign function, as e.g. we might have that sgn(r1)·sgn(si1) =
... = sgn(rn) · sgn(sin) = 0.
A.3 Proof of Proposition 3
Lemma 5. Let η be the geometric interpretation that was
constructed fromM, as explained in the main paper. It holds
thatM = φ(η).
Proof. Clearly, by definition of η, if R(xi1 , ..., xik) ∈M for some R ∈ Rk(K), we have η(xi1) ⊕ ... ⊕
η(xik) ∈ η(R) and thus R(xi1 , ..., xik) ∈ φ(η). Con-
versely, assume thatR(xi1 , ..., xik) ∈ φ(η). This means that
η(xi1) ⊕ ... ⊕ η(xik) is in the convex hull of some vectors
η(xj1,1) ⊕ ... ⊕ η(xjk,1), ..., η(xj1,p) ⊕ ... ⊕ η(xjk,p) such
that R(xj1,1 , ..., xjk,1), ..., R(xj1,p , ..., xjk,p) are all in M.
Note that η(xi1) ⊕ ... ⊕ η(xik) has coordinate 1 at indices
i1,m+i2, ..., (k−1)m+ik. It is easy to verify that having a
coordinate of 1 at index (l−1)m+il is only possible if xil =
xjl,1 = ... = xjl,p . Since this holds for all l, it follows that
(xi1 , ..., xik) = (xj1,1 , ..., xjk,1) = ... = (xj1,p , ..., xjk,p),
and thus that R(xi1 , ..., xik) ∈M.
We now show that the remaining conditions from Def-
inition 3 are indeed satisfied. Let {v1, ...,vn} ⊆ Rm,
a1, ..., an be fresh constants and η∗ be the extension of η
to O(M) ∪ {a1, ..., an} defined by η∗(ai) = vi.
We first consider the case where Σ is a datalog program.
In this case, it is sufficient to show that M∗ = φ(η∗) is a
model of any rule in Σ. We first show this for rules that have
a single atom in their body.
Lemma 6. LetM∗ be defined as above, and let σ ∈ Σ be a
datalog rule of the following form:
R(A1, ..., Ak)→ S(As1 , ..., Asl)
where s1, ..., sl are (not necessarily distinct) indices from
{1, ..., k}. ThenM∗ is a model of σ.
Proof. Suppose R(z1, ..., zk) ∈M∗. Then by the definition
ofM∗, it holds that
η∗(z1)⊕ ...⊕ η∗(zk) ∈ η∗(R)
This means that there exist instances (a11, ..., a
1
k), ...,
(aq1, ..., a
q
k) of R, with each a
j
i from O(M), such that for
j ∈ {1, ..., k} it holds that
η∗(zj) = λ1η∗(a1j ) + ...+ λqη
∗(aqj)
where λ1, ..., λq > 0 and
∑
i λi = 1. SinceM = φ(η) is
a model of σ it must hold that (a1s1 , ..., a
1
sl
), ..., (aqs1 , ..., a
q
sl
)
are all instances of S, and thus for each i ∈ {1, ..., q} it holds
that
η∗(ais1)⊕ ...⊕ η∗(aisl) ∈ η∗(S)
Since η∗(S) is convex, we thus also have that
(
∑
i
λiη
∗(ais1)⊕ ...⊕ η∗(aisl)) ∈ η∗(S)
or equivalently
η∗(zs1)⊕ ...⊕ η∗(zsl) ∈ η∗(S)
which is what we needed to show.
Below we show the analogue of Lemma 6 for rules with
two atoms in their body. However, we first need to show a
technical lemma. For A ⊆ Rp and B ⊆ Rl, we define the
set A⊕B ⊆ Rp+l as A⊕B = {a⊕b |a ∈ A,b ∈ B}, i.e.
it is the set of all concatenations of elements from A with
elements from B.
Lemma 7. Let η∗ and M∗ be defined as before. Let
R ∈ Rk(K) and S ∈ Rl(K). Let z1, ..., zk+l−1 ∈
O(M)∪{a1, ..., an}. We have thatR(z1, ..., zk) ∈M∗ and
S(zk, zk+1, ..., zk+l−1) ∈M∗ iff η∗(z1)⊕ ...⊕ η∗(zk+l−1)
belongs to
(η∗(R)⊕ Rm(l−1)) ∩ (Rm(k−1) ⊕ η∗(S)) (19)
Proof. Clearly if (19) holds, we have η∗(z1)⊕...⊕η∗(zk) ∈
η∗(R) and η∗(zk) ⊕ ... ⊕ η∗(zk+l−1) ∈ η∗(S), and thus
by definition ofM∗ we have that R(z1, ..., zk) ∈ M∗ and
S(zk, zk+1, ..., zk+l−1) ∈M∗.
Now conversely assume that R(z1, ..., zk) ∈ M∗
and S(zk, zk+1, ..., zk+l−1) ∈ M∗, or in other words
that η∗(z1) ⊕ ... ⊕ η∗(zk) ∈ η∗(R) and η∗(zk) ⊕
... ⊕ η∗(zk+l−1) ∈ η∗(S). That means that there are
instances (a11, ..., a
1
k), ..., (a
q
1, ..., a
q
k) of R and instances
(b1k, ..., b
1
k+l−1), ..., (b
r
k, ..., b
r
k+l−1) of S, with each a
j
i and
bji from O(M), such that for j ∈ {1, ..., k} it holds that
η∗(zj) = λ1η∗(a1j ) + ...+ λqη
∗(aqj)
and for j ∈ {k, ..., k + l − 1} it holds that
η∗(zj) = µ1η∗(b1j ) + ...+ µrη
∗(brj)
where λ1, ..., λq > 0, µ1, ..., µr > 0,
∑
i λi = 1
and
∑
i µi = 1. Note that this means λ1η
∗(a1k) + ... +
λqη
∗(aqk) = µ1η
∗(b1k) + ... + µrη
∗(brk), which is only pos-
sible if {a1k, ..., aqk} = {b1k, ..., brk}. It follows that η∗(z1) ⊕
...⊕ η∗(zk+l−1) can be written as:∑
{λ(aik)µ(bjk)
(
η∗(ai1)⊕ ...⊕ η∗(aik)⊕ η∗(bjk+1)
⊕ ...⊕ η∗(bjk+l−1)
) | 1 ≤ i ≤ q, 1 ≤ j ≤ r, aik = bjk}
where
λ(aik) =
∑
j
{λj | ajk = aik}
µ(bik) =
∑
j
{µj | bjk = bik}
Note first of all that this is a convex combination, i.e. the
weights λ(aik)µ(b
j
k) for all i and j such that a
i
k = b
j
k sum to
1. Furthermore, if aik = b
j
k, we also have that
η∗(ai1)⊕ ...⊕ η∗(aik)⊕ η∗(bjk+1)⊕ ...⊕ η∗(bjk+l−1)
belongs to the set (η∗(R) ⊕ Rl−1) ∩ (Rk−1 ⊕ η∗(S), from
which it follows that (19) has to hold.
The previous lemma essentially tells us that the tuples
(z1, ..., zk+l−1) that satisfy the body of a rule of the form
R(X1, ..., Xk)∧S(Xk, , ..., Xk+l−1) are characterized by a
particular convex region. When there are two atoms in the
body that share more than one variable, however, this prop-
erty no longer holds, which is intuitively why we need to
require quasi-chainedness. Thanks to Lemma 7 we can now
easily show the following analogue of Lemma 6 for rules
with two atoms in their body.
Lemma 8. LetM∗ be defined as above, and let σ ∈ Σ be a
datalog rule of the following form:
R1(A1, ..., Ak) ∧R2(Ak, ..., Ak+l−1)→ R3(As1 , ..., Asq )
where s1, ..., sq are (not necessarily distinct) indices from
{1, ..., k + l − 1}. ThenM∗ is a model of σ.
Proof. The proof is similar to the proof of Lemma
6. In particular, suppose R1(z1, ..., zk) ∈ M∗ and
R2(zk, ..., zk+l−1) ∈ M∗, with z1, ..., zk+l−1 ∈ O(M) ∪
{a1, ..., an}. Then by Lemma 19 it holds that
η∗(z1)⊕...⊕η∗(zk+l−1) ∈ (η∗(R)⊕Rl−1)∩(Rk−1⊕η∗(S))
This means that there exist tuples (a11, ..., a
1
k+l−1), ...,
(aq1, ..., a
q
k+l−1), with each a
j
i from O(M), such that
for each i it holds that R1(ai1, ..., a
i
k) ∈ M and
R2(a
i
k, ..., a
i
k+l−1) ∈ M and such that for j ∈ {1, ..., k +
l − 1} it holds that
η∗(zj) = λ1η∗(a1j ) + ...+ λqη
∗(aqj)
where λ1, ..., λq > 0 and
∑
i λi = 1. SinceM is a model of
σ it must hold that each (ais1 , ..., a
i
sq ) is an instance of R3,
and thus for each i ∈ {1, ..., q} it holds that
η∗(ais1)⊕ ...⊕ η∗(aisq ) ∈ η∗(R3)
Since η∗(R3) is convex, we thus also have that
(
∑
i
λiη
∗(ais1)⊕ ...⊕ η∗(aisq )) ∈ η∗(R3)
or equivalently
η∗(zs1)⊕ ...⊕ η∗(zsq ) ∈ η∗(S)
which is what we needed to show.
The proof for datalog rules with more than two atoms in
the body follows from the fact that such rules can be rewrit-
ten as datalog programs with only two atoms in each rule
body, by introducing a number of fresh relation symbols.
This process allows us to prove the following lemma.
Lemma 9. LetM∗ be defined as above, and let σ ∈ Σ be a
quasi-chained datalog rule of the following form:
R1(A
1
1, ..., A
1
n1) ∧ ... ∧Rk(Ak1 , ..., Aknk)→ S(B1, ..., Bl)
where {B1, ..., Bl} ⊆ {A11, ..., Aknk}. ThenM∗ is a model
of σ.
Proof. Let us consider fresh relation names T2, T3, ..., Tk−1
and the following set of rules:
R1(A
1
1, ..., A
1
n1) ∧R2(A21, ..., A2n2) (20)
→ T2(A11, ..., A1n1 , A21, ..., A2n2)
T2(A
1
1, ..., A
2
n1) ∧R3(A31, ..., A3n3) (21)
→ T3(A11, ..., A1n1 , A21, ..., A2n2 , A31, ..., A3n3)
...
Tk−1(A11, ..., A
k−1
nk−1) ∧Rk(Ak1 , ..., Aknk) (22)
→ S(B1, ..., Bl)
For the ease of presentation we will assume that A1n1 = A
2
1,
A2n2 = A
3
1, ..., A
k−1
nk−1 = A
k
1 . However, it is easy to see that
the same argument can be applied to other types of quasi-
chained rules.
Let η+ be the extension of η to the relation symbols
T2, ...Tk−1, defined as follows. We consider the following
rules:
η+(T2) = (η(R1)⊕ Rm(n1−1)) ∩ (Rm(n2−1) ⊕ η∗(R2))
η+(T3) = (η(T2)⊕ Rm(n1+n2−1))
∩ (Rm(n3−1) ⊕ η∗(R3))
...
η+(Tk−1) = (η(Tk−2)⊕ Rm(
∑k−2
i=1 ni−1))
∩ (Rm(nk−1−1) ⊕ η∗(Rk−1))
Let M+ = φ(η+). Note that M and M+ only differ in
the fact that instances of the relation names T2, ...Tk−1 have
been added. Let η+∗ be the extension of η+ to O(M) ∪
{a1, ..., an} defined by η+∗(ai) = vi. By Lemma 8 it fol-
lows that M+∗ = φ(η+∗) is a model of (20)–(22). This
means thatM+∗ is also a model of σ since the latter rule can
be deduced from (20)–(22). SinceM+∗ andM∗ only differ
in the fact that the former contains instances of T2, ..., Tk−1,
it follows thatM∗ is a model of σ.
In the previous lemmas, we have only considered vari-
ables as terms. However, it is easy to verify that the proofs
remain valid if some (or all) of the terms are constants. Simi-
larly, note that the definition of quasi-chainedness allows for
rules where a shared variable is repeated, such as:
R1(X,Y, Y ) ∧R2(Y, Y, Y, Z)→ S(X,Y )
It is easy to verify that our results still hold for such rules.
Finally, it is also straightforward to verify that the result is
valid for constraints.
If Σ contains non-datalog rules, we need to prove that it
is always possible to extend η∗ to any nulls that are required
to define a model of (Σ, D ∪ φ(η∗)). Note the recursive na-
ture of this condition, which is intuitively due to the fact that
adding nulls may require us to introduce additional nulls.
Lemma 10. Let η∗ be defined as before. There is a (po-
tentially infinite) set of points {w1,w2, ...} ⊆ Rm and fresh
nulls x1, x2, ... such that the extension η∗∗ of η∗ to x1, x2, ...
defined by η∗∗(xi) = wi, is such thatM∗∗ = φ(η∗∗) is a
model of (Σ, D ∪ φ(η∗∗)).
Proof. We construct η∗∗, and the associated modelM∗∗ =
φ(η∗∗) in an incremental fashion, where initially we set
η∗∗ = η∗. Note that we already have that M∗∗ |= D,
since η∗∗ is an extension of η, and that we trivially have
M∗∗ |= φ(η∗∗). What remains is to extend η∗∗ such that
M∗∗ |= Σ. Suppose that a rule σ of the following form
were not satisfied byM∗∗:
R(A1, ..., Ak)→ ∃B1, ..., Bl.S(As1 , ..., Ast , B1, ..., Bl)
(23)
where s1, ..., st are (not necessarily distinct) indices from
{1, ..., k}. Note that for the ease of presentation, we consider
a rule with a single atom in the body. However, by using an
entirely analogous argument as in Lemmas 8 and 9 we can
extend this result for rules with more than one atom in the
body.
The fact that σ is not satisfied by M∗∗ means that there
are z1, ..., zk ∈ O(M∗∗) such thatR(z1, ..., zk) ∈M∗∗ and
M∗∗ 6|= ∃B1, ..., Bl.S(zs1 , ..., zst , B1, ..., Bl)
From R(z1, ..., zk) ∈M∗∗ we have that:
η∗∗(z1)⊕ ...⊕ η∗∗(zk) ∈ η∗∗(R)
Since η∗∗(R) = η(R) this means that there exist instances
(a11, ..., a
1
k), ..., (a
q
1, ..., a
q
k) of R, with each a
j
i from O(M),
such that for j ∈ {1, ..., k} it holds that
η∗(zj) = λ1η∗(a1j ) + ...+ λqη
∗(aqj)
where λ1, ..., λq > 0 and
∑
i λi = 1. Since M is a
model of σ it must hold that there are objects u11, ..., u
1
l ,
..., uq1, ..., u
q
l in O(M) such that, for each i ∈ {1, ..., q},
(ais1 , ..., a
i
st , u
i
1, ..., u
i
l) is an instance of S. We then have
that η∗∗(S) contains the following point:∑
i
λi
(
η∗∗(ais1)⊕...⊕ η∗∗(aist)⊕ η∗∗(ui1)⊕...⊕ η∗∗(uil)
)
Now we introduce fresh nulls c1, ..., cl and define η∗∗(cj) =∑
i λiη
∗∗(uij) (unless q = 1 in which case we can replace
cj by u1j ). Then we have that η
∗∗(S) contains:
η∗∗(zs1)⊕ ...⊕ η∗∗(zst)⊕ η∗∗(c1)⊕ ...⊕ η∗∗(cl)
which means that M∗∗ contains S(z1, ..., zk, c1, ..., cl) and
thus satisfies the head of the rule (23). We repeat this process
for each instance (z1, ..., zk) of R, and for each rule σ in Σ.
In general, this process may not terminate, although the set
of added nulls is clearly countable. It is furthermore clear
that the infinite interpretationM∗∗ which is constructed in
this way is indeed a model of σ.
