In this work, we describe the asymptotic behavior of complete metrics with prescribed Ricci curvature on open Kähler manifolds that can be compactified by the addition of a smooth and ample divisor. First, we construct an explicit sequence of Kähler metrics with special approximating properties. Using those metrics as starting point, we are able to work out the asymptotic behavior of the solutions given in [TY1], in particular obtaining their full asymptotic expansion.
Introduction
In 1978, Yau [Y] proved the Calabi Conjecture by showing the existence and uniqueness of Kähler metrics with prescribed Ricci curvature on compact complex manifolds.
Following this work, Tian and Yau [TY1] settled the non-compact version of Calabi's Conjecture on quasi-projective manifolds that can be compactified by adding a smooth, ample divisor. In a subsequent work ( [TY2] ), their result was extended to the case where the divisor has multiplicity greater than one and orbifold-type singularities. This generalization was independently done by Bando [B] and Kobayashi [K] .
Once the existence problem is solved, an interesting question that arises concerns the behavior of these complete metrics near the divisor. This question is also addressed to by Tian and Yau [TY1] .
In a subsequent work, Tian and Yau [TY2] obtain existence results, as well as the asymptotics of their solution, for the case in which the divisor has multiplicity strictly greater than one. These techniques, however, make an essential use of the higher multiplicity of the divisor and thus they do not work when this multiplicity equals one which can be thought of as the generic case. In particular the asymptotics properties of the solutions found in [TY1] remained ignored.
The aim of this paper is to provide an answer to this question, therefore refining the main result in [TY1] . More precisely, we shall first construct a sequence of complete Kähler metrics with special approximating properties on a quasi-projective manifold (in our case, the complement of a smooth, ample divisor on a compact complex manifold). Then by using these approximating metrics, we are going to study the solution of a complex Monge-Ampère equation on the open manifold. A careful analysis of the complex Monge-Ampère operator will allow us to describe the asymptotic properties of the solution. As a matter of fact, the reader will note that our results apply equally well to divisors having orbifold-type singularities.
In a subsequent work, we expect to remove the smoothness assumption on the divisor so as to include divisors having normal crossings.
To state the main results of this paper, let us consider a compact, complex manifold M of complex dimension n. Let D be an admissible divisor in M, i.e., a divisor satisfying the following conditions:
For every x A Sing M, the corresponding local uniformization P x :Ũ U x ! U x , with U U x A C n , is such that P À1
x ðDÞ is smooth inŨ U x .
Let W be a smooth, closed ð1; 1Þ-form in the cohomology class c 1 ðK À1 M n L À1 D Þ, where K M stands for the canonical line bundle of M, and L D for the line bundle associated to D. Let S be a defining section of D on L D and let M be the open manifold M ¼ MnD. Consider a hermitian metric k:k on L D . Fe¤erman, in his paper [F] , developed inductively an n-th order approximation to a complete Kähler-Einstein metric on strictly pseudoconvex domains on C n with smooth boundary, and he suggested that higher order approximations could be obtained by considering log terms in the formal expansion of the solution to a certain complex Monge-Ampère equation. This idea was used by Lee and Melrose in [LM] , where they constructed the full asymptotic expansion of the solution to the Monge-Ampère equation introduced by Fe¤erman.
Motivated by this work, we construct inductively a sequence of rescalings k:k f m :¼ e f m =2 k:k of a fixed hermitian metric k:k on L D , which will be the main ingredient of the proof of the following result.
Theorem 1.1. Let M, W and D be as above. Then, for every e > 0, there exists an explicitly given complete Kähler metric g e such that
where f e is a smooth function on M such that all its covariant derivatives decay to the order of OðkSk e Þ. Furthermore, for any k f 0, the norm of the k-th covariant derivative of the Riemann curvature tensor Rðg e Þ of the metric g e decays to the order of O À ðÀn logkSk 2 Þ À kþ2 2n Á .
Remark. In the above statement, it should be emphasized that the metric in question is constructed inductively in an explicit manner. In other words, this result provides complete metrics that are ''approximate solutions'' to the Calabi problem, but that have the advantage of being explicitly described.
So far, there has been a large amount of work concerned with deriving asymptotic expansions for Kähler-Einstein metrics in di¤erent contexts: after Cheng and Yau [CY1] proved existence and uniqueness of Kähler-Einstein metrics on strictly pseudoconvex domains in C n with smooth boundary (in addition to results on the regularity of the solution), Lee and Melrose [LM] derived an asymptotic expansion for the Cheng-Yau solution, which completely determines the form of the singularity and improves the regularity result of [CY1] . On the setting of quasi-projective manifolds, Cheng and Yau [CY2] and Tian and Yau [TY3] showed the existence of Kähler-Einstein metrics under certain conditions on the divisor, and Wu [W] developed the asymptotic expansion to the Cheng-Yau metric on a quasi-projective manifold (also assuming some conditions on the divisor), as the parallel part to the work of Lee and Melrose [LM] .
However the asymptotic description of complete Kähler metrics with prescribed Ricci curvature, which are not of Kähler-Einstein type, was still lacking, for example in the context of quasi-projective manifolds considered in [TY1] . This description will be provided by our results below.
In [TY1] , the result of existence of a complete Kähler metric (in a given Kähler class) with prescribed Ricci curvature is achieved by solving the following complex Monge-Ampère equation:
where f is a given smooth function satisfying the integrability condition
Our main result describes the asymptotic behavior of the solution to (2), by showing that the approximate metrics given in Theorem 1.1 are asymptotically as close to the actual solution as possible.
We should point out here that the underlying analysis of the case we are considering, as well as the methods used in our work, di¤ers fundamentally from Wu's work ( [W] ). Namely, it is not trivial to show, for example, that the solution uðxÞ to (2) vanishes uniformly when x approaches to infinity. In the Kähler-Einstein context considered by Wu, it is not hard to see it directly from the defining equation (as observed by Cheng and Yau in [CY1] ). Also, the log-filtration of the Cheng-Yau Hö lder ring considered by Wu is not preserved in our case.
Theorem 1.2. For each e > 0, let g e and f e be given by Theorem 1.1.
Consider the problem
qqu e > 0; u e A C y ðM; RÞ:
Then, there exists a solution u e ðxÞ which decays to the order of at least O À kSk e ðxÞ Á for x su‰ciently close to D.
Moreover, the norm of the k-th covariant derivative j' k u e j g e of u e decays as
where r g e ðxÞ denotes the distance, with respect to the metric g e , from a fixed point x 0 A M to x.
This theorem has an important, straightforward corollary.
Corollary 1.1. Let M be a compact Kähler manifold of complex dimension n, and let D be a smooth anti-canonical divisor. Then for any e > 0, there exists a complete Ricci-flat Kähler metric on M ¼ MnD that can be described aŝ
where g e is the Kähler metric constructed in Theorem 1.1, and o u e is a Kähler form that decays at least to the order of OðkSk e Þ when x approaches the divisor. Therefore, o g e provides the asymptotics of the Ricci-flat metricô o.
The structure of the paper is as follows. In Section 2, we construct inductively a sequence of hermitian metrics fk:k m g m A N on L D such that the closed ð1; 1Þ-form
is positive definite on a tubular neighborhood V m of D in M. In Section 4, we use the constructions of Section 2 to complete the proof of Theorem 1.1. First, we shall obtain the necessary estimates on the decay of the Riemann curvature tensor of the metrics g m . Then we shall proceed to the construction of approximating metrics that are defined on the whole manifold (and not only on a neighborhood of the divisor at infinity).
Finally, Section 5 is devoted to the asymptotic study of the Monge-Ampère equation (2). By using the maximum principle for the complex Monge-Ampère operator, along with the construction of a suitable barrier, we shall complete the proof of Theorem 1.2.
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Approximating Kähler metrics
Let M be a compact Kähler manifold of complex dimension n, and let D be an admissible divisor in M.
The divisor D induces a line bundle L D on M. We will assume that the restriction of L D to D is ample, so that there exists an orbifold hermitian metric k:k on L D such that its curvature formõ o is positive definite along D.
Consider a closed ð1; 1Þ-form W in the Chern class c 1 ðÀK M À L D Þ. The goal of this section is to construct a complete Kähler metric g such that
for a smooth function f with su‰ciently fast decay, where M ¼ MnD and RicðgÞ stands for the Ricci form of the metric g.
Fix an orbifold hermitian metric k:k on L D such that its curvature formõ o is positive definite along D. We shall need to rescale the metric by a suitable factor which will be determined in the following discussion. Let us begin by observing that the restriction Wj D of W to D belongs to c 1 ðDÞ since, by assumption,
qqj defines a metric g D verifying Ricðg D Þ ¼ Wj D . So, by rescaling k:k by an appropriate factor, we may assume thatõ o, when restricted to the infinity D, defines a metric g D such that Ricðg D Þ ¼ Wj D .
Next denote by S the defining section of D, and write k:k f ¼ e Àf=2 k:k for the rescaling of k:k, where f is any smooth function on M.
We define
Then it follows that
whereõ o f is the curvature form of the metric k:k f . From this expression, we can see that, as long asõ o f is positive definite along D, o f is positive definite near D.
We state here the main result of this section. Then there exist sequences of neighborhoods fV m g m A N of D along with complete Kähler metrics o m on À V m nD; qðV m nDÞ Á (as defined in (7)) such that
where f m are smooth functions on M ¼ MnD. Furthermore each f m decays to the order of OðkSk m Þ. In addition the curvature tensors Rðg m Þ of the metrics g m decay at least to the order of ðÀn logkSk 2 Þ À1 n near the divisor.
The remainder of this section will be devoted to the proof of Proposition 2.1.
qq logkSk 2 is the curvature form of k:k, then for any Kähler metric g 0 on M, Ricðg 0 Þ Àõ o A c 1 ðÀK M À L D Þ. Hence, up to a constant, there is a unique function C such that
where o 0 is the Kähler form of g 0 . Proof. Choose a coordinate system ðz 1 ; . . . ; z n Þ around a point x near D such that the local defining section S of D is given by fz n ¼ 0g. In these coordinates, writeõ o ¼õ o 0 as ðh ij Þ 1ei; jen , g 0 as ðg 0 ij Þ 1ei; jen , and k:k as a positive function a.
By definition we have f 0 ðxÞ ¼ Àlog
Since a À1 detðg 0 ij Þ 1ei; jen j D is a well-defined volume form on D, it makes sense to set qqC ¼ Àlog detðh ij Þ 1ei; jenÀ1 À log a detðg 0 ij Þ 1ei; jen :
An appropriate choice of C allows us to assume in the sequel that f 0 ðxÞ converges uniformly to zero as x ! D.
The function f 0 ðxÞ was only defined for x near D, but we can extend it smoothly to be zero along D since kSk 2 o n 0 is a well-defined volume form over all M. Hence, there exists a d 0 > 0 such that, in the neighborhood V 0 :¼ fx A M; kSðxÞk < d 0 g, f 0 can be written as
Our goal now would be to construct a function f 1 of the form S Á y 1 þ S Á y 1 , so that the corresponding f f 1 ¼ f 1 vanishes at order 2 along D, and then proceed inductively to higher order. Unfortunately, there is an obstruction to higher order approximation that lies in the kernel of the laplacian on L À1 D restricted to D. In order to deal with this di‰culty, one must introduce ðÀlogkSk 2 Þ-terms in the expansion of f 1 , as pointed out in [F] and [LM] where the similar problem of finding expansions for the solutions of the Monge-Ampère equation on a strictly pseudoconvex domain was treated. Further details can be found below.
Following the techniques in [TY2] , we are going to construct inductively a sequence of hermitian metrics fk:k m g m>0 on L D such that, for any m > 0, there exists a d m > 0 satisfying:
2. The function f m associated to o m (as in the Definition 2.1) can be expanded in V m as
where u kl are smooth functions on V m that vanish to order k on D. In particular the function u kl can be written as
We define k:k 0 ¼ k:k, and it is clear that k:k 0 satisfies the Conditions 1 and 2 above. Now we proceed on the inductive step: assuming the existence of k:k m , we construct k:k mþ1 . The next lemma gives a relation between f m and f f , where k:k f ¼ e Àf=2 k:k m , and f f is associated to a smooth function f on V m of the form
Similarly let f m be associated to o m . Then
Þ is the Laplacian of the bundle L À1 D n L Àj D on D with respect to the hermitian metric k:k m , and the functions u k 0 l decay as OðkSk k 0 Þ.
The proof of this lemma will be postponed to the next section so that we can now proceed to our inductive construction.
Proof of Proposition 2.1. We want to find a function f such that k:k 2 mþ1 ¼ e Àf=2 k:k 2 m satisfies the Conditions 1 and 2, i.e., we need to eliminate the terms P l mþ1 l¼0 u mþ1; l ðÀlogkSk 2 m Þ l from the expansion of f m . Each of the u mþ1; l , 0 e l e m þ 1 will be eliminated successively, as follows.
Step 1. Write u mþ1; l mþ1 as
Note that the constant kðm þ 1Þ À1 À ij was chosen so as to eliminate the kernel term from the expression of u mþ1; l mþ1 .
After
Step 1, we can assume (by replacing f m by f 0 m in (14)) that f m has an expansion of the form
Step 2. Now we can solve
for y ij A GðV m ; L Ài D n L Àj D Þ. Next let us extend y ij to M, and then apply again Lemma 2.2 with k ¼ l mþ1 and y ij as above. The new f m will have an expansion of the form
By repeating Steps 1 and 2 above, we are able to eliminate all the terms P l mþ1 l¼0 u mþ1; l ðÀlogkSk 2 m Þ l from the expansion of f m . Finally, let f m be the sum of all functions used in Steps 1 and 2, and define the new metric k:k mþ1 by letting k:k mþ1 ¼ e Àf=2 k:k m . Clearly the resulting metric satisfies Conditions 1 and 2 of (12). This completes the proof of the proposition. r
Proof of Lemma 2.2
This section is entirely devoted to proving Lemma 2.2 therefore completing the inductive construction of the metrics k:k m . Denote by D m (resp. D f ) the covariant derivative of the metric k:k m (resp. k:k f ). Similarly, letõ o m andõ o f denote the corresponding curvature forms. The following relations are well-known:
qqf:
:
Some calculations using the definition of f lead to
We will also need the expression for qqf. After some computations using (18), it follows that
We can therefore conclude from a simple analysis of (19) that
The above ingredients are going to be needed in the proof of Lemma 2.2.
Proof of Lemma 2.2. Recall that we only need to compute the quotient o n f o n m . Formulas (16) and (17) then provide
þ OðkSk mþ2 m Þ:
Direct calculations using (18) and its analogous formula for qf lead to (further details can be found in [S] )
Thus it follows that
On the other hand, (22) implies that the summand with qf5qf in (23) can be bounded by a multiple of kSk mþ3 mõ o n m . So, we obtain
Also, the definitions of a f and a m give
The last term of (26) can be simplified by using (25), yielding
Now observe that the relations
imply that
Notice that we can replace the term involving a f from the last formula by the analogous term involving a m , since the function f is assumed to be of order OðkSk mþ1 m Þ. This implies that the residual term of this substitution will lie in the term OðkSk mþ2 m Þ. Therefore, we conclude
Finally,
which proves the lemma. The inductive construction of the metrics k:k m is also completed. r
Complete Kähler metrics on M
In this section we shall finish the proof of Theorem 1.1. In particular it is going to be necessary to consider the asymptotic behavior of the Riemann curvature tensor. Therefore, we conclude that
Now, recall that kD m Sk 2 m is never zero, and that lim
proving that r is equivalent to any distance function from the boundary near D.
Also, since r ! y when x ! D, the Kähler manifold ðV m ; qV m ; g m Þ is complete.
We claim that all the metrics g m are equivalent near D. To check the claim, note first that eachõ o m is the curvature form of the metric k:k m , hence, for every m; l A N,õ o m is equivalent toõ o l near D. The claim then follows from (8) which is of order r 2n nþ1 . r
In the sequel we are going to carry out the estimates of the Riemann curvature tensor Rðg m Þ corresponding to the metric g m which are involved in the statement of Theorem 1.1. Let us begin with the following lemma: Proof. We shall prove the statement in local coordinates, as follows. There exists a finite covering U t of D in M such that for each t, there is a local uniformization P t :Ũ U t ! U t such that P À1 t ðDÞ is smooth inŨ U t . The covering U t can, in addition, be chosen so that given a local coordinate system ðz 1 ; . . . ; z n Þ inŨ U t , with S ¼ z n and z 0 ¼ ðz 1 ; . . . ; z nÀ1 Þ defining coordinates along D, we have
for every g m -unit vector ðx 1 ; . . . ; x n Þ, where g D is the Kähler metric defined by the restriction of the curvature formõ o to the divisor.
Without loss of generality, we assume that U t \ M is smooth.
For every x A U t X M, consider local coordinates ðz 1 ; . . . ; z n Þ for a neighborhood of x which satisfy the conditions below:
The defining section S of the divisor is given by z n .
The curvature formõ o m of k:k m is represented in the mentioned coordinates by the tensor ðh ij Þ where ðh ij Þ satisfies
The hermitian metric k:k m is represented by a positive funcion a with aðxÞ ¼ 1, daðxÞ ¼ 0 and d qa qz k ðxÞ ¼ 0.
In order to simplify notation, let us write B ¼ Bðjz n jÞ ¼ ðÀn logjz n j 2 Þ, and let us drop the subscripts for the metric g m to be denoted by g from now on. Formula (8) implies that g ij ðxÞ ¼ OðB À1=n Þ if i ¼ j and i < n; oðB À1=n Þ if i 3 j and i; j < n;
and computations give (check [S] for further details)
If ðx 1 ; . . . ; x n Þ is a g-unit tangent vector, then jx i j 2 e CB À1=n if i < n; and jx n j 2 e Cjz n j 2 B ðnÀ1Þ=n ;
( where C is a constant that does not depend neither on the unit vector ðx 1 ; . . . ; x n Þ nor on the point x A D. Hence, in local coordinates, we have
Next let us separately bound each of the above terms. By using (4) and our previous choice of local coordinates, we obtain, when z n approaches to zero, 4ð1 À nÞjx n j 2
Cjz n j 2 B ðnÀ1Þ=n jz n j 2 B 2 ðB À1=n þ jz n j 2 B ðnÀ1Þ=n Þ e CB Àðnþ2Þ=n ;
where C denotes a uniform constant. Also, we have that jx n j 4 jz n j 4 B 3 À jz n j 2 ðn À 1Þð1 À 2nÞ þ ð1 À nÞB þ B 2 Á e CB À1=n ðB À1 þ 1Þ e CB À1=n :
Now, notice that the expression
needs special attention due to the presence of a term involving jz n j À1 . However our estimate for g uv ¼ B À1=n ½ð1 À d un d vn ÞOð1Þ þ d un d vn Oðjz n j 2 Þ shows that this term is compensated by the last term of the above expression. The estimate for the decay of the last term in (37) is analogous to the case discussed above, and will be omitted. For details, please refer to [S] .
In conclusion, we have
which implies (35), and concludes the proof of the lemma. r
The reader may also notice that Lemma 4.2 completes the proof of Proposition 2.1. 
where r m ðxÞ is the distance function from a fixed point associated to g m .
Proof. The proof of this lemma will follow the same idea as the proof of [TY2], Lemma 2.5.
We start by fixing m, and fixing a small d > 0 such that
In order to prove the result, we are going to introduce a suitable new coordinate system on V d .
Because D is admissible, it follows that the total space of the unit sphere bundle of L D j D (with respect to the metric k:k m ) is a smooth manifold of real dimension 2n þ 1, to be denoted by M 1 .
Since L D is simply the normal bundle of D in M, there exists a di¤eomorphism C : M 1 Â ð0; dÞ ! V d induced by the exponential map of ðM; k:k m Þ along D.
It is also known that the Kähler form of g m is given by
where f m is a smooth function on M, that can be written as P kfm P l k l¼0 u kl ðÀlogkSk 2 k Þ l , where u kl are smooth functions on V m that vanish to order k on D.
Combining the facts above, the pull-back of g m under C on M 1 Â ð0; dÞ is given by
Here gð: ; :Þ (resp. hð: ; :Þ, uð: ; :Þ) is a C y family of metrics (resp. 1-tensors, functions) on M 1 , such that for each fixed integer l > 0, there exists a constant K l that bounds all covariant derivatives (with respect to a fixed metrich h on M 1 ) of gðt 0 ; t 1 Þ (resp. hðt 0 ; t 1 Þ, uðt 0 ; t 1 Þ) up to order l, for every t 0 A ½0; d and t 1 A ½0; d logðdÞ.
Setting r ¼ À Àn logðkSk 2 Þ Ánþ1 2n , (40) becomes It is easy to see that, if g is any riemannian metric, andg g ¼ l 2 g is a rescaling of g, then the norm of the covariant derivatives of the new metric, taken with respect to the new metricg g, satisfies k' ' k Rðg gÞkg g ¼ l Àðkþ2Þ k' k RðgÞk g . Therefore, if we define a new metric (39) is equivalent to showing that k' ' k Rðg gÞkg g ðxÞ ¼ Oð1Þ. 
where we recall that r m ð:Þ is the distance function associated to the metric g m .
Proof. We will use the same notation and objects defined on the proof of Lemma 4.3.
Begin by observing that (42) is equivalent to showing that
where O k ð1Þ is a quantity bounded by a constant that depends on k, and' ' is the covariant derivative associated to the metric r À 2 nþ1 m C Ã g m on M 1 Â ð0; dÞ.
Also, recall that the function f m satisfies Ricðg m Þ À W ¼
Hence, (43) follows clearly from the estimates on the covariant derivatives of the curvature tensor Rðr À2 nþ1 m C Ã g m Þ given by Lemma 4.3, and the observation on the local expression of the metric r À2 nþ1 m C Ã g m . r
We are finally able to prove Theorem 1.1.
Proof of Theorem 1.1. In what follows we keep the preceding setting and notations.
Since the divisor D is assumed to be ample in M, there exists a hermitian metric k:k 0 on L D whose curvature formõ o 0 is positive definite on D.
Fix an integer k f e, and write, for e > 0,
where o k is the Kähler form defined on Section 2. The Kähler form o g e is positive definite on M, and gives rise to a complete Kähler metric g e on M.
qqf , and we want to estimate the decay of f at infinity.
On the other hand, on V d , we have Ricðg k Þ À W ¼ ffiffiffiffiffiffi ffi À1 p 2p qqf k which, in turn, implies that
where D 0 S denotes the covariant derivative of the metric k:k 0 . Hence, in order to estimate the decay of f , it su‰ces to study the decay of kD 0 Sk g k .
In what follows, we will use the notation defined in the proof of Lemma 4.3: recall that C is the map between a tubular neighborhood of D inside M induced by the exponential map of k:k along D.
Let the function g :¼ C Ã ðkSk 0 Þ e be defined on M 1 Â À ðÀn log d 2 Þ nþ1 2n ; y Á . Our goal is to understand the decay of kD 0 Sk g k , which is equivalent to studying the decay of j' 'gj r À2=ðnþ1Þ C Ã g k À C À1 ðxÞ Á , where' ' denotes the covariant derivative of the metric r À2=ðnþ1Þ C Ã g k .
Notice that on M 1 Â À ðÀn log d 2 Þ ;
whereg g is a smooth function on M 1 Â À ðÀn log d 2 Þ nþ1 2n ; y Á with all derivatives bounded in terms of a fixed product metric.
Hence, from (41), it follows that
since the curvature tensor of r À2=ðnþ1Þ C Ã g k is bounded near C À1 ðxÞ.
Note also that (46) is equivalent to
which shows that the metric g e , with corresponding Kähler form o g e defined by (44), satisfies the equation Ricðg e Þ À W ¼ qqf e , for f e a smooth function that decays at least to the order of OðkSk e Þ.
To close the proof of Theorem 1.1, it only remains to note that the curvature estimates for the new metric g e follow easily from the estimates on the curvature tensor Rðg m Þ, described in In [TY1] , Tian and Yau proved that (47) has, in fact, solutions modulo assuming certain conditions on the volume growth of g as well as on the decay of f at infinity. For the convenience of the reader, we state here their main result.
Theorem 5.1 (Tian, Yau, [TY1] ). Let ðM; gÞ be a complete Kähler manifold, satisfying:
The sectional curvature of the metric g is bounded by a constant K.
where Vol g denotes the volume associated to the metric g, B R ðx 0 Þ is the geodesic ball of radius R about a fixed point x 0 A M, and rðxÞ denotes the distance (with respect to g) from x 0 to x.
There are positive numbers r > 0, r 1 > r 2 > 0 such that for every x A M, there exists a holomorphic map f x : U x H ðC n ; 0Þ ! B r ðxÞ such that f x ð0Þ ¼ x. Here one has B r 2 H U x H B r 1 , where B r :¼ fz A C n ; jzj e rg. Furthermore f Ã x g is a Kähler metric in U x whose metric tensor has derivatives up to order 2 bounded and 1=2-Hölder-continuously bounded.
Let f be a smooth function, satisfying the integrability condition (48) and such that sup M fj' g f j; jD g f jg e C; j f ðxÞj e C À 1 þ rðxÞ
for some constant C, for all x in M, where N f 4 þ 2b.
Then there exists a bounded, smooth solution u for (47), such that o þ ffiffiffiffiffiffi ffi À1 p 2p
qqu defines a complete Kähler metric equivalent to g.
An interesting question addressed to by Tian and Yau in the same paper is that whether or not the resulting metric is asymptotically as close to g as possible modulo assuming further conditions on the decay of f . We provide an answer to this problem in the remainder of this paper.
We are interested in studying the Monge-Ampère equation (47) for the Kähler manifold ðM; o g e Þ constructed in Section 4. More precisely, given e > 0, we want to understand the asymptotic behavior of a solution u to the problem
The previous lemma shows that each f g e satisfies the conditions in the existence theorem of Tian and Yau. Also, the estimates on the decay of the Riemann curvature tensor (Lemma 4.2) and the observation on the volume growth of the metric g e (see the remark after Lemma 4.1) show that ðM; g e Þ is a complete Kähler manifold that satisfies the hypotheses of Theorem 5.1. Therefore, for each e > 0, there exists a bounded and smooth solution u e to the problem (50). Our goal now is to understand the asymptotic behavior of u e . Denote by o W the Kähler form on M given by Theorem 5.1, when we use g e (given by Theorem 1.1) as the starting metric:
qqu e :
Clearly, it su‰ces to prove the asymptotic assertions on u e for a small tubular neighborhood of D in M. Recall from Theorem 1.1 that on V e nD,
for some m f e fixed.
Since o m and o g e are cohomologous, there exists a function u m such that we can write, in V m nD,
On the other hand, if f m is the function defined by (2.1), (56) implies that u m satisfies
where we remind the reader that j f m j g m is of order OðkSk m m Þ.
where y ij is a C y local section of L Ài D n L Àj D on V m .
Proof. In order to simplify the notation, define B ¼ À Àn logðkSk 2 m Þ Á . Computations (that can be found in detail in [S] ) lead to ffiffiffiffiffiffi ffi À1 p
where D m stands for the covariant derivative with respect to the hermitian metric k:k m , and whereõ o m is its corresponding curvature form.
From (8), we have
n ½1 þ CB kÀ nþ1 n ½S i S j y ij þ S i S j y ij ½ijF 2 À kði þ jÞF þ kðk À 1Þ;
Now, we proceed on estimating each term on (60).
The expressions for the other terms are analogous, and will henceforth be omitted.
From (7), we deduce that
and since
all the terms in (60) will decay at the order of at least OðkSk iþjþ1 m Þ, with the exception of the term (63), which will be written as
completing the proof of the lemma. r 
Proof. It su‰ces to prove (66) in a neighborhood of D. Apply Lemma 5.2 for i ¼ m þ 2 and j ¼ À1, and choose the section y ij so that the function S i S j y ij þ S i S j y ij is positive on V m nD. Note that there is, in fact, a C y -section y ij satisfying this condition. Indeed, a local section on a trivializing coordinate can clearly be constructed by means of a bump function. In particular we can consider finitely many local sections as above such that the union of their supports covers all of D. Since the positivity condition is naturally respected by the cocycle relations arising from the change of coordinates, the desired section y ij can simply be obtained by adding these local sections.
With the above choices, we have
On the other hand,
More precisely, we can write on V m nD
for sections y ij A GðV m nD; L Ài D n L Àj D Þ.
Let e > 0, and define C i ¼ C 0 i e , where C 0 1 :¼ sup
x A V m nD ðju m j þ 1Þ, and C 0 2 ¼ ÀC 0 1 . Then, for all x A V m nD verifying À S mþ2 S À1 y mþ2; À1 þ S mþ2 S À1 y mþ2; À1 À Àn logðkSk 2 m Þ Á l mþ1 Á ðxÞ ¼ e;
it follows that C 1 À S mþ2 S À1 y mþ2; À1 þ S mþ2 S À1 y mþ2; À1 À Àn logðkSk 2 m Þ Á l mþ1 Á ðxÞ > ju m ðxÞj:
Furthermore, if e is su‰ciently small, then on the subset È x A V m nD; À S mþ2 S À1 y mþ2; À1 þ S mþ2 S À1 y mþ2; À1 À Àn logðkSk 2 m Þ Á l mþ1 Á ðxÞ e e É ;
we have (for i ¼ m þ 2 and j ¼ À1)
qqC 1 ½S i S j y ij þ S i S j y ij À Àn logðkSk 2 m Þ Á l mþ1 À nÀ1 n " # n e e f m o n m ;
and o m þ ffiffiffiffiffiffi ffi À1 p 2p qqC 2 ½S i S j y ij þ S i S j y ij À Àn logðkSk 2 m Þ Á l mþ1 À nÀ1 n " # n f e f m o n m :
Finally, by using the hypothesis on the uniform vanishing of u m on D, the proposition follows from the maximum principle for the complex Monge-Ampère operator: we obtain the following bound (write l ¼ l mþ1 À n À 1 n ):
C 2 ½S i S j y ij þ S i S j y ij À Àn logðkSk 2 m Þ Á l ð71Þ e u m e C 1 ½S i S j y ij þ S i S j y ij À Àn logðkSk 2 m Þ Á l on the neighborhood given in (70), which completes the proof of the proposition. r
Now, let us deal with another step in the proof of Theorem 1.2, which consists of showing that the solution of the Monge-Ampère equation (57) actually converges uniformly to zero.
Proposition 5.2. For a fixed m f 2, let u m be a solution of (57). Then u m ðxÞ converges uniformly to zero as x approaches the divisor D.
Proof. In [TY1] , the solution u m of the Monge-Ampère equation (47) 
On the neighborhood V m , Lemma (5.2) applied for i ¼ 2, j ¼ À1 and k ¼ 0, gives o m þ ffiffiffiffiffiffi ffi À1 p 2p qqðC½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 Þ ( ) n ð73Þ ¼ o n m Â 1 À 2C À Àn logðkSk 2 m Þ Á À nþ1 n ÈÀ Àn logðkSk 2 m Þ Á 2 ½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 À À Àn logðkSk 2 m Þ Á ½ð1 À nÞS 2 S À1 y 2; À1 þ 2ðn À 1ÞS 2 S À1 y 2; À1 É þ OðkSk 2 m Þ Ã :
Again, we can choose appropriate local C y -sections y 2; À1 such that ½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 is a positive function on a neighborhood of the divisor, and use this function as a uniform barrier to the sequence of solutions fu m; e g.
Note that e f m þeu m; e ¼ 1 þ OðkSk m Þ. Hence, as in the proof of Lemma 5.2, we can define, for a fixed d > 0,
m; e j þ 1Þ and C 0 2 ¼ ÀC 0 1 . A priori, C 0 i could depend on e, but it turns out (see [TY1] for details) that sup M ju m; e j can be bounded uniformly by a constant independent on e. Then, for all x A V m nD such that ðS 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 ÞðxÞ ¼ d;
we have that C 1 ðS 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 ÞðxÞ > ju m; eðxÞ j:
In addition, in the neighborhood fx A V m nD; ðS 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 ÞðxÞ e dg, for a fixed d su‰ciently small, we have o m þ ffiffiffiffiffiffi ffi À1 p 2p qqC 1 ½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 " # n e e f m þeC 1 ½S 2 S À1 y 2; À1 þS 2 S À1 y 2; À1 o n m and o m þ ffiffiffiffiffiffi ffi À1 p 2p qqC 2 ½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1
" # n f e f m þeC 1 ½S 2 S À1 y 2; À1 þS 2 S À1 y 2; À1 o n m :
Since u m; e vanishes at D (see [CY1] ), we can apply the maximum principle to conclude that there exists a C independent of e such that, near D, ÀC½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 e u m; e e C½S 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 :
Now, since the neighborhood fx A V m nD; ðS 2 S À1 y 2; À1 þ S 2 S À1 y 2; À1 ÞðxÞ e dg is a fixed set, independent of e, and the constant C above is also independent of e, we can pass to the limit when e goes to zero, obtaining the claim. r g g ij q kũ u qz i 1 . . . qz i k
Our estimates on the decay of j' k f m jg g (given by Lemma 4.4) allow us to use again Moser Iteration to conclude that j' kũ ujg g ðxÞ e CkSk m m ðxÞ; ð84Þ completing the proof of the proposition. r Proof of Theorem 1.2. It follows immediately from the combination of Propositions 5.1, 5.2 and 5.3. r
