ABSTRACT With the development of mobile Internet, various mobile applications have become increasingly popular. Many people are being benefited from the mobile healthcare services. Compared with the traditional healthcare services, patients' medical behavior trajectories can be recorded by mobile healthcare services meticulously. They monitor the entire healthcare services process and help to improve the quality and standardization of healthcare services. By tracking and analyzing the patients' medical records, they provide real-time protection for the patients' healthcare activities. Therefore, medical fraud can be avoided and the loss of public health funds can be reduced. Although mobile healthcare services can provide a large amount of timely data, an effective real-time online algorithm is needed due to the timeliness of detecting the medical insurance fraud claims. However, because of the complex granularity of medical data, existing fraud detection approaches tend to be less effective in terms of monitoring the healthcare services process. In this paper, we propose an approach to deal with these problems. By means of the proposed SSIsomap activity clustering method, SimLOF outlier detection method, and the Dempster-Shafer theorybased evidence aggregation method, our approach is able to detect unusual categories and frequencies of behaviors simultaneously. Our approach is applied to a real-world data set containing more than 40 million medical insurance claim activities from over 40 000 users. Compared with two state-of-the-art approaches, the extensive experimental results show that our approach is significantly more effective and efficient. Our approach agent which provides decision support for the approval sender during the medical insurance claim approval process is undergoing trial in mobile healthcare services.
I. INTRODUCTION
In the past few years, mobile apps have become increasingly popular. People can enjoy healthcare services by using mobile apps. However, in today's world, population aging has brought new challenges to the healthcare system. As many people live longer, governments around the world are increasing their spending on healthcare. For example, in the US, Medicare expenditure increased from $546.3 billion in 2012 to $572.5 billion in 2013 [1] . Medical insurance fraud is a serious threat to the proper use of public funds. An estimated $17 billion to $57 billion were lost due to fraud under the Medicare scheme in 2012 [1] . A large number of medical claims happen every day. We want to develop fraud detection technologies for mobile healthcare services.
Traditional fraud detection techniques often rely on rules designed by experts which can be used as a basis for identifying behaviors violating some of these rules [2] . As more and more healthcare insurance systems move online, many claim-related activities take place over the Internet and can thus be tracked by the claim system. Therefore, data-driven approaches for healthcare insurance fraud detection has now become a distinct possibility [3] , [4] . The combination of behavior trajectory big data and machine learning techniques offer promising solutions to the medical insurance fraud problem.
From a behavior analytics perspective, human behaviors have two main attributes: category and frequency. The category of a behavior represents the activities involved in the behavior, while the frequency of a behavior represents how often a behavior occurs. Existing machine learning based fraud detection methods focus on detecting either unusual categories of behaviors or unusual frequencies of behaviors [2] . The accuracy of these methods are often affected by the complex granularity of the behaviors.
Complex granularity refers to the fact that behaviors can be described by a large number of activities. It can result in the curse of cardinality, which is a significant challenge to behavior pattern recognition. The granularity of behaviors, represented by mathematical symbols, can be very finegrained. This can result in some behaviors belonging to the same category being represented by different sets of symbols. Due to the curse of cardinality, existing pattern recognition based fraud detection methods cannot accurately identity latent patterns which are more effectively identified at a coarser behavior granularity.
There are several important challenges. Firstly, due to the huge number of mobile users, it is difficult to manually label medical fraud for each claim, and designing a supervised fraud detection algorithm is unpractical. Secondly, traditional medical claim detection is often carried out offline. Nowadays, with the development of mobile internet, more and more patients use mobile services for medical services. An efficient, real-time, online algorithm is in demand on account of the timeliness of detecting medical insurance fraud claims. Finally, due to the complexity of the type of medical fraud, it is not easy to identify and confirm evidences of fraud, which prompts us to discover the evidences of fraud in two ways: behavioral patterns and outliers.
In this paper, we propose approach to detect both unusual categories of claim behaviors and unusual frequencies of claim behaviors simultaneously. Our approach consists of four steps: 1) transforming behaviors into behavior sequences represented by the proposed behavior graph; 2) clustering claim behaviors using the proposed Semi-Supervised Isomap (SSIsomap) method; 3) outlier detection using the proposed Simple Local Outlier Factor (SimLOF) method; and 4) combining the evidence from the analysis in Steps 1 to 3 through Dempster's Rule of Combination [5] . Our approach is compared against two state-of-the-art approaches using a largescale real-world dataset containing more than 40 million medical claim activity records from over 40,000 users of the Dareway Medical Insurance Claim System 1 used in Zibo City, Shandong Province, China. Extensive experiments show that our approach is significantly more effective and efficient.
Our approach has been implemented as a recommender agent during the process of medical insurance claim approval to provide decision support to approval officers. It is undergoing trial in the Dareway Medical Insurance Claim System to evaluate its potential and reliability under practical conditions before being considered for deployment [6] . 1 http://www.dareway.com.cn/
II. RELATED WORK
In recent years, many statistical methods have been proposed for fraud detection. They can be classified into two broad categories: 1) supervised methods, and 2) unsupervised methods. Supervised methods require training datasets in which all cases are labeled by domain experts. Unsupervised methods do not need labeled training datasets and focus on finding the outliers. And each of the above techniques has its own set of advantages and disadvantages. By combining the advantages of both the techniques, a novel hybrid approach for detecting fraudulent claims in health insurance industry is proposed [7] . Reference [8] presents how to apply unsupervised outlier techniques at post-payment stage to detect fraudulent patterns of received insurance claims, which study concludes that, through outlier detection, new patterns of potential fraud can be identified and possibly utilized in future automated detection mechanisms. LOF [9] is a representative density-based algorithm for outlier detection. However, the time complexity of LOF is too high.
Data mining is a popular method for detecting fraud [10] . The large volumes of behavior data are difficult for conventional methods to process. With the increasing availability of clinical and behavior data, data mining is becoming an important tool for medical insurance fraud detection as well. Information and analyses obtained through data mining can improve operating efficiency [11] .
Outlier analysis is commonly used to investigate the existence of potential fraudulent medical insurance claim activities. More recently, Musal [12] proposed the use of clustering for geographical analysis of potential frauds. A data-mining framework that utilizes the concept of clinical pathways to facilitate automatic and systematic construction of a fraud detection model has also been proposed in [13] . Nevertheless, these approaches are not able to accurately identify latent patterns found in a more coarsely-grained activity data.
Reference [14] proposed a system architecture and analytics flow to combat procurement fraud. As the processes involved are significantly different from medical insurance claims, it cannot be directly applied to this domain. A graph analysis based approach for medical insurance fraud detection has been proposed in [15] . The approach relies on the availability of knowledge on the relationships among the many stakeholders involved in medical insurance (e.g., patients, doctors, pharmacies and insurance companies) to identify suspicious relationships, suspicious spatial-temporal changes, suspicious graph structures and suspicious individuals. In the Chinese medical insurance claim system environment on which our research is based, users file their claims on a common technology platform without directly interacting with other stakeholders. The relationship data among these stakeholders are unavailable.
Manifold learning is commonly used for clustering of high dimensional data. Isomap [16] is a widely used manifold learning method that embeds a graph into an Euclidean space. Since Isomap is an unsupervised method, it ignores behavior category information from subject experts which can be useful. To address the limitations of existing approaches, our approach clusters medical insurance claim activities into more coarsely-grained behavior patterns and takes advantage of any existing behavior category information through SSIsomap.
III. THE APPROACH
The our approach can be divided into four steps ( Figure 1 ): 1) Transforming the data records into behavior sequences; 2) Obtaining behavior pattern-based evidence through the proposed SSIsomap method; 3) Obtaining outlier-based fraud evidence through the proposed SimLOF method; and 4) Combining the two sources of evidence to determine the probability of fraud through Dempster's Rule of Combination. In this section, we will present in detail how our approach works.
A. TRANSFORMATION INTO BEHAVIOR SEQUENCES
The process of obtaining behavior pattern-based evidences is illustrated in Figure 1 ). In an online medical insurance claim system, there can be millions of transactions from a large number of users. In order to make better sense of the users' actions, it is advantageous to organize the transactions into behavior sequences. In this paper, we use the term behavior, b, to refer to an activity, a, performed by a subject, s, at a given point in time, t. Thus, b = s, a, t . An example behavior b 1 can be ''ID123456'', ''received asthma medications'', ''2012/10/15 14:30:08'' .
A behavior sequence refers to a collection of behaviors carried out by the same subject in chronological order over a given period of time. It is can be represented conceptually
. . , b m represent different behaviors from the same subject. A Behavior set contains unique behaviors which have appeared in the records. Each behavior sequence represents behaviors from the same entity during a specified period in chronological order.
For instance, a behavior set can contain different medications and treatments appearing in medical insurance claims. Each behavior sequence can represent medications and treatments an applicant has received during a hospital stay.
To facilitate computations, we denote a behavior sequence as a weighted behavior graph, G(V , E, W ), where V , E and W represent the set of vertices, edges and weights of the graph, respectively. Every vertex represents a distinct behavior. Vertex i corresponds to b i and vertex j corresponds to b j in a set of behaviors. d(i, j) represents the distance between vertices i and j in a behavior sequence.
where loc(j, BS) and loc(i, BS) represent the corresponding locations of j and i in a behavior sequence BS. For instance, for behavior sequences
: An edge e ij between two vertices i and node j only exists if d(i, j) < r more than once across multiple behavior sequences in a behavior sequence set . In this case, r is a predefined threshold for neighbors to be regarded as relevant. The weight of the edge between vertices i and j is defined as:
where N is the number of behavior sequences in a behavior sequence set . 1 [condition] is a function which evaluates to 1 if [condition] is true. Otherwise, it evaluates to 0. The larger the value of w ij , the more often b i and b j appear close to each other in the behavior sequences. Thus, w ij indicates the closeness between behaviors b i and b j across multiple behavior sequences.
B. BEHAVIOR PATTERN RECOGNITION WITH SSIsomap
In order to reduce the dimensionality of the myriad of behaviors in a typical medical insurance claim system, we need to embed the behaviors into a lower dimension in which the behaviors can be clustered using traditional clustering methods such as K Nearest Neighbor (KNN) [17] . Manifold learning [18] is the process of estimating a low-dimensional structure which underlies a collection of high-dimensional data. To carry out the embedding, we take advantage of the manifold embedding of a graph. The characteristics of our behavior graph G can be regarded as a low-dimensional embedding through which the relationships among behaviors in the original space can preserve. Since the weights in the behavior graph represent the temporal closeness between pairs of behaviors, the embedding eigenvectors of the graph G will also inherit this characteristic.
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Isomap [16] is a popular method for embedding a graph into an Euclidean space. However, Isomap is unable to take advantage of the knowledge about categories of the behavior data. Therefore, we propose a Semi-Supervised Isomap (SSIsomap) method (Algorithm 1) to enhance this aspect of the Isomap method. Firstly, we label selected points with category information using the Longest Common Subsequence (LCS) algorithm [19] which is a classical algorithm for calculating the similarity between character strings. For each behavior pair b i and b j , if LCS(b i , b j ) is longer than an empirical threshold l, we label b i and b j with the same category label. Then, the distance between the points in the Euclidean space is calculated as:
where D is the shortest path matrix of the behavior graph G.
= 1 if two points belong to the same category, otherwise, = 0.
Algorithm 1 SSIsomap
Require: Behavior Graph G.
Label The method can provide spatially more unfolded embeddings which can cluster the behaviors into appropriate behavior classes. Meanwhile, we utilize available domain knowledge to adjust the adjacency parameter k. Specifically, we adjust k so that drugs or treatments in the same category in the pharmacopeia published by the Chinese government can be clustered into the same class. In the embedding of the graph G, we give the shortest path diagram G as the input of isomap. In a graph G (V , E, W ), the set of vertices and connections are the same as in G. W represents the set of weights among vertices which are different from G.
For example, behavior ''electrocardiogram'' and ''cardiac stress test'' will be clustered into the behavior class ''Heart related inspection''. Based on original behavior sequences alone, it is hard to define the distances between the sequences or extract useful features. When the behavior sequences are composed of a large number of behaviors, it is difficult to cluster the behavior sequences. One way to tackle this problem is to represent the behavior sequences by behavior classes. By denoting the behavior sequences in the form of behavior classes, repeated subsequences can be observed more clearly and sequential features can be more meaningful.
A behavior sequence BS can be recoded with behavior class information. Then, we can use simple count algorithm to find the frequent sequences in .
where count(BS n ) represents the times BS n appearing in , N represents the number of behavior sequences in . The minimum support α is defined based on domain knowledge.
If support(BS n ) > α, BS n is a frequent sequence. Otherwise, BS n is not a frequent sequence. When the behavior sequences are represented by a reasonably small number of behaviors, useful features, such as the count of each behavior sequence in a behavior class, turns out to be useful for clustering. Frequent behavior sequences can then be combined, taking into account of application specific attributes, to form meaningful behavior patterns. The algorithm for obtaining behavior patterns based on a given set of medical insurance claim records is described in Algorithm 2.
Algorithm 2 Behavior Pattern Recognition
Require: Claim Records Set r 1: BS = Transform(r) which transforms the records into behavior sequences 2: for (each behavior pairs b i , b j in BS) do 3: Compute the weight value E ij 4: end for 5: BC = SSIsomap(G) 6: = Recoding(BS) with BC 7: BP =Frequent Sequences Mining in 8: Group(BP) which divides the behavior patterns into different groups 9: return BP For example, if we obtain a frequent behavior sequence (''heart related inspection'', ''cardiac surgery'', ''purchase Coronary heart disease (CHD) medicine''), and most of the applicants are diagnosed of coronary artery disease, we can obtain a pattern ''coronary artery disease''→''heart related inspection''→''cardiac surgery''→''purchase Coronary heart disease (CHD) medicine''.
C. OUTLIER DETECTION WITH SimLOF
The probability of an incoming medical claim to be fraudulent, p, can be expressed as:
where c is the behavior class corresponding to an incoming medical claim behavior sequence, and BP is the behavior pattern obtained from the historical (non-fraudulent) data. Sim(c, BP) represents the similarity between c and BP. The larger the value of Sim(c, BP), the smaller the probability that the incoming claim is fraudulent, and vice versa. As medical insurance claim data for each individual user tend to be sparse, peer group comparison is favored over selfcomparison when it comes to outlier-based fraud detection.
Therefore, we need to first obtain the behavior distribution of many users. For this purpose, we first divide the users into groups. We use the density-based approach to detect outliers. From the view of density, outliers are the users who are in the low density area. We propose SimLOF (Algorithm 3) to reduce the time complexity of the popular Local Outlier Factor (LOF) density-based outlier detection method [9] .
To form users into groups, we need to find features which have significant influence on fraud detection. A group can be represented by a tuple gp = f 1 , f 2 , .., f n , where f 1 , f 2 , . . . , f n represent the selected features used to group the users. The features can be selected through statistical analysis of historical data. For a given feature f i , we compare the fraud distribution P(x) of the entire dataset and the fraud distribution Q(x) in the subset of data from users with feature f i . The Kullback-Leibler divergence [20] between P(x) and Q(x) can be calculated as:
If D KL (P||Q) of f i is greater than a predefined threshold β (which can be determined empirically based a given application), f i will be used to group the users. For instance, given the fraud factor of daily cost in a hospital, our approach can analyze the distribution of the average daily cost in a hospital p compared to the distribution of all daily costs in the hospital q by applicants of a given age group (e.g., 30-40). If KL(p||q) > β, our approach selects ''age'' as the feature to cluster the applicants. In this way, multiple features (e.g., age, and diagnosis) can be dynamically selected to group the applicants. The group can be represented by a tuple gp = a, diag , where a represents the applicant's age range, and diag represents the admitting diagnosis for the applicant.
For each group gp, we collect the historical records involving the applicants who belong to this group, and obtain the distribution of this group based on the Discontinuous Variable Distribution Law:
where X represents the fraud factor, and x 1 , x 2 , . . . , x n represent the values of fraud factor which indicate the presence of fraud. p 1 , p 2 , . . . , p n represent the probability for x 1 , x 2 , . . . , x n to occur, respectively. The outlier based fraud probability, p , for an incoming claim, c, can be obtained by computing the density of known fraudulent claims which share some features with c. The top K nearest neighbors of c in the historical claims data (i.e., x 1 , x 2 , . . . , x K ) are selected for the calculation as follows:
where p(x i ) is the probability density function of x i . Let σ denote the threshold corresponding to the largest probability which is smaller than the probability of 95% of the non-fraudulent claim records.
where p c indicates the probability that c is an outlier. The larger the value of p c , the more likely the claim c is fraudulent.
Algorithm 3 SimLOF
Require: Historical Records r and Incoming Claims c 1: FeatureSelection(r) and 2: Group the users based on significant features 3: for (each user group gp) do 4: Obtain fraud distribution for gp 5: end for 6: for (each new incoming claim c ∈ c) do 7: ComputeDensity(c) 8: Compute p c 9: end for 10: return the p c values for all c ∈ c
D. COMBINING THE SOURCES OF EVIDENCE

After
Step 2 and Step 3, we have obtained two sources of evidence to help determine if an incoming claim is fraudulent: 1) behavior pattern-based evidence, which represents unusual categories of behaviors; and 2) outlier-based evidence, which represents unusual frequencies of behaviors. In order to combine these two sources of evidence, we leverage on the Dempster-Shafer Evidence Theory [21] . Since the two sources of evidence are independent from each other, we base our proposed approach on Dempster's Rule of Combination.
In Dempster's Rule of Combination, a universe of discourse is a set of mutually independent and exhaustive possibilities denoted by . Any hypothesis will refer to a subset of . The set of all possible subsets of , including the null set and itself, is called a power set and can be denoted by 2 . Suppose we want to combine the evidence from a hypothesis H , which is a member of the power set 2 . Meanwhile, we have two pieces of evidence m 1 and m 2 which are independent and exhaustive, Dempster's Rule of Combination combines them as:
where K is a normalization constant calculated as:
(B). (11)
A and B are supersets of H . They may be equal to H or the frame of . m 1 (A) represents the portion of belief assigned to A by m 1 . m 1 m 2 (H ) represents the combined Dempster-Shafer probability for a hypothesis H . In our case, H represents the hypothesis that an incoming claim c is fraudulent. In this way, our approach is able to detect both unusual categories of claim behaviors and unusual frequencies of claim behaviors simultaneously. VOLUME 6, 2018 
IV. EXPERIMENTAL EVALUATIONS
In this section, we evaluate the performance of our approach using a real-world dataset. The dataset used in this experiment is collected from the Dareway Medical Insurance Claim System which is currently used in Zibo City, Shandong Province, China. The dataset contains more than 40 million records of medical insurance claim activities from over 40,000 users. The performance of our approach is compared against two state-of-the-art approaches. The anonymized dataset will be published online 2 to support fraud detection research by the artificial intelligence (AI) community.
A. EXPERIMENT SETTINGS
In the experiments, we select claim records from users diagnosed with coronary heart diseases (CHDs). The database records are then preprocessed into behavior sequences. We embed the behaviors into the Euclidean space using the SSIsomap method and cluster the behaviors into behavior classes. We investigate the residual variance in the Isomap with regard to the number of selected embedding dimensions. In the real-world medical insurance dataset (Figure 2) , the residual variance drops significantly after the first two dimensions. Therefore, in our experiments, we set the dimensionality variable value to be two dimensions. The original behavior sequences are recoded with behavior class information. Table 1 shows examples of the behavior classes. Then, clustering is performed on the transformed sequences using the frequent patterns detected to extract features as discussed in the previous section. The clustering results are then processed to select a number of dominant clusters in which the users exhibit long behavior sequences. Here, each cluster corresponds to one type of users diagnosed with a unique condition. Combined with domain knowledge, some of the resulting behavior patterns are shown in Table 2 . The data in the dataset are labeled as either ''normal'' or ''fraud'' by experts from the Dareway Medical Insurance System. Our approach is then compared to three 2 Link to the dataset will be included here after the review. other approaches based on N claim records with 2% labeled as ''fraud''. The value of N is varied from 1,000 to 1,000,000. We set up two groups of experiments, one for comparative experiments on account of pattern-based evidence and outlier-based evidence, which named Group A, there are three comparison approaches: 1) Pattern Evidence: the proposed SSIsomap-based fraud pattern detection method; and 2) Outlier Evidence: the proposed SimLOF-based outlier detection method. 3) Weighted Voting: the proposed based on pattern-based evidence and outlier-based evidence using weighted voting detection method. and the other for comparative experiments compared different approaches to the same problem, which named Group B, there are two comparison approaches: 1) BP-Growth: the approach proposed in [22] ; 2) LOF: the LOF approach proposed in [9] . Our approach uses the Dempster-Shafer Evidence Theory [21] to combine the pattern-based evidence with outlier-based evidence to detect the probability of a claim fraud. The Weighted Voting method uses weighted voting to combine the pattern-based evidence and the outlier-based evidence and detect the probability of a claim fraud. Because fraudulent patients tend to choose more covert fraud methods, the weight of pattern-based evidence should be larger. We configure the weight ratio of pattern-based evidence and outlier-based evidence to 0.6 and 0.4.
Methods in Group A depend on evidences obtained in our approach. Methods in Group B are not particularly similar to our approach in comparison to the method in Group A. In order to solve similar problems, LOF and BP-Growth algorithm resemble the proposed method in existing work. By comparing with the above two methods, the advantages of our proposed method can be proved.
We adopt commonly used metrics including time cost, precision, recall, and f-measure to evaluate how effectively each approach identifies fraudulent medical insurance claims. Time cost refers to how much time an approach takes on a standard hardware/software system to produce the fraud detection results. Precision = 
B. RESULTS AND ANALYSIS
Firstly, our approach transforms medical insurance records into behavior sequences. Given the fraud factor daily cost in hospital, various features have been explored by our approach to analyze how significant their influences are on fraud detection. Figures 3, 4 and 5 illustrate the average daily cost distributions for applicants divided according to age, gender, and admitting diagnosis, respectively. The results indicate that age and admitting diagnosis are the two significant features selected by our approach to group the applicants. Figure 6 shows the performance of our approach against three other approaches in terms of fraud detection precision. It can be observed that our approach, which combines patternbased evidence and outlier-based evidence, achieves significantly better performance than other comparison approaches. When the number of claim records is increasing, more patterns may be discovered. Therefore, as the number of claim records increases, the precision of our approach increases. The Weighted Voting method is better than Pattern Evidence method and Outlier Evidence method, but it is still worse than our approach. Obviously considering multiple kinds of evidence is better than considering one kind of evidence. Figure 7 shows the performance of our approach against three other approaches in terms of fraud recall. our approach outperforms comparison approaches significantly across different N sizes. The recall values of the studied methods increase with increasing N sizes. When the number of claim records is increasing, more patterns may be discovered. Therefore, as the number of claim records increases, the recall of our approach increases. Our approach is able to correctly identify over 90% of the fraudulent claim records from the datasets. As a result of high precision and high recall, when these two metrics are combined together to form the f-measure (Figure 8 ), our approach consistently beats the comparison approaches in the experiments. On average, our approach outperforms the best performing comparison approach -Pattern Evidence -in terms of f-measure by over 50%.
1) GROUP A
2) GROUP B Figure 9 shows the time cost of our SimLOF compared with LOF under different N values vary between 5,000 to 60,000. It can be observed that the time needed to process N claim records using LOF increases almost exponentially with N , whereas the time needed to process N claim records using SimLOF increases linearly with N . On average, SimLOF uses about 20% of the time required by LOF. Figure 10 shows the performance of our approach against two other approaches in terms of fraud detection precision. It can be observed that our approach, which combines patternbased evidence and outlier-based evidence, achieves significantly better performance than other comparison approaches. When the number of claim records is increasing, more patterns may be discovered. Therefore, as the number of claim records increases, the precision of our approach increases. BP-Growth proposed optimizing strategies for association rule mining for behavior pattern analysis. However, because of the curse of cardinality, BP-Growth is not effective in mining large-scale frequent itemsets consisting of more than two types of behaviors. Therefore, as N increases past 10,000, the precision achieved by BP-Growth decreases. Figure 11 shows the performance of our approach against two other approaches in terms of fraud recall. When the number of claim records is increasing, more patterns may be discovered. Therefore, as the number of claim records increases, the recall of our approach increases. Our approach outperforms comparison approaches significantly across different N sizes. As a result of high precision and high recall, when these two metrics are combined together to form the f-measure (Figure 12 ), our approach consistently beats the comparison approaches in the experiments. Therefore, it can be seen from the experimental results that our approach is better than other methods of similar work for the problem of medical insurance fraud.
The experimental results show that our approach has better performance on account of pattern-based evidence and outlier-based evidence for medical insurance fraud.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we propose an efficient fraud identification method combining manifold learning and outliers detection to detect both unusual categories of claim behaviors and unusual frequencies of claim behaviors simultaneously in mobile healthcare claims. Our approach is evaluated against two state-of-the-art approaches using a large-scale real-world dataset from the Dareway Medical Insurance System which is used in Zibo City, Shandong Province, China. The dataset contains more than 40 million medical claim activity records from over 40,000 users. Extensive experiments show that our approach is over 50% more effective than the best performing existing approach and significantly more efficient (using only 20% of the time on average). Therefore, our approach can meets the requirements of monitoring medical mobile services and improve the quality of mobile healthcare services.
Currently, our approach has been implemented as a recommendation agent to provide decisions support for approval officers in a medical insurance claim system to assess the probability of fraud for incoming claims. In subsequent research, we will focus on human-agent interaction techniques to help our approach agent build trust with the users. 
