We show that the minimum distance of a linear code (or equivalently 
Introduction
In this paper we study the computational complexity of two central problems from coding theory: (1) The complexity of approximating the minimum distance of a linear code and (2) The complexity of error-correction in codes of relatively large minimum distance.
ming distance between two strings x;y 2 n is the number (x; y) of coordinates in which x and y differ. The (Hamming) weight of a string x is wt(x) = (x; 0). The (minimum) distance of the code, denoted (C), is the minimum over all pairs of distinct strings x;y 2 C of the Hamming distance between x and y. The information content of the code is the quantity log q jCj, which counts the number of message symbols that can be encoded by an element of C.
If q is a prime power, and F q denotes the finite field on q elements, then by setting = F q it is possible to think of n = F n q as a vector space. A code over F q is linear if it is a linear subspace of n = F n q . For such a code, the information content is just its dimension as a vector space and the minimum distance equals the weight of the lightest non-zero codeword. It is customary to refer to a linear code of block length n, dimension k and minimum distance d as an n; k; d] q code. We use an n k matrix A 2 F n k q of rank k to define a linear code C A = fAx j x 2 F k q g of length n and dimension k.
The Minimum Distance Problem.
Three of the four central parameters associated with a linear code, namely n, k and q, are evident from its matrix representation. The minimum distance problem (MINDIST) is that of evaluating the fourth -namely -given a matrix A 2 F n k q find the minimum distance of the code C A = fAx j x 2 F k q g. It is easy to see that a code with minimum distance d can unambiguously correct any error vector of weight b d?1 2 c or less. (For details on the computational complexity of the error correction problem see the next paragraph.) Therefore, computing the minimum distance of a code is obviously related to the problem of evaluating its error correction capability. The central nature of this parameter makes this a fundamental computational problem in coding theory. The problem gains even more significance in light of the fact that long q-ary codes chosen at random give the best parameters 1 known for any q < 46 (in particular, for q = 2). Such a choice is expected to produce a code of large distance, but no efficient methods are known to lower bound the distance of a code produced in this manner. A polynomial time algorithm to compute the distance would be the ideal solution to this problem, as it could be used to construct good error correcting codes by choosing a matrix at random and checking if the associated code has a large minimum distance. No such algorithm is known. The complexity of this problem (can it be solved in polynomial time or not?) was first explicitly questioned by Berlekamp, McEliece and van Tilborg [7] in 1978 who conjectured it to be NP-complete. This conjecture was finally resolved in the affirmative by Vardy ([15] ) in 1997.
( [15] also gives further motivations and detailed account of prior work on this problem.) We examine the approximability of this parameter and show that it is hard to approximate the minimum distance to within any constant factor, unless NP = RP (i.e., every problem in NP has a polynomial time probabilistic algorithm that always reject NO instances and accepts YES instances with high probability).
Under the stronger assumption that NP does not have random quasi-polynomial time 2 algorithms (RQP), we get that the minimum distance of a code of block length n is not approximable to within a factor of 2 log (1? ) n for any constant > 0. (This factor is a naturally occurring factor in the study of the approximability of optimization problemssee the survey of Arora and Lund [4] .) Our methods adapt the proof of the non-approximability of the shortest lattice vector problem (SVP) due to Micciancio [13] which in turn is based on Ajtai's proof of the hardness of SVP [3] .
The Error Correction Problem.
In the process of obtaining the inapproximability result for the minimum distance problem, we also shed light on the general error-correction problem for linear codes. Informally, the error-correction problem addresses the computational complexity of recovering a codeword from a "received word" that is close to the codeword in Hamming distance. The simplest formulation of the error-correction problem is the Nearest Codeword Problem (NCP) (also known as the "maximum likelihood decoding problem"). Here, the input instance consists of a linear code given by its matrix A 2 F n k q and a received word x 2 F n q and the goal is to find the nearest codeword y 2 C A to x. The NCP is a well-studied problem: Berlekamp et al. [7] showed that it is NP-hard; and more recently Arora, Babai, Stern and Sweedyk [2] showed that the distance of the received word to the nearest codeword is hard (unless NP QP, deterpossible to do better than random codes using an exponential procedure [16] .
2 f (n) is quasi-polynomial in n if it grows slower than 2 log c n for some constant c. ministic quasi-polynomial time) to approximate to within a factor of 2 log (1? ) n , for any > 0.
However the NCP only provides a first cut at understanding the error-correction problem. It shows that the error-correction problem is hard, if we try to decode every linear code for arbitrary amounts of error. In contrast, the positive results from coding theory show how to perform error-correction in specific linear codes for a small amount of error relative to the distance of the code. Thus the hardness of the NCP may come from one of two factors: (1) The problem attempts to decode every linear code and (2) The problem attempts to recover from too many errors. Both issues have been raised in the literature [15] , but only the former has seen some progress [6] . One problem that has been defined to study the latter phenomenon is the "Bounded distance decoding problem" (BDD, see [15] ). This is a special case of the NCP where the error is guaranteed (or "promised") to be less than half the minimum distance of the code. This case is motivated by the fact that within such a distance, there may be at most one codeword and hence decoding is clearly unambiguous. Also this is the case where many of the classical error-correction algorithms (for say BCH codes, RS codes, AG codes etc.) work in polynomial time.
To compare the general NCP, and the more specific BDD problem, we introduce a parameterized family of problems that we call the Relatively Near Codeword Problem (RNC (i.e., the BDD problem). No finite upper bound on can be easily derived from the Arora et al.'s NP-hardness proof for NCP [2] . (In other words, their proof does not seem to hold for RNC ( ) for any < 1.) It turns out, as observed by Jain et al. [9] , that
Vardy's proof of the NP-hardness of the minimum distance problem also shows the NP-hardness of RNC ( ) for = 1
(and actually extends to some = 1 ? o(1)).
In this paper we significantly improve upon this situa- bringing us much closer to an eventual (negative?) resolution of the bounded distance decoding problem.
Results and Techniques.
The main result of this paper (see Theorem 15) is that approximating the minimum distance problem within any constant factor is hard for NP under polynomial reverse unfaithful random reductions (RUR-reductions, [10] ), and approximating it within 2 log (1? ) n is hard under quasipolynomial RUR-reductions. These are probabilistic reductions that maps NO instances always to NO instances and YES instances to YES instances with high probability. The probability a YES instance is not mapped to a YES instance is called the soundness error and in all reductions presented in this paper it can be made exponentially small in a security parameter s in poly(s) time. Although not a proper NP-hardness result (i.e., hardness under deterministic polynomial reductions), hardness under polynomial RUR-reductions also gives evidence of the intractability of a problem as the existence of a (random) polynomial time algorithm to solve the hard problem would imply NP = RP (random polynomial time), i.e. every problem in NP would have a probabilistic polynomial algorithm that always rejects NO instances and accepts YES instances with high probability. Similarly, hardness for NP under quasipolynomial RUR-reductions implies that the hard problem cannot be solved in RQP unless NP RQP (random quasi-polynomial time).
In order to prove these results, we first study the "Relatively near Codeword Problem" and show that the optimization version of RNC ( ) is hard to approximate to within any constant factor for any > 1=2 unless NP = RP (see Theorem 9) . In particular RNC ( ) is hard to approximate to within = 1= . This problem immediately reduces to approximating the minimum distance of a code within = 1= . This gives a first inapproximability result for the minimum distance problem within some constant factor > 1. We then use tensor product constructions to "amplify" the constant and prove the claimed hardness results for the minimum distance problem. The hardness of approximating the relatively near codeword problem RNC ( ) for > 1=2 is obtained by adapting a technique of Micciancio [13] , which is in turn based on the work of Ajtai [3] (henceforth Ajtai-Micciancio). They consider the analogous problem over the integers (rather than finite fields) with Hamming distance replaced by Euclidean distance. Much of the adaption is straightforward; in fact, some of the proofs are even easier in our case due to the difference. The main hurdle turns out to be in adapting the following combinatorial problem considered and solved by Ajtai-Micciancio: are some constants independent of k).
In our case we are faced with a similar problem with Z k replaced by F k q and Euclidean distance being replaced by
Hamming distance. The Ajtai-Micciancio solution to the above problem involves number-theoretic methods and does not translate to our setting. Instead we show that if we consider a linear code whose performance (i.e., trade-off between rate and distance) is better than that of a random code, and pick a random light vector in F n q , then the resulting construction has the required properties. We first solve this problem over sufficiently large alphabets using high rate Reed-Solomon codes. (This construction has been used in the coding theory literature to demonstrate limitations to the "list-decodability" of Reed-Solomon codes [11] .) We then translate the result to small alphabets using the well-known method of concatenating codes [8] .
Notations and problem definition
For a vector v 2 F n q and set S F n q , let (v; S) = min w2S f (v; w)g be the (Hamming) distance between v and S. For vector v 2 F n q and positive integer r, let B(v; r) = fw 2 F n q j (v; w) rg be the ball of radius r centered in v. Given a generator matrix A 2 F n k q , we consider the linear code C A = fAx j x 2 F k q g of distance (C A ) = minfwt(Ax) j x 6 = 0g.
In order to study the computational complexity of coding problems, we formulate them in terms of promise problems. A promise problem is a generalization of the familiar notion of decision problem. The difference is that in a promise problem not every string is required to be either a Y ES or a NO instance. Given a string with the promise that it is either a YES or NO instance, one has to decide which of the two sets it belongs to.
The following promise problem captures the hardness of approximating the minimum distance problem within a factor . 6 ), and this result is critical to our hardness result(s).
Definition 1 (Minimum Distance Problem)
(A; d) is a YES instance if (C A ) d. (A; d) is a NO instance if (C A ) > d.
Hardness of the relatively near codeword problem
As outlined in Section 1, our reduction relies on the construction of a linear code C A and a Hamming sphere of radius r < (C A ) (for some < 1) containing exponentially (in the block length) many codewords. Obviously, it 3 By definition, when the input does not satisfies the promise, the oracle can return any answer. 4 Remember that the oracle can give any answer if the input is neither a YES instance nor a NO one. So, one it would be wrong to conclude that (A;d ? 1) is a NO instance and (A;d) is a YES one. 5 Strictly speaking, the condition t < (C A ) is a promise and hence should be added as a condition in both the YES and NO instances of the problem. 6 To be precise, Arora et al. [2] present the result only for binary codes. In fact, their proof is valid for any alphabet. must be 1 2 because any sphere of radius r < (C A )=2
can contain at most one codeword. We now prove that for any > 1 2 it is actually possible to build such a code and sphere. After the development of this combinatorial tool, we prove the hardness of approximating the relatively near codeword problem by reduction from the nearest codeword problem.
Construction of the combinatorial tool
We first show how to construct a linear code and a sphere (with radius smaller than the minimum distance of the code) containing a number of codewords exponential in the alphabet size. Then, we use code concatenation to derive a similar result for fixed alphabet in which the number of codewords in the sphere is exponential in the block length of the code. Namely, Pr v2B(0;r) (jB(v; r) \ C A j < ) < . In fact, this is just a special case of the following quite general fact. It is important to notice that in the previous lemma one must use arbitrarily large alphabets in order to get arbitrarily many codewords in the ball. We would like to prove a similar result in which the alphabet size can be kept fixed and only the block length of the code increases. This can be easily accomplished using the standard construction of concatenating codes [8] . The idea is to apply Corollary 6 to a sufficiently large extension field F q c and then represent each element of F q c as a sequence of elements of F q . Therefore, for any x 2 F k q , the probability that T 0 y 6 = x for every y 2 S is at most q ?(k+s+1) . By union bound, with probability at least 1 ? q ?(s+1) , for every x 2 F k q there exists a vector y 2 S such that Ty = x. Adding up the error probabilities, we find that with probability at least 1 ? (q ?(s+1) + q ?(s+1) ) 1 ? q ?s , T(S) = F k q , proving the second property. 2
The reduction
We can now prove the inapproximability of the relatively near codeword problem. Proof: Let be an integer strictly bigger than 1=(2 ?
1) and let 0 = ( + 1) . We prove the hardness of
;q by reduction from GAPNCP 0 ;q .
Let (C 0 ; v 0 ; t 0 ) be an instance of GAPNCP 0 ;q with C 0 2 F n k q . We want to map it to an instance (C; v;t)
of GAPRNC Conversely, assume (C 0 ; v 0 ; t 0 ) is a YES instance, i.e., there exists x such that (C 0 x;v 0 ) t 0 . Let y = Az be a codeword in C A such that (y; w) r and Ty = x. We know such a codeword will exists with probability at least 
Hardness of the Minimum Distance Problem
In this section we prove the hardness of approximating the Minimum Distance Problem. We first derive an inapproximability result to within some constant bigger than one by reduction from GAPRNC ( ) ;q . Then we use direct product constructions to amplify the inapproximability factor to any constant and to any factor 2 log (1? ) n ( > 0).
Inapproximability to within some constant
The inapproximability of GAPDIST ;q to within a con- ;q , then (C 0 ; t) is a NO instance of GAPDIST ;q . Notice that in either case (C C ) > t.
Assume (C; v;t) is a YES instance, i.e., there exists a x such that (Cx; v) d. Then, Cx ? v is a non-zero vector of the code generated by C 0 of weight at most t.
Conversely, assume (C; v;t) is a NO instance and let y = Cx + wv be any non-zero vector of C 0 . If w = 0 then y = Cx is a non-zero element of C A and therefore wt(y) > t (using the promise). On the other hand, if w 6 = 0 then wt(y) = wt(C(w ?1 x) ? v) > t as (v; C ( C)) > t. 2
Inapproximability to within bigger factors
To amplify the hardness result obtained above, we take the direct product of the code with itself. We first define direct products. Notice that the codewords of C 1 C 2 are matrices whose columns are codewords of C 1 and rows are codewords of C 2 .
Definition 13
In our reduction we will need the following fundamental property of direct product codes. [12] 2
Proposition 14
As for the relatively near codeword problem, the following corollary can be easily derived from the hardness result under RUR-reductions.
Corollary 16 For every finite field F q the following holds:
For every real > 1, if GAPDIST ;q is not in RP unless NP = RP. n unless NP RQP.
Other reductions
We proved that approximating the minimum distance problem is hard for NP under RUR-reductions, i.e. probabilistic reductions that map NO instances to NO instances, and map YES instances to YES instances with high probability. (This is similar to the hardness proof for the shortest vector problem in [3, 13] .) An obvious question is whether it is possible to remove the randomization and make the reduction deterministic. We notice that our reduction (as well as the AjtaiMicciancio ones for SVP) uses randomness in a very restricted way. Namely, the only part of the reduction where randomness is used is the proof of Lemma 8. The construction in the lemma depends only on the input size, and not the particular input instance we are reducing. So, if the construction succeeds, the reduction will faithfully map all YES instances (of the appropriate size) to YES instances. Therefore, the statement in Lemma 8 can be easily modified to obtain hardness results for NP under deterministic non-uniform reductions, i.e. reductions that take a polynomially sized advice that depends only on the input size 7 :
Corollary 17 For every finite field F q the following holds: 7 Since our reduction achieves exponentially small error probability, hardness under non-uniform reductions also follows from general results about derandomization [1] . However, the ad-hoc derandomization method we just described is more efficient and intuitive. We notice also that a uniform deterministic construction satisfying the properties of Lemma 8 would immediately give a proper NP-hardness result (i.e. hardness under deterministic Karp reductions) for the relatively near codeword problem and the minimum distance problem.
