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MODERN SINGULAR INTEGRAL THEORY WITH MILD KERNEL
REGULARITY
EMIL AIRTA, HENRI MARTIKAINEN, AND EMIL VUORINEN
ABSTRACT. We present a framework based on modified dyadic shifts to prove multi-
ple results of modern singular integral theory under mild kernel regularity. First, very
short proofs of optimized representation theorems and the related T1 theorems are given
in the linear, bilinear and bi-parameter settings. The corollaries include weighted bi-
parameter estimates and two-weight bi-commutator estimates with modified Dini-type
assumptions.
1. INTRODUCTION
The usual definition of a singular integral operator (SIO)
Tf(x) =
ˆ
Rd
K(x, y)f(y) dy
involves a Hölder-continuous kernel K with a power-type continuity-modulus t 7→ tγ .
However, many results continue to hold with significantly more general assumptions.
Such kernel regularity considerations become non-trivial especially in connection with
results that go beyond the classical Calderón–Zygmund theory – an example is the A2
theorem of Hytönen [29] with Dini-continuous kernels by Lacey [37].
The fundamental question concerning the L2 (or Lp) boundedness of an SIO T is usu-
ally best answered by so-called T1 theorems, where the action of the operator T on the
constant function 1 is key. We study kernel regularity questions specifically in situations
that are very tied to the T1 type arguments and the corresponding structural theory –
a prominent example is the modern theory of bi-parameter SIOs based on the represen-
tation theorem [46]. The distinction between one-parameter and multi-parameter SIOs
concerns the classification of SIOs according to the size of the singularity of the kernelK .
We return to the specifics later.
A concrete definition of kernel regularity is as follows. It concerns the required regu-
larity of the continuity-moduli ω appearing in the various kernel estimates, such as,
|K(x, y)−K(x′, y)| ≤ ω
( |x− x′|
|x− y|
) 1
|x− y|d , |x− x
′| ≤ |x− y|/2.
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Recently, Grau de la Herrán and Hytönen [21] proved that the modifed Dini condition
‖ω‖Diniα :=
ˆ 1
0
ω(t)
(
1 + log
1
t
)α dt
t
with α = 12 is sufficient to prove a T1 theorem even with an underlying measure µ that
can be non-doubling. This matches the best known sufficient condition for the classical
homogeneous T1 theorem [12] – such results are implicit in Figiel [26] and explicit in
Deng, Yan and Yang [13].
The even weaker Dini-condition corresponding to α = 0 is known to be sufficient for
many classical results in the theory of SIOs, and recently it has also been shown to be
enough for the A2 theorem [37] and for various two-weight estimates for commutators
[b, T ] : f 7→ bTf − T (bf), see e.g. [38, 39]. A source of Dini-continuous kernels are the so-
called rough Calderón–Zygmund operators TΩ – they can be decomposed into a series
of Dini-continuous SIOs, see e.g. [32]. The above-mentioned results are mostly based
on sparse domination techniques. The sparse domination methods prevalent in the one-
parameter scene mostly fail in bi-parameter, see [3]. However, see also [4].
In any case, most developments require the background assumption that a given SIO
is L2 bounded. For this initial L2 boundedness the T1 theorem and the various related
Tb theorems remain fundamental, and these continue to require α ≥ 1/2. Moreover,
the proofs of T1 theorems display a fundamental structural decomposition of SIOs into
their cancellative parts and so-called paraproducts. It is this structure that is extremely
important for obtaining some further estimates beyond the initial Lp boundedness. The
original dyadic representation theorem of Hytönen [28, 29] (extending an earlier special
case of Petermichl [51]) provides a decomposition of the cancellative part of an SIO into
so-called dyadic shifts. These are suitable generalisations of dyadicmartingale transforms,
also known as Haar multipliers
(1.1) f =
∑
Q∈D
〈f, hQ〉hQ 7→
∑
Q∈D
λQ〈f, hQ〉hQ, |λQ| ≤ 1,
where hQ is a cancellative Haar function on a cube Q and D is a dyadic grid.
In [21] a new type of representation theorem appears, where the key difference to the
original representation theorems [28, 29] is that the decomposition of the cancellative
part is in terms of different operators that package multiple dyadic shifts into one and
offer more efficient bounds when it comes to kernel regularity. Some of the ideas of the
decomposition in [21] are rooted in the work of Figiel [25, 26], and also somehow resem-
ble the bilinear decomposition style [44] in that certain martingale difference sums are
collapsed into averages. Motivated by these developments we simplify multiple previ-
ous methods and prove various structural decompositions – and the related T1 theorems
– in a very short way.
Our work begins by giving a streamlined version of the new type of one-parameter
representation theorem [21]. We work in the Lebesgue measure case, while [21] works
even in the non-doubling situation. However, we are able to identify an explicit and clear
exposition of the appearing dyadic model operators that we call modified dyadic shifts.
The usual generalization of (1.1) takes the form of a dyadic shift
Si,jf =
∑
K∈D
∑
I(i)=J(j)=K
aIJK〈f, hI〉hJ
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while we replace these by the modified dyadic shifts
Qkf =
∑
K∈D
∑
I(k)=J(k)=K
aIJK〈f, hI〉HI,J .
Here I(k) ∈ D is the kth parent of I . The difference is that some more complicated func-
tions HI,J appear – on the other hand, we have i = j = k. Importantly, the proof of
the representation theorem takes only a page or two, is useful in deriving other corol-
laries, such as, new estimates for bi-commutators [T1, [b, T2]] with mild kernel regularity,
and is important in gaining intuition on how to formulate and prove the corresponding
modified bi-parameter and bilinear representation theorems that we also present. One
corollary is the following two-weight estimate for bi-commutators.
1.2. Theorem. Suppose that Rd = Rd1 ×Rd2 and Ti is an ωi-CZO on Rdi , where ωi ∈ Dini3/2.
Let b : Rd → C, p ∈ (1,∞), µ, λ ∈ Ap(Rd) be bi-parameter weights and ν = µ1/pλ−1/p ∈
A2(R
d) be the associated bi-parameter Bloom weight. Then we have
‖[T1, [T2, b]]‖Lp(µ)→Lp(λ) . ‖b‖BMOprod(ν).
See the main text for the exact definitions. Notice that in Theorem 1.2 there are no bi-
parameter SIOs – however, the bi-parameter nature comes from the iterated nature of the
bi-commutator. Such Bloom style two-weight estimates have been one of themain recent
lines of development concerning commutators – see e.g. [1, 2, 33, 34, 38, 39, 41, 42] for a
non-exhaustive list. The above theorem is the result of [42] with mild kernel regularity.
The one-parameter kernels that we have seen thus far are singular when x = y. Bi-
parameter SIOs have kernels whose singularities are spread over the union of all hyper-
planes of the form xi = yi, where x, y ∈ Rd are written as x = (x1, x2), y = (y1, y2) ∈
Rd1 × Rd2 for a fixed partition d = d1 + d2. For x, y ∈ C = R × R, compare e.g. the one-
parameter Beurling kernel 1/(x−y)2 with the bi-parameter kernel 1/[(x1−y1)(x2−y2)] –
the product of Hilbert kernels in both coordinate directions. A bi-parameter T1 theorem
was first achieved by Journé [35], and recovered by one of us [46] through a bi-parameter
dyadic representation theorem. The multi-parameter extension of this is by Y. Ou [49].
Bi-parameter representation theorems continue to be one of the leading tools in bi-
parameter analysis – this is in part due to the mentioned lack of sparse domination
methods. For example, these methods have proved very fruitful in connection with bi-
parameter commutators and weighted analysis, see Holmes–Petermichl–Wick [34], Ou–
Petermichl–Strouse [50] and [41]. See also [1, 2]. In particular, the original bi-parameter
weighted estimates of Fefferman–Stein [24] and Fefferman [22, 23] were quite difficult in
the sense that reaching the natural Ap class instead of Ap/2 required an involved boot-
strapping argument. As noticed in [34] weighted bi-parameter estimateswithAp weights
are an easy corollary of representation theorems.
We prove a new version of the bi-parameter representation theorem [46] following the
modified shift idea. An inherent complication of bi-parameter analysis is the appear-
ance of certain hybrid combinations of shifts and paraproducts that are completely new
compared to the one-parameter case. They are even more complicated now that we are
using modified shifts instead of the regular shifts. Some corollaries of our bi-parameter
SIO theory include the weighted boundedness of bi-parameter CZOs with aDini1/2-type
continuity, and some commutator estimates with similarly mild kernel regularity. For
example, we prove the following.
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1.3. Theorem. Suppose that T is a bi-parameter (ω1, ω2)-CZO, where ωi ∈ Dini1/2. Then we
have
‖Tf‖Lp(w) . ‖f‖Lp(w)
and
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(w)→Lp(w) .
m∏
j=1
‖bj‖bmo
whenever p ∈ (1,∞) and w ∈ Ap is a bi-parameter weight. Under slightly higher kernel regu-
larity we have the Bloom version
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(µ)→Lp(λ) .
m∏
j=1
‖bj‖bmo(ν1/m),
whenever p ∈ (1,∞), µ, λ ∈ Ap are bi-parameter weights and ν := µ1/pλ−1/p.
An interesting technical feature of our commutator estimates is that to achieve them
we make certain arguments based onH1-BMO duality – which are abundant in modern
commutator estimates – very efficient.
Our last topic concerns the multilinear setting. A basic model of an n-linear SIO T in
Rd is obtained by setting
(1.4) T (f1, . . . , fn)(x) = U(f1 ⊗ · · · ⊗ fn)(x, . . . , x), x ∈ Rd, fi : Rd → C,
where U is a linear singular integral operator in Rnd. See e.g. Grafakos–Torres [20] for
the basic theory. Multilinear SIOs appear in applications ranging from partial differential
equations to complex function theory and ergodic theory. For example, Lp estimates
for the homogeneous fractional derivative Dαf = F−1(|ξ|αf̂(ξ)) of a product of two or
more functions – the fractional Leibniz rules – are used in the area of dispersive equations.
Such estimates descend from the multilinear Hörmander-Mihlin multiplier theorem of
Coifman-Meyer [7] – See e.g. Kato–Ponce [36] and Grafakos–Oh [19].
We will focus on the bilinear case n = 2 and prove a new bilinear representation
theorem involving the modified shifts. The previous bilinear representation is by some
of us together with K. Li and Y. Ou [44]. An n-linear representation theorem – even
in the operator-valued setting – is by some of us together with K. Li and F. Di Plinio
[15]. The bilinear theory involves delicate details – these finer details of the proofs of the
representation theorems appear to be converging to their final and most elegant form
and we are able to present a short argument. This also cleans up some technicalities of
[44]. In all of our settings it is possible to recover from our results – and this is most
difficult in the bilinear setting – an efficient representation of SIOs with the usual dyadic
shifts. This is because we ensure that we always use such modified operators that can be
split into a sum of shifts. See also [40, 43] for some recent bilinear bi-parameter theory
that is outside the focus of this article.
We still mention that a further major application of T1 type theorems concerns the
UMD-valued (for the basic theory see e.g. the books [30, 31]) extensions of SIOs. An
interesting question is to study if the framework ofmodified dyadic shifts could also lead
to a modern convenient proof of the results of Figiel [25, 26] concerning UMD-extensions
of SIOs with mild kernel regularity, and if, moreover, such techniques could be used to
extend the recent multilinear UMD-valued theory [14, 16]. We plan to return to this later.
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2. NOTATIONS AND PRELIMINARIES
Basic notation. Throughout this paper A . B means that A ≤ CB with some constant
C that we deem unimportant to track at that point. We write A ∼ B if A . B . A.
Dyadic notation. Given a dyadic grid D, I ∈ D and k ∈ Z, k ≥ 0, we use the following
notation:
(1) ℓ(I) is the side length of I .
(2) I(k) ∈ D is the kth parent of I , i.e., I ⊂ I(k) and ℓ(I(k)) = 2kℓ(I).
(3) ch(I) is the collection of the children of I , i.e., ch(I) = {J ∈ D : J (1) = I}.
(4) EIf = 〈f〉I1I is the averaging operator, where 〈f〉I =
ffl
I f =
1
|I|
´
I f .
(5) EI,kf is defined via
EI,kf =
∑
J∈D
J(k)=I
EJf.
(6) ∆If is the martingale difference ∆If =
∑
J∈ch(I)EJf − EIf .
(7) ∆I,kf is the martingale difference block
∆I,kf =
∑
J∈D
J(k)=I
∆Jf.
(8) PI,kf is the following sum of martingale difference blocks
PI,kf =
k∑
j=0
∆I,jf.
A fundamental fact is that we have the square function estimate
(2.1) ‖SDf‖Lp ∼ ‖f‖Lp , p ∈ (1,∞), SDf :=
(∑
I∈D
|∆If |2
)1/2
.
See e.g. [8, 10] for even weighted ‖SDf‖Lp(w) ∼ ‖f‖Lp(w), w ∈ Ap, square function
estimates and their history. A weight w (i.e. a locally integrable a.e. positive function)
belongs to the weight class Ap(R
d), 1 < p <∞, if
[w]Ap(Rd) := sup
Q
1
|Q|
ˆ
Q
w
(
1
|Q|
ˆ
Q
w1−p
′
)p−1
<∞,
where the supremum is taken over all cubes Q ⊂ Rd.
We will also have use for the Fefferman–Stein inequality∥∥∥(∑
k
|Mfk|2
)1/2∥∥∥
Lp
.
∥∥∥(∑
k
|fk|2
)1/2∥∥∥
Lp
, p ∈ (1,∞),
whereM is the Hardy–Littlewood maximal function. However, most of the time we can
make do with the lighter Stein’s inequality∥∥∥(∑
I∈D
|EIfI |2
)1/2∥∥∥
Lp
.
∥∥∥(∑
I∈D
|fI |2
)1/2∥∥∥
Lp
, p ∈ (1,∞).
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The distinction is relevant, for example, in UMD-valued analysis. We aim to always use
Stein’s inequality when possible for this reason. Weighted versions of these estimates are
also well-known.
For an interval J ⊂ Rwe denote by Jl and Jr the left and right halves of J , respectively.
We define h0J = |J |−1/21J and h1J = |J |−1/2(1Jl − 1Jr). Let now I = I1 × · · · × Id ⊂ Rd be
a cube, and define the Haar function hηI , η = (η1, . . . , ηd) ∈ {0, 1}d, by setting
hηI = h
η1
I1
⊗ · · · ⊗ hηdId .
If η 6= 0 the Haar function is cancellative: ´ hηI = 0. We exploit notation by suppressing
the presence of η, and write hI for some h
η
I , η 6= 0. Notice that for I ∈ D we have
∆If = 〈f, hI〉hI (where the finite η summation is suppressed), 〈f, hI〉 :=
´
fhI .
3. ONE-PARAMETER SINGULAR INTEGRALS
Singular integrals. A kernelK : Rd×Rd\{(x, y) ∈ Rd×Rd : x = y} → C is a ω-Calderón-
Zygmund kernel on Rd if we have
|K(x, y)| ≤ CK|x− y|d
and
|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ ω
( |x− x′|
|x− y|
) 1
|x− y|d
whenever |x − x′| ≤ |x − y|/2. Here ω is a modulus of continuity: an increasing and
subadditive function with ω(0) = 0. A relevant quantity is the modified Dini condition
(3.1) ‖ω‖Diniα :=
ˆ 1
0
ω(t)
(
1 + log
1
t
)α dt
t
, α ≥ 0.
3.2. Remark. In practice, the quantity (3.1) arises as follows:
∞∑
k=1
ω(2−k)kα =
∞∑
k=1
1
log 2
ˆ 2−k+1
2−k
ω(2−k)kα
dt
t
.
ˆ 1
0
ω(t)
(
1 + log
1
t
)αdt
t
.
An ω-singular integral operator (ω-SIO) is a linear operator T (initially defined, for ex-
ample, on bounded and compactly supported functions) so that there is an ω-Calderón-
Zygmund kernelK for which
〈Tf, g〉 =
¨
Rd×Rd
K(x, y)f(y)g(x) dy dx
whenever the functions f and g have disjoint supports. An ω-Calderón–Zygmund oper-
ator (ω-CZO) is an ω-SIO T , which satisfies the T1 conditions
‖T1‖BMO + ‖T ∗1‖BMO <∞
and the weak boundedness condition
‖T‖WBP := sup
I
|〈T1I , 1I〉|
|I| <∞.
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Here T ∗ is the linear adjoint of T . As is completely standard, the object T1 and its BMO
norm can easily be understood by defining the pairings 〈T1, aI〉 with the aid of kernel
representations and setting
‖T1‖BMO = sup |〈T1, aI〉||I| ,
where the supremum is over all cubes I ⊂ Rd and functions aI with aI = 1IaI , |aI | ≤ 1
and
´
aI = 0.
Model operators.
Modified shifts. We introduce the following new class of operators. A modified dyadic shift
Qk, k = 0, 1, . . ., in a dyadic grid D has the form
(3.3) 〈Qkf, g〉 =
∑
K∈D
∑
I(k)=J(k)=K
aIJK〈f, hI〉〈g,HI,J〉
or
〈Qkf, g〉 =
∑
K∈D
∑
I(k)=J(k)=K
aIJK〈f,HI,J〉〈g, hJ 〉,
where the constants aIJK satisfy
|aIJK | ≤ |I||K| =
|J |
|K| =
|I|1/2|J |1/2
|K|
and the functionsHI,J satisfy
(1) HI,J is supported on I ∪ J and constant on the children of I and J , i.e., we have
HI,J =
∑
L∈ch(I)∪ch(J)
bL1L, bL ∈ R,
(2) |HI,J | ≤ |I|−1/2 and
(3)
´
HI,J = 0.
In practice – in the representation theorem–wewill either have, if I 6= J , thatHI,J = h0J−
h0I or HI,J = h
0
I − h0J , and HI,I = hI , but this abstract form contains enough information
to bound the operators.
3.4. Proposition. There holds that
‖Qkf‖Lp .
√
k + 1‖f‖Lp , k ∈ {0, 1, 2, . . .}, p ∈ (1,∞).
Proof. The two different forms of Qk are clearly symmetrical so let us assume that Qk
takes the form (3.3). Let I, J and K be such that I(k) = J (k) = K . Since HI,J is constant
on the children of I and J there holds that 〈g,HI,J〉 = 〈EK,k+1g,HI,J〉. We have the
expansion
EK,k+1g = EKg + PK,kg
and the zero average ofHI,J overK implies that 〈EKg,HI,J〉 = 0. Thus, we have the key
property
(3.5) 〈g,HI,J〉 = 〈PK,kg,HI,J〉.
Also, there clearly holds that 〈f, hI〉 = 〈∆K,kf, hI〉.
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Now, we use the size estimates |aIJK | ≤ |I|/|K| and |hI |, |HI,J | ≤ |I|−1/2. This gives
that
|〈Qkf, g〉| ≤
∑
K∈D
∑
I(k)=J(k)=K
1
|K|
ˆ
I
|∆K,kf |
ˆ
I∪J
|PK,kg|.
There holds that
´
I∪J |PK,kg| ≤
´
I |PK,kg| +
´
J |PK,kg| and we split the estimate accord-
ingly into two parts.
First, we consider the part∑
K∈D
∑
I(k)=J(k)=K
1
|K|
ˆ
I
|∆K,kf |
ˆ
J
|PK,kg| =
∑
K∈D
〈|∆K,kf |〉K
ˆ
K
|PK,kg|
≤
∥∥∥( ∑
K∈D
〈|∆K,kf |〉2K1K
)1/2∥∥∥
Lp
∥∥∥( ∑
K∈D
|PK,kg|2
)1/2∥∥∥
Lp′
.
Stein’s inequality and the square function estimate (2.1) give that∥∥∥( ∑
K∈D
〈|∆K,kf |〉2K1K
)1/2∥∥∥
Lp
.
∥∥∥( ∑
K∈D
|∆K,kf |2
)1/2∥∥∥
Lp
=
∥∥∥(∑
I∈D
|∆If |2
)1/2∥∥∥
Lp
. ‖f‖Lp .
By Lemma 3.6 there holds that∥∥∥( ∑
K∈D
|PK,kg|2
)1/2∥∥∥
Lp′
.
√
k + 1‖g‖Lp′ .
Then we look at the remaining part∑
K∈D
∑
I(k)=J(k)=K
1
|K|
ˆ
I
|∆K,kf |
ˆ
I
|PK,kg| =
∑
K∈D
∑
I(k)=K
1
|I|
ˆ
I
|∆K,kf |
ˆ
I
|PK,kg|,
where we noticed that there is no dependence on J and wrote the sum over J as∑
J : J(k)=K
=
∑
J : J(k)=K
|J |
|I| =
|K|
|I| .
We now estimate∑
K∈D
∑
I(k)=K
1
|I|
ˆ
I
|∆K,kf |
ˆ
I
|PK,kg|
=
∑
K∈D
〈EK,k|∆K,kf |, |PK,kg|〉
≤
∥∥∥( ∑
K∈D
(EK,k|∆K,kf |)2
)1/2∥∥∥
Lp
∥∥∥( ∑
K∈D
|PK,kg|2
)1/2∥∥∥
Lp′
.
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The estimate related to g is again concluded with Lemma 3.6. The term related to f
satisfies∥∥∥( ∑
K∈D
(EK,k|∆K,kf |)2
)1/2∥∥∥
Lp
=
∥∥∥( ∑
K∈D
∑
I(k)=K
〈|∆K,kf |〉2I1I
)1/2∥∥∥
Lp
.
∥∥∥( ∑
K∈D
∑
I(k)=K
|∆K,kf |21I
)1/2∥∥∥
Lp
=
∥∥∥(∑
I∈D
|∆If |2
)1/2∥∥∥
Lp
. ‖f‖Lp .
The proof is finished. 
3.6. Lemma. Let p ∈ (1,∞). There holds that∥∥∥( ∑
K∈D
|PK,kf |2
)1/2∥∥∥
Lp
∼ √k + 1‖f‖Lp , k ∈ {0, 1, 2, . . .}.
Proof. If fi ∈ Lp then
(3.7)
∥∥∥( ∞∑
i=0
∑
I∈D
|∆Ifi|2
)1/2∥∥∥
Lp
∼
∥∥∥( ∞∑
i=0
|fi|2
)1/2∥∥∥
Lp
.
This can be proved by using random signs and the Kahane-Khinchine inequality (scalar-
and ℓ2-valued) or by extrapolating the correspondingweightedL2 version of (3.7), which
just follows from ‖SDf‖L2(w) ∼ ‖f‖L2(w), w ∈ A2. Recall that the classical extrapolation
theorem of Rubio de Francia says that if ‖h‖Lp0 (w) . ‖g‖Lp0 (w) for some p0 ∈ (1,∞) and
all w ∈ Ap0 , then ‖h‖Lp(w) . ‖g‖Lp(w) for all p ∈ (1,∞) and all w ∈ Ap.
LetK ∈ D. We have that ∑
I∈D
|∆IPK,kf |2 =
k∑
j=0
|∆K,jf |2.
Thus, (3.7) gives that∥∥∥( ∑
K∈D
|PK,kf |2
)1/2∥∥∥
Lp
∼
∥∥∥( ∑
K∈D
k∑
j=0
|∆K,jf |2
)1/2∥∥∥
Lp
=
∥∥∥( k∑
j=0
∑
I∈D
|∆If |2
)1/2∥∥∥
Lp
∼ √k + 1‖f‖Lp .

Modified shifts as sums of shifts. An ordinary dyadic shift Si,j as e.g. in [28, 29], i, j ∈
{0, 1, . . .}, has the form
〈Si,jf, g〉 =
∑
K∈D
∑
I(i)=J(j)=K
aIJK〈f, hI〉〈g, hJ 〉,
where
|aIJK | ≤ |I|
1/2|J |1/2
|K| .
That is, the more complicated functions HI,J do not appear – on the other hand, we do
not need to have i = j.
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These operators satisfy the uniform on i, j bound
‖Si,jf‖Lp . ‖f‖Lp , p ∈ (1,∞).
However, we need roughly k shifts to represent Qk as we will show soon in Lemma 3.8
– this is also noted in [21] somewhat differently. Of course, using this further represen-
tation of the operators Qk is not as efficient as the bound via Proposition 3.4. Therefore,
for the T1 type corollary (see Remark 3.12) it makes no sense to use this approach.
On the other hand, more involved estimates, such as bounds for the bi-commutator
[Qk1 , [b,Qk2 ]], can be difficult to carry out directly with the operatorsQk. Bounds via the
route of representing Qk using ordinary shifts still lead to the modified Dini condition
(3.1) with some α, and this is still quite efficient.
3.8. Lemma. Let Qk e.g. have the form (3.3). Then we have that
〈Qkf, g〉 =
k∑
j=0
(〈Sk−j,0f, g〉+ 〈Sk,jf, g〉).
Proof. By (3.5) we have that
〈g,HI,J〉 = 〈PK,kg,HI,J〉 =
k∑
j=0
∑
L(j)=K
〈∆Lg,HI,J〉 =
k∑
j=0
∑
L(j)=K
〈g, hL〉〈hL,HI,J〉.
Thus, we have
〈Qkf, g〉 =
∑
K
∑
I(k)=J(k)=K
aIJK〈f, hI〉〈g,HI,J 〉
=
k∑
j=0
∑
K
∑
L(j)=K
∑
I(k)=J(k)=K
aIJK〈hL,HI,J〉〈f, hI〉〈g, hL〉
=
k∑
j=0
∑
K
∑
L(j)=K
∑
I(k)=J(k)=K
aIJK〈hL, 1IHI,J〉〈f, hI〉〈g, hL〉
+
k∑
j=0
∑
K
∑
L(j)=K
∑
I(k)=J(k)=K
I 6=J
aIJK〈hL, 1JHI,J〉〈f, hI〉〈g, hL〉 =:
k∑
j=0
A1,j +
k∑
j=0
A2,j.
Notice that
A1,j =
∑
K
∑
L(j)=K
∑
I(k−j)=L
( ∑
J(k)=K
aIJK〈hL, 1IHI,J〉
)
〈f, hI〉〈g, hL〉,
where∑
J(k)=K
|aIJK〈hL, 1IHI,J〉| ≤
∑
J(k)=K
|J |
|K| |L|
−1/2|I|−1/2|I| = |I|
1/2
|L|1/2 =
|I|1/2|L|1/2
|L| ,
and so A1,j = 〈Sk−j,0f, g〉. Next, we have
A2,j =
∑
K
∑
I(k)=L(j)=K
( ∑
J(k−j)=L
I 6=J
aIJK〈hL, 1JHI,J〉
)
〈f, hI〉〈g, hL〉,
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where ∑
J(k−j)=L
|aIJK〈hL, 1JHI,J〉| ≤
∑
J(k−j)=L
|J |
|K| |L|
−1/2|I|−1/2|I| = |I|
1/2|L|1/2
|K| ,
and so A2,j = 〈Sk,jf, g〉. 
Paraproducts. A standard paraproduct π has the form
〈πf, g〉 =
∑
I∈D
aI〈f, hI〉〈g〉I or 〈πf, g〉 =
∑
I∈D
aI〈f〉I〈g, hI 〉,
where
(3.9) ‖(aI)‖BMO = sup
I0∈D
( 1
|I0|
∑
I⊂I0
|aI |2
)1/2 ≤ 1.
It is entirely standard that ‖πf‖Lp . ‖f‖Lp , p ∈ (1,∞). It is also trivial to prove this using
theH1-BMO duality
(3.10)
∑
I
|aI ||bI | . ‖(aI)‖BMO
∥∥∥(∑
I
|bI |2 1I|I|
)1/2∥∥∥
L1
.
See Wu [52] for even the weighted version (3.17) of the duality (3.10). Paraproducts
do not play a major role when it comes to kernel regularity questions as there is no
complexity involved – however, this will change when we get to bi-parameter SIOs.
The representation theorem. Let σ = (σi)i∈Z, where σ
i ∈ {0, 1}d. LetD0 be the standard
dyadic grid on Rd,
D0 := {2−k([0, 1)d +m) : k ∈ Z,m ∈ Zd}.
We define the new dyadic grid
Dσ =
{
I +
∑
i: 2−i<ℓ(I)
2−iσi : I ∈ D0
}
= {I + σ : I ∈ D0},
where we simply have defined I + σ := I +
∑
i: 2−i<ℓ(I) 2
−iσi. It is straightforward that
Dσ inherits the key nestedness property of D0: if I, J ∈ Dσ, then I ∩ J ∈ {I, J, ∅}.
Moreover, there is a natural product probability measure Pσ = P on ({0, 1}d)Z – this
gives us the notion of random dyadic grids σ 7→ Dσ over which we take the expectation
Eσ below.
3.11. Theorem. Suppose that T is an ω-CZO, where ω ∈ Dini1/2. Then we have
〈Tf, g〉
= C(CK + ‖ω‖Dini1/2 + ‖T1‖BMO + ‖T ∗1‖BMO + ‖T‖WBP)Eσ
∞∑
k=0
cd∑
u=0
ω(2−k)〈Vk,u,σf, g〉,
where Vk,u,σ is always either a modified shift Qk or a paraproduct π (this requires k = 0) in the
grid Dσ.
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3.12. Remark. The proof of the identity does not really use ‖ω‖Dini1/2 < ∞, but this is
needed to have a converging series taking into account the estimate of Proposition 3.4.
The T1 theorem saying that for an ω-CZO T , ω ∈ Dini1/2, we have
‖Tf‖Lp . ‖f‖Lp , p ∈ (1,∞),
follows.
Proof of Theorem 3.11. Write
〈Tf, g〉 = Eσ
( ∑
ℓ(I)<ℓ(J)
+
∑
ℓ(J)<ℓ(I)
+
∑
ℓ(I)=ℓ(J)
)
〈T∆If,∆Jg〉 = Eσ(Σ1,σ +Σ2,σ +Σ3,σ),
where I, J ∈ Dσ. We start with Σ1,σ. After collapsing the sum
∑
J : ℓ(I)<ℓ(J)∆Jg =∑
J : ℓ(J)=ℓ(I)EJg we have
Σ1,σ =
∑
ℓ(I)=ℓ(J)
〈T∆If,EJg〉 =
∑
m∈Zd
∑
I
〈T∆If, 1I+mℓ(I)〉〈g〉I+mℓ(I)
=
∑
m∈Zd\{0}
∑
I
〈T∆If, 1I+mℓ(I)〉
[〈g〉I+mℓ(I) − 〈g〉I]+∑
I
〈T ∗1, hI〉〈f, hI〉〈g〉I
= Σ′1,σ +Σ
′′
1,σ.
Notice that Σ′′1,σ is a paraproduct, so we only need to focus on Σ
′
1,σ.
As in [21] we say that I is k-good for k ≥ 2, I ∈ Dσ,good(k), if I ∈ Dσ satisfies
d(I, ∂I(k)) ≥ ℓ(I(k))/4 = 2k−2ℓ(I). Notice that by the independence of the position of
I and the k-goodness of I we have
EσΣ
′
1,σ = 2
dEσ
∞∑
k=2
∑
2k−3<|m|≤2k−2
∑
I∈Dσ,good(k)
〈T∆If, 1I+mℓ(I)〉
[〈g〉I+mℓ(I) − 〈g〉I ].
Indeed, this uses thementioned independence and the fact that P({σ : I+σ ∈ Dσ,good(k)}) =
2−d for all I ∈ D0. We fix σ again and notice that
∞∑
k=2
∑
2k−3<|m|≤2k−2
∑
I∈Dσ,good(k)
〈T∆If, 1I+mℓ(I)〉
[〈g〉I+mℓ(I) − 〈g〉I] = ∞∑
k=2
ω(2−k)〈Q˜kf, g〉,
where
(3.13) 〈Q˜kf, g〉 =
∑
2k−3<|m|≤2k−2
∑
I∈Dσ,good(k)
〈ThI , 1I+mℓ(I)〉
ω(2−k)|I|1/2 〈f, hI〉〈g, h
0
I+mℓ(I) − h0I〉.
The key fact is that (I +mℓ(I))(k) = I(k) =: K as |m| ≤ 2k−2 and I ∈ Dσ,good(k). Indeed,
notice that e.g. cI +mℓ(I) ∈ [I+mℓ(I)]∩K (so that [I+mℓ(I)]∩K 6= ∅which is enough)
as
d(cI +mℓ(I),K
c) ≥ d(cI ,Kc)− |m|ℓ(I) > d(I, ∂K)− |m|ℓ(I) ≥ 2k−2ℓ(I)− 2k−2ℓ(I) = 0.
After this we only need to prove that
|〈ThI , 1I+mℓ(I)〉|
ω(2−k)|I|1/2 .
|I|
|K|
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to see that Q˜kf = CQkf , where Qk is a modified shift with the right normalisation.
Suppose first that k ∼ 1 (so that |m| ∼ 1). Then by the size estimate we have the desired
bound
|〈ThI , 1I+mℓ(I)〉| . |I|−1/2
ˆ
CI\I
ˆ
I
dy dx
|x− y|d . |I|
1/2.
On the other hand, for large enough k we have |x − cI | & |m|ℓ(I) ∼ ℓ(K) for the center
cI of I and x ∈ I +mℓ(I), and so
|〈ThI , 1I+mℓ(I)〉| =
∣∣∣ˆ
I+mℓ(I)
ˆ
I
[K(x, y)−K(x, cI)]hI(y) dy dx
∣∣∣
.
ˆ
I+mℓ(I)
ˆ
I
ω(2−k)
1
|K| |I|
−1/2 = ω(2−k)
|I|
|K| |I|
1/2.
We are done with Σ1,σ and Σ2,σ is entirely symmetric.
For Σ3,σ we write
EσΣ3,σ = Eσ
∑
I
〈T∆If,∆Ig〉+ 2dEσ
∞∑
k=2
∑
2k−3<|m|≤2k−2
∑
I∈Dσ,good(k)
〈T∆If,∆I+mℓ(I)g〉.
The second term is handled like Σ′1,σ above but nowHI,I+mℓ(I) = hI+mℓ(I). The first term
is also of the desired form 〈Q0f, g〉with HI,I = hI – the estimate
|〈ThI , hI〉| ≤ |I|−1
∑
I′,I′′∈ch(I)
|〈T1I′ , 1I′′〉| . 1
uses the weak boundedness property to handle the case I ′ = I ′′. 
Bi-commutators. A weight w(x1, x2) (i.e. a locally integrable a.e. positive function) be-
longs to the bi-parameter weight class Ap(R
d1 × Rd2), 1 < p <∞, if
[w]Ap(Rd1×Rd2 ) := sup
R
1
|R|
ˆ
R
w
(
1
|R|
ˆ
R
w1−p
′
)p−1
<∞,
where the supremum is taken over R = I1 × I2 and each Ii ⊂ Rdi is a cube with sides
parallel to the axes. We simply call such R rectangles. Thus, this is the one-parameter
definition but cubes are replaced by rectangles.
We have
[w]Ap(Rd1×Rd2 ) <∞ iff max
(
ess sup
x1∈Rd1
[w(x1, ·)]Ap(Rd2 ), ess sup
x2∈Rd2
[w(·, x2)]Ap(Rd1 )
)
<∞,
and that
max
(
ess sup
x1∈Rd1
[w(x1, ·)]Ap(Rd2 ), ess sup
x2∈Rd2
[w(·, x2)]Ap(Rd1 )
) ≤ [w]Ap(Rd1×Rd2),
while the constant [w]Ap is dominated by the maximum to some power. For basic bi-
parameter weighted theory see e.g. [34].
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For a bi-parameter weight w ∈ A2(Rd1 × Rd2) and a locally integrable function b we
define the weighted product BMO norm
(3.14) ‖b‖BMOprod(w) = sup
D
sup
Ω
(
1
w(Ω)
∑
R∈D
R⊂Ω
|〈b, hR〉|2〈
w
〉
R
)1
2
,
where the supremum is over all dyadic grids Di on Rdi and D = D1 × D2, and over all
open sets Ω ⊂ Rd := Rd1 × Rd2 for which 0 < w(Ω) < ∞. The following theorem was
proved in [42] with ωi(t) = t
γi . It is the two-weight Bloom version of [11].
3.15. Theorem. Suppose that Ti is an ωi-CZO, where ωi ∈ Dini3/2. Let b : Rd → C, p ∈ (1,∞),
µ, λ ∈ Ap(Rd) be bi-parameter weights and ν = µ1/pλ−1/p ∈ A2(Rd) be the associated bi-
parameter Bloom weight. Then we have
‖[T1, [T2, b]]‖Lp(µ)→Lp(λ) . ‖b‖BMOprod(ν).
Proof. Let ‖b‖BMOprod(ν) = 1. By Theorem3.11we need to e.g. bound ‖[Qk1 , [Qk2 , b]]f‖Lp(λ).
It seems non-trivial to fully exploit the operatorsQk here andwe content on using Lemma
3.8 to reduce to bounding
k1∑
j1=0
k2∑
j2=0
‖[Sk1,j1 , [Sk2,j2 , b]]f‖Lp(λ)
and other similar terms, where e.g. instead of Sk1,j1 we may have Sk1−j1,0. Reaching
Dini1 would require replacing this step with a sharper estimate.
On page 11 of [42] it is recorded that
‖[Su1,v1 , [Su2,v2 , b]]f‖Lp(λ) . (1 + max(u1, v1))(1 + max(u2, v2))‖f‖Lp(µ).
Interestingly, this part of the argument can be improved: there actually holds that
(3.16) ‖[Su1,v1 , [Su2,v2 , b]]f‖Lp(λ) . (1 + max(u1, v1))1/2(1 + max(u2, v2))1/2‖f‖Lp(µ).
We will get back to this after completing the proof. Therefore, we have
k1∑
j1=0
k2∑
j2=0
‖[Sk1,j1 , [Sk2,j2 , b]]f‖Lp(λ) . (1 + k1)3/2(1 + k2)3/2‖f‖Lp(µ).
Handling the other terms of the shift expansion of [Qk1 , [Qk2 , b]] similarly, we get
‖[Qk1 , [Qk2 , b]]f‖Lp(λ) . (1 + k1)3/2(1 + k2)3/2‖f‖Lp(µ).
Controlling commutators like [Qk1 , [π, b]] similarly we get the claim.
We return to (3.16) now. Decompositions are very involved in the bi-commutator case,
and we prefer to give the idea of the improvement (3.16) by studying the simpler one-
parameter situation [b, Si,j], where Si,j is a one-parameter shift on R
d and b ∈ BMO(ν);
‖b‖BMO(ν) := sup
I⊂Rd cube
1
ν(I)
ˆ
I
|b− 〈b〉I | ∼ sup
D
sup
I0∈D
(
1
ν(I0)
∑
I∈D
I⊂I0
|〈b, hI 〉|2〈
ν
〉
I
)1
2
<∞.
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Here we only have use for the expression on the right-hand side, which is the analogue of
the bi-parameter definition (3.14). However, it is customary to define things as on the left-
hand side in this one-parameter situation. The equivalence follows from the weighted
John-Nirenberg [48]
sup
I⊂Rd cube
1
ν(I)
ˆ
I
|b− 〈b〉I | ∼ sup
I⊂Rd cube
( 1
ν(I)
ˆ
I
|b− 〈b〉I |2ν−1
)1/2
, ν ∈ A2.
Of course, one-parameter commutators [b, T ] can be handled even with Dini0, but e.g.
sparse domination proofs [38, 39] are restricted to one-parameter, unlike these decom-
positions. To get started, we define the one-parameter paraproducts (with some implicit
dyadic grid)
A1(b, f) =
∑
I
∆Ib∆If, A2(b, f) =
∑
I
∆IbEIf and A3(b, f) =
∑
I
EIb∆If.
By writing b =
∑
I ∆Ib and f =
∑
J ∆Jf , and collapsing sums such as 1I
∑
J : I(J ∆Jf =
EIf , we formally have
bf =
∑
I
∆Ib∆If +
∑
I(J
∆Ib∆Jf +
∑
J(I
∆Ib∆Jf =
3∑
k=1
Ak(b, f).
We now decompose the commutator as follows
[b, Si,j]f = bSi,jf − Si,j(bf)
=
2∑
k=1
Ak(b, Si,jf)−
2∑
k=1
Si,j(Ak(b, f)) + [A3(b, Si,jf)− Si,j(A3(b, f))].
We have the well-known fact that ‖Ak(b, f)‖Lp(λ) . ‖b‖BMO(ν)‖f‖Lp(µ) for k = 1, 2 – this
can be seen by using the weightedH1-BMO duality [52] (with aI = 〈b, hI〉)
(3.17)
∑
I
|aI ||bI | . ‖(aI)‖BMO(ν)
∥∥∥(∑
I
|bI |2 1I|I|
)1/2∥∥∥
L1(ν)
,
where
‖(aI)‖BMO(ν) = sup
I0∈D
(
1
ν(I0)
∑
I∈D
I⊂I0
|aI |2〈
ν
〉
I
) 1
2
.
Combining this with the well-known estimate ‖Si,jf‖Lp(w) . ‖f‖Lp(w) for all w ∈ Ap it
follows that∥∥∥ 2∑
k=1
Ak(b, Si,jf)−
2∑
k=1
Si,j(Ak(b, f))
∥∥∥
Lp(λ)
. ‖b‖BMO(ν)‖f‖Lp(µ).
The complexity dependence is coming from the remaining term
A3(b, Si,jf)− Si,j(A3(b, f)) =
∑
K
∑
I(i)=J(j)=K
[〈b〉J − 〈b〉I ]aIJK〈f, hI〉hJ .
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There are many ways to bound this, but the following way based on theH1-BMO duality
– and executed in the particular way that we do below – gives the best dependence that
we are aware of:
‖A3(b, Si,jf)− Si,j(A3(b, f))‖Lp(λ) . (1 + max(i, j))1/2‖b‖BMO(ν)‖f‖Lp(µ).
We write
〈b〉J − 〈b〉I = [〈b〉J − 〈b〉K ]− [〈b〉I − 〈b〉K ],
where we further write
〈b〉J − 〈b〉K =
∑
J(L⊂K
〈∆Lb〉J =
∑
J(L⊂K
〈b, hL〉〈hL〉J ,
and similarly for 〈b〉I − 〈b〉K . We dualize and e.g. look at∑
K
∑
I(i)=J(j)=K
∑
J(L⊂K
|〈b, hL〉|〈|hL|〉J |aIJK ||〈f, hI〉||〈g, hJ 〉|
=
∑
K
∑
L⊂K
ℓ(L)>2−jℓ(K)
|〈b, hL〉||L|−1/2
∑
I(i)=J(j)=K
J⊂L
|aIJK ||〈f, hI〉||〈g, hJ 〉|
. ‖b‖BMO(ν)
∑
K
ˆ ( ∑
L⊂K
ℓ(L)>2−jℓ(K)
1L
|L|2
[ ∑
I(i)=J(j)=K
J⊂L
|aIJK ||〈f, hI〉||〈g, hJ 〉|
]2)1/2
ν,
where we used the weightedH1-BMO duality. Here∑
I(i)=J(j)=K
J⊂L
|aIJK ||〈f, hI〉||〈g, hJ 〉| ≤ 1|K|
ˆ
K
|∆K,if |
ˆ
L
|∆K,jg|,
and we can bound∑
K
ˆ ( ∑
L⊂K
ℓ(L)>2−jℓ(K)
1L〈|∆K,if |〉2K〈|∆K,jg|〉2L
)1/2
ν
≤ j1/2
∑
K
ˆ
(M∆K,if)(M∆K,jg)ν
≤ j1/2
∥∥∥(∑
K
|M∆K,if |2
)1/2∥∥∥
Lp(µ)
∥∥∥(∑
K
|M∆K,jg|2
)1/2∥∥∥
Lp′ (λ1−p′ )
. j1/2‖f‖Lp(µ)‖g‖Lp′ (λ1−p′ ).
We are done with the one-parameter case – the bi-parameter case can be done similarly
by tweaking the proof in [42] using the above idea. 
3.18. Remark. The previous way to use theH1-BMO duality was to look at∑
K
∑
L⊂K
ℓ(L)=2−lℓ(K)
|〈b, hL〉||L|−1/2
∑
I(i)=J(j)=K
J⊂L
|aIJK ||〈f, hI〉||〈g, hJ 〉|,
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where l = 0, . . . , j − 1 is fixed, and to apply the H1-BMO duality to the whole K,L
summation. With l fixed this yields a uniform estimate, and there is also a curious ’extra’
cancellation present – we can even bound∑
I(i)=J(j)=K
J⊂L
|aIJK ||〈f, hI〉||〈g, hJ 〉| ≤ 1|K|
ˆ
K
|∆K,if |
ˆ
L
|g|,
that is, forget the∆K,j from g. Then it remains to sum over lwhich yields the dependence
j instead of j1/2. The way in our proof above is more efficient and we see that we utilize
all of the cancellation as well.
3.19. Remark. Of course, it is possible to handle higher order commutators, such as,
[T1, [T2, [b, T3]]]. An interesting question is can we have α = 1 instead of α = 3/2 by
somehow more carefully exploiting the operators Qk – this would appear to be the opti-
mal result obtainable by the current methods.
More multi-parameter commutator estimates appear in Section 4 below – the differ-
ence there is that even the singular integrals are allowed to be multi-parameter.
4. BI-PARAMETER SINGULAR INTEGRALS
Bi-parameter SIOs. Let Rd = Rd1 × Rd2 and consider a linear operator T on Rd. We
define what it means for T to be a bi-parameter SIO. Let ωi be a modulus of continuity
on Rdi . Let fj = f
1
j ⊗ f2j , j = 1, 2.
Full kernel representation. Here we assume that spt f i1∩ spt f i2 = ∅ for both i = 1 and i = 2.
In this case we demand that
〈Tf1, f2〉 =
ˆ
Rd
ˆ
Rd
K(x, y)f1(y)f2(x) dxdy,
where K : R2d \ {(x, y) ∈ R2d : x1 = y1 or x2 = y2} → C is a kernel satisfying a set of
estimates which we specify next. Note that this will imply kernel representations also
for T ∗1 , T
∗
2 and T
∗, where the partial adjoint T ∗1 is defined via 〈T ∗1 (f11 ⊗ f21 ), f12 ⊗ f22 )〉 =
〈T (f12 ⊗ f21 ), f11 ⊗ f22 )〉 and T ∗2 = (T ∗1 )∗. We denote their natural full kernels by K∗1 , K∗2
and K∗.
The kernelK is assumed to satisfy the size estimate
|K(x, y)| . 1|x1 − y1|d1
1
|x2 − y2|d2 ,
the Hölder estimate
|K(x, y)−K((x1, x′2), y)−K((x′1, x2), y) +K(x′, y)|
. ω1
( |x1 − x′1|
|x1 − y1|
) 1
|x1 − y1|d1 ω2
( |x2 − x′2|
|x2 − y2|
) 1
|x2 − y2|d2
whenever |x1 − x′1| ≤ |x1 − y1|/2 and |x2 − x′2| ≤ |x2 − y2|/2, and the mixed Hölder and
size estimates
|K(x, y)−K((x′1, x2), y)| . ω1
( |x1 − x′1|
|x1 − y1|
) 1
|x1 − y1|d1
1
|x2 − y2|d2
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whenever |x1 − x′1| ≤ |x1 − y1|/2 and
|K(x, y)−K((x1, x′2), y)| .
1
|x1 − y1|d1 ω2
( |x2 − x′2|
|x2 − y2|
) 1
|x2 − y2|d2
whenever |x2− x′2| ≤ |x2− y2|/2. These estimates are also assumed from the kernelsK∗1 ,
K∗2 andK
∗ (with some of these dual assumptions simply repeating the above estimates).
Partial kernel representations. Suppose now only that spt f11 ∩ spt f12 = ∅. Then we assume
that
〈Tf1, f2〉 =
ˆ
Rd1
ˆ
Rd1
Kf21 ,f22 (x1, y1)f
1
1 (y1)f
1
2 (x1) dx1 dy1,
whereKf21 ,f22 is an ω1-Calderón–Zygmund kernel with a constant depending on the fixed
functions f21 , f
2
2 . This means that we have the size condition
|Kf21 ,f22 (x1, y1)| ≤ C(f
2
1 , f
2
2 )
1
|x1 − y1|d1
and the Hölder estimate
|Kf21 ,f22 (x1, y1)−Kf21 ,f22 (x
′
1, y1)| ≤ C(f21 , f22 )ω1
( |x1 − x′1|
|x1 − y1|
) 1
|x1 − y1|d1
whenever |x1 − x′1| ≤ |x1 − y1|/2. The analogous Hölder estimate in the y1 slot is also
assumed. We assume the following T1 type control on the constant C(f21 , f
2
2 ). We have
C(1I2 , 1I2) + C(aI2 , 1I2) + C(1I2 , aI2) . |I2|
for all cubes I2 ⊂ Rd2 and all functions aI2 satisfying aI2 = 1I2aI2 , |aI2 | ≤ 1 and
´
aI2 = 0.
Analogous partial kernel representation is assumed when spt f21 ∩ spt f22 = ∅.
4.1. Definition. If T is a linear operator with full and partial kernel representations as
defined above, we call T a bi-parameter (ω1, ω2)-SIO.
Bi-parameter CZOs. We say that T satisfies the weak boundedness property if
|〈T (1I1 ⊗ 1I2), 1I1 ⊗ 1I2〉| . |I1||I2|
for all cubes Ii ⊂ Rdi .
An SIO T satisfies the diagonal BMO assumption if the following holds. For all cubes
Ii ⊂ Rdi and functions aIi with aIi = 1IiaIi , |aIi | ≤ 1 and
´
aIi = 0 we have
|〈T (aI1 ⊗ 1I2), 1I1 ⊗ 1I2〉|+ |〈T (1I1 ⊗ 1I2), aI1 ⊗ 1I2〉|
+ |〈T (1I1 ⊗ aI2), 1I1 ⊗ 1I2〉|+ |〈T (1I1 ⊗ 1I2), 1I1 ⊗ aI2〉| . |I1||I2|.
The product BMO space is originally by Chang and Fefferman [5, 6], and it is the
right bi-parameter BMO space for many considerations. Recall that we defined even the
weighted product BMO already in (3.14). An SIO T satisfies the product BMO assump-
tion if it holds S(1, 1) ∈ BMOprod for all the choices
S ∈ {T, T ∗1 , T ∗2 , T ∗}.
This can be interpreted in the sense that
‖S1‖BMOprod = sup
D1,D2
sup
Ω
( 1
|Ω|
∑
Ii∈D
i
I1×I2⊂Ω
|〈S1, hI1 ⊗ hI2〉|2
)1/2
<∞,
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where the supremum is over all dyadic gridsDi onRdi and open setsΩ ⊂ Rd = Rd1×Rd2
with 0 < |Ω| < ∞, and the pairings 〈S1, hI1 ⊗ hI2〉 can be defined, in a standard way,
using the kernel representations.
4.2. Definition. A bi-parameter (ω1, ω2)-SIO T satisfying the weak boundedness prop-
erty, the diagonal BMO assumption and the product BMO assumption is called a bi-
parameter (ω1, ω2)-Calderón–Zygmund operator ((ω1, ω2)-CZO).
General bi-parameter notation and basic operators. We denote a general dyadic grid in
Rdi by Di. We denote cubes in Di by Ii, Ji,Ki, etc.
If A is an operator acting on Rd1 , we can always let it act on the product space Rd =
Rd1 × Rd2 by setting A1f(x) = A(f(·, x2))(x1). Similarly, we use the notation A2f(x) =
A(f(x1, ·))(x2) ifA is originally an operator acting onRd2 . Our basic bi-parameter dyadic
operators – martingale differences and averaging operators – are obtained by simply
chaining together relevant one-parameter operators. For instance, a bi-parameter mar-
tingale difference is ∆Rf = ∆
1
I1
∆2I2f , R = I1 × I2. Bi-parameter estimates, such as the
square function bound ∥∥∥( ∑
Ii∈Di
|∆1I1∆2I2f |2
)1/2∥∥∥
Lp(w)
∼ ‖f‖Lp(w),
where w is a bi-parameter Ap weight, are easily obtained using vector-valued versions
of the corresponding one-parameter estimates. The required vector-valued estimates, on
the other hand, follow simply by extrapolating the obvious weighted L2(w) estimates.
When we integrate with respect to only one of the parameters we may e.g. write
〈f, hI1〉1(x2) :=
ˆ
Rd1
f(x1, x2)hI1(x1) dx1.
Bi-parameter model operators. As the bi-parameter CZOs are modelled after tensor
products, we expect that their representation by model operators should involve gener-
alisations ofQk1⊗Qk2 (a modified bi-parameter shift), ofQk1⊗π and π⊗Qk2 (a modified
partial paraproduct) and π ⊗ π (a bi-parameter full paraproduct).
A modified bi-parameter shift Qk1,k2 (with respect to a grid D = D1 × D2) takes the
form
(4.3) 〈Qk1,k2f, g〉 =
∑
K1,K2
∑
I
(k1)
1 =J
(k1)
1 =K1
I
(k2)
2 =J
(k2)
2 =K2
aI1J1K1I2J2K2〈f, hI1 ⊗ hI2〉〈g,HI1,J1 ⊗HI2,J2〉
or one of the three other possible forms, where hIi and HIi,Ji can be interchanged. Here
the coefficients are assumed to satisfy
|aI1J1K1I2J2K2 | ≤
|I1|
|K1|
|I2|
|K2|
and the functionsHIi,Ji are like in the one-parameter situation.
4.4. Proposition. For every p ∈ (1,∞) and bi-parameter Ap weight w we have
‖Qk1,k2f‖Lp(w) .
√
k1 + 1
√
k2 + 1‖f‖Lp(w), ki ∈ {0, 1, 2, . . .}.
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Proof. We give a sketch of the proof in the case that the shift is e.g. of the form
〈Qk1,k2f, g〉 =
∑
K1,K2
∑
I
(k1)
1 =J
(k1)
1 =K1
I
(k2)
2 =J
(k2)
2 =K2
aI1J1K1I2J2K2〈f, hI1 ⊗HI2,J2〉〈g,HI1,J1 ⊗ hJ2〉.
The argument is a bi-parameter version of Proposition 3.4. The weights do not addmuch
difficulty to the proof.
Wewrite for themoment thatϕK1,K2f := |∆1K1,k1P 2K2,k2f | and φK1,K2g := |P 1K1,k1∆2K2,k2g|.
First, (recall (3.5)) we estimate that
|〈Qk1,k2f, g〉|
≤
∑
K1,K2
∑
I
(k1)
1 =J
(k1)
1 =K1
I
(k2)
2 =J
(k2)
2 =K2
|I1|
|K1|
|I2|
|K2| 〈ϕK1,K2f, h
0
I1 ⊗ (h0I2 + h0J2)〉〈φK1,K2g, (h0I1 + h0J1)⊗ h0J2〉.
This is split into four terms according to the sums inside the pairings.
We demonstrate the estimate with the term∑
K1,K2
∑
I
(k1)
1 =J
(k1)
1 =K1
I
(k2)
2 =J
(k2)
2 =K2
|I1|
|K1|
|I2|
|K2| 〈ϕK1,K2f, h
0
I1 ⊗ h0J2〉〈φK1,K2g, h0I1 ⊗ h0J2〉,
which can be written as ∑
K1,K2
〈E1K1,k1E2K2,k2ϕK1,K2f, φK1,K2g〉.
This is dominated by∥∥∥( ∑
K1,K2
(E1K1,k1E
2
K2,k2 |∆1K1,k1P 2K2,k2f |)2
)1/2∥∥∥
Lp(w)
∥∥∥( ∑
K1,K2
|P 1K1,k1∆2K2,k2g|2
)1/2∥∥∥
Lp′ (w1−p′ )
.
From here the proof is finished by usingweighted Stein’s inequality andweighted square
function estimates. 
Amodified partial paraproduct Uk1 with the paraproduct component on R
d2 takes the
form
(4.5) 〈Uk1f, g〉 =
∑
K1,K2
∑
I
(k1)
1 =J
(k1)
1 =K1
aI1J1K1K2〈f, hI1 ⊗ hK2〉
〈
g,HI1,J1 ⊗
1K2
|K2|
〉
or one of the three other possible forms, where hI1 and HI1,J1 can be interchanged and
hK2 and 1K2/|K2| can be interchanged. Here the coefficients are assumed to satisfy
‖(aI1J1K1K2)K2‖BMO ≤
|I1|
|K1|
for every fixed I1, J1,K1 satisfying I
(k1)
1 = J
(k1)
1 = K1 (see (3.9) for the definition of the
BMO norm). A partial paraproduct with the paraproduct component on Rd1 takes the
symmetric form.
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4.6. Proposition. For every p ∈ (1,∞) and bi-parameter Ap weight w we have
‖Uk1f‖Lp(w) .
√
k1 + 1‖f‖Lp(w), k1 ∈ {0, 1, 2, . . .}.
Proof. We assume that Uk1 is of the form (4.5). The other forms are handled in the same
way. From the one-parameterH1-BMO duality (3.10) we have that
|〈Uk1f, g〉|
.
∑
K1
∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1|
ˆ
Rd2
(∑
K2
∣∣∣〈f, hI1 ⊗ hK2〉〈g,HI1,J1 ⊗ 1K2|K2|
〉∣∣∣2 1K2|K2|
)1/2
≤
∑
K1
∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1|
ˆ
Rd2
SD2〈f, hI1〉1MD2〈g,HI1,J1〉1.
(4.7)
HereMD2 is the dyadic maximal function.
Notice that we have
SD2〈f, hI1〉1 = SD2〈∆1K1,k1f, hI1〉1 ≤ 〈S2D2∆1K1,k1f, h0I1〉1.
By (3.5) we have 〈g,HI1,J1〉1 = 〈P 1K1,k1g,HI1,J1〉1 and thus
MD2〈g,HI1,J1〉1 ≤ 〈M2D2P 1K1,k1g, h0I1 + h0J1〉1 = 〈M2D2P 1K1,k1g, h0I1〉1 + 〈M2D2P 1K1,k1g, h0J1〉1.
We split the main estimate into two according to this last sum.
First, we consider the part
(4.8)
∑
K1
ˆ
Rd2
∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1| 〈S
2
D2∆
1
K1,k1f, h
0
I1〉1〈M2D2P 1K1,k1g, h0I1〉1.
FixK1 and notice that∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1| 〈S
2
D2∆
1
K1,k1f, h
0
I1〉1〈M2D2P 1K1,k1g, h0I1〉1
=
∑
I
(k1)
1 =K1
〈S2D2∆1K1,k1f〉I1,1〈M2D2P 1K1,k1g, 1I1〉1 = 〈E1K1,k1S2D2∆1K1,k1f,M2D2P 1K1,k1g〉1.
Using the last identity gives that
(4.8) =
∑
K1
ˆ
Rd
(E1K1,k1S
2
D2∆
1
K1,k1f)(M
2
D2P
1
K1,k1g)
≤
∥∥∥(∑
K1
(E1K1,k1S
2
D2∆
1
K1,k1f)
2
)1/2∥∥∥
Lp(w)
∥∥∥(∑
K1
(M2D2P
1
K1,k1g)
2
)1/2∥∥∥
Lp′ (w1−p′)
.
From here the estimate can be concluded by using weighted versions of Stein’s inequal-
ity, square function estimates and Fefferman–Stein inequality. Notice that the estimate
related to g produces the factor
√
k1 + 1.
Next, we consider the remaining part
(4.9)
∑
K1
ˆ
Rd2
∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1| 〈S
2
D2∆
1
K1,k1f, h
0
I1〉1〈M2D2P 1K1,k1g, h0J1〉1
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of the main estimate. This time there holds that∑
I
(k1)
1 =J
(k1)
1 =K1
|I1|
|K1| 〈S
2
D2∆
1
K1,k1f, h
0
I1〉1〈M2D2P 1K1,k1g, h0J1〉1
= 〈S2D2∆1K1,k1f〉K1,1〈M2D2P 1K1,k1g, 1K1〉1.
This gives that
(4.9) =
∑
K1
ˆ
Rd
〈S2D2∆1K1,k1f〉K1,1M2D2P 1K1,k1g
≤
∥∥∥(∑
K1
1K1 ⊗ 〈S2D2∆1K1,k1f〉2K1,1
)1/2∥∥∥
Lp(w)
∥∥∥(∑
K1
(M2D2P
1
K1,k1g)
2
)1/2∥∥∥
Lp′(w1−p′ )
.
From here the estimate can be finished as above.

A full paraproduct Π takes the form
〈Πf, g〉 =
∑
K1,K2
aK1K2
〈
f, hK1 ⊗
1K2
|K2|
〉〈
g,
1K1
|K1| ⊗ hK2
〉
,
or one of the three other possible forms, where hKi and 1Ki/|Ki| can be interchanged.
The coefficients are assumed to satisfy
‖(aK1K2)‖BMOprod = sup
Ω
( 1
|Ω|
∑
K1×K2⊂Ω
|aK1K2 |2
)1/2
,
where the supremum is over open sets Ω ⊂ Rd = Rd1 × Rd2 with 0 < |Ω| < ∞. It is
entirely standard that ‖Πf‖Lp(w) . ‖f‖Lp(w)whenever p ∈ (1,∞) andw is a bi-parameter
Ap weight. While the product BMO is a very complicated space, it is not so hard to deal
with in practice. This is due to the fact that the following bi-parameter H1-BMO duality
(a weighted version appears in Proposition 4.1 of [34])∑
K1,K2
|aK1K2 ||bK1K2 | . ‖(aK1K2)‖BMOprod
∥∥∥( ∑
K1,K2
|bK1K2 |2
1K1×K2
|K1 ×K2|
)1/2∥∥∥
L1
holds – using this it is e.g. easy to see the weighted boundedness of the full paraproducts.
See for instance [34].
Comparison to the usual model operators. A bi-parameter shift Si2,j2i1,j1 takes the form
〈Si2,j2i1,j1f, g〉 =
∑
K1,K2
∑
I
(i1)
1 =J
(j1)
1 =K1
I
(i2)
2 =J
(j2)
2 =K2
aI1J1K1I2J2K2〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉,
where
|aI1J1K1I2J2K2 | ≤
|I1|1/2|J1|1/2
|K1|
|I2|1/2|J2|1/2
|K2| .
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A partial paraproductWi1,j1 with the paraproduct component on R
d2 takes the form
(4.10) 〈Wi1,j1f, g〉 =
∑
K1,K2
∑
I
(i1)
1 =J
(j1)
1 =K1
aI1J1K1K2〈f, hI1 ⊗ hK2〉
〈
g, hJ1 ⊗
1K2
|K2|
〉
or the symmetric form, where hK2 and 1K2/|K2| are interchanged. Here the coefficients
are assumed to satisfy
‖(aI1J1K1K2)K2‖BMO ≤
|I1|1/2|J1|1/2
|K1| .
The following is the bi-parameter analogue of Lemma 3.8. We omit the proof as it is
essentially the same.
4.11. Lemma. Let the modified shift Qk1,k2 e.g. have the form (4.3). Then we have that
〈Qk1,k2f, g〉 =
k1∑
j1=0
k2∑
j2=0
(〈Sk2−j2,0k1−j1,0f, g〉+ 〈Sk2,j2k1−j1,0f, g〉+ 〈Sk2−j2,0k1,j1 f, g〉+ 〈Sk2,j2k1,j1f, g〉).
Let the modified partial paraproduct Uk1 e.g. have the form (4.5). Then we have that
〈Uk1f, g〉 =
k1∑
j1=0
(〈Wk1−j1,0f, g〉+ 〈Wk1,j1f, g〉).
Bi-parameter representation theorem. We set
σ = (σ1, σ2) ∈ ({0, 1}d1 )Z × ({0, 1}d2 )Z, σi = (σki )k∈Z,
and denote the expectation over the product probability space by
Eσ = Eσ1Eσ2 = Eσ2Eσ1 =
¨
dPσ1 dPσ2 .
We also set D0 = D10 × D20, where Di0 is the standard dyadic grid of Rdi . As in the one-
parameter case we use the notation
Ii + σi := Ii +
∑
k: 2−k<ℓ(Ii)
2−kσki , Ii ∈ Di0.
Given σ = (σ1, σ2) and R = I1 × I2 ∈ D0 we set
R+ σ = (I1 + σ1)× (I2 + σ2) and Dσ = {R+ σ : R ∈ D0} = Dσ1 ×Dσ2 .
4.12. Theorem. Suppose that T is a bi-parameter (ω1, ω2)-CZO, where ωi ∈ Dini1/2. Then we
have
〈Tf, g〉 = CEσ
∑
k=(k1,k2)∈N2
cd∑
u=0
ω1(2
−k1)ω2(2
−k2)〈Vk,u,σf, g〉,
where Vk,u,σ is always either a modified bi-parameter shift Qk1,k2 , a modified partial paraproduct
Uk1 or Uk2 (this requires k1 = 0 or k2 = 0) or a full paraproduct (this requires k = 0) in the grid
Dσ.
4.13. Remark. We do not write the dependence of the constant C on the various kernel
and T1 assumptions as explicitly as in the one-parameter case, but the dependence is
analogous.
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Proof of Theorem 4.12. We expand 〈Tf, g〉 in the form
〈Tf, g〉 = Eσ
( ∑
ℓ(I1)<ℓ(J1)
+
∑
ℓ(I1)>ℓ(J1)
+
∑
ℓ(I1)=ℓ(J1)
)
( ∑
ℓ(I2)<ℓ(J2)
+
∑
ℓ(I2)>ℓ(J2)
+
∑
ℓ(I2)=ℓ(J2)
)
〈T∆1I1∆2I2f,∆1J1∆2J2g〉,
(4.14)
where Ii, Ji ∈ Dσi . We start dealing with one of the appearing terms
Σ<,>,σ :=
∑
ℓ(I1)<ℓ(J1)
∑
ℓ(I2)>ℓ(J2)
〈T∆1I1∆2I2f,∆1J1∆2J2g〉
=
∑
ℓ(I1)=ℓ(J1)
∑
ℓ(I2)=ℓ(J2)
〈T∆1I1E2I2f,E1J1∆2J2g〉
=
∑
m1∈Zd1
m2∈Zd2
∑
I1,I2
〈T∆1I1E2I2+m2ℓ(I2)f,E1I1+m1ℓ(I1)∆2I2g〉.
We further write Σ<,>,σ = Σ
′
<,>,σ +Σ
′′
<,>,σ +Σ
′′′
<,>,σ +Σ
′′′′
<,>,σ, where
Σ′<,>,σ :=
∑
m1∈Zd1\{0}
m2∈Zd2\{0}
∑
I1,I2
〈
T ([〈∆1I1f〉I2+m2ℓ(I2),2 − 〈∆1I1f〉I2,2]⊗ 1I2+m2ℓ(I2)),
1I1+m1ℓ(I1) ⊗ [〈∆2I2g〉I1+m1ℓ(I1),1 − 〈∆2I2g〉I1,1]
〉
,
Σ′′<,>,σ :=
∑
m1∈Zd1\{0}
∑
I1,I2
〈
T (〈∆1I1f〉I2,2 ⊗ 1Rd2 ),
1I1+m1ℓ(I1) ⊗ [〈∆2I2g〉I1+m1ℓ(I1),1 − 〈∆2I2g〉I1,1]
〉
,
Σ′′′<,>,σ :=
∑
m2∈Zd2\{0}
∑
I1,I2
〈
T ([〈∆1I1f〉I2+m2ℓ(I2),2 − 〈∆1I1f〉I2,2]⊗ 1I2+m2ℓ(I2)),
1Rd1 ⊗ 〈∆2I2g〉I1,1
〉
and
Σ′′′′<,>,σ :=
∑
I1,I2
〈
T (〈∆1I1f〉I2,2 ⊗ 1Rd2 ), 1Rd1 ⊗ 〈∆2I2g〉I1,1
〉
.
Notice that
Σ′′′′<,>,σ =
∑
I1,I2
〈T ∗1 1, hI1 ⊗ hI2〉
〈
f, hI1 ⊗
1I2
|I2|
〉〈
g,
1I1
|I1| ⊗ hI2
〉
is a full paraproduct, so that we only have to deal with Σ′<,>,σ, Σ
′′
<,>,σ and Σ
′′′
<,>,σ.
We write EσΣ
′′
<,>,σ similarly as in the proof of Theorem 3.11 in the form
2d1Eσ
∞∑
k1=2
ω1(2
−k1)
∑
2k1−3<|m1|≤2k1−2
∑
I1∈Dσ1,good(k1)
I2∈Dσ2
〈T (hI1 ⊗ 1Rd2 ), 1I1+m1ℓ(I1) ⊗ hI2〉
ω1(2−k1)|I1|1/2
〈
f, hI1 ⊗
1I2
|I2|
〉
〈g, [h0I1+m1ℓ(I1) − h0I1 ]⊗ hI2〉.
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As we know from the proof of Theorem 3.11 that here (I1+m1ℓ(I1))
(k1) = I
(k1)
1 =: K1, to
realize that this is a modified partial paraproduct we only need to show that
‖(〈T (hI1 ⊗ 1Rd2 ), 1I1+m1ℓ(I1) ⊗ hI2〉)I2∈Dσ2‖BMO . ω1(2−k1)|I1|1/2
|I1|
|K1|
with fixed I1 andm1 as above. For this, it is enough to fix a cube I2 ⊂ Rd2 and show that
(4.15) |〈T (hI1 ⊗ 1Rd2 ), 1I1+m1ℓ(I1) ⊗ aI2〉| . ω1(2−k1)|I1|1/2
|I1|
|K1| |I2|
whenever aI2 = 1I2aI2 , |aI2 | ≤ 1 and
´
aI2 = 0.
To prove (4.15) we first estimate
|〈T (hI1 ⊗ 1Rd2 ), 1I1+m1ℓ(I1) ⊗ aI2〉|
≤ |〈T (hI1 ⊗ 1CI2), 1I1+m1ℓ(I1) ⊗ aI2〉|+ |〈T (hI1 ⊗ 1(CI2)c), 1I1+m1ℓ(I1) ⊗ aI2〉| := B1 +B2.
Suppose first that k1 is large enough so that |x1 − cI1 | & |m1|ℓ(I1) ∼ ℓ(K1) for the center
cI1 of I1 and x1 ∈ I1 +m1ℓ(I1). Using that
´
hI1 = 0 and
´
aI2 = 0 we write
B2 =
∣∣∣¨
(I1+m1ℓ(I1))×I2
¨
I1×(CI2)c
W (x, y)hI1(y1)aI2(x2) dy dx
∣∣∣,
where
W (x, y) = K(x, y)−K((x, cI2), y)−K(x, (cI1 , y2)) +K((x, cI2), (cI1 , y2)).
We have by the Hölder estimate of the full kernel that here
|W (x, y)| . ω1(2−k1) 1|K1|ω2
( |x2 − cI2 |
|y2 − cI2 |
) 1
|y2 − cI2 |d2
.
This gives that
|B2| . ω1(2−k1)|I1|1/2 |I1||K1|
ˆ
I2
ˆ
(CI2)c
ω2
( |x2 − cI2 |
|y2 − cI2 |
) 1
|y2 − cI2 |d2
dy2 dx2
. ω1(2
−k1)|I1|1/2 |I1||K1|
ˆ
I2
∞∑
k2=1
ω2(2
−k2) dx2 . ω1(2
−k1)|I1|1/2 |I1||K1| |I2|.
We now prove the same bound for |B1| in the case that k1 is large enough:
|B1| =
∣∣∣ ˆ
I1+m1ℓ(I1)
ˆ
I1
[K1CI2 ,aI2 (x1, y1)−K1CI2 ,aI2 (x1, cI1)]hI1(y1) dy1 dx1
∣∣∣
. ω1(2
−k1)|I1|1/2 |I1||K1|C(1CI2 , aI2) . ω1(2
−k1)|I1|1/2 |I1||K1| |I2|.
Next, we assume that k1 ∼ 1 so that |m1| ∼ 1. This time we have by the mixed Hölder
and size estimate of the full kernelK that
B2 =
∣∣∣¨
(I1+m1ℓ(I1))×I2
¨
I1×(CI2)c
[K(x, y)−K((x, cI2), y)]hI1(y1)aI2(x2) dy dx
∣∣∣
.
(
|I1|−1/2
ˆ
CI1\I1
ˆ
I1
dy1 dx1
|x1 − y1|d1
)( ˆ
I2
ˆ
(CI2)c
ω2
( |x2 − cI2 |
|y2 − cI2 |
) 1
|y2 − cI2 |d2
dy2 dx2
)
. |I1|1/2|I2|,
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which is the desired bound in this situation. For B1 we have
|B1| =
∣∣∣ ˆ
I1+m1ℓ(I1)
ˆ
I1
K1CI2 ,aI2 (x1, y1)hI1(y1) dy1 dx1
∣∣∣
.
(
|I1|−1/2
ˆ
CI1\I1
ˆ
I1
dy1 dx1
|x1 − y1|d1
)
C(1CI2 , aI2) . |I1|1/2|I2|.
We are done with the proof of (4.15), and thus done showing that
EσΣ
′′
<,>,σ = CEσ
∞∑
k1=2
ω1(2
−k1)〈Qk1,σf, g〉,
where Qk1,σ is a modified partial paraproduct with the paraproduct component on R
d2 .
The term Σ′′′<,>,σ is symmetric. Moreover, with similar but slightly simpler arguments (as
there are no BMO considerations) we can show that
EσΣ
′
<,>,σ = CEσ
∞∑
k1=2
∞∑
k2=2
ω1(2
−k1)ω2(2
−k2)〈Qk1,k2,σf, g〉,
where Qk1,k2,σ is a modified bi-parameter shift.
Thus, we have controlled one of the nine terms appearing in the decomposition (4.14).
However, clearly the terms Σ<,<,σ, Σ>,>,σ and Σ>,<,σ (with the obvious definitions) can
be handled completely analogously. If there is an equality in one (or both) of the pa-
rameters, we resort to arguments as in the end of the proof of Theorem 3.11. We are
done. 
4.16. Corollary. Suppose that T is a bi-parameter (ω1, ω2)-CZO, where ωi ∈ Dini1/2. Then
‖Tf‖Lp(w) . ‖f‖Lp(w)
whenever p ∈ (1,∞) and w ∈ Ap is a bi-parameter weight.
Commutators. For a weight w on Rd := Rd1 × Rd2 we say that a locally integrable func-
tion b : Rd → C belongs to the weighted little BMO space bmo(w) if
‖b‖bmo(w) := sup
R
1
w(R)
ˆ
R
|b− 〈b〉R| <∞,
where the supremum is over rectangles R = I1 × I2 ⊂ Rd. If w = 1 we denote the
unweighted little BMO space by bmo. There holds that
(4.17) ‖b‖bmo(w) ∼ max
(
ess sup
x1∈Rd1
‖b(x1, ·)‖BMO(w(x1,·)), ess sup
x2∈Rd2
‖b(·, x2)‖BMO(w(·,x2))
)
,
see [34]. Here BMO(w(x1, ·)) and BMO(w(·, x2)) are the one-parameter weighted BMO
spaces. For example,
‖b(x1, ·)‖BMO(w(x1,·)) := sup
I2
1
w(x1, ·)(I2)
ˆ
I2
|b(x1, y2)− 〈b(x1, ·)〉I2 |dy2,
where the suprermum is over cubes I2 ⊂ Rd2 .
We first record the following one-weight estimate, which works with the Dini1/2 as-
sumption.
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4.18. Theorem. Suppose that T is a bi-parameter (ω1, ω2)-CZO, where ωi ∈ Dini1/2. Then for
all p ∈ (1,∞) and all bi-parameter Ap weights w we have
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(w)→Lp(w) .
m∏
j=1
‖bj‖bmo.
Proof. The claim follows fromCorollary 4.16 by the well-knownCauchy trick [9] for com-
mutators. Here it is key that Corollary 4.16 is a weighted estimate, even if we would just
be interested in the unweighted estimate for the commutator. Equally important is that
the BMO space bmo is a simple one here – it behaves like the one-parameter BMO.
We give the details for the reader’s convenience. Some tricks regarding the fact that
here we have different functions b1, . . . , bm (instead of b = b1 = · · · = bm) are taken from
[17]. For z = (z1, . . . , zm) ∈ Cm define the operator
F (z)f = exp
( m∑
j=1
bjzj
)
T
(
exp
(
−
m∑
j=1
bjzj
)
f
)
.
Next, we write
[bm, · · · [b2, [b1, T ]] · · · ] = ∂z1 · · · ∂zmF (0) = C
˛
· · ·
˛
F (z)
dz1 · · · dzm
z21 · · · z2m
,
where each integral is over some closed path around the origin in the corresponding
variable. Of course, here we used the Cauchy integral formula. It follows that, for any
δ1, . . . , δm, we have
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(w)→Lp(w)
.
˛
|z1|=δ1
· · ·
˛
|zm|=δm
‖F (z)‖Lp(w)→Lp(w)
|dz1| · · · |dzm|
|z1|2 · · · |zm|2
≤
˛
|z1|=δ1
· · ·
˛
|zm|=δm
‖T‖Lp(exp(pRe(∑mj=1 bjzj))w)→Lp(exp(pRe(∑mj=1 bjzj))w)
|dz1| · · · |dzm|
δ21 · · · δ2m
.
˛
|z1|=δ1
· · ·
˛
|zm|=δm
C
([
exp
(
pRe
( m∑
j=1
bjzj
))
w
]
Ap
) |dz1| · · · |dzm|
δ21 · · · δ2m
,
where C is increasing and we used Corollary 4.16.
Now, it remains to choose the radii δ1, . . . , δm intelligently. This is based on the follow-
ing standard fact. There is an ǫ (depending only on p and d) so that
(4.19) [eRe(bz)w]Ap ≤ C([w]Ap)
whenever z ∈ C satisfies
|z| ≤ ǫ
(w)Ap‖b‖bmo
, (w)Ap := max([w]Ap , [w
1−p′ ]Ap′ ) = [w]
max(1,p′−1)
Ap
.
This follows from Lemma 2.1 of [27], which is the above statement with the usual BMO
and one-parameter weights w, and the right-hand side of (4.19) can even be replaced
with Cp,d[w]Ap . Indeed, simply notice that
[eRe(bz)w]Ap
. max
(
ess sup
x1∈Rd1
[eRe(b(x1,·)z)w(x1, ·)]Ap(Rd2 ), ess sup
x2∈Rd2
[eRe(b(·,x2)z)w(·, x2)]Ap(Rd1 )
)γ
,
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where e.g. by Lemma 2.1 of [27] we have
[eRe(b(x1,·)z)w(x1, ·)]Ap(Rd2 ) . [w(x1, ·)]Ap(Rd2 ) ≤ [w]Ap
whenever
|z| ≤ ǫ
(w(x1, ·))Ap(Rd2 )‖b(x1, ·)‖BMO(Rd2 )
.
It remains to notice that
(w)Ap‖b‖bmo & (w(x1, ·))Ap(Rd2 )‖b(x1, ·)‖BMO(Rd2 ).
For a suitable ǫwe then set
δ1 =
ǫ
(w)Ap‖b1‖bmo
.
For j ≥ 2we define recursively
δj =
ǫ
sup|z1|=δ1,...,|zj−1|=δj−1
(
exp
(
pRe
(∑j−1
k=1 bkzk
))
w
)
Ap
‖bj‖bmo
.
By iterating (4.19) we see that[
exp
(
pRe
( m∑
j=1
bjzj
))
w
]
Ap
. C([w]Ap)
if |zj | = δj for all j = 1, . . . ,m. We now get that
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(w)→Lp(w) . C([w]Ap)
1
δ1 · · · δm . C([w]Ap)
m∏
j=1
‖bj‖bmo.

The following theorem was proved in [41] with ωi(t) = t
γi . The first order case [b, T ]
appeared before in [34]. This two-weight Bloom case requires a proof based on the analy-
sis of the commutators of model operators, and this requires a higher α in the Diniα than
what is required in Theorem 4.18, which is based on the Cauchy trick and Corollary 4.16.
See also [42] for the optimality of the space bmo(ν1/m) in the case b1 = · · · = bm = b.
4.20. Theorem. Let p ∈ (1,∞), µ, λ ∈ Ap be bi-parameter weights and ν := µ1/pλ−1/p.
Suppose that T is a bi-parameter (ω1, ω2)-CZO andm ∈ N. Then we have
‖[bm, · · · [b2, [b1, T ]] · · · ]‖Lp(µ)→Lp(λ) .
m∏
i=1
‖bi‖bmo(ν1/m)
if one of the following conditions holds:
(1) T is paraproduct free and ωi ∈ Dinim/2+1;
(2) m = 1 and ωi ∈ Dini3/2;
(3) ωi ∈ Dinim+1.
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Proof. The proof is similar in spirit to that of Theorem 3.15. We use Lemma 4.11 and
estimates for the commutators of the usual bi-parameter model operators. If we use the
bounds from [41] directly, we e.g. immediately get
‖[bm, · · · [b2,[b1, Qk1,k2 ]] · · · ]‖Lp(µ)→Lp(λ)
. (1 + k1)(1 + k2)(1 +max(k1, k2))
m
m∏
i=1
‖bi‖bmo(ν1/m).
(4.21)
Similarly, we can read an estimate for all the other model operators from [41]. This gives
us the result under the higher regularity assumption (3). Indeed,when using the estimate
(4.21) in connection with the representation theorem one ends up with the series
∞∑
k1=0
∞∑
k2=0
ω1(2
−k1)ω2(2
−k2)(1 + k1)(1 + k2)(1 + max(k1, k2))
m.
We split this into two according to whether k1 ≤ k2 or k1 > k2 and, for example, there
holds that
∞∑
k1=0
ω1(2
−k1)(1 + k1)
∞∑
k2=k1
ω2(2
−k2)(1 + k2)
m+1 .
∞∑
k1=0
ω1(2
−k1)(1 + k1)‖ω2‖Dinim+1
. ‖ω1‖Dini1‖ω2‖Dinim+1 .
The first order case m = 1 (assumption (2)) with the desired regularity follows as the
papers [1, 2, 34] dealing with commutators of the form [T1, [T2, . . . [b, Tk]]], where each
Tk can be multi-parameter, include the proof of the first order case with the H
1-BMO
duality strategy. And this strategy can be improved to give the additional square root
save as in Theorem 3.15.
Form ≥ 2 the new square root save becomes tricky. The paper [41] is not at all based
on theH1-BMO duality strategy onwhich this save is based on (see the proof of Theorem
3.15). We can improve the strategy of [41] for shifts. Thus, we are able to make the square
root save for paraproduct free T (assumption (1)). By this wemean that (both partial and
full) paraproducts in the dyadic representation of T vanish, which could also be stated
in terms of (both partial and full) “T1 = 0” type conditions. The reader can think of
convolution form SIOs.
We start considering [b2, [b1, S
i2,j2
i1,j1
]]. The reductions in pages 23 and 24 of [41] (Section
5.1) give that we only need to bound the key term
〈U b1,b2f, g〉 :=
∑
K1,K2
∑
I
(i1)
1 =J
(j1)
1 =K1
I
(i2)
2 =J
(j2)
2 =K2
aI1J1K1I2J2K2 [〈b1〉J1×J2 − 〈b1〉I1×I2 ]
[〈b2〉J1×J2 − 〈b2〉I1×I2 ]〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉.
We write
〈bi〉J1×J2 − 〈bi〉I1×I2 = [〈bi〉J1×J2 − 〈bi〉K1×J2 ] + [〈bi〉K1×J2 − 〈bi〉K1×K2 ]
+ [〈bi〉K1×K2 − 〈bi〉K1×I2 ] + [〈bi〉K1×I2 − 〈bi〉I1×I2 ].
This splits U b1,b2 into 16 different terms U b1,b2m1,m2 , wheremi ∈ {1, . . . , 4} tells which one of
the above terms we have for bi. These can be handled quite similarly, but there are some
variations in the arguments. We will handle two representative ones.
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We begin by looking at the term
〈U b1,b23,4 f, g〉 :=
∑
K1,K2
∑
I
(i1)
1 =J
(j1)
1 =K1
I
(i2)
2 =J
(j2)
2 =K2
aI1J1K1I2J2K2 [〈b1〉K1×I2 − 〈b1〉K1×K2 ]
[〈b2〉I1×I2 − 〈b2〉K1×I2 ]〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉.
Write
〈b1〉K1×I2 − 〈b1〉K1×K2 =
∑
I2(L2⊂K2
〈∆L2〈b1〉K1,1〉I2
=
∑
I2(L2⊂K2
〈
b1,
1K1
|K1| ⊗ hL2
〉
〈hL2〉I2
(4.22)
and
〈b2〉I1×I2 − 〈b2〉K1×I2 =
∑
I1(L1⊂K1
〈∆L1〈b2〉I2,2〉I1 =
∑
I1(L1⊂K1
〈
b2, hL1 ⊗
1I2
|I2|
〉
〈hL1〉I1 .
Writing
〈
b1,
1K1
|K1|
⊗ hL2
〉
=
´
Rd1 〈b1, hL2〉2
1K1
|K1|
and similarly for
〈
b2, hL1 ⊗ 1I2|I2|
〉
we arrive at
ˆ
Rd
∑
K1,K2
∑
L1⊂K1
ℓ(L1)>2−i1ℓ(K1)
∑
L2⊂K2
ℓ(L2)>2−i2ℓ(K2)
|〈b1, hL2〉2||L2|−1/2|〈b2, hL1〉1||L1|−1/2
∑
I
(i1)
1 =J
(j1)
1 =K1
I1⊂L1
∑
I
(i2)
2 =J
(j2)
2 =K2
I2⊂L2
|aI1J1K1I2J2K2〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉|
1K1
|K1|
1I2
|I2| .
The last line can be dominated by
|L1|〈M2∆1K1,i1∆2K2,i2f〉L1,1〈|∆1K1,j1∆2K2,j2g|〉K1×K2
1K1
|K1|1L2 .
We have now reached the termˆ
Rd
∑
K1,K2
〈|∆1K1,j1∆2K2,j2g|〉K1×K2
1K1
|K1|
∑
L2⊂K2
ℓ(L2)>2−i2ℓ(K2)
|〈b1, hL2〉2||L2|−1/21L2
∑
L1⊂K1
ℓ(L1)>2−i1 ℓ(K1)
|〈b2, hL1〉1||L1|1/2〈M2∆1K1,i1∆2K2,i2f〉L1,1.
Recall that with fixed x2 we have b(·, x2) ∈ BMO(ν1/2(·, x2)), see (4.17). By weighted
H1-BMO duality we now have that∑
L1⊂K1
ℓ(L1)>2−i1 ℓ(K1)
|〈b2, hL1〉1(x2)||L1|1/2〈M2∆1K1,i1∆2K2,i2f〉L1,1(x2)
. ‖b2‖bmo(ν1/2)
ˆ
Rd1
( ∑
L1⊂K1
ℓ(L1)>2−i1 ℓ(K1)
1L1(y1)(〈M2∆1K1,i1∆2K2,i2f〉L1,1(x2))2
)1/2
ν1/2(y1, x2) dy1
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≤ i1/21 ‖b2‖bmo(ν1/2)|K1|〈M1M2∆1K1,i1∆2K2,i2f · ν1/2〉K1,1(x2).
The term i
1/2
1 ‖b2‖bmo(ν1/2) is fine and we do not drag it along in the following estimates.
We are left with the task of boundingˆ
Rd
∑
K1,K2
〈|∆1K1,j1∆2K2,j2g|〉K1×K21K1
∑
L2⊂K2
ℓ(L2)>2−i2 ℓ(K2)
|〈b1, hL2〉2||L2|−1/21L2
M1(M1M2∆1K1,i1∆
2
K2,i2f · ν1/2).
We now put the
´
Rd2
inside and get the termˆ
Rd2
1L2M
1(M1M2∆1K1,i1∆
2
K2,i2f · ν1/2) = |L2|〈M1(M1M2∆1K1,i1∆2K2,i2f · ν1/2)〉L2,2.
Then, we are left withˆ
Rd1
∑
K1,K2
〈|∆1K1,j1∆2K2,j2g|〉K1×K21K1
∑
L2⊂K2
ℓ(L2)>2−i2ℓ(K2)
|〈b1, hL2〉2||L2|1/2
〈M1(M1M2∆1K1,i1∆2K2,i2f · ν1/2)〉L2,2.
By weightedH1-BMO duality we have analogously as above that∑
L2⊂K2
ℓ(L2)>2−i2ℓ(K2)
|〈b1, hL2〉2||L2|1/2〈M1(M1M2∆1K1,i1∆2K2,i2f · ν1/2)〉L2,2
. i
1/2
2 ‖b1‖bmo(ν1/2)
ˆ
Rd2
1K2M
2M1(M1M2∆1K1,i1∆
2
K2,i2f · ν1/2)ν1/2.
Forgetting the factor i
1/2
2 ‖b1‖bmo(ν1/2), which is as desired, we are then left withˆ
Rd
∑
K1,K2
〈|∆1K1,j1∆2K2,j2g|〉K1×K21K11K2M2M1(M1M2∆1K1,i1∆2K2,i2f · ν1/2)ν1/2
≤
ˆ
Rd
∑
K1,K2
M2M1(M1M2∆1K1,i1∆
2
K2,i2f · ν1/2) ·M1M2∆1K1,j1∆2K2,j2g · ν1/2.
Writing ν
1
2 = µ
1
2pλ
1
2p · λ− 1p we bound this with∥∥∥( ∑
K1,K2
[M2M1(M1M2∆1K1,i1∆
2
K2,i2f · ν1/2)]2
)1/2∥∥∥
Lp(µ1/2λ1/2)
multiplied by ∥∥∥( ∑
K1,K2
[M1M2∆1K1,j1∆
2
K2,j2g]
2
)1/2∥∥∥
Lp′(λ1−p′ )
.
It remains to use square function bounds together with the Fefferman–Stein inequality.
For the more complicated term with the function f the key thing to notice is that first
µ1/2λ1/2 ∈ Ap and then that νp/2µ1/2λ1/2 = µ. We have controlled 〈U b1,b23,4 f, g〉.
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The bound for 〈U b1,b2f, g〉 follows by handling the other similar terms U b1,b2m1,m2 . There
is a slight variation in the argument needed, for example, in the following term
〈U b1,b21,1 f, g〉 :=
∑
K1,K2
∑
I
(i1)
1 =J
(j1)
1 =K1
I
(i2)
2 =J
(j2)
2 =K2
aI1J1K1I2J2K2 [〈b1〉J1×J2 − 〈b1〉K1×J2 ]
[〈b2〉J1×J2 − 〈b2〉K1×J2 ]〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉.
We expand the differences of averages as
[〈b1〉J1×J2−〈b1〉K1×J2 ][〈b2〉J1×J2 − 〈b2〉K1×J2 ]
=
∑
J1(U1⊂K1
∑
J1(V1⊂K1
〈
b1, hU1 ⊗
1J2
|J2|
〉
〈hU1〉J1
〈
b2, hV1 ⊗
1J2
|J2|
〉
〈hV1〉J1 .
The key difference to the above term U b1,b23,4 is that we need to further split this into two
by comparing whether we have V1 ⊂ U1 or U1 ( V1. The related two terms are handled
symmetrically. The absolute value of the one coming from “V1 ⊂ U1” can be written asˆ
Rd2
ˆ
Rd2
∑
K1,K2
∑
U1⊂K1
ℓ(U1)>2−j1 ℓ(K1)
∑
V1⊂U1
ℓ(V1)>2−j1 ℓ(K1)
|〈b1, hU1〉1(x2)||U1|−1/2|〈b2, hV1〉1(y2)||V1|−1/2
∑
I
(i1)
1 =J
(j1)
1 =K1
J1⊂V1
∑
I
(i2)
2 =J
(j2)
2 =K2
|aI1J1K1I2J2K2〈f, hI1 ⊗ hI2〉〈g, hJ1 ⊗ hJ2〉|
1J2(x2)
|J2|
1J2(y2)
|J2| .
The last line can be dominated by
〈|∆1K1,i1∆2K2,i2f |〉K1×K2 |V1|
∑
J
(j2)
2 =K2
〈|∆1K1,j1∆2K2,j2g|〉V1×J2
1J2(x2)
|J2| 1J2(y2).
Using the weightedH1-BMO duality as above we haveˆ
Rd2
∑
V1⊂U1
ℓ(V1)>2−j1 ℓ(K1)
|〈b2, hV1〉1(y2)||V1|1/2〈|∆1K1,j1∆2K2,j2g|〉V1×J21J2(y2) dy2
≤ j1/21 ‖b2‖bmo(ν1/2)|U1||J2|〈M1M2∆1K1,j1∆2K2,j2g · ν1/2〉U1×J2 .
Forgetting the factor j
1/2
1 ‖b2‖bmo(ν1/2) we have reached the termˆ
Rd2
∑
K1,K2
〈|∆1K1,i1∆2K2,i2f |〉K1×K2
∑
J
(j2)
2 =K2
1J2
∑
U1⊂K1
ℓ(U1)>2−j1 ℓ(K1)
|〈b1, hU1〉1||U1|1/2
〈M1M2∆1K1,j1∆2K2,j2g · ν1/2〉U1×J2 ,
which – after using theH1-BMO duality – produces j
1/2
1 ‖b1‖bmo(ν1/2) multiplied byˆ
Rd
∑
K1,K2
〈|∆1K1,i1∆2K2,i2f |〉K1×K2M1M2(M1M2∆1K1,j1∆2K2,j2g · ν1/2)ν1/21K1×K2 .
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Similarly as with U b1,b23,4 , this term is under control. The term with U1 ( V1 is symmetric,
and so we are also done with U b1,b21,1 .
This ends our treatment ofU b1,b2 , since the above arguments showcased the onlymajor
difference between the various terms U b1,b2m1,m2 . Thus, we are done with [b2, [b1, S
i2,j2
i1,j1
]]. By
Lemma 4.11 we conclude that
‖[b2, [b1, Qk1,k2 ]]‖Lp(µ)→Lp(λ) . (1 + k1)(1 + k2)(1 +max(k1, k2))
2∏
i=1
‖bi‖bmo(ν1/2).
By handling the higher order commutators similarly, we get the claim related to assump-
tion (1). We omit these details.

4.23. Remark. The new square root save from the H1-BMO arguments reduces the re-
quired regularity fromm+ 1 tom/2 + 1. In these higher order commutators this is more
significant than the save that could theoretically be obtained by not using Lemma 4.11.
This could change the +1 to +1/2.
Theorem 3.15 involves only one-parameter CZOs in its estimate
‖[T1, [T2, b]]‖Lp(µ)→Lp(λ) . ‖b‖BMOprod(ν),
while the basic estimate
‖[b, T ]‖Lp(µ)→Lp(λ) . ‖b‖bmo(ν)
of Theorem 4.20 involves a bi-parameter CZO T . A joint generalization – considered in
the unweighted case in [50] – is an estimate for
‖[T1, [T2, . . . [b, Tk]]]‖Lp(µ)→Lp(λ),
where each Ti can be a completely generalm-parameter CZO. Then the appearing BMO
norm is some suitable combination of little BMO and product BMO. See [1, 2] for a fully
satisfactory Bloom type upper estimate in this generality – however, only for CZOs with
the standard kernel regularity. The general case of [1, 2] is hard to digest, but let us
formulate a model theorem of this type with mild kernel regularity.
4.24. Theorem. Let Rd =
∏4
i=1R
di be a product space of four parameters and let I = {I1,I2},
where I1 = {1, 2} and I2 = {3, 4}, be a partition of the parameter space {1, 2, 3, 4}. Suppose
that Ti is a bi-parameter (ω1,i, ω2,i)-CZO on
∏
j∈Ii
Rdj , where ωj,i ∈ Dini3/2. Let b : Rd → C,
p ∈ (1,∞), µ, λ ∈ Ap(Rd) be 4-parameter weights and ν = µ1/pλ−1/p be the associated Bloom
weight. Then we have
‖[T1, [T2, b]]‖Lp(µ)→Lp(λ) . ‖b‖bmoI(ν).
Here bmoI(ν) is the following weighted little product BMO space:
‖b‖bmoI(ν) = sup
u¯
‖b‖BMOu¯prod(ν),
where u¯ = (ui)
2
i=1 is such that ui ∈ Ii and BMOu¯prod(ν) is the natural weighted bi-parameter
product BMO space on the parameters u¯. For example,
‖b‖
BMO
(1,3)
prod (ν)
:= sup
x2∈Rd2 ,x4∈Rd4
‖b(·, x2, ·, x4)‖BMOprod(ν(·,x2,·,x4)),
where the last weighted product BMO norm is defined in (3.14).
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The proof is again a combination of Lemma 4.11 with the known estimates for the
commutators of standard model operators [1, 2]. However, there is again the additional
square root save. There are no new significant challenges with this, which was not the
case with Theorem 4.20 above, since these references are completely based on the H1-
BMO strategy. In this regard the situation is closer to that of Theorem 3.15.
5. BILINEAR SINGULAR INTEGRALS
Bilinear SIOs. A bilinear ω-SIO T has a kernel K satisfying estimates that are obtained
from the heuristic (1.4) via linear estimates, and if spt fi ∩ spt fj = ∅ for some i, j then
〈T (f1, f2), f3〉 =
˚
R3d
K(x, y, z)f1(y)f2(z)f3(x) dy dz dx.
In detail, we assume that
K : R3d \∆→ C, ∆ := {(x, y, z) ∈ R3d : x = y = z},
satisfies
|K(x, y, z)| ≤ CK
(|x− y|+ |x− z|)2d ,
|K(x, y, z)−K(x′, y, z)| ≤ ω
( |x− x′|
|x− y|+ |x− z|
) 1
(|x− y|+ |x− z|)2d ,
whenever |x− x′| ≤ max(|x− y|, |x− z|)/2,
|K(x, y, z) −K(x, y′, z)| ≤ ω
( |y − y′|
|x− y|+ |x− z|
) 1
(|x− y|+ |x− z|)2d
whenever |y − y′| ≤ max(|x− y|, |x− z|)/2, and
|K(x, y, z) −K(x, y, z′)| ≤ ω
( |z − z′|
|x− y|+ |x− z|
) 1
(|x− y|+ |x− z|)2d
whenever |z − z′| ≤ max(|x− y|, |x− z|)/2.
Bilinear CZOs. A bilinear ω-SIO is a bilinear ω-CZO if we have
‖T (1, 1)‖BMO + ‖T 1∗(1, 1)‖BMO + ‖T 2∗(1, 1)‖BMO <∞
and
‖T‖WBP := sup
I
|〈T (1I , 1I), 1I〉|
|I| <∞.
Here 〈T 1∗(f1, f2), f3〉 = 〈T (f3, f2), f1〉 and 〈T 2∗(f1, f2), f3〉 = 〈T (f1, f3), f2〉, and theBMO
conditions can be understood as in the linear one-parameter case.
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Bilinear model operators. Wefirst recall the definition of a standard bilinear shift [44]. A
standard bilinear shift Si1,i2,i3 with complexities i1, i2, i3 ∈ {0, 1, 2, . . . } has four different
possible forms. One of them is
〈Si1,i2,i3(f1, f2), f3〉 =
∑
K∈D
∑
I
(i1)
1 =I
(i2)
2 =I
(i3)
3 =K
aI1I2I3K〈f1, hI1〉〈f2, h0I2〉〈f3, hI3〉,
where the constants aI1I2I3K satisfy
|aI1I2I3K | ≤
|I1|1/2|I2|1/2|I3|1/2
|K|2 .
The other forms are obtained by having 〈f1, h0I1〉〈f2, hI2〉〈f3, hI3〉, 〈f1, hI1〉〈f2, hI2〉〈f3, h0I3〉
or 〈f1, hI1〉〈f2, hI2〉〈f3, hI3〉 instead. In the definition in [44] there was always one non-
cancellative Haar function, that is, the case 〈f1, hI1〉〈f2, hI2〉〈f3, hI3〉 was not included in
the definition. In this paper we decompose differently and the fully cancellative bilinear
shifts also appear. However, they are also obviously bounded with the same proof, and
by [44] we have
‖Si1,i2,i3(f1, f2)‖Lq3 . ‖f1‖Lp1‖f2‖Lp2 ,
∀1 < p1, p2 ≤ ∞, 12 < q3 <∞, 1p1 + 1p2 = 1q3 .
Next, we define the modified bilinear dyadic shifts. These look a bit different than the
analogous modified dyadic shifts in the linear one-parameter and bi-parameter settings.
However, the reader will later see that the same philosophies are hidden in the definition
even though the functions HI,J do not explicitly appear. The definition that we present
now is the only form that we could find that can still be split into a sum of the standard
bilinear shifts – which we think is a key indicator of the natural nature of the definition.
Without further ado, a modified bilinear dyadic shift Qk, k ∈ {0, 1, . . .}, in a dyadic
grid D has three possible different forms. One of them is
(5.1) 〈Qk(f1, f2), f3〉 =
∑
K∈D
∑
I1,I2,I3
I
(k)
i =K
aI1I2I3K
(〈f1, h0I1〉〈f2, h0I2〉 − 〈f1, h0I3〉〈f2, h0I3〉)〈f3, hI3〉,
where the constants satisfy the same estimate as in the definition of a standard shift, that
is,
|aI1I2I3K | ≤
|I1|3/2
|K|2 =
|I1|1/2|I2|1/2|I3|1/2
|K|2 .
The other two forms of Qk are symmetrical to the above one. Let us write down one of
them. For example Qk can take the form
〈Qk(f1, f2), f3〉 =
∑
K∈D
∑
I1,I2,I3
I
(k)
i =K
aI1I2I3K
(〈f1, h0I1〉〈f3, h0I3〉 − 〈f1, h0I2〉〈f3, h0I2〉)〈f2, hI2〉.
5.2. Remark. It would be possible to decompose a bilinear CZO T in terms of operators
of the form ∑
K∈D
∑
I
(k)
1 =I
(k)
2 =I
(k)
3 =K
aI1I2I3K〈f1,HI1,I3〉〈f2,H0I2,I3〉hI3
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and the other symmetric forms, where the functionsH ,H0 and h can be permutated, and
the function H0I,J is like the function HI,J except that it need not have a zero integral.
But we are unable to split such operators into sums of usual shift, and thus find them
somewhat unnatural.
5.3. Proposition. Let p1, p2, q3 ∈ (1,∞) be such that 1/p1 + 1/p2 = 1/q3. Then there holds
that
‖Qk(f1, f2)‖Lq3 .
√
k‖f1‖Lp1‖f2‖Lp2 .
5.4. Remark. We do not claim the range 1/2 < q3 ≤ 1 here, since we have no use for
it. In any case, it would be non-trivial to move such quasi-Banach estimates to T via
the representation theorem as it involves the expectation over the dyadic grids. In our
situation it seems easiest to only move the Banach range boundedness to T , and improve
the estimate of T to cover the whole range via standard tools later.
Proof of Proposition 5.3. We may assume that Qk is of the form (5.1). Notice that we may
also assume that k > 0 since Q0 = 0. Next, we write
〈f1, h0I1〉 = 〈EK,kf1, h0I1〉 = 〈EKf1, h0I1〉+ 〈PK,k−1f1, h0I1〉
and similarly for 〈f1, h0I3〉. This splits
〈f1, h0I1〉〈f2, h0I2〉 − 〈f1, h0I3〉〈f2, h0I3〉 =
[〈EKf1, h0I1〉〈f2, h0I2〉 − 〈EKf1, h0I3〉〈f2, h0I3〉]
+ 〈PK,k−1f1, h0I1〉〈f2, h0I2〉 − 〈PK,k−1f1, h0I3〉〈f2, h0I3〉.
We then further write
〈EKf1, h0I1〉〈f2, h0I2〉 − 〈EKf1, h0I3〉〈f2, h0I3〉
= 〈EKf1, h0I1〉〈EKf2, h0I2〉+ 〈EKf1, h0I1〉〈PK,k−1f2, h0I2〉
− 〈EKf1, h0I3〉〈EKf2, h0I3〉 − 〈EKf1, h0I3〉〈PK,k−1f2, h0I3〉
= 〈EKf1, h0I1〉〈PK,k−1f2, h0I2〉 − 〈EKf1, h0I3〉〈PK,k−1f2, h0I3〉.
This is where the crucial cancellation happened by noticing that 〈1K , h0I1〉 = 〈1K , h0I2〉 =
〈1K , h0I3〉. These calculations are the bilinear analogue of the usual step 〈g,HI,J 〉 =〈PK,kg,HI,J〉 from before. Now, all the remaining terms are handled separately. The dif-
ferent terms somehow correspond with the step where previously HI,J was supported
on I ∪ J and the parts with 1I and 1J were handled separately.
The term with 〈PK,k−1f1, h0I1〉〈f2, h0I2〉 leads us to bound∑
K
∑
I1,I2,I3
I
(k)
i =K
1
|K|2 〈|PK,k−1f1|, 1I1〉〈|f2|, 1I2〉〈|∆K,kf3|, 1I3〉
=
ˆ
|f2|
∑
K
〈|PK,k−1f1|〉K〈|∆K,kf3|〉K1K ,
(5.5)
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and it is clear how to bound this. The term with 〈PK,k−1f1, h0I3〉〈f2, h0I3〉 leads to∑
K
∑
I1,I2,I3
I
(k)
i =K
1
|K|2 〈|PK,k−1f1|, 1I3〉〈|f2|, 1I3〉〈|∆K,kf3|, 1I3〉
=
∑
K
∑
I
(k)
3 =K
1
|I3|2 〈|PK,k−1f1|, 1I3〉〈|f2|, 1I3〉〈|∆K,kf3|, 1I3〉
=
∑
K
〈EK,k(|PK,k−1f1|, |f2|), |∆K,kf3|〉,
where
EK,k(|PK,k−1f1|, |f2|) :=
∑
I : I(k)=K
〈|PK,k−1f1|〉I〈|f2|〉I1I .
This is dominated by∥∥∥(∑
K
(EK,k(|PK,k−1f1|, |f2|))2
)1/2∥∥∥
Lq3
∥∥∥(∑
K
|∆K,kf3|2
)1/2∥∥∥
Lq
′
3
,
where the estimate related to f3 can be finished with the square function estimate. Also,
there holds that∥∥∥(∑
K
(EK,k(|PK,k−1f1|, |f2|))2
)1/2∥∥∥
Lq3
.
∥∥∥(∑
K
(EK,k(|PK,k−1f1|))2
)1/2
f2
∥∥∥
Lq3
≤
∥∥∥(∑
K
(EK,k(|PK,k−1f1|))2
)1/2∥∥∥
Lp1
‖f2‖Lp2 ,
where the first step was an application of Stein’s inequality. The estimate related to f1
can be finished with another application of Stein’s inequality and the square function
estimate with the operators PK,k−1 (Lemma 3.6).
The term with 〈EKf1, h0I1〉〈PK,k−1f2, h0I2〉 leads to
(5.6)
ˆ
|f1|
∑
K
〈|PK,k−1f2|〉K〈|∆K,kf3|〉K1K ,
which is symmetrical to the first term that we dealt with. Finally, the term involving
〈EKf1, h0I3〉〈PK,k−1f2, h0I3〉 leads to∑
K
〈|f1|〉K
∑
I
(k)
3 =K
〈|PK,k−1f2|〉I3〈|∆K,kf3|, 1I3〉 =
ˆ ∑
K
〈|f1|〉KEK,k|PK,k−1f2||∆K,kf3|,
which can be dominated byˆ
Mf1
∑
K
EK,k|PK,k−1f2||∆K,kf3|.
This is straightforward to bound now.

5.7. Remark. The last term in the above strategy required the use of themaximal function.
For our future hopes of UMD extensions, this would be problematic. Later, we give a
modified proof, where we can make do with Stein’s inequality.
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A bilinear paraproduct π has the form
〈π(f1, f2), f3〉 =
∑
I∈D
aI〈f1〉I〈f2〉I〈f3, hI〉,
or one of the other symmetric forms where the position of hI can be permutated. Here
we again assume the familiar BMO condition
‖(aI)‖BMO = sup
I0∈D
( 1
|I0|
∑
I⊂I0
|aI |2
)1/2
≤ 1.
The boundedness of paraproducts is once again standard (see e.g. [44]).
Modified shifts as sums of standard shifts. Here we decompose the modified bilinear
shifts into sums of standard shifts.
5.8. Lemma. Let Qk be a modified bilinear shift and suppose for example that Qk takes the form
(5.1). Then
Qk =
k−1∑
j=0
(Sk−j−1,k−j,k + Sk−j−1,k−j−1,k + S
′
0,0,j+1 + S
′′
0,0,j+1 + S
′′′
0,0,j+1),
where each S, S′, S′′ and S′′′ is a standard bilinear shift.
Proof. The proof is somewhat more tricky than in the linear situation. In some sense, the
proof strategy here respects the bilinear nature of the problem better than the proof of
Proposition 5.3.
We may assume that k > 0 since otherwise Qk = 0. Define bI1I2I3K = |I1|aI1I2I3K so
that if I1, I2, I3 and K are such that I
(k)
i = K then
aI1I2I3K
(〈f1, h0I1〉〈f2, h0I2〉 − 〈f1, h0I3〉〈f2, h0I3〉) = bI1I2I3K(〈f1〉I1〈f2〉I2 − 〈f1〉I3〈f2〉I3).
First, we split Qk as
〈Qk(f1, f2), f3〉 =
∑
K∈D
∑
I1,I2,I3
I
(k)
i =K
bI1I2I3K
(〈f1〉I1〈f2〉I2 − 〈f1〉K〈f2〉K)〈f3, hI3〉
+
∑
K∈D
∑
I1,I2,I3
I
(k)
i =K
bI1I2I3K
(〈f1〉K〈f2〉K − 〈f1〉I3〈f2〉I3)〈f3, hI3〉.
Let us denote these two terms by A1 and A2, respectively.
We look at A1 first. There holds that
〈f1〉I1〈f2〉I2 − 〈f1〉K〈f2〉K =
k−1∑
j=0
(〈f1〉I(j)1 〈f2〉I(j)2 − 〈f1〉I(j+1)1 〈f2〉I(j+1)2 ).
This splits A1 into the sum
∑k−1
j=0 A1,j . Further, there holds that
〈f1〉I(j)1 〈f2〉I(j)2 − 〈f1〉I(j+1)1 〈f2〉I(j+1)2
= (〈f1〉I(j)1 − 〈f1〉I(j+1)1 )〈f2〉I(j)2 + 〈f1〉I(j+1)1 (〈f2〉I(j)2 − 〈f2〉I(j+1)2 ),
which splits each A1,j into A
′
1,j +A
′′
1,j .
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We consider the terms A′1,j . Notice that
(〈f1〉I(j)1 − 〈f1〉I(j+1)1 )〈f2〉I(j)2 = 〈∆I(j+1)1 f1〉I1〈f2〉I(j)2
= 〈f1, hI(j+1)1 〉〈hI(j+1)1 〉I1〈f2, h
0
I
(j)
2
〉|I(j)2 |−1/2.
Thus, we have that
A′1,j =
∑
K∈D
∑
L1,L2
L
(k−j−1)
1 =K
L
(k−j)
2 =K
∑
I
(k)
3 =K
∑
I1,I2
I
(k)
i =K
Ii⊂Li
aI1I2I3K
|I1|〈hL1〉I1
|L2|1/2
〈f1, hL1〉〈f2, h0L2〉〈f3, hI3〉.
Also, we have the estimate∑
I1,I2
I
(k)
i =K
Ii⊂Li
|aI1I2I3K |
|I1|
|L1|1/2|L2|1/2
≤ |I3|
3/2
|K|2
|I3|
|L1|1/2|L2|1/2
∑
I1,I2
I
(k)
i =K
Ii⊂Li
1 =
|L1|1/2|L2|1/2|I3|1/2
|K|2 .
Hence, we see that A′1,j = 〈Sk−j−1,k−j,k(f1, f2), f3〉, where Sk−j−1,k−j,k is a standard bi-
linear shift. In the same way one sees that A′′1,j = 〈Sk−j−1,k−j−1,k(f1, f2), f3〉.
We turn to A2. We begin in the same way as above with A1 by writing
〈f1〉I3〈f2〉I3 − 〈f1〉K〈f2〉K
=
k−1∑
j=0
(
(〈f1〉I(j)3 − 〈f1〉I(j+1)3 )〈f2〉I(j)3 + 〈f1〉I(j+1)3 (〈f2〉I(j)3 − 〈f2〉I(j+1)3 )
)
.
However, to avoid a minor normalization issue, we further split
(〈f1〉I(j)3 − 〈f1〉I(j+1)3 )〈f2〉I(j)3
= (〈f1〉I(j)3 − 〈f1〉I(j+1)3 )(〈f2〉I(j)3 − 〈f2〉I(j+1)3 ) + (〈f1〉I(j)3 − 〈f1〉I(j+1)3 )〈f2〉I(j+1)3 .
This splits A2 into A2 =
∑k−1
j=0(A
′
2,j + A
′′
2,j + A
′′′
2,j), where A
′′
2,j and A
′′′
2,j are symmetrical
and in A′2,j we have the differences of averages related to both f1 and f2. By writing
〈fi〉I(j)3 − 〈fi〉I(j+1)3 = 〈fi, hI(j+1)3 〉〈hI(j+1)3 〉I3
we have that
−A′2,j =
∑
K∈D
∑
L(k−j−1)=K
∑
I
(k)
3 =K
I3⊂L
∑
I1,I2
I
(k)
i =K
bI1I2I3K〈hL〉I3〈hL〉I3〈f1, hL〉〈f2, hL〉〈f3, hI3〉
(5.9)
and
−A′′2,j =
∑
K∈D
∑
L(k−j−1)=K
∑
I
(k)
3 =K
I3⊂L
∑
I1,I2
I
(k)
i =K
bI1I2I3K
〈hL〉I3
|L|1/2 〈f1, hL〉〈f2, h
0
L〉〈f3, hI3〉.
(5.10)
The term A′′′2 has 〈f1, h0L〉〈f2, hL〉 instead of 〈f1, hL〉〈f2, h0L〉.
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The estimate ∑
I1,I2
I
(k)
i =K
|aI1I2I3K |
|I1|
|L| ≤
|L|1/2|L|1/2|I3|1/2
|L|2
implies that A′2,j = 〈S′0,0,j+1(f1, f2), f3〉 for some standard bilinear shift S′0,0,j+1. The
corresponding identity holds for A′′2,j and A
′′′
2,j . 
The structural intuition of the above proof allows us to now give an alternative proof of
Proposition 5.3 that does not require the use of maximal functions. In this scalar-valued
case this strategy is perhaps more complicated, but has a better hope to be extendable to
the UMD-valued setting.
An alternative proof of Proposition 5.3. Suppose for example that Qk is again of the form
(5.1). Recall the definition bI1I2I3K := aI1I2I3K |I1|. We split 〈Qk(f1, f2), f3〉 = A1 + A2 as
in Lemma 5.8.
The term A1 can easily be estimated with the strategy of the first proof of Proposition
5.3 – this is fine as it leads to terms that we can boundwithout themaximal function. This
divides A1 intoA1 = B
′
1+B
′′
1 , where we have inside the sums the pairs (EKf1, PK,k−1f2)
inB′1 and (PK,k−1f1, f2) in B
′′
1 . After writing out the formulas and taking absolute values
the term B′1 leads to (5.6) and the term B
′′
1 leads to (5.5).
We turn to A2, which is related to the point of this alternative proof. The term A2
is expanded like in Lemma 5.8 as A2 = A
′
2 + A
′′
2 + A
′′′
2 , where A
′
2 :=
∑k−1
j=0 A
′
2,j and
A′2,j is defined in (5.9) and A
′′
2 :=
∑k−1
j=0 A
′′
2,j and A
′′
2,j is defined in (5.10). The term
A′′′2 :=
∑k−1
j=0 A
′′′
2,j , which is symmetrical with A
′′
2 , is explained after (5.10).
We begin by estimating A′2 – the absolute value of it is dominated byˆ ∑
K
∑
L⊂K
ℓ(L)>2−kℓ(K)
|〈f1, hL〉〈f2, hL〉| 1L|L| |∆K,kf3|
≤
∥∥∥(∑
K
( ∑
L⊂K
ℓ(L)>2−kℓ(K)
|〈f1, hL〉〈f2, hL〉| 1L|L|
)2)1/2∥∥∥
Lq3
∥∥∥(∑
K
|∆K,kf3|2
)1/2∥∥∥
Lq
′
3
.
To the term related to f3 we use the square function estimate. Notice that∑
L⊂K
ℓ(L)>2−kℓ(K)
|〈f1, hL〉〈f2, hL〉| 1L|L| ≤
( ∑
L⊂K
ℓ(L)>2−kℓ(K)
|〈f1, hL〉|2 1L|L|
)1/2(∑
L
|〈f2, hL〉|2 1L|L|
)1/2
.
Therefore, the term above related to f1 and f2 is dominated by∥∥∥(∑
K
∑
L⊂K
ℓ(L)>2−kℓ(K)
|〈f1, hL〉|2 1L|L|
)1/2(∑
L
|〈f2, hL〉|2 1L|L|
)1/2∥∥∥
Lq3
=
√
k
∥∥∥(∑
K
|〈f1, hK〉|2 1K|K|
)1/2(∑
L
|〈f2, hL〉|2 1L|L|
)1/2∥∥∥
Lq3
.
This is in control by Hölder’s inequality and the square function estimate.
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Then, we look at A′′2 . Define the function
ϕ :=
∑
L
〈f1, hL〉〈f2〉LhL
and notice that ∑
L⊂K
ℓ(L)>2−kℓ(K)
〈f1, hL〉〈hL〉I3〈f2〉L = 〈PK,k−1ϕ〉I3 .
This gives that
−A′′2 =
∑
K∈D
∑
I1,I2,I3
I
(k)
i =K
bI1I2I3K〈PK,k−1ϕ〉I3〈f3, hI3〉.
The absolute value of this is dominated by∑
K∈D
∑
I
(k)
3 =K
|〈PK,k−1ϕ〉I3 |〈|∆K,kf3|, 1I3〉 =
∑
K∈D
〈|PK,k−1ϕ|, |∆K,kf3|〉 .
√
k‖ϕ‖Lq3‖f3‖Lq′3 .
To finish the estimate it remains to notice that
‖ϕ‖Lq3 ∼
∥∥∥(∑
L
|〈f, hL〉〈f2〉L|2 1L|L|
)1/2∥∥∥
Lq3
.
∥∥∥(∑
L
|〈f, hL〉|2 1L|L|
)1/2
f2
∥∥∥
Lq3
,
where we applied Stein’s inequality in the last step. From here the estimate is concluded
with familiar steps.
The term A′′′2 is symmetrical with A
′′
2. This concludes the proof. 
Bilinear representation theorem.
5.11. Theorem. Suppose that T is a bilinear ω-CZO, where ω ∈ Dini1/2. Then we have
〈Tf, g〉 = CEσ
∞∑
k=0
cd∑
u=0
ω(2−k)〈Vk,u,σf, g〉,
where Vk,u,σ is always either a standard bilinear shift Sk,k,k, a modified bilinear shift Qk or a
bilinear paraproduct (this requires k = 0) in the grid Dσ.
Proof. We begin with the decomposition
〈T (f1, f2), f3〉 =
∑
I1,I2,I3
〈T (∆I1f1,∆I2f2),∆I3f3〉
=
( ∑
ℓ(I1)>ℓ(I3)
ℓ(I2)>ℓ(I3)
+
∑
ℓ(I1)=ℓ(I3)
ℓ(I2)>ℓ(I3)
+
∑
ℓ(I1)>ℓ(I3)
ℓ(I2)=ℓ(I3)
+
∑
ℓ(I1)=ℓ(I3)
ℓ(I2)=ℓ(I3)
)
〈T (∆I1f1,∆I2f2),∆I3f3〉
+
( ∑
ℓ(I1)>ℓ(I2)
ℓ(I3)>ℓ(I2)
+
∑
ℓ(I1)=ℓ(I2)
ℓ(I3)>ℓ(I2)
)
〈T (∆I1f1,∆I2f2),∆I3f3〉
+
∑
ℓ(I2)>ℓ(I1)
ℓ(I3)>ℓ(I1)
〈T (∆I1f1,∆I2f2),∆I3f3〉,
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where I1, I2, I3 ∈ Dσ for some σ ∈ ({0, 1}d)Z. After collapsing the relevant sums of
martingale differences and taking the expectation over σ this can further be written as
Eσ〈T (f1, f2), f3〉 = Eσ
∑
ℓ(I1)=ℓ(I2)=ℓ(I3)
(
〈T (EI1f1, EI2f2),∆I3f3〉+ 〈T (∆I1f1, EI2f2),∆I3f3〉
+〈T (EI1f1,∆I2f2),∆I3f3〉+ 〈T (∆I1f1,∆I2f2),∆I3f3〉
+〈T (EI1f1,∆I2f2), EI3f3〉+ 〈T (∆I1f1,∆I2f2), EI3f3〉
+〈T (∆I1f1, EI2f2), EI3f3〉
)
=:Eσ
7∑
i=1
Σi,σ.
Every EσΣi,σ will be separately written in the form of the representation theorem. Only
the representation of EσΣi,σ for i = 1, 5, 7, where there is only one martingale differ-
ence, will involve paraproducts. We deal with these terms carefully, and comment on
the remaining terms briefly at the end of the proof. The terms EσΣi,σ, i = 1, 5, 7, are
symmetrical; we choose to deal with EσΣ1,σ explicitly.
We turn to EσΣ1,σ. Introducing the Haar functions by writing∆I3f3 = 〈f3, hI〉hI there
holds that
〈T (EI1f1, EI2f2),∆I3f3〉
= 〈T (h0I1 , h0I2), hI3〉
(〈f1, h0I1〉〈f2, h0I2〉 − 〈f1, h0I3〉〈f2, h0I3〉)〈f3, hI3〉
+ 〈T (1I1 , 1I2), hI3〉〈f1〉I3〈f2〉I3〈f3, hI3〉.
For the moment let us define the abbreviation
ϕI1,I2,I3 := 〈T (h0I1 , h0I2), hI3〉
(〈f1, h0I1〉〈f2, h0I2〉 − 〈f1, h0I3〉〈f2, h0I3〉)〈f3, hI3〉.
If we sum over I1, I2 and I3 we get that
Σ1,σ =
∑
ℓ(I1)=ℓ(I2)=ℓ(I3)
ϕI1,I2,I3 +
∑
I
〈T (1, 1), hI 〉〈f1〉I〈f2〉I〈f3, hI〉 =: Σ′1,σ +Σ′′1,σ.
We recognize that Σ′′1,σ is directly a paraproduct.
We continue with Σ′1,σ. Notice that ϕI,I,I = 0. Thus, we have that
EσΣ
′
1,σ = Eσ
∑
m1,m2∈Zd
(m1,m2)6=(0,0)
∑
I
ϕI+m1ℓ(I),I+m2ℓ(I),I
= 2dEσ
∞∑
k=2
∑
max(|m1|,|m2|)
∈(2k−3,2k−2]
∑
I∈Dσ,good(k)
ϕI+m1ℓ(I),I+m2ℓ(I),I
= 2dEσ
∞∑
k=2
ω(2−k)〈Q˜k(f1, f2), f3〉,
where
〈Q˜k(f1, f2), f3〉 :=
∑
max(|m1|,|m2|)
∈(2k−3,2k−2]
∑
I∈Dσ,good(k)
ω(2−k)−1ϕI+m1ℓ(I),I+m2ℓ(I),I .
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Recall the definition of ϕI1,I2,I3 . The goodness of I implies that (I + m1ℓ(I))
(k) = (I +
m2ℓ(I))
(k) = K := I(k) as noted after (3.13). Therefore, to conclude that C−1Q˜k is a
modified bilinear shift it only remains to prove the normalization
|〈T (h0I+m1ℓ(I), h0I+m2ℓ(I)), hI〉|
ω(2−k)
.
|I|3/2
|K|2 .
Suppose first that k ∼ 1. Recall that (m1,m2) 6= (0, 0) and assume for example that
m1 6= 0. We have from the size of the kernel that
|〈T (h0I+m1ℓ(I), h0I+m2ℓ(I)), hI〉| .
˚ h0I+m1ℓ(I)(y)h0I+m2ℓ(I)(z)|hI (x)|
(|x− y|+ |x− z|)2d dy dz dx
.
1
|I|3/2
ˆ
CI\I
ˆ
I
dy dx
|x− y|d .
1
|I|1/2 ,
where in the second step we used the estimateˆ
1
(|x− y|+ |x− z|)2d dz .
1
|x− y|d .
Notice that this is the right upper bound in the case k ∼ 1.
Suppose then that k is large enough so that we can use the continuity assumption of
the kernel. In this case we have that if x ∈ I , y ∈ I +m1ℓ(I1) and z ∈ I +m2ℓ(I2) then
|x− y|+ |x− z| ∼ 2kℓ(I) = ℓ(K). Thus, there holds that
|〈T (h0I+m1ℓ(I), h0I+m2ℓ(I)), hI 〉|
=
∣∣∣˚ (K(x, y, z) −K(cI , y, z))h0I+m1ℓ(I)(y)h0I+m2ℓ(I)(z)hI (x) dy dz dx∣∣∣
.
˚
ω(2−k)
h0I+m1ℓ(I)(y)h
0
I+m2ℓ(I)
(z)|hI(x)|
|K|2 dy dz dx = ω(2
−k)
|I|3/2
|K|2 .
This ends our treatment of EσΣ1,σ.
Let us briefly comment on the terms EσΣi,σ for i = 2, 3, 4, 6. They are all handled
similarly so we look for example at
Σ2,σ =
∑
ℓ(I1)=ℓ(I2)=ℓ(I3)
〈T (∆I1f1, EI2f2),∆I3f3〉
=
∑
ℓ(I1)=ℓ(I2)=ℓ(I3)
I1 6=I3 or I2 6=I3
〈T (∆I1f1, EI2f2),∆I3f3〉+
∑
I
〈T (∆If1, EIf2),∆If3〉
=: Σ′2,σ +Σ
′′
2,σ.
The representation of these terms directly involves the standard bilinear shifts. The term
EσΣ
′
2,σ is handled in the same way as the term EσΣ
′
1,σ above. The term Σ
′′
2,σ is readily
in the form of a zero complexity shift where the estimate for the shift coefficient follows
from the size of the kernel of T and the weak boundedness
|〈T (1I , 1I), 1I〉| . |I|.

44 E. AIRTA, H. MARTIKAINEN, AND E. VUORINEN
5.12. Corollary. Suppose that T is a bilinear ω-CZO, where ω ∈ Dini1/2. Then we have
‖T (f1, f2)‖Lq3 . ‖f1‖Lp1‖f2‖Lp2 ,
∀1 < p1, p2 ≤ ∞, 12 < q3 <∞, 1p1 + 1p2 = 1q3 .
Proof. The important part is to establish the boundedness with a single tuple of expo-
nents. From above we directly get the boundedness in the Banach range q3 > 1. It is
completely standard how to improve this to cover the full range in this one-parameter
situation: we can e.g. prove the end point estimate T : L1 × L1 → L1/2,∞, see [45], and
then use interpolation or good-λmethods. See e.g. [20, 47]. 
REFERENCES
[1] E. Airta, Two-weight commutator estimates: general multi-parameter framework, Publ. Mat., to ap-
pear, arXiv:1906.10983, 2019.
[2] E. Airta, K. Li, H.Martikainen, E. Vuorinen, Some newweighted estimates on product spaces, Indiana
Univ. Math. J., to appear, arXiv:1910.12546, 2019.
[3] A. Barron, J. M. Conde–Alonso, G. Rey, Y. Ou, Sparse domination and the strong maximal function
Adv. Math. 345 (2019) 1–26.
[4] A. Barron, J. Pipher, Sparse domination for bi-parameter operators using square functions, preprint,
arXiv:1709.05009, 2017.
[5] S.-Y. A. Chang, R. Fefferman, A continuous version of duality ofH1 with BMO on the Bidisc, Ann. of
Math. 112 (1980) 179–201.
[6] S.-Y. A. Chang, R. Fefferman, Some recent developments in Fourier analysis and Hp theory on prod-
uct domains, Bull. Amer. Math. Soc. 12 (1985) 1–43.
[7] R. Coifman, Y. Meyer, Au delà des opérateurs pseudo-différentiels, Astérisque 57 (1978) 1–185.
[8] D. Cruz–Uribe, J. M Martell, C. Pérez, Sharp weighted estimates for classical operators, Adv. Math.
229 (2012) 408–441.
[9] R. Coifman, R. Rochberg, G. Weiss, Factorization theorems for Hardy spaces in several variables,
Ann. of Math. (2) 103 (1976) 611–635.
[10] S.-Y. A. Chang, J. M. Wilson, T. H. Wolff, Some weighted norm inequalities concerning the
Schrödinger operators, Comment. Math. Helv. 60 (1985) 217–246.
[11] L. Dalenc, Y. Ou, Upper bound for multi-parameter iterated commutators Publ. Mat. 60 (2016) 191–
220.
[12] G. David, J.-L. Journé, A boundedness criterion for generalized Calderón-Zygmund operators, Ann.
of Math. 120 (1984) 371–397.
[13] D. Deng, L. Yan, Q. Yang, Blocking analysis and T (1) theorem, Sci. China Ser. A 41 (1998) 801–808.
[14] F. Di Plinio, K. Li, H. Martikainen, E. Vuorinen, Multilinear singular integrals on non-commutative
L
p spaces, preprint, arXiv:1905.02139, 2019.
[15] F. Di Plinio, K. Li, H. Martikainen, E. Vuorinen, Multilinear operator-valued Calderón-Zygmund
theory, J. Funct. Anal. 279 (8) 108666 (2020).
[16] F. Di Plinio, Y. Ou, Banach-valued multilinear singular integrals, Indiana Univ. Math. J. 67 (2018)
1711–1763.
[17] X.T. Duong, J. Li, Y. Ou, J. Pipher, B. Wick, Commutators of multi-parameter flag singular integrals
and applications, Anal. PDE 12 (2019) 1325–1355.
[18] L. Grafakos, J.M. Martell, Extrapolation of weighted norm inequalities for multivariable operators
and applications, J. Geom. Anal. 14 (2004) 19–46.
[19] L. Grafakos, S. Oh, The Kato-Ponce inequality, Comm. Partial Differential Equations 39 (2014) 1128–
1157.
[20] L. Grafakos, R. Torres, Multilinear Calderón–Zygmund theory, Adv. Math. 165 (2002) 124–164.
[21] A. Grau de la Herrán, T. Hytönen, Dyadic representation and boundedness of non-homogeneous
Calderón–Zygmund operators with mild kernel regularity, Michigan Math. J. 67 (2018) 757–786.
[22] R. Fefferman, Harmonic analysis on product spaces, Ann. of Math. 126 (1987) 109–130.
[23] R. Fefferman, Ap weights and singular integrals, Amer. J. Math. 110 (1988) 975–987.
MILD KERNEL REGULARITY 45
[24] R. Fefferman, E. Stein, Singular integrals on product spaces, Adv. Math. 45 (1982) 117–143.
[25] T. Figiel, On equivalence of some bases to the Haar system in spaces of vector-valued functions, Bull.
Polish Acad. Sci. Math. 36 (1988) 119–131.
[26] T. Figiel, Singular integral operators: a martingale approach. Geometry of Banach spaces (Strobl,
1989), 95–110, London Math. Soc. Lecture Note Ser., 158, Cambridge Univ. Press, Cambridge, 1990.
[27] T. Hytönen, The Holmes–Wick theorem on two-weight bounds for higher order commutators revis-
ited, Arch. Math. (Basel), 107 (2016) 389–395.
[28] T. Hytönen, Representation of singular integrals by dyadic operators, and the A2 theorem, Expo.
Math. 35 (2017)166–205.
[29] T. Hytönen, The sharp weighted bound for general Calderón-Zygmund operators, Ann. of Math. 175
(2012) 1473–1506.
[30] T. Hytönen, J. van Neerven, M. Veraar, L. Weis, Analysis in Banach Spaces, Volume I: Martingales
and Littlewood-Paley Theory, Springer–Verlag, 2016.
[31] T. Hytönen, J. van Neerven, M. Veraar, L. Weis, Analysis in Banach Spaces, Volume II: Probabilistic
Methods and Operator Theory, Springer-Verlag, 2017.
[32] T. Hytönen, L. Roncal, O. Tapiola, Quantitative weighted estimates for rough homogeneous singular
integrals, Israel J. Math. 218 (2017) 133–164.
[33] I. Holmes, M. Lacey, B. Wick, Commutators in the two-weight setting, Math. Ann. 367 (2017) 51–80.
[34] I. Holmes, S. Petermichl, B. Wick, Weighted little bmo and two-weight inequalities for Journé com-
mutators. Anal. PDE 11 (2018) 1693–1740.
[35] J.-L. Journé, Calderón-Zygmund operators on product spaces, Rev. Mat. Iberoam. 1 (1985) 55–91.
[36] T. Kato, G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations, Comm. Pure
Appl. Math. 41 (1988) 891–907.
[37] M. Lacey, An elementary proof of the A2 bound, Israel J. Math. 217 (2017) 181–195.
[38] A. Lerner, S. Ombrosi, I. Rivera-Ríos, On pointwise and weighted estimates for commutators of
Calderón-Zygmund operators, Adv. Math. 319 (2017) 153–181.
[39] A. Lerner, S. Ombrosi, I. Rivera-Ríos, Commutators of singular integrals revisited, Bull. LondonMath.
Soc. 51 (2019) 107–119.
[40] K. Li, J.M. Martell, H. Martikainen, S. Ombrosi, E. Vuorinen, End-point estimates, extrapola-
tion for multilinear Muckenhoupt classes, and applications, Trans. Amer. Math. Soc., to appear,
arXiv:1902.04951, 2019.
[41] K. Li, H. Martikainen, E. Vuorinen, Bloom type inequality for bi-parameter singular inte-
grals: efficient proof and iterated commutators, Int. Math. Res. Not. IMRN (2019), rnz072,
https://doi.org/10.1093/imrn/rnz072.
[42] K. Li, H. Martikainen, E. Vuorinen, Bloom type upper bounds in the product BMO setting, J. Geom.
Anal. 30 (2020) 3181–3203.
[43] K. Li, H. Martikainen, E. Vuorinen, Bilinear Calderón-Zygmund theory on product spaces, J. Math.
Pures Appl. 138 (2020) 356–412.
[44] K. Li, H. Martikainen, Y. Ou, E. Vuorinen, Bilinear representation theorem, Trans. Amer. Math. Soc.
371 (6) (2019) 4193–4214.
[45] G. Lu, P. Zhang, Multilinear Calderón-Zygmund operators with kernels of Dini’s type and applica-
tions, Nonlinear Anal. 107 (2014) 92–117.
[46] H. Martikainen, Representation of bi-parameter singular integrals by dyadic operators, Adv. Math.
229 (2012) 1734–1761.
[47] H. Martikainen, E. Vuorinen, Dyadic-probabilistic methods in bilinear analysis, Mem. Amer. Math.
Soc., to appear, arXiv:1609.01706, 2016.
[48] B. Muckenhoupt and R. L. Wheeden, Weighted bounded mean oscillation and the Hilbert transform,
Studia Math. 54 (1975/76) 221–237.
[49] Y. Ou, Multi-parameter singular integral operators and representation theorem, Rev. Mat. Iberoam.
33 (2017) 325–350.
[50] Y. Ou, S. Petermichl, E. Strouse, Higher order Journé commutators and characterizations of multi-
parameter BMO, Adv. Math. 291 (2016) 24–58.
[51] S. Petermichl, The sharp bound for the Hilbert transform on weighted Lebesgue spaces in terms of
the classical Ap characteristic, Amer. J. Math. 129 (5) (2007) 1355–1375.
[52] S. Wu, A wavelet characterization for weighted Hardy spaces, Rev. Mat. Iberoam. 8 (1992) 329–349.
46 E. AIRTA, H. MARTIKAINEN, AND E. VUORINEN
(E.A.) DEPARTMENT OF MATHEMATICS AND STATISTICS, UNIVERSITY OF HELSINKI, P.O.B. 68, FI-
00014 UNIVERSITY OF HELSINKI, FINLAND
E-mail address: emil.airta@helsinki.fi
(H.M.) DEPARTMENT OF MATHEMATICS AND STATISTICS, UNIVERSITY OF HELSINKI, P.O.B. 68, FI-
00014 UNIVERSITY OF HELSINKI, FINLAND
E-mail address: henri.martikainen@helsinki.fi
(E.V.) DEPARTMENT OF MATHEMATICS AND STATISTICS, UNIVERSITY OF HELSINKI, P.O.B. 68, FI-00014
UNIVERSITY OF HELSINKI, FINLAND
E-mail address: emil.vuorinen@helsinki.fi
