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Abstract
Steganography is the science of hiding a se-
cret message within an ordinary public message,
which referred to as Carrier. Traditionally, digital
signal processing techniques, such as least sig-
nificant bit encoding, were used for hiding mes-
sages. In this paper, we explore the use of deep
neural networks as steganographic functions for
speech data. To this end, we propose to jointly
optimize two neural networks: the first network
encodes the message inside a carrier, while the
second network decodes the message from the
modified carrier. We demonstrated the effective-
ness of our method on several speech data-sets
and analyzed the results quantitatively and quali-
tatively. Moreover, we showed that our approach
could be applied to conceal multiple messages in
a single carrier using multiple decoders or a sin-
gle conditional decoder. Qualitative experiments
suggest that modifications to the carrier are unno-
ticeable by human listeners and that the decoded
messages are highly intelligible.
1. Introduction
Steganography (“steganos” – concealed or covered plus
“graphein” – writing) is the science of concealing messages
inside other messages. It is generally used to convey con-
cealed “secret” messages to recipients who are aware of its
presence, while keeping even their existence hidden from
other unaware parties who only see the “public” or “carrier”
message.
In this paper, we address the topic of speech steganography
– hiding secret spoken messages within public audio files.
Possibly the most common approach to speech steganogra-
phy is to encode the secret message in the least significant
bits of individual sound samples (Jayaram et al., 2011). The
effect of modifying these bits is imperceptible, particularly
when the number of bits used to represent the secret message
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is significantly fewer than the number of bits required to
represent the carrier message itself. Other methods include
concealing the secret message in the phase of the frequency
components of the carrier (Dong et al., 2004) or in the form
of the parameters of a miniscule echo that is introduced into
the carrier signal (Bender et al., 1999). Yet other approaches
embed the signal into redundant frequency bands with mini-
mal carrier energy (Li & Yu, 2000), or low-energy or silence
regions (Shirali-Shahreza & Shirali-Shahreza, 2008). Other
methods attempt to hide the information in various trans-
form domains (Djebbar et al., 2012).
In each case the hiding of information exploits actual or per-
ceptual redundancies in the carrier signal, such as the least
significant bits in samples, perceptual robustness to phase
modifications, and redundant frequency bands. The redun-
dancies to be exploited by any particular steganographic
method must be explicitly selected, and are generally a fea-
ture of the algorithm. The algorithm itself must take care
to limit the effect of the hiding to imperceptible aspects
of the signal, to prevent detection or distortion of the car-
rier. For instance, a phase-modification based algorithm
that distorts the carrier phase too heavily will immediately
result in audible artifacts that can be identified. Similarly, a
redundant-frequency-band modulation scheme must ensure
that post-modulation frequencies do not shift into audible
ranges. These restrictions limit the capacity of the carrier to
carry hidden information. As a consequence, most schemes
only attempt to fit a single hidden message into the carrier,
at any time. The quality of the hidden audio too is often
degraded, to fit within the available bit rate.
We contend that a priori choice of any specific form of
redundancy to exploit is suboptimal. Moreover, the actual
redundancy in audio signals exceeds the mere robustness to
phase, least significant bits, or inaudible frequency bands,
as evidenced by the fact that audio signals are routinely
compressed by large factors, or even orders of magnitude,
without appreciable loss of perceptual fidelity (Mitchell,
2004). However, identifying and isolating the specific re-
dundancies in the signal is difficult, leading perhaps to the
naı¨ve solutions proposed so far that focus on a priori known
and identifiable aspects of the signal.
In this paper we propose the use of deep neural networks as
learnable steganographic functions, that learn to optimally
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exploit redundancies in audio data to conceal messages. The
proposed model comprises three key parts. The first learns
to extract a map of potential redundancies from the carrier
signal. The second utilizes the map to best “stuff” a secret
message into the carrier such that the carrier is minimally
affected. The third learns to extract the hidden message
from the steganographically-modified carrier.
The proposed model works at the frequency domain, how-
ever in order to transmit audio as a time domain signal we
applied Short Time Fourier Transform (STFT) and Inverse
Short Time Fourier Transform (ISTFT) during the train-
ing process as differentiable layers, thus imposing another
constraint on the network outputs.
We demonstrate qualitatively and quantitatively that the
proposed method is able to both effectively hide secret mes-
sages into a carrier and recover them from the carrier. More
importantly, the scheme now permits us to hide multiple
secret messages into a single carrier, each potentially with a
different intended recipient who is the only person who can
recover it. In experiments we have seen that we can hide up
to five independent voice messages into a speech recording
in this manner. Qualitative experiments suggest that modi-
fications to the carrier are unnoticeable by human listeners
and that the decoded messages are highly intelligible as
well.
Our Contribution:
• We explore the use of neural networks as stenographic
functions for speech data. As such, we create a stegano-
graphic function that is not restricted to specific forms
of signal redundancy.
• We embed multiple voice messages in a single carrier
using both conditional and several decoder networks.
• We use differentiable STFT/ISTFT layers during train-
ing to care for noise introduced when converting sig-
nals from frequency to time domain and back.
• We provide an empirical analysis and subjective anal-
ysis of the reconstructed files and show that the pro-
duced carriers are indistinguishable from the original
carriers, while keeping the decoded messages highly
intelligible.
The paper is organized as follows, Section 2 summarizes the
related work. In Section 3 we formulate all the notations. In
Section 4 we describe the proposed model. Section 5 and
Section 6 present the results and an empirical analysis. We
conclude the paper in Section 7 with a discussion and future
work.
2. Related Work
A large variety of steganography methods have been pro-
posed over the years, where most of them are applied to
images (Morkel et al., 2005; Kessler, 2004). The most com-
mon approach manipulates the least significant bits (LSB)
of the input data to place the secret information. This can be
done uniformly or adaptively through simple replacement
or through more complicated techniques (Fridrich et al.,
2001; Tamimi et al., 2013). Although often not observable
by humans, statistical analysis of the perturb data can re-
veal whether a given file contains a hidden message or not
(Fridrich et al., 2001). Advanced methods, such as HUGO
(Pevny` et al., 2010), attempt to preserve the input statistics
in order to generate better steganography functions. Another
example is WOW (Wavelet Obtained Weights) (Holub &
Fridrich, 2012) which penalizes distortion of predictable
regions of the input data using a bank of directional filters.
A closely related task is Watermarking. Both approaches
aim to encode a secret message into a data file. However, in
steganography the goal is to perform secret communication
while in watermarking the goal is verification and ownership
protection. Several watermarking techniques use LSB en-
coding (Van Schyndel et al., 1994; Wolfgang & Delp, 1996).
Recently, Uchida et al. (2017); Adi et al. (2018a) suggested
to embed watermarks into neural networks parameters.
Adversarial examples are synthetic patterns carefully crafted
by adding a peculiar noise to legitimate examples. They are
indistinguishable from the legitimate examples by a human,
yet they have demonstrated a strong ability to cause catas-
trophic failure of state of the art neural systems (Szegedy
et al., 2014; Cisse et al., 2017; Kreuk et al., 2018; Papernot
et al., 2017; Sharif et al., 2017). While the existence of
adversarial examples is usually seen as a disadvantage of
neural networks, it can be a desirable property for hiding
secret information. Instead of injecting perturbations that
lead to wrong classification, one can consider the possi-
bility of encoding useful information via adding specific
perturbations.
Recently, neural networks have been used for both steganog-
raphy and steganalysis (Baluja, 2017; Zhu et al., 2018;
Hayes & Danezis, 2017; Qian et al., 2015; Pibre et al., 2016).
Unlike traditional methods, neural networks model the en-
tire data hiding pipeline and are trained end-to-end. Baluja
(2017), first suggested to train neural networks to hide
an entire image within another image. Hayes & Danezis
(2017) suggested to use adversarial learning to generate
stenographic images, where Zhu et al. (2018) combined
both methods and additionally explored encoding robust-
ness. However, all of these works were done specifically for
images and hide a single message only.
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3. Problem Setting
In this section, we formulate the task of speech steganog-
raphy rigorously and set the notation for the rest of the
paper. We denote the domain of acoustic feature vectors by
X ⊂ Rd. Therefore, the representation of a speech signal
is a sequence of vectors x = (x1, x2, ...xT ), where xi ∈ X
for all 1 ≤ i ≤ T . The length of the input signal varies from
one signal to another. Thus T is not fixed. We denote by
X ∗ the set of all finite-length sequences over X .
Recall, in speech steganography the goal is to conceal a
hidden message inside a speech segment. Specifically, the
steganography system is a function that gets as input a car-
rier utterance, denote as c ∈ X ∗, and a hidden message,
denote as m ∈ X ∗. The outputs of the system are cˆ and
mˆ such that the following constraints are satisfied: (i) both
cˆ and mˆ should be perceptually similar to c and m re-
spectively in the ears of a human listener; (ii) mˆ should
be recoverable from cˆ; (iii) Lastly, an uninformed listener
should not be able to detect the presence of a hidden mes-
sage embedded in cˆ. We would like to stress that the system
is not trained or limited to a specific carrier or message.
4. Model
Our model is composed of three main components: (i) an
Encoder Network; (ii) a Carrier Decoder Network; and
(iii) a Message Decoder Network. The model is depicted
schematically in Figure 1.
The Encoder Network E, gets as input a carrier c ∈ X ∗,
and a message m ∈ X ∗, and outputs a joint latent represen-
tation of both carrier and message, h = E(c,m). There
are numerous ways for generating such representation. In
our study, we follow the work by Zhu et al. (2018) where
E(c,m) = [Ec(c); c;m], where Ec is a Carrier Encoder
and ; is the concatenation operator. In other words, the out-
put of the encoder network is the concatenation of the carrier,
message and the encoded carrier along the convolutional
channel axis.
The Carrier Decoder Network Dc, gets as input the afore-
mentioned representation and outputs cˆ ∈ X ∗, the carrier
embedded with the hidden message.
Lastly, the Message Decoder Network Dm, gets as input
cˆ and outputs mˆ ∈ X ∗, the reconstructed hidden message.
Figure 1 provides a visual description of our model.
Each of the above components is a neural network, where
the parameters are found by minimizing the mean squared
error between the carrier and the embedded carrier and be-
tween the original message and the reconstructed message.
Formally, we optimize the following loss function,
L(c,m) = λc‖c−Dc(E(c,m))‖22
+ λm‖m−Dm(Dc(E(c,m)))‖22,
(1)
where λc and λm are set to balance between the reconstruc-
tion of the carrier to the reconstruction of the message.
4.1. Concealing Multiple Messages
So far we presented a model that can conceal a speech mes-
sage within a speech carrier. This model can be extended
to conceal multiple messages within the same carrier. We
explored two possible approaches to implement such exten-
sion.
Multiple Decoders. In this setting, the model is pro-
vided with a single carrier c, and a set of k messages,
M = {mi}ki=1, where k > 1. In this case, h is the con-
catenation of the encoded carrier, the original carrier, and
all k messages. Since our goal is to decode all k messages
separately, we use k message decoders, denoted by Dm,i
where 1 < i ≤ k, one for each message. The modified loss
function is therefore,
L(c,M) = λc‖c−Dc(E(c,M))‖22
+ λm
k∑
i=1
‖mi −Dm,i(Dc(E(c,M)))‖22
(2)
In words, each message decoder Dm,i is trained to de-
code the ith message mi. Notice, the following setup can
be viewed as a generalization of single message decoding
where k is set to one.
Conditional Decoder. The above setup leads to linear
growth in memory costs in the size of k. In other words,
concealing k messages requires k separate decoders, which
can be memory intensive for large values of k. To miti-
gate that, we further explore the use of a single conditional
decoder instead of multiple decoders. In this setup, the
encoding process is identical to the case of multiple de-
coders. During decoding we condition the decoder with
a set of codes {qi}ki=1. Therefore, Dm gets as input not
only cˆ but also a code indicating the message index. The
corresponding loss function is as follows,
L(c,M) = λc‖c−Dc(E(c,M))‖22
+ λm
k∑
i=1
‖mi −Dm(Dc(E(c,M)), qi)‖22
(3)
Each code qi is represented as a one-hot vector of size k
with 1 at the ith index and zeros elsewhere. We follow the
work by Choi et al. (2018), where the conditioning label is
spatially replicated and concatenated with the original input.
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<latexit sha1_base64="q/brMjiX4MptG7DNZMkn3X6ApJc=">AAAB6 nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb 39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqk xPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E5Qzm1 hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2T</latexit><latexit sha1_base64="q/brMjiX4MptG7DNZMkn3X6ApJc=">AAAB6 nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb 39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqk xPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E5Qzm1 hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2T</latexit><latexit sha1_base64="q/brMjiX4MptG7DNZMkn3X6ApJc=">AAAB6 nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb 39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqk xPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E5Qzm1 hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2T</latexit><latexit sha1_base64="q/brMjiX4MptG7DNZMkn3X6ApJc=">AAAB6 nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb 39g8Oj8vFJ28SpZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqk xPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E5Qzm1 hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2T</latexit>
cˆ
<latexit sha1_base64="LsK9uDmex9MdIH1EIrlMTlm/NB4=">AAAB+ XicbVDLSsNAFL2pr1pfUZdugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+TdO2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dn B4dHxin551dZwqyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCITyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtl f/jimacQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVHGThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhSmwsHY KWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c45/IH1+QMyhZP6< /latexit><latexit sha1_base64="LsK9uDmex9MdIH1EIrlMTlm/NB4=">AAAB+ XicbVDLSsNAFL2pr1pfUZdugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+TdO2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dn B4dHxin551dZwqyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCITyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtl f/jimacQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVHGThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhSmwsHY KWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c45/IH1+QMyhZP6< /latexit><latexit sha1_base64="LsK9uDmex9MdIH1EIrlMTlm/NB4=">AAAB+ XicbVDLSsNAFL2pr1pfUZdugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+TdO2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dn B4dHxin551dZwqyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCITyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtl f/jimacQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVHGThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhSmwsHY KWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c45/IH1+QMyhZP6< /latexit><latexit sha1_base64="LsK9uDmex9MdIH1EIrlMTlm/NB4=">AAAB+ XicbVDLSsNAFL2pr1pfUZdugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+TdO2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dn B4dHxin551dZwqyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCITyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtl f/jimacQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVHGThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhSmwsHY KWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c45/IH1+QMyhZP6< /latexit> mˆ
<latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">AAAB+ XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O5Wt7Z3dvep+7e Dw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz0du3Wt4S+BN4pekjkq0R+5 XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs+4V4n/eIIXobphxlaTAFF0dilKBIcZF DXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqIIrm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE< /latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">AAAB+ XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O5Wt7Z3dvep+7e Dw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz0du3Wt4S+BN4pekjkq0R+5 XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs+4V4n/eIIXobphxlaTAFF0dilKBIcZF DXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqIIrm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE< /latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">AAAB+ XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O5Wt7Z3dvep+7e Dw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz0du3Wt4S+BN4pekjkq0R+5 XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs+4V4n/eIIXobphxlaTAFF0dilKBIcZF DXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqIIrm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE< /latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">AAAB+ XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O5Wt7Z3dvep+7e Dw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz0du3Wt4S+BN4pekjkq0R+5 XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs+4V4n/eIIXobphxlaTAFF0dilKBIcZF DXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqIIrm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE< /latexit>
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<latexit sha1_base64="ZxxCkIJ Rh49yS6+CoxTy3UvqSx0=">AAAB8XicbVDLSgMxFL2pr1pfVZdugkVwV WZEqMuCG5cV7APboWTSTBuaZIYkI5Shf+HGhSJu/Rt3/o2ZdhbaeiBwOO decu4JE8GN9bxvVNrY3NreKe9W9vYPDo+qxycdE6easjaNRax7ITFMcM XallvBeolmRIaCdcPpbe53n5g2PFYPdpawQJKx4hGnxDrpcSCJnYRRJuf Das2rewvgdeIXpAYFWsPq12AU01QyZakgxvR9L7FBRrTlVLB5ZZAalhA 6JWPWd1QRyUyQLRLP8YVTRjiKtXvK4oX6eyMj0piZDN1kntCsern4n9dP bXQTZFwlqWWKLj+KUoFtjPPz8YhrRq2YOUKo5i4rphOiCbWupIorwV89 eZ10ruq+V/fvr2vNRlFHGc7gHC7BhwY04Q5a0AYKCp7hFd6QQS/oHX0sR 0uo2DmFP0CfP+kzkQY=</latexit><latexit sha1_base64="ZxxCkIJ Rh49yS6+CoxTy3UvqSx0=">AAAB8XicbVDLSgMxFL2pr1pfVZdugkVwV WZEqMuCG5cV7APboWTSTBuaZIYkI5Shf+HGhSJu/Rt3/o2ZdhbaeiBwOO decu4JE8GN9bxvVNrY3NreKe9W9vYPDo+qxycdE6easjaNRax7ITFMcM XallvBeolmRIaCdcPpbe53n5g2PFYPdpawQJKx4hGnxDrpcSCJnYRRJuf Das2rewvgdeIXpAYFWsPq12AU01QyZakgxvR9L7FBRrTlVLB5ZZAalhA 6JWPWd1QRyUyQLRLP8YVTRjiKtXvK4oX6eyMj0piZDN1kntCsern4n9dP bXQTZFwlqWWKLj+KUoFtjPPz8YhrRq2YOUKo5i4rphOiCbWupIorwV89 eZ10ruq+V/fvr2vNRlFHGc7gHC7BhwY04Q5a0AYKCp7hFd6QQS/oHX0sR 0uo2DmFP0CfP+kzkQY=</latexit><latexit sha1_base64="ZxxCkIJ Rh49yS6+CoxTy3UvqSx0=">AAAB8XicbVDLSgMxFL2pr1pfVZdugkVwV WZEqMuCG5cV7APboWTSTBuaZIYkI5Shf+HGhSJu/Rt3/o2ZdhbaeiBwOO decu4JE8GN9bxvVNrY3NreKe9W9vYPDo+qxycdE6easjaNRax7ITFMcM XallvBeolmRIaCdcPpbe53n5g2PFYPdpawQJKx4hGnxDrpcSCJnYRRJuf Das2rewvgdeIXpAYFWsPq12AU01QyZakgxvR9L7FBRrTlVLB5ZZAalhA 6JWPWd1QRyUyQLRLP8YVTRjiKtXvK4oX6eyMj0piZDN1kntCsern4n9dP bXQTZFwlqWWKLj+KUoFtjPPz8YhrRq2YOUKo5i4rphOiCbWupIorwV89 eZ10ruq+V/fvr2vNRlFHGc7gHC7BhwY04Q5a0AYKCp7hFd6QQS/oHX0sR 0uo2DmFP0CfP+kzkQY=</latexit><latexit sha1_base64="ZxxCkIJ Rh49yS6+CoxTy3UvqSx0=">AAAB8XicbVDLSgMxFL2pr1pfVZdugkVwV WZEqMuCG5cV7APboWTSTBuaZIYkI5Shf+HGhSJu/Rt3/o2ZdhbaeiBwOO decu4JE8GN9bxvVNrY3NreKe9W9vYPDo+qxycdE6easjaNRax7ITFMcM XallvBeolmRIaCdcPpbe53n5g2PFYPdpawQJKx4hGnxDrpcSCJnYRRJuf Das2rewvgdeIXpAYFWsPq12AU01QyZakgxvR9L7FBRrTlVLB5ZZAalhA 6JWPWd1QRyUyQLRLP8YVTRjiKtXvK4oX6eyMj0piZDN1kntCsern4n9dP bXQTZFwlqWWKLj+KUoFtjPPz8YhrRq2YOUKo5i4rphOiCbWupIorwV89 eZ10ruq+V/fvr2vNRlFHGc7gHC7BhwY04Q5a0AYKCp7hFd6QQS/oHX0sR 0uo2DmFP0CfP+kzkQY=</latexit>
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<latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">AAAB6 nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8gpr6xubW8Xt0s 7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5KQCORr98mdvkLBMorJMUGO 6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX4VTrtLMomLLRXEmiE3I/G8y4BqZFRNH KNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe/bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">AAAB6 nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8gpr6xubW8Xt0s 7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5KQCORr98mdvkLBMorJMUGO 6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX4VTrtLMomLLRXEmiE3I/G8y4BqZFRNH KNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe/bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">AAAB6 nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8gpr6xubW8Xt0s 7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5KQCORr98mdvkLBMorJMUGO 6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX4VTrtLMomLLRXEmiE3I/G8y4BqZFRNH KNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe/bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">AAAB6 nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8gpr6xubW8Xt0s 7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5KQCORr98mdvkLBMorJMUGO 6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX4VTrtLMomLLRXEmiE3I/G8y4BqZFRNH KNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe/bevPdla8HLZ47hF7yPbxQZjZ0=</latexit>
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Figure 1. Model overview: the encoder E gets as input the carrier c and the message m, it encodes c using the carrier encoder Ec and
concatenates Ec(c) to c and m to generate h. Then, the decoder carrier Dc generates the new encoded carrier, from which the decoder
message Dm decodes the message mˆ. During training the reconstruction loss is applied between c and m to cˆ and mˆ, respectively.
4.2. Representation and Inference
The carrier c, the embedded carrier cˆ, and the message
m are all represented using the spectrogram, namely, the
magnitude of the STFT. However, our goal is to transmit the
reconstructed carrier cˆ as a time-domain audio signal and
the messages must ideally be decoded from the recomposed
audio signal. In order to reconstruct the carrier audio, we
must invert the decoded carrier spectrogram to an audio
signal. This will require the phase of the spectrum in each
column of the spectrogram for cˆ.
One can explore several ways for approximating the phase of
cˆ: (i) use the phase of the original carrier c. This will result
in a natural sounding reconstructed carrier audio. However,
since the phase that is borrowed from the original carrier
c does not match the spectral magnitudes of cˆ, the magni-
tude of the STFT computed from the reconstructed carrier
audio will not be identical to that of cˆ itself. As a result,
the decoded messages will be incomprehensible; (ii) Use
a phase approximation algorithm, such as the Griffin-Lim
algorithm (Griffin & Lim, 1984). While this approach is
straightforward and resulted in a better message decoding,
the reconstructed carrier now has degraded quality; (iii) Use
a neural-based vocoder, such as WaveNet (Van Den Oord
et al., 2016). Although WaveNet was shown to produce high
quality audio, it comes at the cost of high computational
resources; (iv) Statistically model the discrepancy caused by
the STFT ◦ ISTFT transformations using the original carrier
phase. In this work, we follow the latter, and propose two
possible settings. The first would be to train the model with-
out converting cˆ to the time-domain, then, fine-tune Dm on
STFT ◦ ISTFT of cˆ and the original phase. We denote this
setup as FTD. The second one would be to apply STFT ◦
ISTFT on cˆ during the training process. This can be done
by implementing STFT and ISTFT as differentiable com-
plex 1D-convolution layers. We denote this setup as SFS.
Using STFT as a neural layer was successfully explored
in (De´fossez et al., 2018). Figure 2 illustrates the proposed
architecture.
For completeness, we additionally explore training the
model using FTD but fine-tunning all network components,
we denote this by FTA; and training the model as in SFS
for 5k iterations and fine-tuning Dm only for additional 5k
iterations. Overall this model was trained for 10k iterations,
and we denote it by SFS+FTD.
5. Experimental Results
In this section, we present our experimental results. First,
we describe the experimental setup. Then, we evaluate our
model on two speech datasets, and lastly, we provide visual
analysis of the spectrograms. We implemented the code
using PyTorch (Paszke et al., 2017). Code and samples will
be available under: https://bit.ly/2Bj163d.
5.1. Experimental Setup
We evaluated our approach on TIMIT (Garofolo et al., 1993)
and YOHO (Campbell, 1995) datasets using the standard
train/val/test splits. Each utterance was sampled at 16kHz
and represented as its power spectrum by applying the STFT
with 512 FFT frequency bins and 10ms sliding window.
Training examples were generated by randomly selecting
one utterance as carrier and k other utterances as messages
for k ∈ {1, 3, 5}. Thus, the selection of carrier and message
is completely arbitrary. All models were trained using Adam
for 10k iterations with a learning rate of 10−3. We balance
between the carrier and message reconstruction losses using
λc = 0.8, λm = 1 for TIMIT and λc = λm = 1 for
YOHO.
Each component in our model is implemented as a Gated
Convolutional Neural Network (Gated ConvNets) as pro-
posed by Dauphin et al. (2017). Specifically, Ec is com-
posed of three blocks of gated convolutions,Dc is composed
of four blocks of gated convolutions, and Dm is composed
of six blocks of gated convolutions. Each block contains 64
kernels of size 3×3.
Hide and Speak: Deep Neural Networks for Speech Steganography
mˆ
<latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">A AAB+XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O 5Wt7Z3dvep+7eDw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz 0du3Wt4S+BN4pekjkq0R+5XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs +4V4n/eIIXobphxlaTAFF0dilKBIcZFDXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqI Irm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE</latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">A AAB+XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O 5Wt7Z3dvep+7eDw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz 0du3Wt4S+BN4pekjkq0R+5XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs +4V4n/eIIXobphxlaTAFF0dilKBIcZFDXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqI Irm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE</latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">A AAB+XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O 5Wt7Z3dvep+7eDw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz 0du3Wt4S+BN4pekjkq0R+5XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs +4V4n/eIIXobphxlaTAFF0dilKBIcZFDXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqI Irm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE</latexit><latexit sha1_base64="CVd2zgQBKNQDjP3MedtkssfRpAo=">A AAB+XicbVDLSgMxFM3UV62vUZdugkVwVWZEqMuCG5cV7AM6pWTSTBuaZIbkTqEM8yduXCji1j9x59+YaWehrQcCh3Pu5Z6cMBHcgOd9O 5Wt7Z3dvep+7eDw6PjEPT3rmjjVlHVoLGLdD4lhgivWAQ6C9RPNiAwF64Wz+8LvzZk2PFZPsEjYUJKJ4hGnBKw0ct1AEpiGURZMCWQyz 0du3Wt4S+BN4pekjkq0R+5XMI5pKpkCKogxA99LYJgRDZwKlteC1LCE0BmZsIGlikhmhtkyeY6vrDLGUaztU4CX6u+NjEhjFjK0k0VOs +4V4n/eIIXobphxlaTAFF0dilKBIcZFDXjMNaMgFpYQqrnNiumUaELBllWzJfjrX94k3ZuG7zX8x9t6q1nWUUUX6BJdIx81UQs9oDbqI Irm6Bm9ojcnc16cd+djNVpxyp1z9AfO5w9BwZQE</latexit>
Dm
<latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">A AAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8 gpr6xubW8Xt0s7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5 KQCORr98mdvkLBMorJMUGO6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX 4VTrtLMomLLRXEmiE3I/G8y4BqZFRNHKNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe /bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">A AAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8 gpr6xubW8Xt0s7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5 KQCORr98mdvkLBMorJMUGO6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX 4VTrtLMomLLRXEmiE3I/G8y4BqZFRNHKNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe /bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">A AAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8 gpr6xubW8Xt0s7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5 KQCORr98mdvkLBMorJMUGO6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX 4VTrtLMomLLRXEmiE3I/G8y4BqZFRNHKNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe /bevPdla8HLZ47hF7yPbxQZjZ0=</latexit><latexit sha1_base64="p6IFWOgnY5jJm4k9SvSCOtTZmfw=">A AAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKEI8BPXiMaB6QLGF20psMmZldZmaFEPIJXjwo4tUv8ubfOEn2oNGChqKqm+6uKBXcWN//8 gpr6xubW8Xt0s7u3v5B+fCoZZJMM2yyRCS6E1GDgitsWm4FdlKNVEYC29H4eu63H1EbnqgHO0kxlHSoeMwZtU66v+nLfrniV/0FyF8S5 KQCORr98mdvkLBMorJMUGO6gZ/acEq15UzgrNTLDKaUjekQu44qKtGE08WpM3LmlAGJE+1KWbJQf05MqTRmIiPXKakdmVVvLv7ndTMbX 4VTrtLMomLLRXEmiE3I/G8y4BqZFRNHKNPc3UrYiGrKrEun5EIIVl/+S1oX1cCvBneXlXotj6MIJ3AK5xBADepwCw1oAoMhPMELvHrCe /bevPdla8HLZ47hF7yPbxQZjZ0=</latexit>
Dc
<latexit sha1_base64="q/brM jiX4MptG7DNZMkn3X6ApJc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4 bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd 0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9 N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8 nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E 5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME 5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2 T</latexit><latexit sha1_base64="q/brM jiX4MptG7DNZMkn3X6ApJc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4 bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd 0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9 N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8 nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E 5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME 5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2 T</latexit><latexit sha1_base64="q/brM jiX4MptG7DNZMkn3X6ApJc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4 bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd 0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9 N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8 nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E 5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME 5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2 T</latexit><latexit sha1_base64="q/brM jiX4MptG7DNZMkn3X6ApJc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh6 9LBbBU0lEaI8FPXisaD+gDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4 bt20O2vpg4PHeDDPzgkQKg6777RQ2Nre2d4q7pb39g8Oj8vFJ28S pZrzFYhnrbkANl0LxFgqUvJtoTqNA8k4wuZn7nSeujYjVI04T7kd 0pEQoGEUrPdwO2KBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9 N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8 nMhoZM40C2xlRHJtVby7+5/VSDOt+JlSSIldsuShMJcGYzP8mQ6E 5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t1fVxq1PI4inME 5XIIHNWjAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAE8Y2 T</latexit>
cˆ
<latexit sha1_base64="LsK9u Dmex9MdIH1EIrlMTlm/NB4=">AAAB+XicbVDLSsNAFL2pr1pfUZd ugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+Td O2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dnB4dHxin551dZw qyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCI TyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtlf/ji macQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVH GThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhS mwsHYKWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd 4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c4 5/IH1+QMyhZP6</latexit><latexit sha1_base64="LsK9u Dmex9MdIH1EIrlMTlm/NB4=">AAAB+XicbVDLSsNAFL2pr1pfUZd ugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+Td O2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dnB4dHxin551dZw qyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCI TyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtlf/ji macQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVH GThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhS mwsHYKWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd 4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c4 5/IH1+QMyhZP6</latexit><latexit sha1_base64="LsK9u Dmex9MdIH1EIrlMTlm/NB4=">AAAB+XicbVDLSsNAFL2pr1pfUZd ugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+Td O2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dnB4dHxin551dZw qyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCI TyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtlf/ji macQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVH GThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhS mwsHYKWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd 4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c4 5/IH1+QMyhZP6</latexit><latexit sha1_base64="LsK9u Dmex9MdIH1EIrlMTlm/NB4=">AAAB+XicbVDLSsNAFL2pr1pfUZd ugkVwVRIR6rLgxmUF+4CmlMl00g6dTMLMTaGE/IkbF4q49U/c+Td O2iy09cDA4Zx7uWdOkAiu0XW/rcrW9s7uXnW/dnB4dHxin551dZw qyjo0FrHqB0QzwSXrIEfB+oliJAoE6wWz+8LvzZnSPJZPuEjYMCI TyUNOCRppZNt+RHAahJk/JZjRPB/ZdbfhLuFsEq8kdSjRHtlf/ji macQkUkG0HnhugsOMKORUsLzmp5olhM7IhA0MlSRiepgtk+fOlVH GThgr8yQ6S/X3RkYirRdRYCaLnHrdK8T/vEGK4d0w4zJJkUm6OhS mwsHYKWpwxlwximJhCKGKm6wOnRJFKJqyaqYEb/3Lm6R70/Dchvd 4W281yzqqcAGXcA0eNKEFD9CGDlCYwzO8wpuVWS/Wu/WxGq1Y5c4 5/IH1+QMyhZP6</latexit>
ISTFT
<latexit sha1_base64="69eBe+epZtAI rLbKgvk0wUT1j1o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVoR4LguitYr+gXU o2zbax2WRJskJZ+h+8eFDEq//Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ 3dvf2D8uFRW8tEEdoikkvVDbCmnAnaMsxw2o0VxVHAaSeYXGd+54kqzaRommlM/QiPB AsZwcZK7buH5k2zNChX3Ko7B1olXk4qkKMxKH/1h5IkERWGcKx1z3Nj46dYGUY4nZX6i aYxJhM8oj1LBY6o9tP5tTN0ZpUhCqWyJQyaq78nUhxpPY0C2xlhM9bLXib+5/USE175K RNxYqggi0VhwpGRKHsdDZmixPCpJZgoZm9FZIwVJsYGlIXgLb+8StoXVc+teveXlXotj 6MIJ3AK5+BBDepwCw1oAYFHeIZXeHOk8+K8Ox+L1oKTzxzDHzifP06kjj8=</latexi t><latexit sha1_base64="69eBe+epZtAI rLbKgvk0wUT1j1o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVoR4LguitYr+gXU o2zbax2WRJskJZ+h+8eFDEq//Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ 3dvf2D8uFRW8tEEdoikkvVDbCmnAnaMsxw2o0VxVHAaSeYXGd+54kqzaRommlM/QiPB AsZwcZK7buH5k2zNChX3Ko7B1olXk4qkKMxKH/1h5IkERWGcKx1z3Nj46dYGUY4nZX6i aYxJhM8oj1LBY6o9tP5tTN0ZpUhCqWyJQyaq78nUhxpPY0C2xlhM9bLXib+5/USE175K RNxYqggi0VhwpGRKHsdDZmixPCpJZgoZm9FZIwVJsYGlIXgLb+8StoXVc+teveXlXotj 6MIJ3AK5+BBDepwCw1oAYFHeIZXeHOk8+K8Ox+L1oKTzxzDHzifP06kjj8=</latexi t><latexit sha1_base64="69eBe+epZtAI rLbKgvk0wUT1j1o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVoR4LguitYr+gXU o2zbax2WRJskJZ+h+8eFDEq//Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ 3dvf2D8uFRW8tEEdoikkvVDbCmnAnaMsxw2o0VxVHAaSeYXGd+54kqzaRommlM/QiPB AsZwcZK7buH5k2zNChX3Ko7B1olXk4qkKMxKH/1h5IkERWGcKx1z3Nj46dYGUY4nZX6i aYxJhM8oj1LBY6o9tP5tTN0ZpUhCqWyJQyaq78nUhxpPY0C2xlhM9bLXib+5/USE175K RNxYqggi0VhwpGRKHsdDZmixPCpJZgoZm9FZIwVJsYGlIXgLb+8StoXVc+teveXlXotj 6MIJ3AK5+BBDepwCw1oAYFHeIZXeHOk8+K8Ox+L1oKTzxzDHzifP06kjj8=</latexi t><latexit sha1_base64="69eBe+epZtAI rLbKgvk0wUT1j1o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVoR4LguitYr+gXU o2zbax2WRJskJZ+h+8eFDEq//Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ 3dvf2D8uFRW8tEEdoikkvVDbCmnAnaMsxw2o0VxVHAaSeYXGd+54kqzaRommlM/QiPB AsZwcZK7buH5k2zNChX3Ko7B1olXk4qkKMxKH/1h5IkERWGcKx1z3Nj46dYGUY4nZX6i aYxJhM8oj1LBY6o9tP5tTN0ZpUhCqWyJQyaq78nUhxpPY0C2xlhM9bLXib+5/USE175K RNxYqggi0VhwpGRKHsdDZmixPCpJZgoZm9FZIwVJsYGlIXgLb+8StoXVc+teveXlXotj 6MIJ3AK5+BBDepwCw1oAYFHeIZXeHOk8+K8Ox+L1oKTzxzDHzifP06kjj8=</latexi t> STFT
<latexit sha1_base64="eHsUc1vdK07atXYLWSI0yBVO3Es=">AAAB7HicbVB NS8NAEJ2tX7V+VT16WSyCp5KIUI8FQTxWbNpCG8pmu2mXbjZhdyOU0N/gxYMiXv1B3vw3btoctPXBwOO9GWbmBYng2jjONyptbG5t75R3K3v7B4dH1eOTjo5TRZlH YxGrXkA0E1wyz3AjWC9RjESBYN1gepv73SemNI9l28wS5kdkLHnIKTFW8h7bd+3KsFpz6s4CeJ24BalBgdaw+jUYxTSNmDRUEK37rpMYPyPKcCrYvDJINUsInZIx6 1sqScS0ny2OneMLq4xwGCtb0uCF+nsiI5HWsyiwnRExE73q5eJ/Xj814Y2fcZmkhkm6XBSmApsY55/jEVeMGjGzhFDF7a2YTogi1Nh88hDc1ZfXSeeq7jp19+G61m wUcZThDM7hElxoQBPuoQUeUODwDK/whiR6Qe/oY9laQsXMKfwB+vwBuZiN7A==</latexit><latexit sha1_base64="eHsUc1vdK07atXYLWSI0yBVO3Es=">AAAB7HicbVB NS8NAEJ2tX7V+VT16WSyCp5KIUI8FQTxWbNpCG8pmu2mXbjZhdyOU0N/gxYMiXv1B3vw3btoctPXBwOO9GWbmBYng2jjONyptbG5t75R3K3v7B4dH1eOTjo5TRZlH YxGrXkA0E1wyz3AjWC9RjESBYN1gepv73SemNI9l28wS5kdkLHnIKTFW8h7bd+3KsFpz6s4CeJ24BalBgdaw+jUYxTSNmDRUEK37rpMYPyPKcCrYvDJINUsInZIx6 1sqScS0ny2OneMLq4xwGCtb0uCF+nsiI5HWsyiwnRExE73q5eJ/Xj814Y2fcZmkhkm6XBSmApsY55/jEVeMGjGzhFDF7a2YTogi1Nh88hDc1ZfXSeeq7jp19+G61m wUcZThDM7hElxoQBPuoQUeUODwDK/whiR6Qe/oY9laQsXMKfwB+vwBuZiN7A==</latexit><latexit sha1_base64="eHsUc1vdK07atXYLWSI0yBVO3Es=">AAAB7HicbVB NS8NAEJ2tX7V+VT16WSyCp5KIUI8FQTxWbNpCG8pmu2mXbjZhdyOU0N/gxYMiXv1B3vw3btoctPXBwOO9GWbmBYng2jjONyptbG5t75R3K3v7B4dH1eOTjo5TRZlH YxGrXkA0E1wyz3AjWC9RjESBYN1gepv73SemNI9l28wS5kdkLHnIKTFW8h7bd+3KsFpz6s4CeJ24BalBgdaw+jUYxTSNmDRUEK37rpMYPyPKcCrYvDJINUsInZIx6 1sqScS0ny2OneMLq4xwGCtb0uCF+nsiI5HWsyiwnRExE73q5eJ/Xj814Y2fcZmkhkm6XBSmApsY55/jEVeMGjGzhFDF7a2YTogi1Nh88hDc1ZfXSeeq7jp19+G61m wUcZThDM7hElxoQBPuoQUeUODwDK/whiR6Qe/oY9laQsXMKfwB+vwBuZiN7A==</latexit><latexit sha1_base64="eHsUc1vdK07atXYLWSI0yBVO3Es=">AAAB7HicbVB NS8NAEJ2tX7V+VT16WSyCp5KIUI8FQTxWbNpCG8pmu2mXbjZhdyOU0N/gxYMiXv1B3vw3btoctPXBwOO9GWbmBYng2jjONyptbG5t75R3K3v7B4dH1eOTjo5TRZlH YxGrXkA0E1wyz3AjWC9RjESBYN1gepv73SemNI9l28wS5kdkLHnIKTFW8h7bd+3KsFpz6s4CeJ24BalBgdaw+jUYxTSNmDRUEK37rpMYPyPKcCrYvDJINUsInZIx6 1sqScS0ny2OneMLq4xwGCtb0uCF+nsiI5HWsyiwnRExE73q5eJ/Xj814Y2fcZmkhkm6XBSmApsY55/jEVeMGjGzhFDF7a2YTogi1Nh88hDc1ZfXSeeq7jp19+G61m wUcZThDM7hElxoQBPuoQUeUODwDK/whiR6Qe/oY9laQsXMKfwB+vwBuZiN7A==</latexit>
· · ·<latexit sha1_ base64="FpUH/M9y0fUZSwtnKY D4es/wCas=">AAAB7XicbVBNS8 NAEJ3Ur1q/qh69LBbBU0lEqMeC F48V7Ae0oWw2m3btJht2J0IJ/Q 9ePCji1f/jzX/jts1BWx8MPN6b YWZekEph0HW/ndLG5tb2Tnm3sr d/cHhUPT7pGJVpxttMSaV7ATVc ioS3UaDkvVRzGgeSd4PJ7dzvPn FthEoecJpyP6ajRESCUbRSZ8BC hWZYrbl1dwGyTryC1KBAa1j9Go SKZTFPkElqTN9zU/RzqlEwyWeV QWZ4StmEjnjf0oTG3Pj54toZub BKSCKlbSVIFurviZzGxkzjwHbG FMdm1ZuL/3n9DKMbPxdJmiFP2H JRlEmCisxfJ6HQnKGcWkKZFvZW wsZUU4Y2oIoNwVt9eZ10ruqeW/ fur2vNRhFHGc7gHC7BgwY04Q5a 0AYGj/AMr/DmKOfFeXc+lq0lp5 g5hT9wPn8AqwiPJA==</latexi t><latexit sha1_ base64="FpUH/M9y0fUZSwtnKY D4es/wCas=">AAAB7XicbVBNS8 NAEJ3Ur1q/qh69LBbBU0lEqMeC F48V7Ae0oWw2m3btJht2J0IJ/Q 9ePCji1f/jzX/jts1BWx8MPN6b YWZekEph0HW/ndLG5tb2Tnm3sr d/cHhUPT7pGJVpxttMSaV7ATVc ioS3UaDkvVRzGgeSd4PJ7dzvPn FthEoecJpyP6ajRESCUbRSZ8BC hWZYrbl1dwGyTryC1KBAa1j9Go SKZTFPkElqTN9zU/RzqlEwyWeV QWZ4StmEjnjf0oTG3Pj54toZub BKSCKlbSVIFurviZzGxkzjwHbG FMdm1ZuL/3n9DKMbPxdJmiFP2H JRlEmCisxfJ6HQnKGcWkKZFvZW wsZUU4Y2oIoNwVt9eZ10ruqeW/ fur2vNRhFHGc7gHC7BgwY04Q5a 0AYGj/AMr/DmKOfFeXc+lq0lp5 g5hT9wPn8AqwiPJA==</latexi t><latexit sha1_ base64="FpUH/M9y0fUZSwtnKY D4es/wCas=">AAAB7XicbVBNS8 NAEJ3Ur1q/qh69LBbBU0lEqMeC F48V7Ae0oWw2m3btJht2J0IJ/Q 9ePCji1f/jzX/jts1BWx8MPN6b YWZekEph0HW/ndLG5tb2Tnm3sr d/cHhUPT7pGJVpxttMSaV7ATVc ioS3UaDkvVRzGgeSd4PJ7dzvPn FthEoecJpyP6ajRESCUbRSZ8BC hWZYrbl1dwGyTryC1KBAa1j9Go SKZTFPkElqTN9zU/RzqlEwyWeV QWZ4StmEjnjf0oTG3Pj54toZub BKSCKlbSVIFurviZzGxkzjwHbG FMdm1ZuL/3n9DKMbPxdJmiFP2H JRlEmCisxfJ6HQnKGcWkKZFvZW wsZUU4Y2oIoNwVt9eZ10ruqeW/ fur2vNRhFHGc7gHC7BgwY04Q5a 0AYGj/AMr/DmKOfFeXc+lq0lp5 g5hT9wPn8AqwiPJA==</latexi t><latexit sha1_ base64="FpUH/M9y0fUZSwtnKY D4es/wCas=">AAAB7XicbVBNS8 NAEJ3Ur1q/qh69LBbBU0lEqMeC F48V7Ae0oWw2m3btJht2J0IJ/Q 9ePCji1f/jzX/jts1BWx8MPN6b YWZekEph0HW/ndLG5tb2Tnm3sr d/cHhUPT7pGJVpxttMSaV7ATVc ioS3UaDkvVRzGgeSd4PJ7dzvPn FthEoecJpyP6ajRESCUbRSZ8BC hWZYrbl1dwGyTryC1KBAa1j9Go SKZTFPkElqTN9zU/RzqlEwyWeV QWZ4StmEjnjf0oTG3Pj54toZub BKSCKlbSVIFurviZzGxkzjwHbG FMdm1ZuL/3n9DKMbPxdJmiFP2H JRlEmCisxfJ6HQnKGcWkKZFvZW wsZUU4Y2oIoNwVt9eZ10ruqeW/ fur2vNRhFHGc7gHC7BgwY04Q5a 0AYGj/AMr/DmKOfFeXc+lq0lp5 g5hT9wPn8AqwiPJA==</latexi t>
Figure 2. The new STFT ◦ ISTFT component inside the gray box. The carrier decoder Dc produces the new carrier power spectrogram
which is then being transformed to the time-domain and back using the STFT ◦ ISTFT layers.
Both TIMIT and YOHO were recorded in sterile conditions,
i.e. in a noise-free environment. This is usually not the case
in real world settings. To simulate real world conditions, we
inject background noise to all carrier segments. Specifically,
we use random crops of restaurant background noise and
inject them into carriers as follows:
c = c+ 0.5 · Pc
Pn
· n (4)
Where Pc is the average carrier energy, n is the cropped
noise and Pn is the average noise energy.
5.2. Single Message
Table 1 reports the Mean-Squared-Error (MSE) for both
carrier and message using single message embedding for
all four settings (FTD, SFS, FTA, and SFS+FTD) using
TIMIT and YOHO datasets. Notice, FTD yields the lowest
carrier MSE in both datasets, but translates to poor message
reconstruction loss. This can be explained by the fact that
the network is not constrained by the STFT ◦ ISTFT layer,
hence it is not forced to output a carrier spectrogram which
retains the hidden message after the STFT ◦ ISTFT trans-
formation. To validate that, we ran the FTA setup where
we fine-tune all model components rather than Dm only.
Results reveal that althogh the carrier loss increased, the
message loss greatly improved. However, using the STFT
◦ ISTFT layer from the beginning of training proves to be
beneficial in both SFS and SFS+FTD settings, with SFS
achieving the best message reconstruction loss and best
overall loss according to Equation (1).
5.3. Multiple Messages
In order to evaluate our models for concealing more than one
message we explored two settings, using multiple decoders
or one conditional decoder. Table 2 summarizes the results.
Both settings achieve comparable reconstruction losses for
embeddings three messages in a single carrier. Notice, an
increase in the number of messages translates to higher loss
values in both carrier and messages. These results can be
expected as the model is forced to work at higher compres-
Table 1. MSE for both carrier and message using single message
embedding. Results are reported for both TIMIT and YOHO
datasets.
DATASET SETUP CARRIER LOSS MSG. LOSS
TIMIT FTD 0.005 0.126
SFS 0.017 0.038
FTA 0.024 0.049
SFS+FTD 0.033 0.042
ADV. 0.016 0.054
YOHO FTD 0.002 0.051
SFS 0.006 0.017
FTA 0.005 0.019
SFS+FTD 0.012 0.017
ADV. 0.006 0.025
sion rates due to concealing and recovering more messages
while keeping the carrier dimension the same. To further
explore the affect of k on loss values, we train additional
models using five messages. Figure 3 compares the training
loss values while embedding 1, 3 and 5 messages using
multiple decoders and a single conditional decoder. For
the multiple decoders, increasing the number of messages
comes at the cost of reconstruction quality in terms of av-
erage message reconstruction loss, however the carrier loss
converges roughly to the same place. On the other hand,
the behaviour of the conditional decoder is similar to that of
multiple encoders
5.4. Adversarial Training
Zhu et al. (2018) suggested to add adversarial loss to the
network in order to further improve the embedded carrier
quality to be indistinguishable from the original carrier. Al-
though adversarial learning had great success in the domains
of text and vision (Ganin et al., 2016; Zhang et al., 2017;
Choi et al., 2018; Goodfellow et al., 2014), it is unclear
what is its effect in speech processing (Adi et al., 2018b).
To further investigate that, we added adversarial loss terms
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Figure 3. A comparison between carrier and messages training loss for k ∈ {1, 3, 5}. The upper pair of figures correspond to using
multiple decoders, the bottom pair of figures correspond to using a single conditional decoder.
Table 2. Carrier loss and average message loss for concealing multi-
ple messages using either multiple decoders or a single conditional
decoder. Results are reported for both TIMIT and YOHO datasets.
All results are reported for SFS setting. The number of messages
is denoted by k
DATASET MODEL k CARRIER LOSS MSG. LOSS
TIMIT MULTI 3 0.051 0.063
COND 3 0.071 0.066
MULTI 5 0.079 0.081
COND 5 0.079 0.089
YOHO MULTI 3 0.017 0.031
COND 3 0.015 0.026
MULTI 5 0.021 0.035
COND 5 0.029 0.038
to our optimization, resulting the following objective,
L(c,m) = λc||c−Dc(E(c,m))||22
+ λm||m−Dm(Dc(E(c,m)))||22
+ λg(− logA(cˆ))
(5)
Ldis(c, cˆ) = − log(A(c))− log(1−A(cˆ)) (6)
where λg is the adversarial loss coefficient, and Ldis is
the discriminator loss. A is a discrimination network that
receives as input spectrograms and outputs a number in
the simplex [0, 1]. A aims to discriminate between original
carrier files and carriers generated by our steganography
model. More formally, A is a function A : X ∗ → [0, 1].
A is implemented as a fully convolutional neural network
using six convolutional layers with 64 kernels of 3×3 in
each layer. Results are summarized in Table 1, the affect of
the adversarial loss terms had a perceptually unnoticeable
affect on cˆ and a minor impact on the carrier loss value.
5.5. Subjective Experiments
Carrier ABX Testing. To validate that the difference be-
tween the original carrier and the carrier embedded with a
hidden message is not detectable by humans, we performed
ABX testing. An ABX test is a standard way to asses de-
tectable differences between two choices of sensory stimuli.
We present each human with two audio samples A and B.
Each of these two samples is either the original carrier or
the carrier embedded with a hidden message. These two
samples are followed by a third sound X randomly selected
to be either A or B. Next, the human must choose whether
X is the same as A or B. We generated 50 audio samples,
for each audio sample we recorded 20 answers from Ama-
zon Mechanical Turk (1000 answers overall). Only 48.2%
of the carriers embedded with hidden messages could be
distinguished from the original ones by humans (the opti-
mal ratio is 50%). Therefore the modifications made by the
steganographic function are not statistically significant and
are not distinguishable by a human ear.
Message Intelligibility. A major metric in evaluating a
speech steganography system is the intelligibility of the
reconstructed messages. To quantify this measure we con-
ducted an additional subjective experiment in Amazon Me-
chanical Turk. We generated 50 samples: 25 of which are
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Figure 4. Steganography results. First three images of each set: original carrier c, embedded carrier cˆ and their residual error. Last three
images of each set: original message m, decoded message mˆ and their residual error. The first row corresponds to a single message
decoding, the second row corresponds to decoding a single preprocessed message, and the last row corresponds to decoding three messages
using three decoders.
original messages, and the additional 25 are reconstructed
messages by our model. We recorded 20 answers for each
sample (1000 answers overall). The participants were in-
structed to transcribe the presented samples, and the Word
Error Rate (WER) and Character Error Rate (CER) were
measured. While WER is a coarse measure, CER provides
finer evaluation of transcription error. A small difference
between the original messages and reconstructed messages
in terms of WER and CER would suggest that the stegano-
graphic system does not degrade intelligibility of the hidden
messages. The CER/WER measured on original and recon-
structed messages was 15.38%/32.35% and 15.30%/33.31%
respectively. We therefore deduce that our system does not
degrade the intelligibility of speech signal. Despite the fact
that the error rates differences between m and mˆ are low,
the absolute values are relatively high. In order to better
understand this phenomenon, we performed a manual anal-
ysis of the errors made by the transcribers. This can be
investigated via a comparison of the transcribed text against
the target label. Table 3 presents sampled mismatched tran-
scription and target label pairs. Notice that although the
error rates (CER/WER) are high, the semantic meaning of
the transcribed text remains the same.
6. Analysis
In standard steganographic applications it is assumed that
the original, clean, carrier is kept private and can not be
accessed by an adversary. However, in order to further ana-
lyze the ability of the generated carrier to encode the hidden
message, we experienced with subtracting the original car-
rier from the embedded carrier and visualizing the resulted
spectrograms.
Table 3. Several samples from the transcribed messages. Although
WER and CER are relatively high, a closer look reveals semanti-
cally equivalent transcriptions.
TARGET LABEL HUMAN TRANSCRIPTION
WESTCHESTER IS A COUNTY WESTCHESTERS A COUNTY
WESTCHESTER IS A COUNTY WEST CHESTERS A COUNTY
PREVIOUS SPEAKERS PREVIOUS SPEAKER
NO PRICE IS TOO HIGH NO PRICE IS TO HIGH
THE WATER CONTAIN WATER CONTAINS
IT MUST BE AND IT MUST BE
Carrier visualizations consist of the original unmodified car-
rier, the carrier embedded with a hidden message and their
residual difference. Message visualizations consist of the
original message, the message decoded by the steganograpy
model and their residual difference. We notice that the
residual difference, both in audio form and visual represen-
tation, is not sufficient evidence to decypher the embedded
message.
In some cases, (cˆ − c) vaguely resembles m in the ears
of a human listener when presented with the original mes-
sage (Spieth et al., 1954). Such setup where the adversary
has access to the original carrier and some reference of the
original message is extreme and highly unlikely.
Nevertheless, additional precautions can be taken to further
obfuscate the hidden message and challenge such adversary.
One can utilize many pre-processing stages before passing
it to the steganography function, such as: frequency permu-
tation, dividing the spectrograms to tiles and re-arranging,
etc. In this study we explore a more basic operation of time
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and frequency flipping of the message. We flip the message
spectrogram along the time and frequency axes and feed it
to the steganography model. We leave additional and more
intricate transformations for future work.
The above pre-processing stage results in a incomprehensi-
ble (cˆ−c) while retaining the same message reconstruction
ability after repeating the flipping operation.
Figure 4 presents visualizations of carrier and message for
a single message decoding, preprocessed single message
decoding and three messages decoding. Notice, in single
message decoding the residual difference resembles the
embedded message in areas of high energy, both visually
and audibly. When preprocessing the message, although
the residual difference resembles the message visually, it is
incomprehensible to a human listener. This visual similarity
can be mitigated using more complex transformations as
described above. Lastly, in multiple messages decoding, the
residual difference appears to be very noisy and bares no
resemblance to any particular single embedded message.
7. Discussion and Future Work
In this study, we explored for the first time the use of neural
networks for speech steganography. We demonstrated the
ability of our model to hide several messages in the a single
carrier using both multiple decoders and one conditional
decoder. The proposed method leverages the redundancy of
speech data representation, hence it might not perform as
well when applying to domains other than speech such as
music or generic audio sequences. We would like to further
investigate the above domains in future work.
Another research direction could be utilizing our model
as a measure for information redundancy in an arbitrary
media. One could potentially use the reconstruction loss as
a proxy for measuring redundancy in the carrier: a carrier
with high redundancy will be capable of containing more
hidden messages than an extremely rich one. We leave
further exploration of this for future work.
Lastly, we would like to consider other types of neural
architectures such as recurrent neural networks, attention
mechanisms, and models working on the time-domain.
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