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Abstract
Let R ∈ Cn×n be a nontrivial involution; i.e., R = R−1 /= ±I . We say that A ∈ Cn×n is
R-symmetric (R-skew symmetric) if RAR = A (RAR = −A). LetS be one of the following
subsets of Cn×n: (i) R-symmetric matrices; (ii) Hermitian R-symmetric matrices; (iii) R-
skew symmetric matrices; (iv) Hermitian R-skew symmetric matrices. Let Z ∈ Cn×m with
rank(Z) = m and  = diag(λ1, . . . , λm).
The inverse eigenproblem consists of finding (Z,) such that the set S(Z,) = {A ∈
S|AZ = Z} is nonempty, and to find the general form of A ∈S(Z,). In all cases we
use the special spectral properties of S to essentially characterize the set of admissible pairs
(Z,), and the special structure of the members of S to obtain the general solution of the
inverse eigenproblem.
Given an arbitraryB ∈S, the approximation problem consists of finding the unique matrix
AB ∈S(, Z) that best approximates B in the Frobenius norm.
It is not necessary to assume that R = R∗ in connection with the inverse eigenproblem for
R-symmetric or R-skew symmetric matrices. However, we impose this additional assumption
in connection with the inverse eigenproblem for HermitianR-symmetric orR-skew symmetric
matrices, and in connection with the approximation problem for (i)–(iv).
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1. Introduction
Let J be the flip matrix with ones on the secondary diagonal and zeros elsewhere.
A matrix A ∈ Cn×n is said to be centrosymmetric if JAJ = A, i.e.,
an−i+1,n−j+1 = ai,j , 1  i, j  n,
or centroskew if JAJ = −A, i.e.,
an−i+1,n−j+1 = −ai,j , 1  i, j  n.
Centrosymmetric and centroskew matrices have been extensively studied; see
[1,2,4,6,8,11,15] and their references.
Let S be the set of all centrosymmetric matrices in Cn×n, or the set of all cen-
troskew matrices in Cn×n, or a specified subspace of one of these sets. Recently
the following problems have received attention [5,16–18]. These references describe
applications in which such problems arise.
Problem 1 (Inverse Eigenproblem). If Z = [z1 · · · zm] ∈ Cn×m and  =
diag(λ1, . . . , λm) ∈ Cm×m, determine whether there is an A ∈S such that AZ =
Z for some A ∈S. If so, characterize the subset S(Z,) of S consisting of
matrices with this property.
Problem 2 (Approximation Problem). If S(Z,) /= ∅ and B ∈ Cn×n, find AB ∈
S(Z,) such that
‖B − AB‖ = min
A∈S(Z,) ‖B − A‖, (1)
where ‖ · ‖ is the Frobenius norm.
Generalizations of centrosymmetric and centroskew matrices have recently been
studied in [7,9,10,12,14]. In this paper R ∈ Cn×n is a nontrivial involution; i.e.,
R = R−1 /= ±I . In [14] we defined A ∈ Cn×n to be R-symmetric if RAR = A,
or R-skew symmetric if RAR = −A. We gave explicit general representations for
R-symmetric and R-skew symmetric matrices and, among other things, used these
representations to gain insight into their spectral properties.
In [5,16–18] it is shown that S(Z,) is nonempty if and only (Z,) satisfies
certain conditions involving Moore–Penrose inverses or singular value decomposi-
tions of matrices related to (Z,). However, no method is given for choosing pairs
(Z,) that satisfy the conditions and, because of the restricted spectral structures of
the matrices in question, it is not likely that a randomly chosen (Z,) will be admis-
sible. Here we use results from [14] to specify classes of admissible pairs (Z,) at
the outset or, to put it another way, to rule out inadmissable pairs at the outset. We
also note that it is sufficient to assume in Problem 2 that B ∈S, since the solution
of Problem 2 must be the best approximation to the orthogonal projection of B onto
S with respect to the inner product (F,G) = trace(G∗F) on Cn×n.
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We consider R-symmetric matrices, Hermitian R-symmetric matrices, R-skew
symmetric matrices, and Hermitian R-skew symmetric matrices. If A is Hermitian
we also require that R = R∗. In all cases we assume that R = R∗ when dealing with
the approximation problem.
2. Preliminary considerations
If λ is an eigenvalue of B ∈ Cn×n let EB(λ) denote the λ-eigenspace of B. We
will say that a vector z ∈ Cn is R-symmetric (R-skew symmetric) if Rz = z (Rz =
−z); thus, ER(1) and ER(−1) are the subspaces of Cn×n consisting respectively
of R-symmetric and R-skew symmetric vectors. Since z ∈ Cn is J -symmetric (J -
skew symmetric) if and only if Jz = z (J z = −z), this definition is an extension of
Andrew’s [1] definition of symmetric and skew symmetric vectors.
Let r = dim[ER(1)], s = dim[ER(−1)], and
U = ER(1) ∪ ER(−1). (2)
Since an involution is diagonalizable and R /= ±I , r , s  1 and r + s = n. Let
{p1, . . . , pr } and {q1, . . . , qs} be orthonormal bases for ER(1) and ER(−1) respec-
tively, and define
P = [p1 . . . pr ] (n× r matrix) and Q = [q1 . . . qs] (n× s matrix).
Although P and Q are not unique, finding suitable P and Q is straightforward. In
the worst case, the columns of P and Q can be found by applying the Gram–Schmidt
process to the columns of I + R and I − R, respectively. IfR is a signed permutation
matrix this requires little computation. For example, if R = J2m, we can take
P = 1√
2
[
Im
Jm
]
and Q = 1√
2
[
Im
−Jm
]
,
while if R = J2m+1, we can take
P = 1√
2

 Im 0m×101×m √2
Jm 0m×1

 and Q = 1√
2

 Im01×m
−Jm

 .
We note that
RP = P, RQ = −Q
and
P ∗P = Ir , Q∗Q = Is .
It is shown in [14] that
[P Q]−1 =
[
Pˆ
Qˆ
]
, (3)
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where
Pˆ = P
∗(I + R)
2
and Qˆ = Q
∗(I − R)
2
.
Moreover, R = R∗ if and only if P ∗Q = 0. In this case, Pˆ = P ∗, Qˆ = Q∗, and (3)
becomes
[P Q]−1 =
[
P ∗
Q∗
]
.
Henceforth z ∈ Cn, x ∈ Cr , and y ∈ Cs . An arbitrary z can be written uniquely as
z = Px +Qy. From (3), x = Pˆ z and y = Qˆz.
We will need the following lemmas.
Lemma 1. Suppose that U ∈ Cq×m,  ∈ Cq×q, and  ∈ Cm×m where 2 =  =
∗ and 2 =  = ∗. Then
‖U − D‖ = min
E∈Cq×m
‖U − E‖
if and only if (U −D) = 0. In this case,
‖U − D‖ = ‖U − U‖.
Proof. Write
U − E = (U − U)+ (U − E).
Then
(U − E)∗(U − E)=(U − U)∗(U − U)
+((U − E))∗((U − E))+ V + V ∗, (4)
where
V =(U − U)∗(U − E) = (U∗ − U∗)(U − E)
=(I − )U∗(U − E).
Now supposeV x = λxwithλ /= 0. Since(I − ) = 0,λx = 0, sox = 0. Hence
V x = 0, so λx = 0 and therefore x = 0. Hence, V has no nonzero eigenvalues.
Consequently, taking traces in (4) yields
‖U − E‖2 = ‖U − U‖2 + ‖(U − E)‖2,
which implies the conclusion. 
As usual, we denote the Moore–Penrose inverse of a p × q matrix W by W †.
Recall that W † is the unique q × p matrix such that
WW †W = W, W †WW † = W †, (5)
(WW †)∗ = WW †, (W †W)∗ = W †W.
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Also, if rank(W) = p  q then W † = (W ∗W)−1W ∗, so W †W = Ip. We will use
this and (5) frequently without specific citation.
Lemma 2. Suppose that H ∈ Cp×q, U ∈ Cq×m, and HU = 0. Then H = G(I −
UU†) where G ∈ Cp×q is a matrix such that Gv = Hv if v∗U = 0.
Proof. If w ∈ Cq then w = v + Uc, where v∗U = 0. Then Hw = Hv and
G(I − UU†)w=G(I − UU†)v = Gv − (v∗UU†)∗
=Gv = Hv = Hw. 
3. R-symmetric matrices
In [13] we defined an eigenvalue of A to be even if EA(λ) contains a nonzero
symmetric vector, or odd if EA(λ) contains a nonzero skew symmetric vector. Here
we say that an eigenvalue λ of A is R-even (R-odd) if A has an R-symmetric (R-
skew symmetric) λ-eigenvector. (If λ is a repeated eigenvalue of A then λ may be
both R-even and R-odd.)
We need the following theorem [14, Theorems 1, 5].
Theorem 1. A is R-symmetric if and only if
A = [P Q]
[
APP 0
0 AQQ
] [
Pˆ
Qˆ
]
,
where
APP = P ∗AP and AQQ = Q∗AQ.
Suppose that A is R-symmetric. If (λ, z) is an eigenpair of A then (λ, Rz) is also an
eigenpair of A. If λ is an eigenvalue of A then EA(λ) consists of those vectors of the
form z = Px +Qy, where
APP x = λx and AQQy = λy.
If x /= 0, λ is an R-even eigenvalue of A with associated R-symmetric eigenvector
Px. If y /= 0, λ is an R-odd eigenvalue of A with associated R-skew symmetric
eigenvector Qy. If x /= 0 and y /= 0 then λ is a repeated eigenvalue of A, and is
both R-even and R-odd.
Theorem 1 implies that every eigenspace of an R-symmetric matrix has a basis in
U (recall (2)). (Andrew [1] first proved this for centrosymmetric matrices. Andrew’s
result has been repeatedly rediscovered by authors apparently unaware of [1]; see
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[3,4] for a discussion of some examples prior to 1998.) We exploit this in the follow-
ing theorem.
Theorem 2. Let S be the set of R-symmetric matrices in Cn×n. Suppose that
0  k  r and 0  '  s. LetX = [x1 · · · xk] ∈ Cr×k with rank(X) = k,X = Ir −
XX†,  = diag(φ1, . . . , φk) ∈ Ck×k, Y = [y1 · · · y'] ∈ Cs×' with rank(Y ) = ',
Y = Is − YY †, and  = diag(ψ1, . . . , ψ'). Let
Z = [PX QY ] and  =
[
 0
0 
]
.
Then
(i) A ∈S(Z,) if and only if
A = [P Q]
[
XX† +KPPX 0
0 YY † +KQQY
] [
Pˆ
Qˆ
]
(6)
with arbitrary KPP ∈ Cr×r and KQQ ∈ Cs×s .
(ii) If R = R∗ and
B = [P Q]
[
BPP 0
0 BQQ
] [
P ∗
Q∗
]
(7)
is a given member of S, then the minimization problem (1) has the unique solution
AB = [P Q]
[
XX† + BPPX 0
0 YY † + BQQY
] [
P ∗
Q∗
]
(8)
and
‖B − AB‖2 = ‖(BPPX −X)X†‖2 + ‖(BQQY − Y)Y †‖2. (9)
Proof. (i) From Theorem 1, it suffices to show APPX = X if and only if
APP = XX† +KPPX, KPP ∈ Cr×r (10)
and AQQY = Y if and only if
AQQ = YY † +KQQY , KQQ ∈ Cs×s .
We prove the first equivalence; the proof of the second is similar.
Since rank(X) = k, X†X = Ik . Hence, if (10) holds then
APPX = XX†X +KPPXX = X,
since XX = 0. Conversely, if APPX = X and H = APP −XX† then HX =
0, so Lemma 2 implies that H = KPP (I −XX†) for some KPP ∈ Cr×r .
(ii) Since R = R∗, [P Q] is unitary. Therefore, if A ∈S(Z,) then (6) and
(7) imply that
‖B − A‖2 = ‖BPP −XX† −KPPX‖2 + ‖BQQ − YY † −KQQY ‖2.
SinceX = 2X = ∗X andY = 2Y = ∗Y , Lemma 1 implies that this is a minimum
if and only if
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KPPX = (BPP −XX†)X and KQQY = (BQQ − YY †)Y ,
and then (9) holds. Since X†X = 0 and Y †Y = 0,
(BPP −XX†)X = BPPX and (BQQ − YY †)Y = BQQY ,
which implies (8). 
If B ∈ Cn×n is arbitrary we write
B = [P Q]
[
BPP BPQ
BQP BQQ
] [
Pˆ
Qˆ
]
.
Then the right side of (7) is the projection ofB onSwith respect to the inner product
(F,G) = trace(G∗F), so AB in (8) is again the unique best approximation to B in
S(, Z), with
‖B − AB‖2=‖(BPPX −X)X†‖2 + ‖(BQQY − Y)Y †‖2
+‖BPQ‖2 + ‖BQP ‖2.
Similar observations apply to the other minimization problems studied below.
4. Hermitian R-symmetric matrices
Theorem 1 implies that if R = R∗ then A is R-symmetric and Hermitian if and
only if
A = [P Q]
[
APP 0
0 AQQ
] [
P ∗
Q∗
]
,
where APP and AQQ are Hermitian. In this case, Theorem 2 implies the following
theorem.
Theorem 3. Suppose that R = R∗ and let S be the set of Hermitian R-symmetric
matrices in Cn×n. Suppose that 0  k  r and 0  '  s. Let X = [x1 · · · xk] ∈
Cr×k with X∗X = Ik if k > 0, X = Ir −XX∗, = diag(φ1, . . . , φk) ∈ Rk×k,
Y = [y1 · · · y'] ∈ Cs×' with Y ∗Y = I' if ' > 0, Y = Is − YY ∗, and  =
diag(ψ1, . . . , ψ') ∈ R'×'. Let
Z = [PX QY ] and  =
[
 0
0 
]
.
Then A ∈S(Z,) if and only if
A = [P Q]
[
XX∗ +KPPX 0
0 YY ∗ +KQQY
] [
P ∗
Q∗
]
,
with arbitrary Hermitian KPP ∈ Cr×r and KQQ ∈ Cs×s .
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If BPP and BQQ in (7) are Hermitian then the minimization problem (1) has the
unique solution
AB = [P Q]
[
XX∗ + BPPX 0
0 YY ∗ + BQQY
] [
P ∗
Q∗
]
and
‖B − AB‖2 = ‖(BPPX −X)X∗‖2 + ‖(BQQY − Y)Y ∗‖2.
5. R-skew symmetric matrices
We need the following theorem [14, Theorems 12, 17].
Theorem 4. A is R-skew symmetric if and only if
A = [P Q]
[
0 APQ
AQP 0
] [
Pˆ
Qˆ
]
, (11)
where
APQ = P ∗AQ and AQP = Q∗AP.
Suppose that A is R-skew symmetric. Then
(i) rank(A)  min(r, s).
(ii) (λ, Px +Qy) is an eigenpair of A if and only if
AQP x = λy and APQy = λx
with x and y not both zero.
(iii) If (λ, z) is an eigenpair of A with λ /= 0 then z /∈ U = ER(1) ∪ ER(−1);
thus, z = Px +Qy with x /= 0 and y /= 0. Moreover, (−λ,Rz) is also an eigenpair
of A.
(iv) If A is singular then the null space EA(0) of A has a basis in U.
Theorem 4 is not quite sufficient for the task of identifying pairs (Z,) such
that AZ = Z for some R-skew symmetric A. The next two lemmas provide the
required additional insight.
Lemma 3. If λ is a nonzero eigenvalue of an R-skew symmetric matrix A and
z1 = Px1 +Qy1, . . . , z' = Px' +Qy' are linearly independent λ-eigenvectors of
A, then {x1, . . . , x'} and {y1, . . . , y'} are both linearly independent. Equivalently,
{Px1, . . . , P x'} and {Qy1, . . . ,Qy'} are both linearly independent.
Proof. Suppose that c1x1 + · · · + c'x' = 0 and let y = c1y1 + · · · + c'y'. Then
Qy ∈ EA(λ); hence, since Theorem 4(iii) implies that Qy cannot be a λ-eigenvector
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of A, it follows that Qy = 0. This implies that y = QˆQy = 0. Hence c1z1 + · · · +
c'z' = 0, so c1 = · · · = c' = 0. Therefore {x1, . . . , x'} is linearly independent. Sim-
ilarly, {y1, . . . , y'} is linearly independent. 
Lemma 4. Suppose that A is R-skew symmetric. Let 0  m  min(r, s), 0  µ 
r −m, and 0  ν  s −m. If m > 0 let Px1 +Qy1, . . . , P xm +Qxm be linearly
independent eigenvectors of A associated with eigenvalues λ1, . . . , λm such that
λi /= −λj , 1  i, j  m. If µ > 0 let Pxm+1, . . . , P xm+µ be linearly independent
vectors in the null space of A. If ν > 0 let Qym+1, . . . ,Qym+ν be linearly inde-
pendent vectors in the null space of A. Then {x1, . . . , xm+µ} and {y1, . . . , ym+ν} are
both linearly independent. Equivalently, {Px1, . . . , P xm+µ} and {Qy1, . . . ,Qym+ν}
are both linearly independent.
Proof. Since A is R-skew symmetric, A2 is R-symmetric; in fact, from (11),
A2 = [P Q]
[
APQAQP 0
0 AQPAPQ
] [
Pˆ
Qˆ
]
.
Since Px1 +Qy1, . . . , P xm +Qxm are linearly independent eigenvectors of A2
associated with the nonzero eigenvalues λ21, . . . , λ
2
m, Theorem 1 (applied to A2)
implies that x1, . . . , xm+µ are eigenvectors of APQAQP and {y1, . . . , ym+ν} are
eigenvectors of AQPAPQ. However, if {u1, . . . , uk} is a set of eigenvectors of a
matrix such that any nonempty subset of {u1, . . . , uk} in the same eigenspace is
linearly independent, then {u1, . . . , uk} is itself linearly independent. Hence, Lemma
3 implies the conclusion. 
Theorem 5. Let S be the set of R-skew symmetric matrices in Cn×n. Let 0  m 
min(r, s), 0  k  r −m, 0  '  s −m,
X = [x1 · · · xm+k0 · · · 0] ∈ Cr×(m+k+')
and
Y = [y1 · · · ym+'0 · · · 0] ∈ Cs×(m+k+'),
with rank(X) = m+ k and rank(Y ) = m+ '. Let
 = diag(λ1, . . . , λm, 0, . . . , 0) ∈ C(m+k+')×(m+k+'), (12)
where λi /= −λj , 1  i, j  m. Denote Z = PX +QY. Then
(i) A ∈S(Z,) if and only if
A = [P Q]
[
0 XY † +KPQY
YX† +KQPX 0
] [
Pˆ
Qˆ
]
,
where X = Ir −XX†, Y = Is − YY †, and KPQ ∈ Cr×s , KQP ∈ Cs×r are arbi-
trary. Moreover, in this case
(−λ1, P x1 −Qy1), . . . , (−λm, Pxm −Qym) (13)
are also eigenpairs of A.
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(ii) If R = R∗ and
B = [P Q]
[
0 BPQ
BQP 0
] [
P ∗
Q∗
]
is a given member of S, then the minimization problem (1) has the unique solution
AB = [P Q]
[
0 XY † + BPQY
YX† + BQPX 0
] [
P ∗
Q∗
]
,
and
‖B − AB‖2 = ‖(BPQY −X)Y †‖2 + ‖(BQPX − Y)X†‖2.
Proof. (i) Theorem 4(iii) implies that the pairs (13) are eigenpairs ofA ifAZ = Z.
Therefore, by Theorem 4(ii), it suffices to show APQY = X if and only if
APQ = XY † +KPQY , KPQ ∈ Cr×s (14)
and AQPX = Y if and only if
AQP = YX† +KQPX, KQP ∈ Cs×r .
We prove the first equivalence; the proof of the second is similar.
Write Y = [Y1 0s×k] with Y1 = [y1 · · · ym+']. Since rank(Y1) = m+ '  s,
Y †Y =
[
Y
†
1
0
]
[Y1 0] =
[
Im+' 0
0 0
]
.
Therefore, from (12), Y †Y = , so (14) implies that APQY = X, since Y Y =
0. Conversely, if APQY = X and H = APQ −XY † then HY = 0. Therefore
Lemma 2 implies that H = KPQ(I − YY †) for some KPQ ∈ Cr×s .
(ii) The proof is similar to the proof of Theorem 2(ii). 
6. Hermitian R-skew symmetric matrices
Theorem 4 implies that if R = R∗ then A is R-skew symmetric and Hermitian if
and only if
A = [P Q]
[
0 APQ
A∗PQ 0
] [
P ∗
Q∗
]
,
where APQ ∈ Cr×s .
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The following lemma provides additional information required to deal with the
inverse eigenproblem for Hermitian R-skew symmetric matrices.
Lemma 5. Suppose that R = R∗ and A is Hermitian and R-symmetric. Then
(i) If (λ, Px +Qy) is an eigenpair A and λ /= 0, then ‖x‖ = ‖y‖.
(ii) If (λ1, P x1 +Qy1) and (λ2, P x2 +Qy2) are eigenpairs of A with λ1, λ2 /= 0
and λ1 /= ±λ2, then (x1, x2) = (y1, y2) = 0.
Proof. (i) By Theorem 4(iii), (−λ, Px −Qy) is also an eigenpair of A, so
0 = (Px −Qy)∗(Px +Qy) = (x∗P ∗ − y∗Q∗)(Px +Qy) = ‖x‖2 − ‖y‖2.
(ii) By Theorem 4(iii), (−λ2, P x2 −Qy2) is also an eigenpair of A, so
0 = (Px1 +Qy1)∗(Px2 +Qy2) = x∗1x2 + y∗1y2 = 0
and
0 = (Px1 +Qy1)∗(Px2 −Qy2) = x∗1x2 − y∗1y2 = 0,
which implies the assertion. 
Theorem 6. Suppose that R = R∗ and let S be the set of Hermitian R-symmetric
matrices in Cn×n. Let 0  m  min(r, s), 0  k  r −m, 0  '  s −m,
X = [x1 · · · xm+k0 · · · 0] ∈ Cr×(m+k+')
and
Y = [y1 · · · ym+'0 · · · 0] ∈ Cs×(m+k+'),
where {x1, . . . , xm+k} and {y1, . . . , ym+'} are orthonormal sets. Let
 = diag(λ1, . . . , λm, 0, . . . , 0) ∈ R(m+k+')×(m+k+'), (15)
where λ1, . . . , λm > 0. Denote Z = PX +QY. Then
(i) A ∈S(Z,) if and only if
A = [P Q]
[
0 XY ∗ + XKPQY
YX∗ + YK∗PQX 0
] [
P ∗
Q∗
]
, (16)
where X = Ir −XX∗, Y = Is − YY ∗, and KPQ ∈ Cr×s is arbitrary. Moreover,
in this case (−λ1, P x1 −Qy1), . . . , (−λm, Pxm −Qym) are also eigenpairs of A.
(ii) If
B = [P Q]
[
0 BPQ
B∗PQ 0
] [
P ∗
Q∗
]
(17)
is a given member of S, then the minimization problem (1) has the unique solution
AB = [P Q]
[
0 XY ∗ + XBPQY
YX∗ + YB∗PQX 0
] [
P ∗
Q∗
]
, (18)
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and
‖B − AB‖ =
√
2‖BPQ −XY ∗ − XBPQY ‖. (19)
Proof. (i) By Theorem 4, it suffices to show that
APQY = X and A∗PQX = Y (20)
if and only if
APQ = XY ∗ + XKPQY (21)
for some KPQ ∈ Cr×s . Since
X∗X =
[
Im+k 0
0 0
]
and Y ∗Y =
[
Im+' 0
0 0
]
,
it follows from (15) theX∗X = Y ∗Y = . Hence, sinceXX = 0 andY Y = 0,
(20) holds if APQ is as in (21). Conversely, if (20) holds and H = APQ −XY ∗,
then HY = 0 and H ∗X = 0. Since H ∗X = 0, Lemma 1 implies that H ∗ = G∗(I −
XX∗) for someG∗ ∈ Cs×r , soH = (I −XX∗)G. SinceHY = 0, Lemma 2 implies
that
H = (I −XX∗)KPQ(I − YY ∗) = XKPQY
for some KPQ ∈ Cr×s
(ii) From (16) and (17),
‖B − A‖ = √2‖BPQ −XY ∗ − XKPQY ‖.
From Lemma 1, this is minimized if and only if
XKPQY = X(BPQ −XY ∗)Y
Since Y ∗Y = 0, this implies (18), which in turn implies (19). 
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