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Symbol Description [unit]
∆f Frequency resolution [Hz]
∆Ppv Changes in pulmonary venous pressure [mmHg]
∆Psv Changes in systemic venous pressure [mmHg]
∆Vu Changes in unstretched venous volume [cm3]
τ Time constant of first order system [s]
φ Phase shift [rad]
Bb Baroreceptor activity [-]
Bcp Cardiopulmonary receptor activity [mmHg]
BResp Power in the respiratory band (fr±0.01 Hz) of heart rate
BPV Blood pressure variability
BRS Baroreflex sensitivity [ms/mmHg]
cF,sym Constant in sympathetic activation equation [Hz]
cF,vag Constant in vagal activation equation [Hz]
C Compliance [cm3/mmHg]
C Covariance matrix
Cpa Pulmonary artery compliance [cm3/mmHg]
Cpv Pulmonary veins compliance [cm3/mmHg]
Csa Systemic artery compliance [cm3/mmHg]
Csv Systemic veins compliance [cm3/mmHg]
Cv Basic vagal activation (relative, 1.0 at baseline)
D0 Remaining effector level after denervation of the baroreflex
d2 Multivariate distance
di Frequency deviation of noise source i [Hz]
di2 Partial distance
Dsym Remaining symp. activation after denervation of the baroreflex
Dvag Remaining vagal activation after denervation of the baroreflex
e Matrix with deviation scores of experiment data
E Matrix with experiment data
Emax Maximum elastance of a ventricle [mmHg/cm3]
f Frequency [Hz]
f0 Heart rate at baseline (model) [Hz]
fh Actual heart rate (model) [Hz]
fh,d Heart rate of a denervated heart [Hz]
fsym Heart rate at denervated vagal system [Hz]
Glossary
Fsym Sympathetic nerve impulse rate [Hz]
fvag Heart rate at denervated sympathetic system [Hz]
Fvag Vagus nerve impulse rate [Hz]
Gcp Gain in cardiopulmonary reflex [mmHg-1]
Gs Sympathetic gain (relative, 1.0 at baseline)
Gv Vagal gain (relative, 1.0 at baseline)
H Transfer function
high High frequency band 0.15-0.50 Hz
HR Heart Rate
HRV Heart rate variability
i Noise source index, general summation index
I1 Initial effector output
IBI Inter-beat interval [ms]
j Complex number, j2= -1
k Frequency index
K Gain of a first order system
Ksym Conversion from Bb to sympathetic activation [Hz]
Kvag Conversion from Bb to vagal activation [Hz]
Kth Conversion from respiration signal to thoracic pressure [mmHg]
log Natural logarithm, log(e)=1, e≈2.71
low Low frequency band 0.02-0.06 Hz
LPDV Largest Partial Distance Variable
M Number of variables included in the estimation procedure
mB Modulation depth of baromodulation
mi Variation coefficient, modulation depth of noise source i
mInh Vagal inhibition due to respiration
mR Modulation depth of Systemic resistance modulation
mV Modulation depth of vagal modulation
MBP Mean Blood Pressure [mmHg]
mid Mid frequency band 0.07-0.14 Hz
n Number of frequency points
N Number of subject included in the estimation procedure
Ni Noise modulation function of source i
p(t) Pulse train, output of the IPFM-model
Pa Arterial pressure [mmHg]
PCS Carotid Sinus pressure [mmHg]
Pe,dia End-diastolic ventricular pressure [mmHg]
Glossary
Pe,sys End-systolic ventricular pressure [mmHg]
Ppa Pulmonary arterial pressure [mmHg]
Ppv Pulmonary venous pressure [mmHg]
Psa Systemic arterial pressure [mmHg]
Psv Systemic venous pressure [mmHg]
Pth Intra-thoracic pressure [mmHg]
Pv Venous pressure [mmHg]
Pvent Ventricular pressure [mmHg]
Qh,l Cardiac outflow (output) of the left ventricle [cm3/s]
Qh,r Cardiac outflow (output) of the right ventricle [cm3/s]
r Vessel radius [m]
rxy Correlation between variable x and y [-]
R Resistance [mmHg s/cm3], Reference level IPFM-model
Rpul Pulmonary resistance [mmHg s/cm3]
Rsys Systemic resistance [mmHg s/cm3]
RT Reaction time [ms]
s Laplace transform variable
sx Standard deviation of variable x
S Matrix with simulation results
SBP Systolic Blood Pressure [mmHg]
Si Noise source i
SResp Respiratory signal
t Time [s]
ti occurrence time of heart beat i [s]
T Time delay [s]
Ve,dia End-diastolic ventricular volume [cm3]
Ve,sys End-systolic ventricular volume [cm3]
Vs Stroke volume [cm3]
Vsa Volume of systemic arteries [cm3]
Vu Unloaded volume [cm3]




An NWO-grant for the project entitled ‘cardiovascular effects of mental task load’ was
granted in 1986. The goal of this research project was to get more insight into the
mechanisms that are the basis of the changes in heart rate and blood pressure induced
by mental task performance. The approach was clear: gather experimental data, and use
a model of the blood pressure regulation (from Wesseling and Settels) to simulate the
experimental results. The required parameter changes in the model should tell us more
about the physiological mechanisms involved in cardiovascular effects of mental load.
This thesis describes the results of this project.
The elaboration of the project has proven to be a multidisciplinary one. It covers the
disciplines psychophysiology, medicine, and biomedical engineering. It has had
implications for the outline of this thesis. We tried to make it readable for readers from
these disciplines. The specific ways of reporting in these three fields and appealing to
the knowledge gaps from one field to the other are responsible for the amount of pages
in this thesis. Some pages are probably common knowledge for one reader, while for
others they are completely new. Don’t hesitate to skip a section, and use the time for
other sections.
The experimental data were gathered by researchers of the department of
Experimental Psychology of the University of Groningen (headed by G. Mulder and
L.J.M. Mulder) and in cooperation with the department of Internal Medicine of the
University clinic of Bonn (headed by H. Rüddel and W. Langewitz). Many students
worked for months to acquire and analyze the experimental data. However, for
comparing the experimental with simulated data, I had to re-analyze all the raw
experimental data. Another reason to analyze the data again was that not all required
signals were processed (although the signals were recorded. The differences between
the various data sets were large, since the experiments were performed and analyzed in
a long time span (1984-1991).
For the analysis of heart rate and blood pressure variations, spectral analysis has been
used. This technique is not explained in this thesis. We have used CARSPAN for all
spectral analyses, and the details of the technique are explained in the thesis of Ben
Mulder. This thesis focuses on coping with the outcome of the spectral analysis rather
than the technique it self.
The model of the baroreflex originates from K.H. Wesseling and J.J. Settels of TNO-
BMI. We made two extensions: the heart rate control is extended with a sympathetic part
besides a vagal part and respiratory influences on heart rate and blood pressure are
included. One model is used for all simulations, only a few parameters are varied
between applications. We developed and applied a method to compare the experimental
and simulated results in the frequency domain.
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Performing a mental task has effects on the cardiovascular system. The magnitude of
these cardiovascular changes are related to task difficulty. To quantify these changes,
heart rate and blood pressure are measured during rest and task conditions. Mean
values as well as the variability of heart rate and blood pressure (determined by means
of spectral analysis) are calculated for the conditions of a number of experiments. To
explain the results, an approach will be used that combines experimental and
simulated data. The simulations are performed with a model of the short-term blood
pressure regulation.
Chapter 1: Introduction
1.1 Applying mental tasks
Performing a mental task usually requires attention, information processing and a
certain amount of effort of someone. Physiological effects of mental task are increases in
heart rate and blood pressure compared to rest conditions. The cardiovascular
responses are related to the task demands: if more mental effort is needed to perform
the task, the responses will be larger. So, the cardiovascular response can be used to
evaluate the mental load of a task. However, the actual effort depends on internal (e.g.
skills, training) and external (e.g. distractions) factors, and the initial state (e.g. fatigue) of
the subject (Mulder, G, 1985b). In psychophysiology, these three influences have been
studied (Aasman, 1987; Mulder, L, 1987; Carter, 1989; Damos, 1991; Schleifer, 1990;
Veldman, 1992; Jorna, 1993; Sirevaag, 1993; Braby, 1993).
In medicine, the cardiovascular effects of mental load have been studied to find out
more about cardiovascular disease. A large increase in blood pressure and heart rate
(large reactivity) accompanying the performance of a mental task is believed to be a risk
factor for essential hypertension or coronary disease (Mulder, G, 1985b; Manuck, 1985;
Steptoe, 1985a). In practice, these tests are integrated in a series of tests including
physical exercise, cold-pressor stress and orthostatic load (Steptoe, 1985a; Fahrenberg,
1985; Hatch, 1986; Mormino, 1993). These tests have various effects on the autonomic
nervous system.
A variety of mental tasks are used in psychophysiology (Mulder, G, 1985b; Carter,
1989; Damos, 1991; Grossman, 1991; Veldman, 1985, 1992) and in medicine (Steptoe,
1985a; Schulte, 1985; Rüddel, 1985; Tulen, 1991). Mental arithmetic1 tasks are most
common in medicine (Rüddel, 1985; Hatch, 1986; Pagani, 1991). Examples of reaction
time tasks are the Stroop2 test (Tulen, 1991), and the Bondet3 (Langewitz, 1987;
Mulder, L, 1993). Memory search4 tasks are used in our laboratory in various designs
(Aasman, 1987; Veldman, 1985, 1992; Mulder, L, 1993). It depends on the research
questions which tasks are, or should be (Steptoe, 1985a), selected. In medicine, a task
should increase blood pressure to establish blood pressure reactivity. In
psychophysiology, the mental processes that have to be studied determine the choice of
1 Adding or subtracting numbers for several minutes.
2 Stimuli are coloured words like ‘blue’ with red letters.
3 Stimuli are coloured squares, presented on different locations a screen, one at a time. The subject have to
press the push button with the same colour as the presented square.
4 Stimuli are letters. The subject has to memorize a small letter set. If the presented letters are part of this set,
the subject responds with ‘yes’, and with ‘no’ if not.
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the task.
Another application of mental tasks is to study the effects of treatment. The tasks are
used in experiments with pre- and post-treatment measurements. The differences in
cardiovascular responses before and after treatment are compared in order to measure
the mental load effect of the treatment. Examples are experiments to measure the effect
of everyday work (Mulder, L, 1987), or to measure the effect of stress-management
programs (Albright, 1991).
The cardiovascular effects of mental load are caused by changes in the autonomic
nervous system. Both sympathetic and vagal part of the autonomic nervous system are
involved in the response.
The cardiovascular effects of mental task performance are similar to the defence
reaction (Mulder, G, 1980; Jordan, 1990; Berntson, 1991). This cardiovascular reaction
can be evoked by stimulating the defence area in the hypothalamus and results in a
decrease in vagal tone and an increase in sympathetic tone. This increases heart rate
and blood pressure and decreases variability of the heart rate. Suppression of the vagal
tone will also diminish the strength of the relation between blood pressure variations and
inter-beat interval changes, expressed as the baroreflex sensitivity. However, several of
these effects are reported to be different for different mental tasks and subject groups.
It is important to know how these cardiovascular effects are produced by the autonomic
nervous system. Specific changes in the autonomic nervous system can be associated
with health risks. Heightened sympathetic nervous tone may be important in the initiation
of the hypertensive process (Steptoe, 1985a; Obrist, 1985; Scher, 1989c; Ciriello, 1991;
Esler, 1991; Julius, 1992; Miller, 1991, 1994). A high dual (vagal and sympathetic) tone
at rest seems to exist during states of enhanced sensitivity to cardiac arrhythmia
(Shepherd, 1985; Skinner, 1985, 1988) and facilitates ventricular fibrillation. Sudden
cardiac death is associated with a low vagal tone (Algra, 1990; Julius, 1992).
1.2 Spectral analysis of heart rate and blood pressure
The effects of performing a mental task on the autonomic system can be diverse, as
stated in section 1.1. To determine the changes in the vagal and sympathetic system
due to mental load, mean heart rate and blood pressure values are not sufficient. For
instance, dual autonomic tone changes result only in minimal changes of heart rate
(Skinner, 1985, 1988; Berntson, 1991). The idea that measures of variability derived from
the beat-to-beat heart rate and blood pressure can provide more information about vagal
and sympathetic activation is based on the differences in dynamic properties of both
parts of the autonomic nervous system. Indeed, spectral measures have been used for
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studying autonomic activation in many situations, like mental load, diabetes, aging,
physical exercise, and pharmacological effects (Akselrod, 1981; Eckberg, 1983;
Pomeranz, 1985; Weise, 1987; Mulder, L, 1988a; Hayano, 1991; Pagani, 1991; Faes,
1992; Grossman, 1987, 1993; Schondorf, 1993; Tulen, 1993).
At least four techniques are used to calculate spectral densities of cardiovascular
variables. The frequency bands defined by several groups over the years are even more
diverse, as well as the derived indices. However, there is enough evidence that the
differences in analytical methods are not the main cause of differences between studies
(Mulder, G, 1980; Mulder, L, 1988a; Grossman, 1990; Ten Voorde, 1992; Di Rienzo,
1993; Task Force, 1996). Therefore, we will not focus on the methodological differences,
but instead try to use spectral data of a number of (psycho)physiological studies in an
attempt to improve our understanding of the regulation of blood pressure by the
autonomic nervous system.
Two frequency components of heart rate variations have been studied very extensively:
The 0.1 Hz component, and the Respiratory Sinus Arrhythmia (RSA). The 0.1 Hz
component is associated with the regulatory properties of the short-term blood pressure
control system. Resonance in the vasomotor system (’Vascular resistance’ in figure
1.3.1) is probably the origin of this frequency peak (Wesseling, 1985; Mulder, G, 1985a;
DeBoer, 1985a, 1987; Mulder, L, 1988a; Yambe, 1993). RSA is the variability in heart
rate that is related to respiratory activity, usually around 0.25 Hz (Angelone, 1964;
Grossman, 1983, 1993; Porges, 1982, 1992; Kollai, 1990). There is an increase in heart
rate during inspiration, and a decrease during expiration.
A third frequency component of importance is associated with slow regulatory
processes. Adaptation to new cardiovascular demands, general homeostatic processes
and body temperature regulation are examples of these slow processes (Kitney, 1974,
1980; Kunitake, 1992; Lossius, 1994).
Since 1985, three frequency bands have been defined and used in our laboratory
(Mulder, G, 1985a,b) that include these three frequency components. They are
summarized in table 1.2.1.
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Table 1.2.1: Definition of the frequency bands.
Band Frequency Origin of variability
range [Hz]
Low 0.02-0.06 body temperature, homeostatic processes
Mid* 0.07-0.14 resonance of vasomotor system
High** 0.15-0.50 respiration, task repetition rate
*Also called the 0.1 Hz component; ** Can be used as measure for RSA
Not only heart rate variability can be calculated in these bands, but also blood pressure
variability. We will express the power in a frequency band relative to the squared mean
of the signal (Akselrod, 1985; Mulder, L, 1988a), for example squared mean heart rate
for heart rate). The power values become dimensionless and we will use the unit mMI2
for power values expressed in this way. MI is the abbreviation of modulation index, while
the power values are multiplied by 10002, explaining the milli-prefix. A value of 10000
mMI2 corresponds with 10% variation of a signal around its mean value.
Several studies have shown that mental load decreases both the mid and high
frequency bands of heart rate (Mulder, G, 1980, 1985a,b; Vicente, 1987; Mulder, L,
1987, 1988a; Kramer, 1991; Veldman, 1985, 1992; Porges, 1992; Jorna, 1992, 1993). To
understand the changes in blood pressure regulation better, we would like to distinguish
the vagal and sympathetic effects. We hope to do this by means of these frequency
bands, but there are some problems which we will summarize here.
The mid and high frequency bands are affected by changes in vagal activation, but are
also influenced by ‘disturbing’ factors. RSA is dominated by vagal control, but changes in
respiratory frequency and amplitude, can attenuate or amplify the effect of mental load.
The 0.1 Hz component (the mid frequency band) is influenced by both the vagal and
sympathetic systems. In this band, changes in the sympathetic system can attenuate or
amplify the vagal effects. Since different kinds of mental tasks can affect respiration and
sympathetic activity differently, an independent measure of vagal activity is difficult to
obtain without additional information. Blood pressure variability and information about
changes in baroreflex sensitivity can supply this information.
To find a measure of sympathetic activity is even more difficult. The sympathetic
system hardly affects the high frequency bands, but the low and mid frequency bands
are affected by both the vagal and sympathetic system. The low frequency band of the
blood pressure is probably the most sympathetically dominated band (Wesseling, 1985;
Veldman, 1992; Siché, 1992), but vagal influences and trends of unknown origin (non-
stationarities) cannot always be excluded (Veldman, 1992; Siché, 1992).
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In conclusion, independent measures of vagal and sympathetic activation are not yet
defined in terms of spectral measures. At least we know that heart rate variability
measures are not enough to determine the mental load effects in terms of vagal and
sympathetic activation changes. Blood pressure spectra and baroreflex sensitivity can
give more information about the autonomic changes.
To calculate spectra of blood pressure, it is necessary to measure blood pressure beat-
to-beat. In medicine, intra-arterial blood pressure measurements are commonly available,
but outside the hospital they cannot be obtained easily. For psychophysiology, the
development of a non-invasive technique for blood pressure measurement on a beat-to-
beat basis was therefore of vital importance. The FIN.A.PRES or Finapres is such a
measurement device (Settels, 1985; Wesseling, 1991) and it has been used in many
psychological laboratories and is now commercially available as the Ohmeda 2300. It has
been shown that the difference between intra-arterial measurements and Finapres
measurements are usually small (Settels, 1985; Parati, 1989; Imholz, 1988, 1990; Curio,
1991; Mulder, L, 1991; Van Roon, 1991).
A spin-off of spectral analysis of heart rate and blood pressure is the possibility of
estimating baroreflex sensitivity in a non-invasive way (Robbe, 1987; Mulder, L, 1988a;
Pagani, 1991). This gain between variations in blood pressure and inter-beat interval is
an important measure for the control properties of autonomic regulation. In agreement
with the dynamic properties of the vagal and sympathetic systems, the baroreflex gain is
different at different frequencies. Spectral analysis provides the modulus (the strength of
the relation between blood pressure and inter-beat interval changes and is expressed in
ms/mmHg), the phase shift (or time relationship) between blood pressure and inter-beat
interval changes (expressed in radians), and the coherence between these signals
(dimensionless value that is 1 if the relation is linear).
1.3 Blood pressure regulation
Mental load leads to changes in heart rate and blood pressure. The nervous system has
many ways of influencing the heart and blood vessels, the main components of the
circulatory system. A large and complex regulation system (Guyton, 1980) keeps the
blood pressure between narrow limits. To achieve a rise or fall of blood pressure, a
major change in the control is required. The total control system consists of many
subsystems that have different functions within the overall regulation.
The cardiovascular control centre gets information about the state of the system by
means of several receptors. These include information about the arterial blood pressure
from baroreceptors in the aorta and carotid sinus, about pressures in the atria and
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pulmonary vessels and about blood gases from chemoreceptors. This information,
processed in a control centre in the medulla, is used to control blood pressure by means
of a number of effector systems, such as heart rate and heart muscle contraction force,
arterial and venous calibre, volume of body fluids (urine excretion by the kidneys), etc.
The information is sent to these subsystems directly by the autonomic nervous system
and indirectly by hormones.
Blood pressure, receptors, control centre,
Figure 1.3.1: The baroreflex is a closed
loop system with parallel loops.
(Pa= arterial blood pressure).
effectors and circulation form a closed loop
control system (see figure 1.3.1). In a closed
loop system, especially with parallel loops, it
is difficult to understand what happens when
disturbances impinge on the system.
Clearly, the blood pressure control system is
such a closed loop system with parallel
loops: Baroreceptors measure blood
pressure, the information is processed, and
sent to parallel working effectors (heart rate,
contraction force, vascular resistance,
venous volume) to change blood pressure.
For example, in this closed loop system, a change in heart rate may result indirectly in a
change in vascular resistance. The complexity can lead to paradoxal results, as shown
by the following quotation from Anderson (1991): "...However, although mental stress
increases blood pressure, it also increases MSNA..." (MSNA=Muscle Sympathetic Nerve
Activity), and "...In contrast, increases in arterial pressure caused by phenylephrine can
reduce MSNA...". This example shows that an increase in blood pressure can be
accompanied by increased as well as decreased sympathetic activation.
The subsystems as well as the pathways of information transmission to the effectors
have different time characteristics (Guyton, 1980). The urine excretion is slow (hours),
while heart rate can change instantaneously. The information transmission in the vagal
part of the autonomic system is very fast, while transport by hormones is much slower. In
general, it will take some time to activate an effector after a blood pressure change; this
is the time delay. After the start of the activation, it will take time before the effector is
maximally activated; this can be expressed in a time constant. The time delays and time
constants in the sympathetic system are about five to ten times longer than in the vagal
system.
Since the subsystems have different dynamic properties, the influences on variability of
heart rate and blood pressure will also be different. A good understanding of the
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subsystems involved in generating cardiovascular effects of mental task performance is
necessary to be able to interpret the spectral measures of heart rate and blood pressure
in relation to vagal and sympathetic changes. Therefore, a (simulation) model of the
regulation is very useful in combination with spectral measures. This is the reason that
this research has been initiated by the Mulders in Groningen in 1985.
It will be clear that performing a short-lasting mental task of about five minutes will not
affect all subsystems. A selection from these subsystems can be made to describe, or
model, the short-term blood pressure effects. The baroreflex model of Wesseling and
Settels (Wesseling, 1983, 1985, 1993; Settels, 1990) contains these subsystems and has
been chosen as starting point for the model study.
1.4 Objectives of the model study
- To adapt the model of Wesseling to our constraints. Although most elements are
modelled by Wesseling, two major extensions have to be made. We want to include
sympathetic control, besides vagal control, of heart rate and respiratory effects on the
cardiovascular system.
- To develop an estimation procedure for baseline parameters and task effects. We want
to compare experimental data with simulated data and to determine which simulation of
a set of simulations is the best fitting one.
- To apply the model and procedures to mental load studies to determine the effects on
blood pressure regulation. We selected six mental load studies with comparable tasks
for this purpose.
- To unravel a part of the sequence ’mental load - defence reaction - autonomic
activation - spectral measures’. To study this sequence, we will use the results of the
mental load studies and the results of an study in which we performed partial
autonomic blockades.
1.5 Outline of this thesis
Chapter 2 is a physiological description of the short-term blood pressure regulation. The
physiology as described there is the basis of the model that is described in chapter 3.
The sections that describe the physiology are in the same order as the sections that
describe the model (e.g. section 2.4.2 describes the physiology of respiratory influences
on the cardiovascular system, and section 3.4.2 describes the model of respiratory
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influences).
Chapter 4 shows the basic properties of the model. The effects of changes in
baroreflex gain in the model are shown, as well as those of vagal blockade. Most
important are the effects of these manipulations on spectral measures. From these
findings, a method is developed to estimate model parameters that define baseline
variability from experimental results. With these baseline values, the effects of mental
load during the experiment can be estimated using the same procedure, but, of course,
using other parameters. If we want to perform a statistical test on the estimation
outcome, the variables included in the estimation procedure have to be normally
distributed. Since we know that most variables are not normally distributed,
transformations for the variables are selected on the basis of theoretical considerations.
Chapter 5 consists of three parts. The first part deals with findings in the literature
concerning the relation of spectral measures, autonomic activation and mental load.
Then, results of a number of mental load studies are summarized. Special attention is
given to the distribution of the variables, because the estimation procedure requires
normally distributed variables. The effects of the transformations are shown for data from
a group of 73 subjects. A related issue, the Law of initial value, is discussed at the end
of this part. The third part of chapter 5 contains simulation results using the model,
procedures, and transformations as described in chapter 4.
In chapter 6, a study is presented in which an autonomic blockade is applied in human
subjects. The study was performed to answer two questions: How are spectral measures
related to autonomic activation, and which role do vagal and sympathetic systems play in
the effects of mental load. In the first part, the experimental results are shown, and the
second part presents the experimental model simulations. The estimation procedure as
described in chapter 4 can be used to estimate the autonomic blockade parameters in
the model.
Chapter 7 is a general discussion. Issues as the model, spectral analysis and mental
the estimation method are discussed. The conclusions about the objectives finishes this chapter.
Appendix A is a schematic overview of the model. The model overview can be
unfolded. Appendix B contains the details of the simulation procedures, while appendix C
contains the experimental procedures. The last appendix D explains the theoretical
model that is used to evaluate transformation of variables in relation to the Law of Initial
values.
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In the cardiovascular system, many subdivisions can be distinguished. We will restrict
ourself to describe the physiology of the short-term blood pressure regulation which is
mainly involved in the defence reaction. Physiology of heart, circulation, and control
systems (baroreflex, cardiopulmonary reflex) is the basis for modelling the short-term
blood pressure regulation. Baroreceptors measure blood pressure continuously and
send this information to the cardiovascular control centre (CVCC). Here, activations in
the autonomic nervous system (ANS) are changed, and this will change the effectors in
the regulation. The vagal part of the ANS affects heart rate, while the sympathetic part
affects heart rate, systemic resistance, ventricular elastance, and venous volume. The
effector changes result in a change in blood pressure that is approximately opposite to
the change as measured by the baroreceptors.
There are several sources that give natural variations in blood pressure. Well known
is respiration, the cause of respiratory sinus arrhythmia. Total systemic resistance is
continuously changed by local processes that optimize blood supply to the various
organs. In the brain stem, where the CVCC is located, more noisy like variations occur
by influences from many higher brain centres.
A defence reaction changes the CVCC in such a way that it reduces the sensitivity of
the control of blood pressure. The decrease in sensitivity is accompanied by a heart
rate and blood pressure increase.
Chapter 2: Short-term blood pressure
control
2.1 Introduction
Blood pressure control in mammals is performed by a very complex system, composed
Figure 2.1.1: Feedback gain as a function of time (Guyton, 1980).
of many subsystems operating in a specific pressure range within a second or over
hours. It is impossible, although challenging, to describe and model the whole system.
The impressive work of Guyton (1980) is the most comprehensive description of the
cardiovascular system known to us and is a source of inspiration for research like ours.
Guyton described what was known of blood pressure control; i.e. about fast changes,
long lasting effects, high and low pressure systems. Our main interest is to study the
effect of mental task performance on the cardiovascular system. In our experiments, the
tasks last about five minutes and are performed by healthy human subjects with a
normal blood pressure (mean about 100 mmHg). Using the work of Guyton, we can
determine which subsystems are the most important for our purpose: the construction of
a model of blood pressure control that can be used to simulate the effects of a mental
workload on the cardiovascular system.
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The importance of the role of a subsystem can be expressed partly in terms of the
Figure 2.1.2: Feedback gain as a function mean pressure (Guyton, 1980).
feedback gain (Guyton, 1980): The higher the gain, the more effectively the subsystem
regulates the blood pressure. Guyton has measured feedback gain for several sub-
systems and determined the gain as a function of time and arterial blood pressure. In
figure 2.1.1 the gain is shown as a function of time. The subsystems that respond quickly
to a pressure change are the central nervous system ischemic response,
baroreceptors1, chemoreceptors1 and stress-relaxation2. After two minutes, the renin-
angiotensin induced vasoconstriction starts. The other subsystems do not respond within
10 minutes. The feedback gain is shown as a function of pressure in figure 2.1.2. Only
two systems that respond within 10 minutes operate at normal pressures levels (mean
about 100 mmHg): Baroreceptors and stress-relaxation. The others work at lower
pressure levels, and, since mental tasks usually increase blood pressure, these
subsystems are not considered further.
Defence reaction studies (Djojosugito, 1970; Kylstra, 1970; Hilton, 1980; Spyer, 1981;
Jordan, 1990) have shown the defence reaction to comprise an increase in heart rate,
1 Indication of the reflex loop by its transducer
2 The phenomenon that the pressure in a vessel decreases after a volume increase of the vessel. Initially, the
pressure rises but then, by an increase of the vessel diameter (relaxation), the pressure increase is reduced.
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stroke volume and systemic vascular resistance. These effects can be expected during
the performance of a mental task (see section 1.1). The elements of the cardiovascular
system affected by the defence reaction are also effectors of the baroreflex (Guyton,
1980; Karemaker, 1987; Scher, 1989c; Melchior, 1992). We conclude that if mental load
is to be studied, a model of blood pressure regulation can be restricted to a model of the
circulation, heart, stress-relaxation, and the baroreflex.
A model that includes these basic elements is the model of Wesseling and Settels
(Wesseling, 1983, 1985, 1993; Settels, 1990) and this was an important reason to
choose this model for our study of mental load effects. The model corresponds closely to
the system shown in figure 1.3.1. However, in their model, an additional reflex has been
included, the cardiopulmonary reflex. This reflex has pressure receptors in the lungs and
atria, the ’low-pressure receptors’, and can affect heart rate and systemic resistance.
The physiology of the elements that are included in the model is discussed in the
following sections. The circulation and its simplification is described in section 2.2.1. That
section also describes stress-relaxation which is a property of the vessel walls. In section
2.2.2 the heart is described. The reflexes (baro- and cardiopulmonary) are discussed in
detail in section 2.3. Section 2.4 describes the external influences on the cardiovascular
system (random sources, respiration, and mental load).
2.2 Circulation and heart
2.2.1 The circulation
The supply of oxygen to the organs is one of the vital functions of the circulation. In the
lungs, the blood oxygen content increases. Blood from the lungs is pumped to the
organs. The lung circulation is connected in series with the systemic circulation to the
organs. The heart, which will be discussed in detail in section 2.2.2, lies between these
two circulation parts and ensures generation of blood pressure in both parts.
A simplified circulation is shown in figure 2.2.1. Blood flows through the arteries to the
organs where the arteries become smaller (arterioles) and finally capillaries (diameter 8
µm). Oxygen is exchanged for carbon-dioxide and blood with a low content of oxygen is
returned to the heart by the veins and is ejected into the pulmonary arteries. To ensure
adequate oxygen supply to an organ if the demand for oxygen changes, the smaller
arteries and arterioles to each organ can dilate or constrict to change local blood flow.
The mean pressure in the aorta is about 100 mmHg and this drops to about 5 mmHg
in the venous part of the systemic circulation. The mean arterial pressure in the
pulmonary circulation is about 15 mmHg and drops to about 5 mmHg after passing the
lungs (Schmidt, 1980, p.447; Scher, 1989b).
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The circulation has been simplified to only
Figure 2.2.1: Simplified circulation
(Guyton, 1980).
one (combined) artery and one vein in both
parts of the circulation. Since we do not
expect global organ flows to change during
mental tasks, the simplified circulation
(figure 2.2.1) can be used to describe the
circulation. Note that this choice limits the
effects that can be investigated; for instance
physical exercise cannot be described
properly using this simplification of the
circulation.
The hemodynamic properties of arteries in
the circulation are very different from those
of veins. The most important properties are
the vessel resistance and compliance.
The resistance R of a blood vessel is a
function of its radius r:
A small change in radius r thus results in a
[2.2.1]
large change in resistance R. The blood volume V changes much less, since:
For example, if a vessel of 2.0 mm diameter is constricted 5%, the resistance increases
[2.2.2]
more than 20%, while volume decreases only 10%.
If the blood volume of a vessel is increased, the pressure rises and the vessel wall
expands. The compliance C of the wall can be expressed as the volume change ∆V per
unit pressure change ∆P:
This relation is not valid for empty vessels. If blood is added to an empty vessel, the
[2.2.3]
pressure will not rise until the unstretched vessel is sufficiently filled with blood. The
required volume to fill a vessel is the unstretched or unloaded volume. The compliance
of the wall is active only at volumes greater than the unstretched volume. The aortic
compliance decreases with age (Langewouters, 1982; Imura, 1986) and is smaller in
women than men (Langewouters, 1982).
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When blood is added to a loaded vessel, the pressure will rise immediately. In most
vessels, this pressure will decrease afterwards for 30-60 second, even without outflow of
blood (see figure 2.2.3). This visco-elasticity (delayed compliance or stress-relaxation in
figure 2.1.1; Guyton, 1980, 1981) of the vessel wall is important to ensure blood flow
during low pressure periods (working in the opposite direction, figure 2.2.3). It protects
the system against very high blood pressures and thus regulating blood pressure. The
visco-elasticity of the aorta is independent of age and sex (Langewouters, 1982).
The human circulatory system contains
Figure 2.2.3: Effect of visco-elasticity of a
vessel wall: Pressure effect of a volume
injection into a venous segment (Guyton,
1981).
about 5 l of blood (60-70 ml/kg body weight;
Schmidt, 1974). Of this, about 63% is stored
in the systemic veins which contributes only
3% to the vascular resistance (Schmidt,
1980, p.444). Combining this with the
statement about resistance and volume
(equations [2.2.1] and [2.2.2]), resistance
and blood volume clearly can be controlled
independently.
If the diameter of small veins is suddenly
constricted by 2%, reducing the volume
(approximately 2300 ml; Mountcastle, 1974;
Schmidt, 1980) by 4%, about 90 ml of blood
will be returned extra to the heart, increasing stroke volume about 100%!
2.2.2 The heart
By means of periodic contraction of the heart, blood is ejected into the arteries
throughout the body. The centre where the excitation starts lies in the sinoatrial node
(SA-node). The node is located in the right atrium and is a small structure (25 mm long,
4 mm wide) consisting of pacemaker cells (Fung, 1984, p.29).
Several types of cells are located in the heart. Most important for our purpose are SA-
nodal cells and ventricular myocardial cells. The action potentials are generated by
different ion currents through the cell membrane. Most important for the duration of, and
time between action potentials are potassium (K+) and calcium (Ca++) currents (Berne,
1992; Van Capelle, 1987).
In SA-nodal cells, the action potential is generated spontaneously, after repolarisation
of the cells which is dominated by K+ current. The duration of the action potential
depends on both K+ and Ca++ currents. By manipulating these currents, the time between
action potentials and thus between contractions of the heart, can be changed.
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In ventricular cells, the duration of the action potential is important for the development
of contractile force of the ventricle. The cardiac action potential shows a plateau phase,
which duration depends mainly on Ca++ current. The contractile force can be controlled
by manipulating this Ca++ current.
Normally, the transmission of action potentials throughout the heart is very similar for
most heart beats. First, the atrial muscle is activated and contracts. The atrioventricular
node (AV-node) is then activated. The AV-node initiates the depolarization and
subsequently the contraction of the ventricular muscle.
Not only SA and AV-node cells show spontaneous activity: Most heart muscle cells do,
but at a slower firing rate. However, in some situations, cells outside the SA-node initiate
the contraction. Such an ectopic centre can lie in the atria or in the ventricles and the
electrical and hemodynamical phenomena of such beats are abnormal (Scher, 1989a;
Schmidt, 1980, p.411-413).
The action of the ventricles can be characterized by a pressure-volume diagram. This
is shown in figure 2.2.4 for a normal contraction. Four stages can be distinguished
schematically in a cardiac cycle (numbers correspond with figure 2.2.4):
(1) ventricular filling (diastole)
(2) isovolumic contraction
(3) ejection of blood (systole)
(4) isovolumic relaxation
The pressure-volume diagram can be fairly well composed using the two curves A and B
in figure 2.2.4 (Sagawa, 1982; Fung, 1984, p.37-39). Curve A is the relation between
filling pressure (venous pressure) and ventricular volume during stage 1. This line
determines the initial volume during the isovolumic contraction (stage 2) and the final
pressure of stage 4. The final pressure of stage 3, the ejection period, can be
determined by curve B. The slope of this line is an index of the elastance3 of the
ventricle and is different for the right and left ventricles.
Figure 2.2.4: Pressure-volume diagram of a ventricle. Four stages are explained in the
text. Pvent: ventricular pressure; Vvent: ventricular volume; Vs: ejected volume, equals
stroke volume.
During the filling of the ventricles, intraventricular pressure is almost equal to venous
pressure. The isovolumic contraction (stage 2) ends just above the arterial diastolic
pressure when the valve to the artery opens. During the ejection of blood (stage 3), the
3 Elastance is a measure of the performance or capacity of the heart. Contractility is also commonly used and
is related to elastance (Berne, 1992).
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ventricular pressure is approximately equal to the arterial pressure. The maximum
ventricular pressure is reached during stage 3 and is the arterial systolic pressure. Stroke
volume (the blood volume ejected) is the difference between the volumes during the
isovolumic stages (volume of stage 2 minus the volume of stage 4) and is indicated in
figure 2.2.4 as Vs.
The curves for the left and right sides of the heart are quite similar, except for the
pressure levels during stage 3. The pressure in the right ventricle is about 25 mmHg at
the peak of stage 3 (see figure 2.2.4), while in the left ventricle the pressure rises to 120-
130 mmHg (Fung, 1984, p.34-35).
The pressure-volume diagram can be used to demonstrate the effects on stroke
volume of certain manipulations of the cardiovascular system. In figure 2.2.5, the effects
of three manipulations are shown (V0 is the normal condition or reference):
1: Increased venous return. The venous return increase results in a shift to higher
volume along curve A and stage 2, the isovolumic contraction starts at a higher
volume. If arterial pressure and curve B are unchanged (as assumed in figure
2.2.5), the stroke volume increases, V1 > V0 (Fung, 1984, p.39; Huntsman, 1989).
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Figure 2.2.5: Pressure-volume diagram under various situations. 0: normal, 1: increased
venous return, 2: increased arterial pressure, 3: increased elastance. V0 to V3 indicate
the stroke volumes in these situations. Phase 3 (see figure 2.2.4) is represented by a
straight line for simplification.
2: Increased arterial pressure. If the arterial pressure is increased, the end pressure
of the isovolumic pressure and of the ejection phase are higher. The isovolumic
relaxation (stage 4) starts at higher pressure and, since B remains unchanged, at
higher volume. The effect is a stroke volume decrease, V2 < V0 (Huntsman, 1989).
3: Infusion of adrenaline. The heart muscle is affected by adrenaline and the
elastance of the heart is increased. The contraction is more powerful. This effect
rotates curve B to B’. Even if the arterial pressure at the end of the ejection
remains at the reference level, the stroke volume is increased, V3 > V0 (Schmidt,
1980, p.425; Sagawa, 1982; Huntsman, 1989).
2.3 The regulation of the blood pressure
The physiology of the baroreflex and cardiopulmonary reflex will be described in this
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section. The pressure receptors send their information (impulses) to the cardiovascular
control centre in the medulla oblongata. Here, through synaptic connections, impulses
from the receptors alter the discharge in the sympathetic and vagal nervous systems. In




The arterial baroreceptors are located in the vessel wall of the aortic arch and the carotid
sinus (at the left and right carotid bifurcations). They respond to stretching of the wall
(Karemaker, 1987; Scher, 1989c; Berne, 1992).
The impulse activity (rate) varies during the heart cycle (Karemaker, 1987; Berne,
1992) but the mean impulse rate mainly depends on the mean arterial blood pressure
(Guyton, 1980, p. 249-253; Berne, 1992). The relation between impulse rate and
pressure is an S-shaped curve and is often referred to as the baroreceptor function curve
(Karemaker, 1987). Although the characteristics of single receptors can vary substantially
(Brown, 1976), the S-curve (shown in figure 2.3.1) can be used to describe the combined
baroreceptor activity. The slope of the curve represents the baroreceptor sensitivity (The
sensitivity or gain is an important part of the feedback gain of the baroreflex and is
shown in figure 2.1.2). At very low pressures (below 50 mmHg; Scher, 1989c; Berne,
1992), the receptors do not generate impulses. The receptors become saturated
(constant impulse rate) at pressures above 160-200 mmHg (Donald, 1980; Berne, 1992).
The sensitivity is maximal in the middle part of the curve in figure 2.3.1.
When the baroreceptors are stimulated by
Figure 2.3.1: Baroreceptor function curve
(Karemaker, 1987).
a pressure increase (in an open loop
situation), the effect is an immediate
increase in impulse rate of the receptors.
However, this increase diminishes to about
half the initial increase (Franz, 1971; Brown,
1980; Donald, 1980; Guyton, 1980). A
steady state is reached after about ten
seconds (see figure 2.3.2; from Brown,
1980). Further ’resetting’ of the receptors
(the impulse rate almost returns to the
original level) is observed only after continuous stimulation of one hour or longer
(Guyton, 1980; Karemaker, 1987; Scher 1989c).
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The baroreceptor activity is almost linearly related to changes in vagal and sympathetic
activity. In figure 2.3.3 is shown that the vagal and sympathetic activation show the same
S-shape as the baroreceptor function curve (Scher, 1989c; Berne, 1992). Since the
relations between the baroreceptor activation and autonomic activations do not change
the S-shape, the relations must be linear.
Figure 2.3.2: Response of the
baroreceptor activity after a pressure
step (Brown, 1980)
Figure 2.3.3: Activity of the autonomic nervous
system as a function of baroreceptor activity
(Scher, 1989c).
An increase in baroreceptor activity is accompanied by an increase in vagal and a
decrease in sympathetic activity. However, other systems than the baroreceptors can
also affect autonomic nervous activity (see section 2.4).
Cardiopulmonary receptors
According to Donald (1978), the cardiopulmonary reflex inhibits the baroreflex changes in
heart rate and systemic resistance. This inhibition is dependent on the change in
systemic and pulmonary venous pressure. The ’low pressure’ receptors are found in the
wall of the atria and pulmonary arteries (Berne, 1992). They show a discharge pattern
that roughly parallels pressure changes in the area in which they lie (Scher, 1989c).
The receptor characteristics are, unlike those of baroreceptors, not very well known for
human beings. Experimental data from Gilmore (1979) show that the discharge per
minute of the atrial receptors is linearly related to atrial pressure. Experiments with dogs
and monkeys show such a linear relationship at normal pressures and heart rates. The
sensitivity of the receptors in monkeys is less than those in dogs. Gilmore (1979)
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assumes that this is related to the difference in body posture.
Experiments that show the effects of cardiopulmonary reflexes in man are lower body
negative pressure studies4 (Abboud, 1979; Linden, 1979; Donald, 1980), or studies with
posture changes (Donald, 1980; Shepherd, 1981). These manipulations affect circulating
blood volume and venous pressure. However, details of the receptor characteristics
remain unknown (Melchior, 1992).
The best we found is a study by Ferguson (1989), who has shown that there is a linear
relationship, with a negative correlation, between muscle sympathetic tone and central
venous pressure.
2.3.2 The cardiovascular control centre
The cardiovascular control centre is the link between baroreceptor output and effector
input. It is located in the medulla and consists of complex neural structures that integrate
not only baroreceptor inputs, but many other receptor inputs and inputs from higher brain
structures.
The defence reaction, evoked by mental load, starts in the hypothalamus (see also
section 1.1). From the hypothalamus, the activation is transmitted to the medullary
structures, then to the vagal and sympathetic system, and finally to the heart and the
blood vessels.
4 The legs and lower body to the level of the iliac crest of a subject are placed in a pressure chamber, and the
pressure is then reduced to -20 to -60 mmHg.
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centre (dotted rectangle) in the medulla. DMN=vagal Dorsal Motor Nucleus,
HYP=Hypothalamus, NA=Nucleus Ambiguus, NTS= Nucleus Tractus Solitarii, RVLM=
Rostral Ventrolateral Medulla.
The basic structure of the cardiovascular control centre (dotted rectangle) is shown in
figure 2.3.4. We focused on medulla structures mainly involved in the defence reaction.
The connections in this figure are provided with numbers. These numbers refer to the
literature reference index at the right side of the figure. To simplify the following text, the
references are not repeated here.
The receptor outputs end in the Nucleus Tractus Solitarii (NTS). Not only carotid sinus
baroreceptor afferents, but also aortic baroreceptor, cardiopulmonary baroreceptor,
chemoreceptor and lung stretch-receptor afferents terminate here. The NTS is innervated
by neurons from the hypothalamic defence area, as well as by descending projections
from higher structures such as the (pre)frontal cortex, and amygdala. The medullary
structures that are innervated by NTS efferents (either directly or via the Reticular
Formation which integrates sensor information and information of the higher centres) are
the vagal motor centre (Vagal Dorsal Motor Nucleus, DMN, or the Nucleus Ambiguus,
NA, different for different species; see Spyer, 1981, 1990) and the origin of sympathetic
nerves, the Rostral Ventrolateral Medulla (RVLM). Outputs from NTS ascend to the
hypothalamus and higher brain structures.
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Besides the innervation by the NTS, the NA/DMN and the RVLM are directly
innervated by the hypothalamus. The cardiovascular responses to a defence reaction,
evoked by electrical stimulation, have been reported to be different in various studies
(Djojosugito, 1970; Kylstra, 1970; Manning, 1977; Hilton, 1980; Jordan, 1990). The
complexity of the structure is probably the reason that small changes in the exact spot of
stimulation can cause different effects (Spyer, 1981).
There are also influences of respiration on the cardiovascular control centre (Feldman,
1988; Berntson, 1993). Via lung stretch receptor afferents terminating in the NTS, and
also via neural projections from the respiratory control centre to NA/DMN and RVLM. In
this way, vagal and sympathetic activity are modulated in synchrony with respiration.
As mentioned before, this section is focused on the defence reaction. Many other brain
structures influence the cardiovascular control centre, for instance the amygdala,
parabrachial nucleus, and periaqueductal gray matter (this gray matter is probably more
important for the defence reaction than the hypothalamus). Many details can be found in
Holstege (1997) and it should be noticed that figure 2.3.4 is a simplification and we will
model (as shown in chapter 3) only, and in quite simple way, the cardiovascular control
centre (NA/DMN, NTS and RVLM), but not the rostral structures. They are combined into
’higher centres’ that can have a certain impact on the model.
2.3.3 Heart rate
Increase in vagal activity slows heart rate by the post-ganglionic liberation of acetyl-
choline (ACh) in the SA-node. Withdrawal of the vagal tone accelerates the heart beat
(Karemaker, 1987; Van Capelle, 1987).
ACh activates an outward K+-current in nodal cells. In the SA-node, this can reduce the
depolarization rate of the cells (see section 2.2.2) and decrease the discharge rate (and
thus heart rate). Another effect of ACh is the reduction of a Ca++-current and this affects
the depolarization as well.
Noradrenaline (NA), released at the sympathetic nerve endings in the SA-node, affects
the Ca++-current and increases the depolarization rate (see section 2.2.2). This effect is
inhibited by ACh in very low concentrations (50- 100-fold lower than the ACh-
concentration required for the direct K+- or Ca++-current effects; Giles, 1989). However,
the Ca++-current determines only 1/3 of the depolarization rate (Giles, 1989). Clearly, a
complex interaction between the vagal and sympathetic system is localized in the SA-
node (Irisawa, 1993).
Levy (1977) measured the relation between heart rate changes and vagal and
sympathetic activation. They measured heart rate changes for nine different
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combinations of vagal and sympathetic impulse frequencies in ten dogs. Figure 2.3.5,
Figure 2.3.5: Changes in heart rate as function of vagal and sympathetic stimulation
(Levy, 1977).
shows this relationship using interpolation between the measurements.
A change in vagal impulse frequency affects heart rate about 5-10 times faster than a
change in sympathetic frequency. This can be explained by the differences between the
efferent pathways. Firstly, the nerves of the vagal pathway transmit the activation much
faster than sympathetic nerves. Secondly, the time constant of the synaptic processes in
the SA-node is less for the ACh release than for NA (Warner, 1962; Borst, 1983;
Karemaker, 1980). A typical heart rate response to sympathetic stimulation is shown in
figure 2.3.6. The change in heart rate shows an initial time delay and then a response
pattern which is close to the response of a first order system.
The cardiopulmonary reflex modulates the effects of the baroreflex on the heart rate
(Linden, 1979; Scher, 1989c; Berne, 1992). The efferent pathway is probably
sympathetic (Bishop, 1976; Mancia, 1976; Linden, 1979; Berne, 1992). Heart rate




Figure 2.3.6: Effect of sympathetic stimulation on heart rate as a function of time
(Warner, 1962).
The ventricles of the heart are innervated by the sympathetic nervous system (Shimizu,
1980). Noradrenaline release at the sympathetic nerve endings in the ventricles
increases the Ca++-current into cardiac cells, enhancing the elastance of the ventricle
(see section 2.2.2). In this way, the sympathetic system can increase ventricular
elastance and thus stroke volume (see figure 2.2.5).
Only the atrial muscles are innervated by the vagal system (Schmidt, 1980, p.401;
Scher, 1989c). Under normal circumstances the atria do not contribute much to the
changes in stroke volume, the vagal effects on stroke volume are thus negligible.
The dynamics of an elastance response to baroreceptor stimulation are very similar to
other sympathetically innervated effectors (heart rate and systemic resistance).
No effects of the cardiopulmonary reflex were found in ventricular elastance of the dog
heart (Donald, 1978), while such effects are unknown for the human heart (Melchior,
1992).
2.3.5 Systemic resistance
The small arteries (arterioles, <4 mm diameter) are the most important vessels for
systemic resistance control. Systemic resistance can be changed centrally by
sympathetic activation. Sympathetic nerves innervate smooth muscle cells in the walls of
systemic arterioles (Karemaker, 1987). These arteries are also important for the control
of local blood supply (auto-regulation) and therefore most important for changes in
vascular resistance. The radius of the pulmonary arteries depends highly on the oxygen
concentration in neighbourhood of the vessel (higher concentration, larger radius;
Bernards, 1979, p.301). Sympathetic nerves end in this area but their importance for
blood pressure control is not clear (Schmidt, 1980, p.480/481; Butler, 1989).
The cardiopulmonary reflex can modulate systemic resistance. Measurements during
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lower human body negative pressure show this clearly (Donald, 1978; Abboud, 1979;
Victor, 1985; Ferguson, 1989; Arrowood, 1993). The modulatory effects on systemic
resistance are stronger than on heart rate. Resistance increases with decreasing venous
pressure. Experiments with cats and dogs show that after denervation of the baroreflex
systemic resistance still can be changed as a result of venous pressure changes
(Mancia, 1973; Donald, 1978). The resistance changes are abolished by α-sympathetic
receptor blockade (Mancia, 1973). These findings prove the existence of the
cardiopulmonary reflex to the systemic resistance.
2.3.6 Unstretched venous volume
The smooth muscles in venous walls can contract due to increased sympathetic
activity. This can have two effects: a decrease in unstretched volume of the vessels,
and/or a decrease in vessel compliance. Experiments of Shoukas (1973) and Rose
(1993) have shown that in dogs the compliance of the venous system vessels does not
depend on the sinus carotid pressure and is therefore not controlled by the baroreflex. If
this mechanism is the same in man, the control of venous volume is a control of the
unstretched volume.
2.4 Central influences on the cardiovascular system
2.4.1 Random variations
Spontaneous variations in blood pressure, not related to regulatory action can be
regarded as noise. Wesseling (1983, 1985, 1993) identifies three major noise sources in
the system: Systemic resistance noise, random baromodulation and vagal noise.
The systemic resistance is continuously changing due to autoregulation in the vascular
system (2.2.4 and 2.3.5). This mechanism causes changes that can be characterized as
noise that modulates the systemic resistance (Wesseling, 1983, 1985, 1993). Two
studies contain evidence that this source of variability is located in the peripheral part of
resistance control, and not in the cardiovascular control centre. Firstly, spontaneous
diameter fluctuations of the radial artery have been measured in humans (Siché, 1992;
Hayoz, 1993). These fluctuations do not seem to depend on sympathovagal control.
Secondly, blood pressure variability has been found to be higher in brain dead patients
than in control group of vegetative patients5 (Kita, 1993). Since in brain dead patients
5 Vegetative patients have an intact brain stem, while brain dead patients do not. For comparability, the
respiration was mechanically controlled in both groups.
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variability originating from sources located in the medulla is absent, noise located in the
more peripheral part of the regulation must be present.
The higher brain centres also influence the baroreflex (see 2.3.2). Activity of these
centres that does not have the specific purpose to change the cardiovascular system can
be regarded as noise. Noise from the higher centres has an impact on the baroreceptor
activation and has been called random baromodulation. It can be seen as a modulation
of the NTS outputs (see 2.3.2).
Of the vagal nerve is known that ‘...While the most striking influences on cardiac vagal
efferent fibres are the reflex excitation by the baroreceptors and respiratory-linked
inhibition, other afferent systems from the heart, lungs, gastrointestinal system, skin, and
muscle may excite or inhibit cardiac vagal efferent activity’ (Armour, 1977). Thus, a vagal
noise source seems to be present.
The frequency characteristics of these noise sources is not known, but Wesseling
(1983, 1985, 1993) assume that it can be characterized by a spectrum with decreasing
power for increasing frequency, 1/f or pink noise for the three sources. In biological
systems these spectra are often found (Kobayashi, 1982).
The reason for this characteristic of systemic resistance noise is the way the vascular
system is built. A system consisting of a few large and many small elements changing
randomly usually shows 1/f characteristic. Since the systemic resistance variations are
directly related to blood pressure variations, such a spectrum can be expected for blood
pressure. This has been found by Wagner (1994).
It has been shown that the low frequency variations in heart rate (below 0.1 Hz) also
have a 1/f power spectrum (Kobayashi, 1982; Appel, 1989; Saul, 1993). Butler (1993,
1994) has found a 1/f power spectrum in a range of approximately 0.025-0.3 Hz. Lipsitz
(1990) has found 1/f characteristics in heart rate in the frequency range 0.01-0.4 Hz.
However, his examples do not show a respiratory peak, which usually is seen. In
conclusion, since heart rate is directly modulated by vagal noise and almost directly by
random baromodulation, 1/f characteristics for these noise sources are an appropriate
assumption.
2.4.2 Respiration
Variability in heart rate due to respiration has been of interest since the middle of the
19th century: an article by C. Ludwig was published in 1847 (Hirsh, 1981), and several
mechanisms causing these variations in heart rate have been discovered since.
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However, conclusions have never been drawn regarding the importance of each of these
mechanisms.
During normal respiration, the heart rate increases in the inspiratory phase and
decreases in the expiratory phase. The difference in heart rate between maximum
(during inspiration) and minimum (during expiration) is about 0.2 Hz at a respiration rate
of 0.2 Hz (12 beats per minute at 12 breaths per minute; Angelone, 1964). In most
studies, respiratory sinus arrhythmia (RSA) is measured in this way (for instance
Angelone, 1964; Freyschuss, 1976; Hirsh, 1981; Grossman, 1990). The amplitude,
defined as the difference in heart rate between maximum (during inspiration) and
minimum (during expiration), increases with lower respiration rate. The largest amplitude
of about 0.4 Hz is reached at a respiration rate of 0.1 Hz (25 beats per minute variation
in heart rate at a respiration rate of 6 breaths per minute; Angelone, 1964; Hirsh, 1981).
At respiration rates below 0.1 Hz the results are somewhat different (Rompelman, 1987)
but these rates are hardly in the normal range and tidal volume is hard to control at
these rates.
Changes in blood pressure are also related to respiration. During deep inspiration,
changes of 20 mmHg have been found (Guyton, 1981). However, the direction of the
change is reported differently: Freyschuss (1976) finds an increases in blood pressure
during inspiration, while others (DeBoer, 1985; Mulder, L, 1988a; Berne, 1992) find a
decrease. The origin of respiratory related blood pressure variations is mentioned less
often than RSA, since in most studies blood pressure was not measured continuously.
We will discuss three different categories of mechanisms: local, central, and
mechanical mechanisms (Koers, 1991).
Local mechanisms.
During spontaneous inspiration the venous return to the right atrium is increased (see
mechanical mechanisms). The volume increase stretches the right atrium, which in turn
increases the depolarization rate of the SA-node cells and the heart rate increases in this
way. This effect was investigated by Bernardi (1989b). They measured RSA in human
subjects with a transplanted heart. Although they found no reinnervation, there was a
distinct RSA of about 10% of normal RSA. However, they found a decrease in heart rate
during inspiration. If the mechanical mechanisms are unchanged in these subjects, we
have to conclude that this mechanism either does not contribute to normal RSA, or
slightly reduces normal RSA.
Central mechanisms.
Vagal activation to the SA-node can be modulated in several ways by respiration. Three
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possibilities have been described to explain this:
- The respiratory control centre directly influences the cardiovascular control centre.
During inspiration, the respiratory centre inhibits the vagal output to the heart and heart
rate increases (Berntson, 1993; see also section 2.3.2). This is often called the central
effect (Levy, 1966; Hirsh, 1981; Grossman, 1987; Berntson, 1993).
- Afferent nerves of the stretch receptors in the lung can also inhibit vagal activation to
the heart (Gandevia, 1978; Grossman, 1983; Berntson, 1993). The difference between
this and the central effect is mainly a phase difference. Vagal activity is changed later
in the respiratory phase, since lung volume must first increase to stimulate the
receptors. However, the phase shift can be small if the receptors are very sensitive and
can inhibit the vagus during early inspiration. In that case, it is neither possible nor
necessary to distinguish between this and direct vagal inhibition.
- Bainbridge (1915) found that stretching the right atrium increases heart rate. The reflex
disappeared after vagotomy. Later, he suggested that this reflex could be a cause of
RSA (Bainbridge, 1920). Note that this is different from the local mechanism, although
initiated by the same mechanical event, because it is a reflex.
Eckberg (1977, 1980) concluded that baroreflex sensitivity is modulated by respiration;
this affects vagal and sympathetic activity in the baroreflex. During inspiration, the
sensitivity of the reflex is decreased, and baroreceptor activity is lower than during
expiration. They do not state why reflex sensitivity is decreased. Their experiments with
neck suction show a clear difference in effect on heart rate during inspiration compared
to expiration. The effect on heart rate is much larger during expiration, which is the basis
of their conclusion. It is very hard to establish how the baroreflex gain is decreased
during inspiration, but inhibition of the outputs of the NTS (see section 2.3.2) is the most
likely mechanism.
Direct excitation of sympathetic outflow during inspiration has been observed in rats
and cats, after vagotomy combined with baroreceptor denervation (Richter, 1990;
Baradziej, 1991; Koizumi, 1971, 1992; Trzebski, 1993). A possible mechanism is the
modulation of the sympathetic outflow of the RVLM (see section 2.3.2) by the respiratory
centre (Millhorn, 1986; Berntson, 1993; Trzebski, 1993). However, autonomic blockade
studies with human subjects show no RSA during vagal blockade (Akselrod, 1981;
Pomeranz, 1985; Langewitz, 1991), which indicates that the transfer of this modulation
through the sympathetic heart rate control in normal conditions will be very small.
Further evidence of a central influence can be found in the experiment of Cerutti
(1994). Sinoartic baroreceptor denervation reduces the coherence between heart rate
and blood pressure in the mid frequency band, but not in the high frequency band. Also
the gain and phase remain almost unchanged. If respiratory influences dominate the high
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frequency band, centrally generated respiratory heart rate variations must be present.
Mechanical mechanisms.
The mechanical effects of respiration originate from volume changes in the thorax.
During inspiration the volume of the thorax increases, and the intra-thoracic pressure
decreases (about 5-10 mmHg, Freyschuss, 1975; Bernards, 1979; Berne, 1992). This is
necessary in order to inhale air, but it has several cardiovascular effects:
- venous return to the right atrium increases, since the pressure of the right atrium is
decreased rapidly,
- venous return to the left atrium is decreased, since the pulmonary vessels expand due
to the pressure decrease and they retain blood,
- systemic arterial pressure decreases; the carotid sinus baroreceptors will measure this
decrease, and
- the transmural pressure in the aorta is, like all other vessels in the thorax and the
heart, increased; the baroreceptors in the aorta wall will be stimulated.
Clearly, all the effects mentioned above will influence blood pressure, and, by the
baroreflex, heart rate. The effects are opposite in two ways:
- the stroke volume of the right heart increases, while a decrease is expected on the left
side, and
- the baroreceptors inside the thorax measure an increased (transmural) pressure, while
receptors outside the thorax sense a decrease.
RSA and blood pressure variations due to respiration originate from many sources. This
means that there could be a large variation between subjects in the relative contributions
of these sources. However, the phase shift between blood pressure and inter-beat
interval variations is very stable (DeBoer, 1985b; Mulder, 1988a; TenVoorde, 1992).
Therefore, we expect the relative contributions to be similar in different subjects.
2.4.3 Mental load
The cardiovascular control centre is influenced by higher brain structures (see 2.3.2).
The visual stimuli of a mental task are processed by brain structures as the visual cortex
(stimulus evaluation), motor cortex (response) and frontal cortex (process control). These
structures can evoke the defence reaction in the hypothalamus (see also section 1.1).
From the hypothalamus, the activation is transmitted to the medullary structures, then to
the vagal and sympathetic system, and finally to the heart and the blood vessels (see
section 2.3.2).
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The effect of a defence reaction on the NTS is inhibitory. The baroreceptor input is
converted with less sensitivity to the NTS outputs. This results in a gain reduction from
baroreceptor activity to vagal and sympathetic outputs (Manning, 1977; Jordan, 1990;
Spyer, 1981, 1990; Berntson, 1991, 1993). Steptoe (1985b) reviewed a wide range of
behavioral states (for instance mental tasks, sleep and biofeedback). He concludes that
‘...cardiovascular regulatory processes are not confined to the brain stem, but are
modulated by inputs from higher centres’.
We conclude that mental task performance evokes a defence reaction, inhibits the NTS
outputs and results in a reduction of the baroreflex sensitivity. Brain structures may
influence the baroreflex sensitivity in a random way (see 2.4.1, baromodulation), since
environmental perception that is not related to an experiment or during rest can affect the
reflex gain.
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The best summary of the model of the short-term blood pressure regulation is the
figure on next page (figure 3.1.1). All parts of the scheme are implemented as
computational blocks with parameters. The parameter values are estimated from
physiological experiments in literature. Calculating the output of each block for
successive points in time results in time series of heart rate and mean blood pressure.
The model is based on the model of Wesseling and Settels, but has been extended
by a sympathetic control of heart rate, respiratory influences and an more detailed
cardiovascular control centre. We needed these elements to be able to simulate the
effects of mental task performance on heart rate, blood pressure and their variability.
Effects of mental task performance will be simulated by changing the vagal and
sympathetic gain, Gv and Gs. These gains are one at baseline and usually reduced by
task performance, as a result of the defence reaction.
Chapter 3: Model of short-term blood
pressure regulation
3.1 Introduction
Figure 3.1.1: Basic parts of the short-term blood pressure model; CP= cardio-pulmonary,
Pv= venous pressure, Pa= arterial pressure
In the early 1980’s, Wesseling and Settels developed a model of short-term blood
pressure regulation system in order to investigate the origin of the 0.1 Hz rhythm in heart
rate and blood pressure fluctuations (Wesseling, 1983, 1985, 1993). This 0.1 Hz
component has played an important role in mental effort research (see section 1.2). Most
parts of the cardiovascular system that are affected by the defence reaction are included
in the model of Wesseling and Settels. For these two reasons, this model was chosen as
a basis for our model study. Their model and our extensions will be described in this
chapter.
The main parts of the model are: the heart and circulation, the baroreflex loop and the
cardio-pulmonary reflex loop (figure 3.1.1). These reflexes control heart function and the
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circulation by means of effector systems. In their model four effectors are included: heart
rate, maximum elastance of the heart, systemic resistance and venous volume. The
modelled blood pressure is not pulsatile, which simplifies the model very much, and only
mean blood pressure is used in the simulations.
The model is set to baseline levels for blood pressure, heart rate etc., which
correspond with values for healthy human beings (see chapter 2). Most of the details
from the literature used for the estimation of the parameters come from the work of
Walstra (1981). The most relevant literature that he used is included in the next sections,
and has been updated when necessary. Estimation of the parameters was not always
possible from human experiments; sometimes dog or rabbit experimental data had to be
used, rescaling vascular parameter values by extrapolating to the human body weight.
The values of the parameters were rounded off to 1-3 significant digits (depending on the
accuracy of determination). However, conversion factors were not rounded off and are
included with the maximum number of significant digits. This is necessary to maintain
initial values when a simulation is started.
The original model has been extended in two ways. Firstly, the control of the heart rate
has been expanded to include sympathetic control, as well as vagal control. In the model
of Wesseling and Settels sympathetic control of the heart rate was not included. For their
purpose it was acceptable to neglect this. However, in our study changes in both vagal
and sympathetic activation can be expected and they play an important role in the
defence reaction (see chapter 1). The second extension of the model is the influence of
respiration on the cardiovascular system. It is an important source of variability in the
cardiovascular system, and is indispensable for comparing experimental with simulated
heart rate and blood pressure variability data.
Appendix A is an detailed overview of the model structure that can be unfolded. The
model has been implemented using TUTSIM (Meerman, 1980) and details about the
implementation are described in appendix B.
3.2 Circulation and heart model
3.2.1 Circulation model
The circulation consists of a systemic and pulmonary compartment. Each compartment is
modelled by three components: an arterial compliance, a venous compliance, and a
vascular resistance connecting arterial and venous part (Grodins, 1963). This is a model
of the circulation as shown in figure 2.2.2. In figure 3.2.1 the general model is shown in
electric equivalents. The electrical equivalent of pressure, P, is voltage and of blood flow,
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Q, is current. An electrical capacity is the equivalent of vascular compliance, C, and
electrical resistance of vascular resistance, R.
If stress-relaxation is included in the vessel model, it has to be extended by including a
compliance and a resistance (Langewouters, 1982). This is shown in figure 3.2.2.
Figure 3.2.1: Model of a circulation
compartment. *Indicates non-linear
compliances.
Figure 3.2.2: Vessel compliance with
stress-relaxation (right) and without (left).
The compliance of a vessel is not a linear element. A certain amount of blood is required
before a positive pressure in the vessel can be measured. This volume is the unloaded
volume (see also section 2.2.1). The relation between volume and pressure for a
compliance that is linear except for the volume below the unloaded volume, Vu, is shown
in figure 3.2.3.
Figure 3.2.3: Relation between volume
and pressure for a compliance C with
unloaded volume Vu.
Systemic circulation
In section 2.2.1, it has been shown that the
compliance of the systemic arteries (Csa) in
humans is not linear (loaded volume is a
non-linear function of arterial pressure) and
is age dependent. The arterial compliance is
modelled as a non-linear function which is
valid for young adults only. The effects of
stress-relaxation in the systemic arteries are
small and have been neglected.
The resistance in the systemic part Rsys
and blood flow Qh,l determine the pressure
difference between systemic arteries and
veins:
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The value of the systemic resistance can be
[3.2.1]
Figure 3.2.4: Model of the systemic
circulation; * non-linear compliance.
Figure 3.2.5: Model of the pulmonary
circulation; * non-linear compliance.
derived from the choices of pressure values,
stroke volume, and heart rate.
The venous compliance, Csv, which
includes the right atrial compliance, is
composed of two compliances and an
additional resistance. This was necessary to
distinguish fast (above 0.03 Hz) from slow
(below 0.03 Hz) changes in pressure (The
effect of stress-relaxation). The model of the
systemic circulation is shown in figure 3.2.4.
The compliance for fast changes is equal to
(1/C1+1/C2)-1 and for slow equal to C1. The
value C1 is taken from the model of Guyton
(1980). The fast compliance was estimated
from dog experiments (Shoukas, 1973) and
extrapolated to a body weight of 70 kg.
Pulmonary circulation
The pulmonary circulation model is shown
in figure 3.2.5. The pulmonary resistance,
Rpul, determines together with right heart
outflow, Qh,r, the pressure difference
between arterial and venous parts:
Compliances of the veins and left atrium are combined to one value. The values for Cpa
[3.2.2]
and Cpv were determined by empirical relations (Shoukas, 1975) between total pulmonary
compliance and Csv (1:5) and between Cpa and Cpv (without atrium, 2:3). Values are
rounded to one significant digit because of the inaccurate approach.
3.2.2 Heart model
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In general, stroke volume Vs depends on arterial and venous pressures, heart rate and
Figure 3.2.6: Pressure-volume diagram with the definitions of several parameters.
ventricular elastance. In figure 3.2.6, the pressure-volume diagram of the left ventricle is
shown. The variables and parameters of interest are indicated in this figure (see also
figure 2.2.4).
The stroke volume of the heart, Vs, is the difference between the end-diastolic and
end-systolic heart volumes. End-systolic volume Ve,sys can be expressed as:
where Vu,vent unstretched ventricular volume, Pa the arterial pressure, which is equal to
[3.2.3]
Pvent in this phase, and Emax the maximum elastance of the heart during one heart cycle.
The relation between arterial pressure and ventricular volume is linear in the normal
pressure range and healthy myocardium (Suga, 1976). This linearization was not
possible for the relation between end-diastolic volume (Ve,dia) and venous pressure (Pv,
which is equal to Pvent in this phase), so that stroke volume is expressed as:
where Ve,dia is a non-linear function of Pv.
[3.2.4]
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Stroke volume must be compensated for the decrease in ejection time as a result of an
increased heart rate. Since ejection time is not a model variable, but related to heart
rate, the following formula was added:
where f0 the heart rate at the baseline level (see table 3.2.1). Walstra (1981) used the
[3.2.5]
experiments of Noble (1966) to estimate the relative stroke volume decrease due to
increased heart rate. Values of 0.2-0.6% per beat-per-minute were found. The value of
0.4% per beat-per-minute (24 % per Hz) is used by Walstra. This value is confirmed by a
figure in Scher (1989c). In this figure, the relation between stroke volume and heart rate
is shown. If the slope of the curve of stroke volume is normalized to heart rate, the slope
is 0.27 (27% per Hz). We will keep the value of 0.24 in our model.
3.2.3 Circulation and heart model parameters
The baseline values of the variables in the heart and circulation model are summarized
in table 3.2.1. They are based on the normal values for healthy human beings (see
section 2.2).
Table 3.2.1: Baseline mean value of some model variables
variable baseline unit
value
systemic arterial pressure Psa 100 mmHg
systemic venous pressure Psv 5 mmHg
pulmonary arterial pressure Ppa 15 mmHg
pulmonary venous pressure Ppv 5 mmHg
heart rate fh 1 Hz
stroke volume Vs 100 cm3
total blood volume 4717 cm3
In table 3.2.2 the values of the circulatory components are given. The component names
refer to figure 3.2.4 for the systemic circulation and for the pulmonary components to
figure 3.2.5. The compliances in this table have a linear relation between pressure and
stretched volume. The relation between volume and pressure is as in figure 3.2.3.
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Table 3.2.2: Circulation components.
Component Value Unit Origin
- Systemic compartment -
resistance Rsys 0.95 mmHg s/cm3 (100-5)/100
venous slow compliance C1 80 cm3/mmHg Guyton (1980)
unstretched volume 3400 cm3 Walstra (1981)
venous fast compliance C2 48 cm3/mmHg Shoukas (1973)
venous addition. resistance R3 0.625 mmHg s/cm3 Walstra (1981)
- Pulmonary compartment -
resistance Rpul 0.1 mmHg s/cm3 (15-5)/100
arterial compliance Cpa 9 cm3/mmHg Shoukas (1975)
unstretched volume 50 cm3 Walstra (1981)
venous compliance Cpv 9 cm3/mmHg Shoukas (1975)
unstretched volume 500 cm3 Walstra (1981)
The compliance of the systemic arteries is a nonlinear component. The characteristic is
presented in two ways in figure 3.2.7: in a graph and in a table. The numbers given are
points on the graph of Langewouters (1982) rescaled to a volume of 273 cm3 at 100
mmHg. These baseline values are underlined in the table. The reciprocal value of the
slope is the arterial compliance at a certain pressure. The graph is composed of the
numbers with linear interpolation between the points.
The heart parameters for the left and right sides, are shown in table 3.2.3. The
unstretched volume of the ventricles is chosen to be zero. According to experimental
data the unstretched volume in the equation [3.2.4] can vary over a range from -20 to
+20 (Sagawa, 1978; McKay, 1986). A negative unloaded volume means that in an empty
ventricle the ventricular walls are pressed together. Walstra (1981) does not give the
value explicitly. In the descriptions of the model (Wesseling, 1983, 1985, 1993) this
parameter is not mentioned at all. Fortunately, the value zero is an acceptable choice as







Figure 3.2.7: The relation between arterial















Maximum ventricular elastance Emax 1.69 0.273 mmHg/cm3 eq. [3.2.4]
Unstretched ventricular volume Vu,vent 0 0 cm3 See text
Pv Ve,dia
Figure 3.2.8: The relation between













The maximum elastance values follow directly from the substitution of the baseline
values (see table 3.2.1) in equation 3.2.4.
The relation between Ve,dia and Pv is shown in figure 3.2.8 in the same way as the
systemic arterial compliance. The numbers are from Walstra (1981); the underlined
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numbers are the baseline values.
3.3 Reflex loops
3.3.1 Model of the pressure receptors
Baroreceptors
The model of the baroreceptors is shown in figure 3.3.1. Blood pressure is transformed
into relative (normalized) baroreceptor activity, B’. The baroreceptor curve is 1.0 at
maximal firing rate. The receptors become saturated at pressures above 180 mmHg.
Below 50 mmHg, baroreceptor activation becomes zero.
The dynamic properties of the receptors are modelled with a first order system. As
shown in the second part of figure 3.3.1, a gain (K), parallel to this first order system,
defines the relation between the final baroreceptor output, Bb, and the steady state
activation, B’. The short-term resetting that has been described in 2.3.1 (see figure 2.3.2)
Figure 3.3.1: Baroreceptor model; First order system in Laplace notation
can be modelled by this parallel gain and first order system. The first order system
reduces the initial effect (Bb= K·B’) in Bb with the time constant τ. The steady state level
will be (K-1)·B’. The value of K is 2, so Bb=B’ in the steady state (for other parameter
values, see section 3.3.7).
Cardiopulmonary receptors
The activation of these receptors is directly related to the changes in both systemic and
pulmonary venous pressures (Gilmore, 1979; Scher 1989c). Gilmore (1979) shows that
there is a linear relation between left atrial receptor activation and left atrial pressure; he
used data from 24 monkeys. Ferguson (1989) found a linear relation between central
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venous pressure and sympathetic activation in human beings. However, we could not
find a receptor curve resembling that for the baroreceptors in literature. In figure 3.3.2,
the (very simple) model of the receptors is shown. The activity of the receptors Bcp is
equal to the sum of changes in systemic and pulmonary venous pressures
(Bcp=∆Psv+∆Ppv).
In experiments with human subjects, only
Figure 3.3.2: Cardiopulmonary receptor
model
one venous pressure is measured, usually
central venous pressure (Donald, 1978;
Abboud, 1979; Gilmore, 1979; Victor, 1985;
Ferguson, 1989). No distinction in sensitivity
between systemic and pulmonary pressures
could be made and they are therefore
included with the same weight (simply
added). It may be necessary to change this
in the future, when more information
becomes available.
3.3.2 The cardiovascular control centre
Baroreceptor activity is transformed by the cardiovascular control centre into vagal and
sympathetic activation. The model of the centre is shown in figure 3.3.3. The figure is
related to figure 2.3.4, but we filled in the cardiovascular control centre. We introduced
this part of the model and it is in fact caused by the introduction of a vagal and
sympathetic control of heart rate. Therefore, this section and the next (3.3.3) are closely
related.
Baroreceptor activation Bb enters the NTS, and is modulated in a random way (see
2.4.1). The modulated baroreceptor activation is sent to the NA/DMN and RVLM through
two gains. The gains, Gv and Gs, of the vagal and sympathetic pathways respectively,
have a baseline value of one and can be changed by the hypothalamus and other higher
centres.
In the NA/DMN, the input from the NTS is transformed into the vagal firing rate (by
Kvag). A basic vagal firing rate is added to this input (Dvag) which remains after
baroreceptor denervation. This level is also under control of the higher centres. Random
modulation (see section 2.4.1), as well as respiratory modulation (see section 2.4.2) is
applied to this output.
The sympathetic outflow is divided into two parts: heart rate and others. This is caused
by the way the implementation of the sympathetic control of heart rate is realised, while
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the other effectors were not changed. The input from NTS is converted into a
Figure 3.3.3: Model of the cardiovascular control centre (dotted rectangle). See also
figure 2.3.4 and figure 3.3.4.
sympathetic firing rate (Ksym). This input is subtracted from a basic sympathetic firing rate
(Dsym) which remains after baroreceptor denervation. This level is under control of the
higher centres. The activation to the other effectors is the RVLM input directly. This
difference is caused by our introduction of sympathetic control of heart rate. We did not
change the other effectors.
In general, baro- (B), vagal (V), and respiratory (SResp) modulations can be affected by
the higher centres. This is indicated in figure 3.3.3 by the arrows to the sources of
modulation which are indicated as small circles with their reference letter.
In the model, the cardiopulmonary reflex modulates heart rate and systemic resistance
at effector output level. This is probably not the most physiologically correct way to do
this, but no empirical data are available to model this part of the system at the level of
the cardiovascular control centre.
3.3.3 Heart rate effector fh
In the model as described by Walstra (1981), heart rate was under vagal control only.
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For our study, sympathetic control of heart rate is included in the baroreflex (by Kiewiet,
1988). It was found necessary to change this effector loop significantly.
Katona (1976) showed that two models (Warner, 1962; Rosenblueth, 1934) describing
the neural control of heart rate were equivalent. The equations of Rosenblueth describe
the static relation between heart rate and sympathetic and vagal activation. These
equations have been included in a model by Neus (1984) and have now also been
incorporated in the present model. The equations [3.3.1]-[3.3.5] describe the steady state
relations in terms of our model. They combine the formulae of Rosenblueth (1934) and
Neus (1984). Parts of the relations can also be found in figure 3.3.3, since they actually
belong to the cardiovascular control centre. Their basis is found in the following.
The firing rates (or tones) are derived from baroreceptor activation at baseline without
modulation. For both systems a transformation from the relative activation Bb to real firing
rates are included (Kvag and Ksym). The tones become equal to the denervation levels,
Dvag and Dsym, after baroreceptor denervation.
Vagal tone: [3.3.1]
Sympathetic tone: [3.3.2]
These two relations are located in the cardiovascular control system, as we showed in
figure 3.3.3. The heart rate due to each subsystem is now:
Vagal heart rate: [3.3.3]
Sympathetic heart rate: [3.3.4]
where fh,d is the heart rate of a denervated heart, cF,vag and cF,sym estimation parameters.
Finally, the heart rate as a result of the baroreflex fh,b:
Heart rate: [3.3.5]
In figure 3.3.4, the equations are shown schematically. The impact of the modulations
(vagal and respiratory) is indicated with ‘mod.’. Note that Fvag is the vagal outflow as
indicated in figure 3.3.3, and Fsym the sympathetic outflow to the heart in that figure.
The vagal dynamic parameters were copied from the model of Wesseling. This
includes a time delay and a first order system (time constant and gain). Estimations of
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the sympathetic dynamic parameters were found in Borst (1983). The time delays are
Figure 3.3.4: Model of the heart rate effector in the baroreflex. The [numbers] refer to the
corresponding equations.
placed at the beginning of the loop; these are mainly related to nerve pulse transmission
(afferent and efferent), and central processing time. The first order systems are at the
end, because of their close relation to the peripheral part of the effector system: The
synaptic processes in the SA-node (see 2.3.2). The response of a combination of a delay
and a first order system is very similar to the physiological response. The physiological
response was shown in figure 2.3.6, and the response of the model is shown in figure
3.3.5. The stimulation pattern as shown in figure 3.3.5, was used as input ‘from NTS’ in
figure 3.3.4 to the sympathetic part. The response shown for heart rate is for an open
loop situation.
Heart rate is also affected by the cardiopulmonary reflex. The branch at the bottom of
figure 3.3.4 is the model of the cardiopulmonary reflex modulating heart rate. The relative
amplitude of the modulation is set by the gain, Gcp, in the loop. Walstra found a value of
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0.03, meaning 3% heart rate change per mmHg change of Bcp. We calculated an
Figure 3.3.5: Step response of delay and first order system, in this case Fsym (input) is
changed by the stimulation pattern and HR (output) responses to this. Compare with
figure 2.3.6.
average value of 2.2% (range -1.3% to 8.8%) from data in Ferguson (1989), and from
data in Vissing (1989) a range from -0.7% to 2.3%. We decided to keep the original
value of 3%.
All parameter values can be found in section 3.3.7.
3.3.4 Ventricular elastance effector Emax
The maximum ventricular elastance influences stroke volume of the heart (as described
in 3.2.2, equation [3.2.4]). The elastance is controlled by the sympathetic system.
The model of this effector is shown is figure 3.3.6. The left and right ventricles have
different maximum elastances. The only difference between the left and right ventricles is
the baseline value (I1); the gain (K) and the dynamic parameters (T, τ) are identical for
the ventricles. The values of these parameters can be found in section 3.3.7.
3.3.5 Systemic resistance effector Rsys
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The systemic resistance is difficult to measure in human beings because of difficulties
Figure 3.3.6: Model of the maximum ventricular elastance effector. The difference
between left and right ventricles is I1 only.
in non-invasive measurement of stroke volume and systemic venous pressure. The
values of the model parameters for the dynamic response of the reflex are only available
from dog experiments (Shoukas, 1973). The model of this effector system is shown in
figure 3.3.7. The output from the baroreceptor part is modulated in two ways: random
(see section 2.4.1 and 3.4.1) and by the cardiopulmonary receptors (section 2.3.1 and
3.3.1). The impact of the noise source is indicated by ’mod.’ and the model of the
cardiopulmonary reflex is shown at the bottom in figure 3.3.7.
Walstra (1981) estimated the relative effect of CP-reflex at 4% (Gcp=0.04). We have
calculated a value of 2.5% from Victor (1985), 11% from Abboud (1979), and 4.8% to
6.4% from Vissing (1989) for forearm resistance. Vissing has found that these effects are
also present in the calf vessel (5.1% to 9.8%). We did not change the value of Gcp of
Walstra. All parameter values can be found in section 3.3.7.
3.3.6 Unstretched venous volume ∆Vu
The venous vascular system is also under sympathetic control. If the mechanism
described in section 2.3.5 is similar in man, the control of venous volume is a control of
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the unstretched volume. This principle is incorporated into the model. The volume control
Figure 3.3.7: Model of the systemic resistance effector.
is implemented as a shift from loaded to unstretched volume ∆Vu, or vice versa, which
results in a constant total blood volume.
Figure 3.3.8: Model of the unstretched venous volume effector ∆Vu
The model is shown in figure 3.3.8. The system differs slightly from the other effector
systems: The initial value is zero. Therefore, I1 is left out and K and D0 are not relative
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but absolute values (in cm3). Their value is given in the next section.
3.3.7 Receptor and effector parameters
The parameters of the baroreceptors transfer are given in table 3.3.1. The symbols used
refer to figure 3.3.1. The cardiopulmonary receptor implementation has no parameters.
Table 3.3.1: Baroreceptor parameters
Parameter Value Unit Origin
reset gain K 2 - Brown (1980)
time constant τ 4.0 s Brown (1980)
The implemented baroreceptor curve (the relation between B’ and Psa) is shown in figure
3.3.9 (see also figure 2.3.1). The numbers used for the graph are in the table on the
right.
Psa B’ Psa B’
Figure 3.3.9: Baroreceptor curve.
0 0.000 105 0.600
30 0.000 110 0.675
50 0.060 115 0.735
60 0.100 120 0.780
70 0.155 130 0.845
80 0.220 140 0.900
85 0.265 150 0.940
90 0.325 180 1.000
95 0.400 200 1.000
100 0.500
In table 3.3.2, the parameters of the heart rate effector are summarized. The symbols
refer to figure 3.3.4 and equations [3.3.1]-[3.3.5].
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Table 3.3.2: Parameters of the heart rate effector, fh.
Parameter Vagal Symp. Unit Origin
part part
time delay T 0.2 2.0 s Karemaker(1980),Borst(1983)
conv. gain K 11.524 3.9358 Hz Neus (1984)
denerv. level D 3.0 3.8 Hz Neus (1984)
constant cF 8.32 7.9 Hz Neus (1984)
time constant τ 1.8 10.0 s Katona (1970), Borst (1983)
denerv. rate fh,d 1.6666 1.6666 Hz 100 beats/min
gain CP refl. Gcp 0.03 mmHg-1 see end of section 3.3.3.
Table 3.3.3 shows the values of the maximum elastance effector, Emax. The dynamic
parameters do not differ for the left and right ventricles, but are repeated for the sake of
clarity. The symbols in this table refer to figure 3.3.6.
Table 3.3.3: Parameters of the maximum elastance effector, Emax.
Parameter Left Right Unit Origin
time delay T 3.0 3.0 s Martin (1969)
gain K 0.48 0.48 - Martin (1969)
time constant τ 10.0 10.0 s Martin (1969)
denerv. level D0 1.24 1.24 - 1-0.5*0.48
baseline level I1 1.69 0.273 mmHg/cm3 from eq. [3.2.4]
Table 3.3.4: Parameters of the systemic resistance effector, Rsys.
Parameter Value Unit Origin
time delay T 3.0 s Shoukas (1973)
gain K 1.1 - Shoukas (1973)
time constant τ 6.0 s Shoukas (1973)
denerv. level D0 1.55 - 1+0.5*1.1
baseline level I1 0.95 mmHgs/cm3 (100-5)/100
gain CP-refl. Gcp 0.04 mmHg-1 see end of section 3.3.5
The values of the systemic resistance effector are summarized in table 3.3.4. The
symbols in this table refer to figure 3.3.7. The last table of this section (table 3.3.5)
summarizes the parameters of the unstretched venous volume effector. The symbols in
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this table refer to figure 3.3.8.
Table 3.3.5: Parameters of the unstretched venous volume effector, ∆Vu.
Parameter Value Unit Origin
time delay T 10 s Shoukas (1973)
gain K 1350 cm3 Shoukas (1978)
time constant τ 60 s Shoukas (1978)
denerv. level D0 675 cm3 0.5*1350
baseline level 0 cm3 by definition
3.4 Modelling external influences
3.4.1 Generation of random variations
The model is in a steady state and the variables will not fluctuate when no changes in
any of the model parameters are made. Two types of disturbances in the system can be
distinguished: continuous periodic variations (modulation) and step wise changes (to
induce an effect such as blockade or task performance). Only the modelling of periodic
variations will be discussed in this section. The modulation of three variables is used to
model normal random variability. These variations originate from influences on the
cardiovascular system which are not included in the model structure (see section 2.4.1).
To study heart rate and blood pressure variability, it is necessary to have ’spontaneous’
variations in the variables, and the noise sources serve this goal. Of course spontaneous
fluctuations are common in physiological systems, as we have seen in section 2.4.1.
Three points of impact were suggested by Wesseling (1985) and were discussed in
section 2.4.1: systemic resistance, vagal activation and baroreflex gain modulation. The
exact locations are indicated in figures 3.3.3 (baro- and vagal modulation), 3.3.4 (vagal
modulation), and 3.3.7 (systemic resistance modulation). An overview of the points of
impacts is shown in figure 4.1.1. Although evidence has been found for sympathetic
modulation in rats (Trzebski, 1992), this is not included here. Because the
baromodulation and systemic resistance modulation already give variability in the
sympathetic system, another noise source seems to be excessive. In section 2.4.1, it
was made clear that none of the three original sources can be excluded.
The three noise sources will be considered to be independent, since their origins are
independent. Their frequency characteristic was postulated by Wesseling (1985) as a
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spectrum with decreasing power for increasing frequency, 1/f or pink noise (see 2.4.1).
Using these three noise sources, with different modulation depths, they found spectra of
heart rate and blood pressure in the simulations that are close to spectra of
measurements observed in subjects (Wesseling, 1985). Figure 3.4.1 shows the same for
our model. In figure 3.4.1a-c, only one of the three noise sources is present. Only when
all three sources are present, figure 3.4.1d, are the spectra similar to observed spectra.
There was neither evidence nor reason to choose another kind of noise sources for this
study.
The noise of the sources is generated according to:
where i indicates the noise source, n the total number of sine functions included, and φik
[3.4.1]
a random phase shift. The mean of Si is zero, and the standard deviation is one. The
frequency fik is chosen according to:
with ∆f the frequency resolution and di a small shift from the basic frequencies. This shift
[3.4.2]
is different for each noise source, making them independent and incoherent. The
distortion constants, di, are listed in table 3.4.1.
The phase shift, φik, is chosen randomly for each frequency and source. The probability
density function of the stochastic process is uniform from 0 to 2pi radians.
Table 3.4.1: Distortion constants for the three noise sources Si.
Modulated Modulation Noise di
variable depth source(i) [Hz]
Vagal activation Fvag mV 1 0
Baroreceptor act. Bb mB 2 -0.001
Systemic Resist. Rsys mR 3 0.001
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a) mB=34% mV= 0% mR=0% b) mB= 0% mV=24% mR=0%
c) mB= 0% mV= 0% mR=6% d) mB=34% mV=24% mR=6%
e) Spectra from one subject
Figure 3.4.1: Single source simulations (a-c)
and the combined simulation (d). Only the
combination results in spectra that are
similar to observed spectra (e). For
abbreviations of modulation depths, see
table 3.4.1.
Heart rate spectrum
- - - Blood pressure spectrum
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The frequency resolution of the computed
Figure 3.4.2: Spectral densities of the
noise sources (mB=34%, mV=24%, and
mR=6%).
spectra from experiments is 0.01 Hz
(Mulder, L, 1988a,b), and the spectra are
computed up to 0.5 Hz. We made the same
choices for the simulation: ∆f= 0.01 Hz and
n= 50.
Figure 3.4.2 shows the spectral densities
of the noise sources. The modulation depths
are the same as used for figure 3.4.1. The
1/f characteristic is clearly present in the
spectra.
The sources are used to modulate the
variables of interest. The modulation signal
Ni(t) is expressed as:
where mi is the modulation depth of source i. Since the standard deviation of Si is equal
[3.4.3]
to one, the standard deviation of Ni is equal to mi. With the mean of Ni equal to 1, this
results in a coefficient of variation of Ni equal to mi. The variable of interest is multiplied,
or modulated, by Ni. In table 3.4.1, a summary of the sources is shown. The modulation
depths are indexed with a letter instead of a number. These letters will be used
throughout the thesis.
In section 4.1, the modulation depths mi will be systematically varied. The effect of the
three noise sources on the power spectra of heart rate and blood pressure will be
studied, to determine which noise source is most powerful in affecting specific frequency
range(s).
3.4.2 Model of respiratory influences
Several possible respiratory effects that influence the cardiovascular system were
discussed in section 2.4.2. We included a selection of mechanisms for the model. The
local effect is not included since it has only a very small impact. The vagal effects will be
combined in one vagal inhibition during inspiration, and it will be modelled as a vagal
activation change. During inspiration the vagal activation is reduced by a certain fraction,
e.g. from 1.0 to 0.6. This is kept constant during the inspiration phase, and reset to 1.0
during expiration. Very strong inhibition has been shown in animals, where even totally
abolished vagal activation is found (Koizumi, 1992; Berne, 1992). Sympathetic respiratory
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modulation is not included; it is assumed to be negligibly small under normal
circumstances.
The effect of thoracic pressure changes is introduced as a pressure decrease on the
carotid sinus receptors. The aortic baroreceptors are less sensitive at normal pressures
than the carotid sinus receptors (Edis, 1971; Scher, 1977; Guyton, 1981; Shepherd,
1982). We will therefore simplify the model to carotid sinus receptors only. The carotid
sinus pressure PCS is the sum of systemic arterial pressure Psa and intra-thoracic
pressure Pth.
Since the vagal inhibition is expected to start (very) early during inspiration (see section
2.4.2), the intra-thoracic pressure decrease starts later. This is modelled by a time delay
between the inhibition and the thoracic pressure effect. The vagal inhibition is constant
during inspiration, while intra-thoracic pressure decreases slowly to a lower level. To
model the slow reduction, a first order system is used to filter the square wave of the
inhibition. The output signal is similar to normal intra-thoracic pressure waves (Bernards,
1979, p.375).
In figure 3.4.3 the details of the model of respiration are shown. The respiratory centre
Figure 3.4.3: Implementation of respiration in the model.
generates a signal that is equal to one during inspiration and to zero during expiration.
The inhibition of vagal activation is implemented as a multiplication of the activity by 1-
mInh·SResp(t). The intra-thoracic pressure, Pth, is derived from the delayed SResp(t), and is
filtered by a first order system with a gain, Kth, and a time constant, τ. The pressure on
the baroreceptors is not only Psa, but is PCS, the sum of Psa and Pth. Note that this is not
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yet shown in figure 3.3.1.
There are four parameters in the respiratory model: The vagal inhibition (mInh gain
decrease, expressed in percent), the intra-thoracic pressure amplitude (Kth in mmHg), the
time delay between start of the inhibition and pressure decrease (T in s), and the ratio
between inspiratory and expiratory time. Typical values for these parameters are
summarized in table 3.4.2. The time constant and the ratio between inspiratory and
expiratory time is kept constant. The other three, mInh, Kth, and T, will be estimated from
experimental data. The respiratory frequency will be determined for all experimental
conditions and will be used as repetition frequency of SResp in the simulations.
Table 3.4.2: Typical respiratory parameters.
Parameter Value Unit
vagal inhibition mInh 30 %
thoracic pressure amplitude Kth -5.0 mmHg
time delay T 0.8 s
time constant τ 0.5 s
insp./exp. ratio 0.37 -
An inhibition mInh of 30% means that during inspiration vagal activation is only 70% of the
normal value. The Kth parameter indicates that the maximum pressure decrease during
inspiration is 5 mmHg. The time constant is estimated from intra-thoracic pressure
recordings (Bernards, 1979, p. 375). The ratio between inspiratory and expiratory time
was chosen according to our own observation (Koers, 1991) and is in the same range as
in other reports (Tobin, 1988; Wientjes, 1993). Variations in this ratio are small during
rest and mental task performance (Tobin, 1988; Koers, 1991).
The model is similar to the model proposed by Saul (1990, 1991). Other models
include only thoracic pressure changes (Hyndman, 1970; Kitney, 1979; Faes, 1990) or
only a central effect (Katona, 1975; Kitney, 1982). Experiments (Freyschuss, 1976;
Eckberg, 1977; Faes, 1992; Hedman, 1992) have shown that both effects are present
and under normal conditions both might be important. Kitney has changed his view on
respiration models throughout the years. In his most recent version (Kitney, 1982), he
included a respiratory source that has an impact on both heart rate and blood pressure.
The effect on blood pressure is required since respiratory blood pressure variability is not
abolished by vagal blockade in human beings (Kitney, 1987). His simulation results
match the experimental results very well; he has used the measured respiratory signal as
input for the model. We will use group means and therefore constant respiratory patterns
Model 59
(metronome) and will not use this individual approach yet.
The respiratory parameters will be systematically varied to investigate their effect. In
section 4.2, the results of the simulations are presented for changes in Kth, mInh, and the
time delay T. In chapter 5, the parameters will be estimated for each baseline
measurement.
3.4.3 Mental load
The effects of mental load in the model have been implemented as a defence reaction,
which means a decrease in baroreflex gain (section 1.1 and 2.4.3). The reflex gain can
be changed independently for the vagal and sympathetic systems (see section 2.4.3).
The gains Gv and Gs (figure 3.3.3) are included in the NTS-model to make these gain
changes possible.
The effect of a reduction of Gv is a decrease in vagal activation, and results in a
increase in heart rate. A reduction of Gs will increase sympathetic activation (due to the
minus sign in equation 3.3.2), and result in a increase in heart rate, systemic resistance,
maximum elastance, and stretched venous volume. These effects of Gv and Gs will all
increase blood pressure. The baroreflex sensitivity is reduced, allowing the blood
pressure to increase easier.
The gains, Gv and Gs, will be systematically varied to study their effects on heart rate
and blood pressure variability. The results are shown in section 4.3. The gains will be
estimated from the measured cardiovascular responses to mental task performance
(chapter 5).
3.5 Generation of beat-to-beat signals
An important objective of the model study is to compare experimental findings with
simulation results. We want to analyze the simulated signals in the same way as the
signals from experiments.
The simulation model produces signals at a much faster sampling rate than beat-to-
beat and they are almost continuous. The heart rate signal in the model can be
interpreted as the signal that is used to generate the moments (time points) of the heart
beats. The blood flow in the model is not pulsatile, and no beat-to-beat signals can be
derived using the cardiovascular model.
The experimental data are beat-to-beat oriented and the spectral analysis software
(CARSPAN; Mulder, L, 1988b) is specially designed for beat-to-beat signals. The
occurrence time of every beat is detected and stored with other cardiovascular signals,
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such as systolic blood pressure, derived for each beat. The method for the calculation of
heart rate (and blood pressure) variability is based on the Integral Pulse Frequency
Modulator or IPFM-model (Rompelman, 1977). Rompelman assumes that the variability
in inter-beat interval originates from a continuous signal that controls the firing rate of the
SA-node. The spectra obtained by CARSPAN are therefore spectra of the heart rate
signal (Mulder, L, 1988a), which is the input signal for the IPFM-model. This IPFM-model
can also be used to generate pulse series (create beats) from the heart rate signal of the
simulation model. Since the IPFM-model has been explained and described several
times (Rompelman 1977, 1980, 1985, 1987; DeBoer 1985a,b; Mulder 1988a; Ten
Voorde, 1992; Faes, 1992), it will be discussed only briefly here. How the transformation
is performed is shown in figure 3.5.1. The heart rate signal fh(t) is the input of the IPFM
integrator. If the output of the integrator reaches a reference level R, a pulse is
generated. The pulse resets the integrator and the occurrence times ti of the pulses
(beats) are stored. The result is data that is structured similar to experimental data.
The IPFM-model provides a method to generate heart beats. To obtain a beat-to-beat
blood pressure signal, we need to extend the IPFM-model. During an inter-beat interval
(time between two pulse occurrences ti-1..ti) the blood pressure signal Psa(t) is
continuously averaged (cont. aver. in figure 3.5.1). If a heart beat is generated, Psa(ti) is
stored with ti; the averager is reset to zero. In this way, mean blood pressure for this
beat is available. Only in this way is the blood pressure value similar to the mean blood
pressure of experimental data. This continuous averaging can be used to transform any
other cardiovascular signal, x(t), from the simulation model into a beat-to-beat signal.
Since a heart rate signal of 1.0 Hz has to result in a pulse series with 1.0 s intervals,
the reference, R, should be equal to 1 (one). The integrator output will reach the level
1.0 after 1.0 s and a pulse is generated every second.
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Figure 3.5.1: Conversion of the simulation model signals to beat-to-beat values. fh is the
input for the IPFM-integrator and the other signals (Psa and x) are continuously averaged
to derive a beat value.
3.6 Limitations of the model
Only a small part of the very complex blood pressure regulatory mechanism is included
in the model. The baroreflex regulates blood pressure variations only at short-term, which
means that the model is limited to this time range. The effects of long-term changes, in,
for instance, hormones, body fluids and electrolytes, can be simulated only indirectly. If
the point of impact is known, simulations can be performed with new parameter values
that are chosen in such a way that can be expected from the long-term effect.
The circulation model is quite simple and this is a limitation for many other applications.
For instance, the model is not able to simulate effects of physical exercise correctly or
changes in body posture. The vascular changes in the organs can be contrary in certain
conditions, while total systemic resistance remains almost unchanged.
The choice of the vascular parameters (especially arterial compliance and resistance)
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makes the model suitable for young subjects (about 20- 30 years). Simulations for older
populations require changes in the actual model of the arterial vascular parameters. A
decrease in baroreflex sensitivity with age has also been reported (Gribbin, 1971), as
well as a decrease in vagal tone. Parameters of autonomic function should also be
modified for other age groups.
Cardiac function in the model is not pulsatile. Therefore, systolic and diastolic pressure
values are not available, only mean blood pressure. In some cases, there are different
effects on systolic and diastolic pressures in experimental results. They cannot be
simulated by this model.
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The main characteristics of four sets of model parameters are studied in a systematic
way. Firstly, the modulation depths of the noise sources are varied. Each noise source
has a different influence on spectral measures of heart rate and blood pressure.
Secondly, parameters of the respiratory part of the model are varied. At a respiratory
frequency of 0.25 Hz, the parameters have mainly effect on the high frequency bands
of heart rate and blood pressure. Thirdly, the sympathetic and vagal gains are varied.
This is also expected of mental tasks (defence reaction). A simultaneous gain decrease
increases heart rate and blood pressure while variability and modulus decrease.
However, complex interactions occur. The fourth simulation series concerns vagal
changes. The gain and mean activation level of the vagal system are systematically
varied. The power of the mid frequency band shows opposite effects for gain and level
change while heart rate effects are the same!
We want to estimate model parameters from experimental data (spectral measures
and mean values of heart rate and blood pressure). We will use a multivariate distance
measure that can determine the difference between simulated and experimental data
for a number of variables at once. If the (transformed) variables have a normal
distribution, the probability can be calculated that the simulated results differ from the
experimental results. This gives an indication about the goodness of fit for the
simulation with the estimated parameters.
Chapter 4: Exploratory simulations
4.1 Random variations: modulation depths
4.1.1 Single source simulations
The model contains three noise sources to induce variability in heart rate and blood
pressure: baromodulation, vagal modulation, and systemic resistance modulation. Their
points of impact in the model are shown in figure 4.1.1. In this section we will show how
these sources affect heart rate and blood pressure variability. In section 3.4.1, we have
shown that all three sources are necessary for the simulation of normal spectra (figure
3.4.1). We will determine the properties (effects on different frequency bands) of each
noise source here more extensively and systematically.
Figure 4.1.1: Influence of the noise sources in the model. B: Baromodulation; V: vagal
modulation; R: systemic resistance modulation.
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mB=20% mV= 0% mR=0%
mB= 0% mV=20% mR=0% mB=20% mV=20% mR=5%
mB= 0% mV= 0% mR=5%
Figure 4.1.2: Band values of the single
noise source simulations. Power values are
on the left axis, gain values on the right
axis. The modulation depths are indicated
below each bar diagram. The simulation on
the right side of the page is a simulation
with all three noise sources present.
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The parameter of a noise source is its intensity: the modulation depth (as defined in
equation [3.4.3]). If the modulation depths are set to zero, the simulated heart rate and
blood pressure show no fluctuations at all. In this section, we will start to give one source
a certain intensity, the other depths remain zero. We will determine the influence of a
particular source on the different frequency bands.
The following choices are made for the intensities: mB=20%, mV=20%, and mR=5% (for
abbreviations, see table 3.4.1). These values for the modulation depths are chosen in the
range that is required for simulation of experimental results. In addition to these single
source simulations, also the combined simulation will be shown: mB=20% mV=20%
mR=5%. The simulation results for each modulation depth are shown in figure 4.1.2. The
three graphs on the left side show the results for each single noise source. The graph on
the right shows the simulation results with the three sources present with the intensity of
the single source simulation. Each graph contains the power in low1, mid2, and high3
frequency band of heart rate as well as blood pressure. The modulus (inter-beat interval
change per blood pressure change) in the mid frequency band is shown on the right side
of each graph.
In case of baro-modulation only, the heart rate variations show most power in the mid
frequency band, while in blood pressure most power is present in the low frequency
band. Vagal modulation shows the opposite effect: heart rate has most power in the low
frequency band and blood pressure in the mid frequency band. Modulation of the
systemic resistance has comparable effects on heart rate and blood pressure: almost no
power in the low and most in the mid frequency band.
The preference for the mid frequency band is caused by the sympathetic system. If the
sympathetic loops are ‘frozen’ to their initial values in the case of one noise source
present, both heart rate and blood pressure spectra show the 1/f characteristic that is
chosen for the noise sources.
In all cases, the power in the high frequency band is very low since there are no
respiratory influences present in these simulations.
The power values of heart rate are higher than those of blood pressure. The modulus
is different for the three single source simulations.
When all sources are present with the intensity of the single source simulations, the
band values become as shown in figure 4.1.2 on the right side. The combined simulation
is not the simple sum of power values, since the phase shifts have to be taken in
Frequency bands as defined in table 1.2.1.
1 0.02- 0.06 Hz
2 0.07- 0.14 Hz
3 0.15- 0.50 Hz
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account, there are non-linear elements in the model, and modulation (instead of addition)
by noise is used. The low and mid band values of the simulation with three noise
sources are in the range of experimental findings. However, in experimental data, the
power in the low frequency band of blood pressure is usually larger than the power in the
mid frequency band.
We will finish this section with a summary of the influence of the noise sources on the
different frequency bands. The summary is given in table 4.1.1.
Table 4.1.1: Summary of single noise source effects.
Source Heart rate Blood pressure
low mid high low mid high
Baro-mod. 0 + 0 ++ + 0
Vagal mod. ++ + + + + 0
Syst. Res. mod. + ++ 0 + ++ +
Legend: 0=no influence, +=small influence, ++=large influence
4.1.2 Three depths simulations
In this section, we will determine the effects of changes in modulation depth of one
source, while the other depths are not zero. As shown in the previous section, the power
of a combination of noise sources is not the simple sum of powers. This means that the
effects of the modulations are not independent.
The modulation depths are varied over a moderate range around the point mB=20%,
mV=20%, and mR=5%. The depths used are summarized in table 4.1.2. The modulation
depth of the systemic resistance is quite small compared to the other two. As shown in
the previous section, this source introduces very much power in the mid frequency band,
and using a larger depth would result in a too powerful mid frequency band.
Table 4.1.2: Variations of the modulation depths.
Source Depth [%] At
Baro-mod. mB 16 20 24 mV=20%; mR=5%
Vagal mod. mV 16 20 24 mB=20%; mR=5%
Syst. Res. mod. mR 4 5 6 mB=20%; mV=20%
The simulation results are presented in figure 4.1.3. At first sight, the power values look
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all very similar to the spectrum at the mid point mB=20% mV=20% mR=5%. When we take
a closer look, the differences we see can be explained using the knowledge from the
previous section (table 4.1.1).
Changes in mB are expected to affect mostly the low frequency band of blood pressure,
and this is confirmed: compare the band values of blood pressure in the low frequency
band for mB=16, 20 and 24%. Vagal modulation does especially affect the low frequency
band of heart rate, and systemic resistance modulation affects mid frequency band of
both heart rate and blood pressure.
The high frequency band of heart rate is affected mostly by vagal modulation, while the
power of blood pressure in this band is mostly affected by systemic resistance
modulation.
In conclusion:
- table 4.1.1 can be applied to single source as well as to multiple source simulations
to determine the effects of a change in intensity of one source;
- the modulus is not affected by (small) changes in modulation depths;
- the power for frequencies above 0.2 Hz is very small due to the frequency
characteristics of the noise sources and the baroreflex.
4.2 Respiratory variations
4.2.1 Simulation of Angelone-experiment
A very important finding in literature is the diminishing RSA4 with increasing respiratory
frequency for respiratory frequencies above 0.1 Hz (Angelone, 1964; Eckberg, 1983;
Brown, 1993). This is the first simulation that we will carry out to show the model
properties concerning respiration.
The experiment of Angelone (1964) consisted of respiratory frequency manipulation.
The subject had to breathe at several frequencies with the same respiratory depth. The
respiratory frequency ranged from 1 to 40 breaths per minute. RSA was measured as
the difference between minimum and maximum of heart rate in a respiratory cycle. The
findings of Angelone for changes in heart rate at different respiratory frequencies are
shown in figure 4.2.1, the dotted line.
4 Respiratory Sinus Arrhythmia. Usually measured as maximal IBI during expiration minus minimal IBI during
inspiration. See also section 1.2, 2.4.2 and 3.4.2.
70 Chapter 4
mB=16% mV=20% mR=5% mB=20% mV=16% mR=5%
mB=20% mV=20% mR=5%
mB=24% mV=20% mR=5% mB=20% mV=24% mR=5%
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Figure 4.1.3: Power and modulus values
mB=20% mV=20% mR=4%
of the simulations with three noise
sources. The results on the previous page
are for bar-modulation and vagal
modulation depth changes, on this page
systemic resistance modulation depth
changes.
The simulation in the middle of the
previous page is the simulation with the
standard depths mB=20% mV=20%
mR=5%. The used depths are indicated




To replicate the experiment of Angelone (1964) with our model, the respiratory
frequency was varied over the range 0.02..0.48 Hz. The parameters in the respiration
model (see section 3.4.2) were kept constant: the vagal inhibition strength at 30%, the
thoracic pressure amplitude at 5.0 mmHg, and the time delay between inhibition and
pressure changes at 0.8 s. In this way, the situation as reported by Angelone was
created. The modulation depths of the noise sources were set to the standard values
(mB=20%, mV=20%, mR=5%).
We used a respiratory frequency band of 3 frequency points (fr±0.01 Hz) to calculate a
measure of RSA, BResp. In this particular case, the power was not normalised to the
mean (no ’Modulation Index’ was used). To calculate the same measure for RSA, here
abbreviated as dHR, that Angelone (1964), and Mulder (1988a) presented, the following
conversion was used (Bendat, 1986; Ten Voorde, 1992; Sakakibara, 1994):
The square root of 2BResp is the amplitude of a sinusoidal variation by respiration, and is
[4.3.1]
multiplied by 2 to obtain the peak-to-peak value that Angelone used.
Figure 4.2.1 shows the effect of respiratory frequency on RSA. The frequency axis is
logarithmic. Although the amplitude is lower for higher frequencies than the Angelone
findings (figure 4.2.1, dotted line), the simulated frequency response is very similar to the
experimental results. The reason for the somewhat smaller amplitude can be the fact that
the modulation depths and respiratory parameters were not Figure 4.2.1: Simulated
peak-to-peak amplitude of heart rate changes (dHR, solid) and the results of Angelone
(dotted) as function of respiratory frequency. Left axis changes in heart rate in
beats/minute, right axis in Hz.
especially estimated for this data set.
The simulations provide more variables than just the amplitude of heart rate variations.
In figure 4.2.2, it is shown that not only heart rate but also blood pressure variability in
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the respiratory band is affected by respiratory frequency. The power (modulation index)
is given in this figure, not the RSA measure, on a linear frequency axis.
Figure 4.2.4: Heart rate (a) and blood pressure (b) power in the respiratory band and
Figure 4.2.2: Heart rate and blood pressure
power in the respiratory band as function of
respiratory frequency.
Figure 4.2.3: Modulus and phase in the
respiratory band as function of respiratory
frequency.
a) b)
high frequency band at respiratory frequencies above 0.15 Hz.
The blood pressure variability shows a very comparable pattern, but becomes constant
for higher frequencies while heart rate power decreases above 0.11 Hz. The baroreflex
gain in the respiratory band (figure 4.2.3) is maximal at 0.18 Hz, and decreases with
further increasing respiratory frequency. Note that figures 4.2.2-4.2.4 are not power
density spectra, but graphs of variables as function of respiratory frequency.
The normal range of the respiratory frequency is 0.15-0.40 Hz. We will take a closer
look at this frequency area, the high frequency band, because of the importance of this
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band (see section 1.3). We compared the power in two bands: the respiratory band
(BResp) as defined in this section (bandwidth 0.03 Hz), and the high frequency band as
defined in table 1.2.1 (bandwidth 0.25 Hz). The last one is usually determined in
experiments. The values of the respiratory band and the high frequency band are shown
as function of the respiratory frequency in figure 4.2.4. The power of heart rate (figure
4.24a) shows a decrease for increasing respiratory frequencies in both bands. The
differences between the two bands are small and mainly caused by the difference in
bandwidth. The power of blood pressure in both bands (figure 4.2.4b) show only small,
but the same, changes.
4.2.2 Effects of respiratory parameters
In the previous section, we showed the effects of respiratory frequency. In these
simulations, the three other respiratory model parameters were kept constant; these
parameters will be studied further in this section. The modulation depth of the noise
sources will not be varied and set to the standard values (mB=20%, mV=20%, mR=5%).
The respiratory frequency was set to the moderate value of 0.25 Hz. If one parameter
was changed, the other two were set to the default values (mInh=30%, Kth=5 mmHg, and
T=0.8 s). Figure 4.2.5 shows a simplified model with the respiratory parameters (for
details, see section 3.4.3).
Vagal inhibition strength
The inhibition strength mInh has been varied over a wide range, from 0 up to 40%, using
5% increments. We expect that power values are linearly related to the square of mInh (or
parabolic to mInh). However, also the mean vagal activation is reduced since the mean of
SResp (see figure 3.4.3) is not zero. This has two consequences: mean heart rate is
increased and the modulus is decreased.
Figures 4.2.6a-f show the results for the cardiovascular variables. IBI is decreasing with
increasing mInh, while blood pressure is hardly changing. The power of heart rate shows
a parabolic increase in the high frequency band. Blood pressure variability in the high
frequency band is decreasing with increasing inhibition. In this band, the variations in
blood pressure are suppressed by heart rate variations, resulting in the inverse relation
found here. The other bands of blood pressure are not affected.
The coherence between blood pressure and IBI is not changing systematically due to
inhibition changes. The modulus is slightly decreasing in the mid frequency band, a result
of the decreased mean inhibition. The transfer function in the high frequency band shows
large changes. Modulus changes are small up to 15% inhibition, while phase shift
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changes are most pronounced in this area. Above 15% inhibition, the modulus is rapidly
Figure 4.2.5: Simplified model with respiration.
increasing, while the phase shift does not. Together, these effects can explain the results
found in the high frequency band of heart rate and blood pressure.
Thoracic pressure amplitude
The respiratory signal SResp is converted into thoracic pressure changes by a first order
system. The time constant is kept constant (see section 3.4.2). The gain Kth is changed
systematically now. It was changed from 0 to 8 mmHg in 1 mmHg increments. We
expect that the BP power in the high frequency band shows a parabolic relation with Kth.
Mean BP will decrease a little, since the mean of SResp is not zero, but this effect is
minimized by blood pressure regulation.
Figure 4.2.7 shows the effects of Kth on the cardiovascular variables. IBI as well as
MBP are hardly effected by changes in Kth. Only small effects are found in the variability
of heart rate. The high frequency band of blood pressure show a parabolic relation with
Kth. Other bands are not affected.
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The transfer function in the mid frequency band is independent of Kth. The modulus in
the high frequency band is decreasing with increasing Kth, and the phase shift converges
to zero radians for higher Kth values. The coherence is quite low for Kth values below 5
mmHg.
The effects of Kth are contrary to the effects of mInh, except for the phase shift in the
high frequency band: both converge to zero radians for higher parameter values.
Time delay between vagal inhibition and thoracic pressure
The time delay induces thoracic pressure to change later than the vagal inhibition. The
time delay T was varied from 0 to 1.6 s, in 0.2 s increments. We expect no effect on IBI
or MBP since T does not influence the mean of SResp influence. The phase in the high
frequency band is expected to be closely related to T, because T dominates the timing
between vagal and pressure influence of SResp.
In figure 4.2.8, the effects of changes in T are shown. IBI and MBP do not change by
changing T; the same occurs for the low and mid frequency band of heart rate and blood
pressure. The high frequency band of heart rate decreases with increasing T. Blood
pressure variability in the high frequency band is decreasing for T values from 0 to 0.6 s,
while for T>0.8 s the power is increasing.
The transfer function in the mid frequency band is unaffected by T. The modulus in
the high frequency band is decreasing for T values above 0.6 s, corresponding with the
increasing blood pressure power, and decreasing heart rate power in the high frequency
band. Phase shift between IBI and blood pressure is rapidly increasing with T, but shows
an unexplained transition between 1.0 and 1.2 s. We think that it is related to a transition
from +pi to -pi, but this cannot be verified because of the simulation time resolution of 0.1
s.
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Heart rate variability, c) blood pressure variability, d) coherence, e) modulus, and
f) phase shift.
78 Chapter 4




Heart rate variability, c) blood pressure variability, d) coherence, e) modulus, and
f) phase shift.
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b) Heart rate variability, c) blood pressure variability, d) coherence, e) modulus, and
f) phase shift.
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4.3 Variations in reflex gains
4.3.1 Systematic variation of the gains
The gain in both the sympathetic and vagal system are varied over a wide range for the
simulations in this section. The gains are the parameters that will be changed to induce
the effects of mental load in the simulated cardiovascular variables. From mental load
and defence reaction studies (see section 1.1 and 2.4.3) we know that vagal inhibition
occurs, sympathetic activation is increased, and usually baroreflex sensitivity is reduced.
These effects occur if vagal and sympathetic gain are reduced in the model. We will
study a wide range of gain values now. We expect a reduction of the gains, but we will
also determine the effects of a small increase. The chosen range is 0.5 to 1.2 for both
gains (gains have the value 1.0 at baseline).
Figure 4.3.1: The vagal (Gv ) and sympathetic (Gs ) gain in the simplified model.
The location of the gains in the model are indicated in figure 4.3.1 (see figure 3.3.3 for
details). Gv is the gain that affects the vagal effector, Gs affects all sympathetic effectors.
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In the baseline simulations the gains are 1.0. Their change is supposed to be under
control of the higher centres, as discussed in sections 2.4 and 3.4.
All gain combinations of Gv and Gs in the range 0.5-1.2 were simulated (resolution of
0.05). The results are presented in a three dimensional space with Gv on the X-axis, Gs
on the Y-axis, and the variable of interest on the Z-axis. In this way the relation between
a considered variable and the parameters can be shown in one figure. Figures 4.3.2
shows the results for heart rate (IBI, low and mid frequency band), 4.3.3 for blood
pressure (MBP, low and mid frequency band), and 4.3.4 for transfer from blood pressure
to IBI in the mid frequency band (coherence, modulus and phase).
The results of IBI and the low frequency band of heart rate show about the same
pattern (figure 4.3.2: top and middle) when vagal gain is changed. The variables increase
with increasing vagal gain, but the increase is smaller at higher sympathetic gain. The
variables increase with decreasing sympathetic gain. The difference between IBI and the
low frequency band is that IBI is almost independent of Gs at low vagal gain values,
while the low frequency band increases with decreasing Gs in the whole Gv-range. The
mid frequency band of heart rate shows a different pattern. The relation between power
and sympathetic gain has a sigmoid shape. The power increases strongest with
increasing Gs near gain values of 1.0. At low gains, below 0.8, and above 1.1, there is a
plateau. The power increases for increasing Gv, more or less independently of the value
of Gs.
The simulation results for blood pressure are shown in figure 4.3.3. Mean pressure
(top) is mostly affected by Gs changes and only a little by Gv changes. The direction is
the same for both parameters: increase in pressure with decrease in gain. In
experiments, the effect of mental load is always an increase in blood pressure. The low
frequency band (middle) shows a dependence of Gs and hardly of Gv. However the
relation between the power and Gv is reversed at low Gs values compared to high Gs
values. The mid frequency band (bottom) shows a plateau at low gain values, but the
power increases strongly at higher Gs values. At these high Gs values, the effect of Gv is
a decrease in power with increasing Gv.
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Figure 4.3.2: Results of changes in Gv and Gs. Top: IBI, mid: Low frequency band of
heart rate, bottom: mid frequency band of heart rate. Arrow indicates normal or baseline
value (Gv=1.0 and Gs=1.0).
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Figure 4.3.3: Results of changes in Gv and Gs. Top: MBP, mid: Low frequency band of
blood pressure, bottom: mid frequency band of blood pressure. Arrow indicates normal or
baseline value (Gv=1.0 and Gs=1.0).
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Figure 4.3.4: Results of changes in Gv and Gs for transfer function in the mid frequency
band. Top: Coherence, mid: modulus, bottom: phase shift. Arrow indicates normal or
baseline value (Gv=1.0 and Gs=1.0).
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The transfer function from blood pressure to IBI in the mid frequency band is shown in
figure 4.3.4. The coherence (top) shows a sigmoid shape with low coherences at low
gain values. The modulus (middle) shows the expected increase with increase of gain,
for Gs as well as Gv. It shows relatively smaller changes than in the gain values it self,
which can be explained by the fact that the gain values are open loop values while the
modulus is measured in a closed loop. The phase shift (bottom) is almost independent of
Gv and shows only a decrease at low Gs values. The somewhat ’jumpy’ pattern at low Gs
and low Gv values can be explained by the low coherence in that gain region. Although
the modulus values do not show such a pattern, they are not reliable in this area either.
4.3.2 Gain versus level variations
Vagal activation can be changed in two ways: by a change in vagal gain (Kvag or Gv) or
by a change in basic vagal level (Dvag). Although we assume that mental load has only
effect on Gv, Berntson (1993) does include the possibility that Dvag as well as Kvag is
reduced. He concludes that cognitive influences on RSA are mediated in part by
descending projections which may include (a) direct effects on vagal motor neurons and
(b) modulations of the gain of vagoexcitatory baroreceptor reflexes. In model terms this
means (a) Kvag and Dvag or (b) Gv may be changed by mental tasks. Changes in Kvag and
Gv have the same effect on the baroreflex, since they are gains in series connection, we
can limit ourselfs to study Kvag and Dvag.
We will investigate the differences between vagal gain and vagal activation level in this
section (see also Van Roon, 1990). The vagal gain Kvag is varied as well as the basic
vagal level Dvag (see figure 3.3.3). Both influence heart rate and the variability in the
system. The change in vagal gain Kvag is expected to have much more effect on the
modulus (in mid and high frequency band) than the change in Dvag. This may result in
different effects on variability and modulus while IBI effects could be equal.
We used Gv to change the vagal gain in a relative way (Gv=1.0 at baseline). We
introduce a parameter Cv to change Dvag, with Cv=1.0 for the baseline. The actual Dvag is
equal to the baseline value multiplied by Cv. Now, the changes in gain and basic level
can be made by relative changes in baseline values. Our intension is now to change the
parameters Gv and Cv in such a way that about the same heart rate effects are obtained.
We used the ranges: Gv from 0.6 to 1.1, and Cv from 0.2 to 1.2. Only one parameter is
varied at a time, the other is set to 1.0. The modulation depths and respiratory
parameters are set to the values as described in 4.1 and 4.2.
The changes in autonomic firing rates are almost equal for the range of Gv and Cv
changes. These firing rates are shown in figure 4.3.5. For both parts of the autonomic
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system, the relations between firing rate and change in parameter are linear. Note that
the change in the sympathetic frequency is a reaction to the change in blood pressure
that is evoked by the parameter change (Figure 4.3.7a shows that blood pressure is
almost not affected by the changes, less than 1.0 mmHg over the whole range).
Figure 4.3.5: Autonomic firing rates as function of Gv and Cv. a) Vagal frequency Fvag
a) b)
b) Sympathetic frequency Fsym.
Figure 4.3.6a shows that IBI changes due to Gv and Cv are almost equal. The effects in
low and high frequency band of heart rate (figures 4.3.6b,d) are also very similar in these
simulations. However, the mid frequency band of heart rate (figure 4.3.6c) shows an
increase if Gv is increased, but a decrease if Cv is increased.
The effects on blood pressure are shown in figure 4.3.7. MBP changes (figure 4.3.7a)
are only small but in the same direction for Gv and Cv changes. The power in the low
frequency band (figure 4.3.7b) is independent of Cv, while a Gv increase will decrease the
power in this band. The effect on the high frequency band is not different for Gv and Cv.
The most striking difference is found, again, in the mid frequency band. The relation
between the power and the parameters is reversed compared to the effects in heart rate
variability in this band.
The transfer function (blood pressure to IBI) in the mid frequency band shows the
expected result for the modulus (figure 4.3.8b): not affected by Cv and increasing if Gv is
increased. The phase and coherence (figure 4.3.8a,c) show only minor changes due to
the vagal manipulations. Unexpected are the similar influences of the changes in the
vagal system on the modulus of the high frequency band (figure 4.3.9b). We had
expected a similar result as in the mid frequency band. However, this band does not
differentiate between gain and basic level changes. It simply follows the activation level
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(Fvag).
Figure 4.3.6: IBI and HRV as function of Cv and Gv. On the x-axis the Gv values (first
a) b)
c) d)
line) as well as the Cv values (second line) are indicated.
a) IBI b) Low frequency band c) mid frequency band d) high frequency band.
The power in the mid frequency band of heart rate (figure 4.3.6c) is especially sensitive
for the underlying mechanism that caused the vagal changes. In fact, it can be used to
determine wether the vagal changes, that gave an IBI decrease, are caused by either
gain or basic level changes. If a decrease in the mid frequency and other bands is found
with a modulus decrease (figure 4.3.8b), a change in gain is the most likely mechanism.
If the power in the mid frequency band is increased without a modulus change, the basic
level is most likely changed. Note that there are important restrictions: no combined gain
and level changes are studied, no combinations with sympathetic changes at the same
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time, and no changes in the respiratory frequency were made.
A major conclusion of this section is that mechanisms that cause the same change in
IBI and MBP can have very different effects on variability measures. It is not enough to
state ’there is a vagal effect’, one should add the way this vagal change is established:
by change in activation level or by a change in vagal gain. These two mechanisms can
be translated to a change in the Nucleus Ambiguus or Nucleus Tractus Solitarii (see
figure 3.3.3).
Figure 4.3.7: MBP and BPV as function Cv and Gv. X-axis as in fig. 4.3.6.
a) b)
c) d)
a) MBP b) Low frequency band c) mid frequency band d) high frequency band.
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a)
Figure 4.3.8: Transfer function in the mid
b)
c)
frequency band as function of Cv and Gv.




Figure 4.3.9: Transfer function in the high frequency band as function of Cv and Gv. X-
b) c)
axis as in fig. 4.3.6. a) Coherence b) Modulus c) Phase.
4.3.3 Vagal gain and level zero: vagal blockade
If a large dose of Atropine is injected intravenously in man, the vagal influence on the
heart is reduced to zero (Shutt, 1979; Schmidt, 1980, p.123; Weise, 1987). To simulate a
vagal blockade, we have to change two parameters in the model: Kvag and Dvag (see
figure 3.3.3, 3.3.4 or equation 3.3.1). By changing Dvag and Kvag with the same amount, a
more peripheral effect on the vagal influence can be simulated, without introducing a new
model element. A total blockade means that both Dvag and Kvag must be set to zero. Note
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that this is equivalent with Gv=0 and Cv=0 as defined in the previous section.
The effect of vagal blockade is shown in figure 4.3.10. For the baseline simulation
(open bars), we used the standard values for modulation depths and respiration
parameters. For the simulation of blockade (hatched bars), a 300 s period was used that
started 10 minutes (simulated time) after changing the parameters Kvag and Dvag to zero.
Heart rate is almost doubled by blockade (IBI decreases from 926 to 523 ms) and
there is almost no variability left. Blood pressure is slightly increased (3 mmHg). Note
that this is the maximum blood pressure increase one can induce by the vagal system,
because a total vagal withdrawal is simulated in this way. The blood pressure variability
is increased, most pronounced in the mid frequency band; this confirms the simulations
of Wesseling (1985) from which he hypothesized that the normal spontaneous 0.1 Hz
variations in blood pressure are reduced by the heart rate effector. We can add to this
that the vagal system is responsible for this reduction and not the sympathetic part of the
heart rate control.
Although the signals become much smaller due to blockade, the coherence between
blood pressure and IBI is increased (figure 4.3.10c). The modulus is decreased, due to
the change in Kvag (see also section 4.3.1 for Gv) in mid and high frequency band. This
large reduction of the closed loop gain can explain the increased blood pressure
variability: there is a loss of control.
The phase is decreased (more negative) in the mid frequency band by blockade. This
can be explained by the change from a system with small time constant (vagal) to one
with larger time constant (sympathetic). Surprisingly, there is no change in phase in the
high frequency band. However, we conclude from the simulations with other Gv and Cv
values in section 4.3.2, that the change is about -2pi radians, resulting in the same phase
value as before blockade. Note that this phase is determined by the choices of the time
delay and constant for the sympathetic part of the heart rate effector (figure 3.3.4 and
table 3.3.2). If the time delay in the sympathetic part will be changed, the phase in




Figure 4.3.10: Effect of vagal blockade (Kvag=0 and Dvag=0) on: a) IBI (left axis) and heart
d) e)
rate variability (right axis), b) MBP (left axis) and blood pressure variability (right axis), c)
Coherence in mid and high frequency band, d) Modulus in mid and high frequency band,
e) Phase in mid and high frequency band.
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4.4 Towards experimental data simulation
4.4.1 Introduction
The design of the experiment we will try to simulate consist of a baseline and a task
measurement. During five minutes, the subject sits quietly in a chair and heart rate and
blood pressure are registrated beat-to-beat. Then, during at least five minutes, a mental
task is performed by the subject. The effect of task performance on a variable is usually
expressed as task minus baseline value.
The variability of heart rate and blood pressure measured during the baseline period is
different between (groups of) subjects. Also the levels of heart rate and blood pressure
vary, but in a smaller range than variability measures (this will be shown in chapter 5,
where the experimental results are presented). To be able to simulate the effects of
mental task performance, a simulation of the baseline period is required. This will be
achieved by choosing values for the modulation depths of the noise sources and
respiration parameters so that simulated variability measures are close to the
experimental findings at baseline. Then, the effects of task performance can be
simulated with the baseline simulation as starting point. Vagal and sympathetic gain are
estimated in such a way that simulation and experimental data are close together.
The determination of the best values for the modulation depths, respiratory parameters,
and gains is performed by an estimation procedure. The approach is simple: we will
make a table of simulations with different parameter values and compare the
experimental data with this table; the parameter combination that gives the least
deviation will be the choice for the parameters. This procedure requires a measure for
the goodness of fit, to be able to decide what is close, and more important, what is
closer to experimental data. The simulations of all parameter combinations (in certain
parameter ranges) are evaluated with the measure for goodness of fit. Although this
requires a lot of simulations, the procedure always retruns the parameters of the global
optimum (in the specified range with the specified accuracy).
However, the measured variables are of a very different nature. Mean blood pressure
is a completely different kind of variable than the power in the mid frequency band, or
the coherence in this band. An appropriate transformation is required before combining
these variables in one measure for goodness of fit. This measure and the
transformations are discussed in section 4.4.2. resp. 4.4.3.
4.4.2 Multivariate distance measure
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The difference between the simulated and experimental data is expressed in one
measure for the goodness of fit, the multivariate distance measure d2. This measure has
to take in account that the experimental data have a certain variation (group variance)
while the simulation has not, and that the variables have different scales of numerical
values. We will assume that the variables are all normally distributed; in those cases
where this is not true, a transformation is applied before using the variables for the
distance measure. The measure can be used to test wether the simulated values are
equal to the mean of the experimental values.
The experimental data are combined in one matrix E with M rows and N columns,
where M is the number of variables used and N the number of subjects. The simulated
values are in the one-column matrix S¯ also with M rows. The mean value of the
experiment, per variable, is E¯ (M rows, one column). The matrix C is the covariance
matrix of the experimental data. It is calculated using the matrix e, which is matrix E but
the mean of the variables is subtracted from the subject’s data (subtracted from each
column, each column contains now the deviation of the subject’s data from the group
mean). The covariance matrix is:
where e’ is the transposed matrix e, and N the number of subjects.
[4.4.1]
Now, the multivariate difference between E¯ and S¯ , d2, is defined as:
This measure is the sum of the squared differences between simulated and experimental
[4.4.2]
values on M variables. The differences are normalized to the standard deviation of the
mean variable (standard error) making the measure independent of the scale of the
numerical values. A variable with a large standard deviation will result in a smaller
distance than a variable with a small standard deviation. In case of two variables (M=2),
the distance measure d2 becomes:
where S¯ i the simulated value for experimental mean E¯ i, si the standard deviation of Ei,
[4.4.3]
and r1,2 the correlation between E1 and E2. This formula shows well how the distance is
calculated. If a variable has large group variance, it gives a smaller contribution to d2 with
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the same absolute difference between simulation and experiment. There is a perfect fit, if
d2 is zero. If r21,2 is equal to 1, d2 has to be calculated by using only one of the two
variables (It is impossible to calculate C’s inverted matrix C-1 in this case). In general,
high correlations between the included variables will increase d2, but the minimum of d2
is not always found at r12=0, this depends on the actual values of experimental and
simulated data.
If the M variables included in d2 are normally distributed and the covariance matrix is
known, then d2 is Chi-square distributed with M degrees of freedom (Tatsuoka, 1988).
However, in our case, the covariance matrix is estimated from the experimental data
(therefore, s and r are used in [4.4.3] instead of σ and ρ). Hotelling showed that the
following multiple of d2 has an F-distribution:
where the superscript M and the subscript N-M indicate the numerator and denominator
[4.4.4]
degrees of freedom of the F-statistic (Tatsuoka, 1988).
If F is below the 95%-limit of the distribution, the assumption that the simulation values
are the mean of the experiment values cannot be rejected (p<0.95). This means that the
multivariate distance is not large enough for a statistical significant difference between
the simulated values and experimental mean values. We will accept the estimation result
as being ‘good enough’. However, the best fit will be the simulation with the lowest d2-
value (and thus smallest p-value). To calculate the distance it is necessary that the
number of variables M should be less than the number of subjects N.
Besides the distance, it is also of interest to know which variable gives the largest
contribution to the distance. This variable deviates the most in the estimation. To
determine this variable, the partial distances are calculated as follows:
where (C-1)ii is the value on the diagonal of the inverted covariance matrix on the i-th row.
[4.4.5]
In case of two variables (M=2), the partial distance of variable 1 is:
For all estimations, we will determine which variable has the largest partial distance, and
[4.4.6]
is called the Largest Partial Distance Variable (LPDV).
4.4.3 Distribution and transformation of variables
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From experimental data we know that spectral measures of heart rate and blood
pressure are not normally distributed. To derive the distribution of the variables and a
appropriate transformation to a normal distribution, the following properties of
distributions are important (proofs and details in the reference books of Johnson,
1970a,b):
(p1) If a variable is normally distributed, estimates of its mean are also normally
distributed (Johnson, 1970a).
(p2) If n variables are all normally distributed, any linear combination of these n
variables is again normally distributed (Johnson, 1970a).
(p3) If n variables all have a standard normal distribution, the sum, x, of the squared
variables is Chi-square (χn2) distributed with n degrees of freedom (Johnson,
1970a). It has mean n and variance 2n.
(p4) If x is χn2 distributed, then y=log(x/n) is approximately normally distributed with
mean zero and variance 2/n (Rao, 1952; Johnson, 1970a).
(p5) If x1 and x2 are χn2 distributed with resp. n1 and n2 degrees of freedom, and they are
independent, then the ratio y, defined as
is F distributed with n1 and n2 degrees of freedom (Johnson, 1970b).
We will assume that IBI and blood pressure values are normally distributed. Then, the
variables mean IBI and mean systolic blood pressure are the mean of normally
distributed variables. They will also be normally distributed as stated in p1.
Bendat (1971, 1986) shows that, under the assumption that a signal is normally
distributed, the power spectrum values of this signal are χn2 distributed. The Fourier
transform is a linear transformation of the time series. Therefore, the amplitude spectrum
of the time series will be normally distributed (due to p2). The power spectrum is
calculated as the sum of two squares: the real and the imaginary part of the amplitude
spectrum. From p3, it follows that the power spectrum values are χn2 distributed. If P^ is
the measured (estimated) power value in a frequency band of the real power value P of
this band, then in the ratio
is x χn2 distributed. The number of degrees of freedom, n, is twice the number of
[4.4.7]
summations (ensemble and/or frequency) that are made, or n=2BT degrees of freedom
(B: bandwidth, T: signal length).
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Another approach that should give the same result is by means of variances. More
common is the knowledge that the variance, of a random variable that is normally
distributed, is χn2 distributed. Now, the total power in a spectrum is equal to the signal’s
variance. Since band values are parts of the total variance, they will be χn2 distributed as
well, because total power is the sum of ’sub’ powers. This can also be understood by
realizing that if the signal is band pass filtered, the power of this new signal (which is the
’sub’ power) is also χn2 distributed, since equation 4.4.7 holds for the power of any
normally distributed signal.
To transform a χn2 distributed variable to a normally distributed variable, the logarithmic
transformation can be used (this is p4). If the logarithm is taken from the ratio of
equation 4.4.7, we find:
Since log(x/n) is normally distributed with mean zero (p4), log(P^) is normally distributed
with mean log(P). The variance of log(P^) becomes independent of P and is theoretically
equal to 2/n.
Besides the power of heart rate and blood pressure, also the transfer function
parameters (coherence, modulus, and phase, see the end of section 1.3) are not
normally distributed. After an inverse hyperbolic tangent (tanh-1) transformation of the
square root of coherence values, the obtained values are approximately normally
distributed, according to Bendat (1971). The origin of this transformation is the
transformation of correlation coefficients (Johnson, 1970b). A transformation for gain and
phase is not given by Bendat (1971). From the derivation of the confidence intervals of
the gain in Bendat (1971), we can conclude that the F-distribution is involved. This can
be understood, considering that the ratio of two χn2 distributed variables is F-distributed
(p5) and the gain is related to a ratio of two power values.
To derive a transformation for gain values, we will assume that we want to measure
the gain of a linear system with transfer function H(f). The power value of input and
output are estimated: P^i and P^o. The gain or modulus of H can be estimated by (Bendat, 1986):





So, the squared modulus is F distributed.
An appropriate transformation to obtain a normally distributed variable from an F
distributed variable y is the logarithmic transformation (Johnson, 1970b). This can be
easily understood from the transformation of χn2 distributed variables and p5:
where x1 is χn2 distributed with n1 degrees of freedom and x2 is χn2 distributed with n2
[4.4.11]
degrees of freedom. Log(y) is the sum of two normally distributed variables, and
therefore normally distributed (p2). It has mean zero and variance 2/n1+2/n2. Now, taking
the logarithm of equation 4.4.10, we find:
It shows that the estimation of the modulus of the transfer function of a linear system is
[4.4.12]
normally distributed, and has as mean the log of the real modulus and as variance
1/(2n1)+1/(2n2).
We will test the (transformed) experimental data whether it is normally distributed or
not (section 5.3). If the variables are normally distributed, they can be included in the
distance measure.
Distribution and transformation of some other indices
We will discuss four indices used in literature. If possible, a theoretical transformation is
derived. Only one of these indices will be used in this thesis, the squared modulation
index. But the others may become relevant in the future, when data from literature are
simulated.
Coefficient of variation, vc.
The definition of this coefficient is:
where s is the standard deviation and m the mean. It is used to express the amount of
[4.4.13]
variation around a mean value, for instance of heart rate variations (Parati, 1987; Mulder,
L, 1988a; Tulen, 1991). To find a transformation for vc, we will start with the
determination of the distribution of vc2:
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where x1, x2, n1, n2, and y as in p5. So, vc2 follows an F distribution. The appropriate
[4.4.14]
transformation is the logarithmic transformation, as shown earlier (eq. 4.4.11):
or
for m>0 and µ>0. So, log(vc) is normally distributed.
[4.4.15]
Squared modulation index.
Power values can be normalized to the square of the mean (Akselrod, 1985; Mulder, L,
1988a). This is comparable with the squared coefficient of variation (formula [4.4.14])
with not s2 but only a part of s2. The distribution and transformation are therefore the
same (F and log resp.). This index is used for the calculation of most power values in
this thesis (see also section 1.2).
Power ratios.
Two types of power ratios are frequently used in literature. Firstly, the ratio of the power
in two different frequency bands, and secondly the ratio of the power in a frequency
band and the total power (Pagani, 1986, 1991). The ratio of two independent power
values (e.g. two different frequency bands) follows an F distribution and can be
transformed to a normally distributed variable by the logarithmic transformation. However,
when the power values are related (e.g the ratio of power in a band and total power) the
situation is different. If we define the power ratio as:
then
[4.4.16]
where x1 is χn2 distributed with n1 degrees of freedom and x2 is χn2 distributed with n2
[4.4.17]
degrees of freedom. This ratio follows a Beta distribution if P2/n2=P1/n1 (Johnson, 1970b)
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and it can be very skewed if n1 and n2 are not equal. No simple transformation to a
normally distributed variable are given in Johnson (1970b). Note that the case
P2/n2=P1/n1 is the case of white noise or equal average power in both bands.
Three ratios have been studied by Pagani (1986, 1991): P^’L, P^’H and P^L/P^H. The index L
indicates their Low frequency band, but is centred around 0.1 Hz. The index H indicates
the High frequency band, centred around the respiratory frequency. Note that if the total
power is (almost) equal to PL+PH, then the three variables are only dependent of PL/PH
and the same random factors, since:
Although treated by Pagani (1986, 1991) as independent variables, it is clear that they
are not. The ratio P^L/P^H is preferred, since after logarithmic transformation, the obtained
normally distributed variable can be used in statistical tests. The ratios P^’L and P^’H give the
same information, as shown by statistical tests of the variables (Lombardi, 1987; Rimoldi,
1990; Pagani, 1986, 1991; Malliani, 1991; Dixon, 1992), but in a more confusing way.
4.4.4 Estimation of model parameters
In this section, we will determine which variables we want to include in the estimation of
modulation depths, respiratory parameters and gains. However, only normally distributed
variables can be included. We will deal with that problem later (section 5.3) and assume
that, after appropriate transformation, the assumption is met.
Estimation of modulation depths
The noise sources affect all frequency bands, but the high frequency band is mostly
affected by respiration (section 4.2). For this reason, the high frequency band is excluded
from the estimation of the modulation depths. So, the modulation depths will be
estimated using the logarithmic transformed power in low and mid frequency band of
heart rate and blood pressure.
For each experiment, an estimation of the depths will be made in order to simulate the
group’s baseline variability as well as possible. The simulation results are combined in a
table in which the three modulation depths are varied over a wide range (see table
4.4.1). Experimental data of the selected bands is compared with all the combinations of
modulation depths. The combination of depths with minimum d2 is chosen, and the
estimated modulation depths will be used during baseline and task simulations.
Table 4.4.1 also shows the resolution for the estimates. It is 2% for the bar-modulation
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and vagal modulation, and 0.5% for the systemic resistance modulation. Although this
resolution may seem poor, to simulate this table completely a total of 13671 simulation
are required. Doubling the resolutions would require 109368 simulations.
Table 4.4.1: Ranges of modulation depths for depths estimation
Source Range [%] Resolution [%]
min max
Baro-mod. mB 0 40 2
Vagal mod. mV 0 40 2
Syst. Res. mR 0 15 0.5
Respiratory parameters
After the estimation of the modulation depths, the respiratory parameters can be
estimated. Important variables are the high frequency band of heart rate and blood
pressure, and the gain and phase shift in this band. If the assumption of normal
distribution will be met in the experimental data, these variables will be used to estimate
the intensity of the vagal inhibition and intra-thoracic pressure variations and the delay
between inhibition and pressure variations.
The procedure requires that a table is constructed, using the optimal modulation
depths, and varying mInh, Kth, and delay T. The range of variations is summarized in table
4.4.2.
Again, the experimental data are compared with the simulations and the parameter
combination with the lowest d2 value is chosen as resulting estimate. The estimated
values for mInh, Kth, and T will be kept constant in the conditions that are related to this
baseline. The respiratory frequency will be changed according to the experimental data.
Table 4.4.2: Ranges of respiratory parameters for the estimation
Parameter Range Resolution
min max
Vagal inhibition mInh [%] 0 50 5
Thoracic pressure Kth [mmHg] 0 10 0.5
Delay T [s] 0 1.5 0.1
Estimation of mental task effects
The effects of the task performance are calculated as the differences between the task
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values and the baseline values. Transformation is performed before subtraction. The
matrix E, as defined in 4.4.1, contains these differences for each variable, and the matrix
S¯ contains the differences between the actual task simulations and the baseline
simulation. The value of d2 now indicates the distance between the measured and
simulated task effects.
Six variables are included in the estimation procedure. The effect on IBI and MBP, mid
and high frequency band of heart rate and blood pressure. These variables have become
the most important ones in mental load studies.
The table of simulation results will consist of changes in vagal (Gv) and sympathetic
(Gs) gain (see 3.4.3) over the range 0.5-1.2, with 0.02 resolution. The simulations will be
carried out with the baseline parameters of the modulation depths and respiratory
parameters except the respiratory frequency. The respiratory frequency during task
performance is determined from experimental data and this value is used for the
simulations of the task condition.
Estimation of the blockade effects
The effect of the blockade is calculated in a similar way as the difference between the
task value and the baseline value. Transformation is performed before subtraction. The
matrix E, as defined in 4.4.1, contains these differences for each variable, and the matrix
S¯ the difference between the blockade simulation and the baseline simulation. The value
of d2 now indicates the distance between the measured and simulated blockade effect.
Six variables are included in the estimation procedure. The effect on IBI and MBP, mid
and high frequency band of heart rate and blood pressure.
The table of simulations will consist of relative changes in gain and basic level.
In case of vagal blockade, this are Gv and Cv (see section 4.3.2 and 4.3.3). For the
β-sympathetic blockade also a gain and basic level (Gβ and Cβ) will be used. They will be
defined in section 6.5.
Summary of the estimation procedures
The estimated parameters and variables used are summarized in the scheme of figure
4.4.1. Two estimation procedures are required for the baseline parameters: one for the
estimation of the modulation depths and one for the estimation of the respiratory
parameters. Using these parameters, the baseline simulations are combined with the
simulation of the manipulations for mental load effects and blockade of the autonomous
nervous.
The variables included in the distance measure are shown in the boxes with
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experimental data.
Figure 4.4.1: Summary of the estimation procedures.
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Usually, the main effects of mental load are an increase in heart rate and blood
pressure, a decrease in heart rate and blood pressure variability, and in baroreflex
sensitivity. We describe several experiments, in which these main effects are found.
Using the combined data set (73 subjects), we tested the distribution of the variables.
All variables follow a normal distribution, after the appropriate transformation. We also
tested wether the ‘Law of initial values’ was true for these variables, before and after
transformation. Before transformation, for all spectral measures the Law was true.
However, after transformation, only for the baroreflex sensitivity the Law was still true.
Changing vagal and sympathetic gain to simulate the effects of mental load, resulted
in several cases in good fits. Variability in heart rate (mid and high frequency band),
mid frequency band of blood pressure, and baroreflex sensitivity (mid and high
frequency band) decreased. Heart rate and blood pressure are increased. Not well
simulated are both low frequency bands and the high frequency band of blood
pressure. Reasons can be the extreme stationarity of the baseline simulations
compared to experimental data, changes in respiratory depth and thermoregulatory
changes during the experiments.
Finally, from the simulation results, it is speculated that in some cases Gv and Gs
cannot be the (only) parameters changed in the CCVC. This is supported by the fact
that the Law of Initial values is true for the baroreflex sensitivity (which limits the Gv
and Gs changes), and that cardiovascular effects are still found without baroreflex
sensitivity changes.
Chapter 5: Mental load studies
5.1 Introduction
5.1.1 About the studies and this chapter
In this chapter, the results of six different studies on the influence of mental load will
be shown and discussed. The results will be presented in the first part and used for the
simulation study in the second part of this chapter. All studies, except one, were carried
out for other reasons than combining with the simulation study of this thesis. Thus, they
were not especially designed to be simulated. We decided to select those studies that
consisted of a baseline measurement and task(s) starting within 10 minutes after the
baseline measurement. The baseline measurement is required for an estimation of noise
sources and respiratory parameters. Since we use a model of the short-term blood
pressure regulation, the time between baseline and tasks should be short.
In table 5.1, some general information about the studies is given. The studies were
carried out by our research group at several laboratories in the period between 1984-
1990.
Table 5.1: General information about the studies
Study 1 2 3 4 5 6
Carried out
In 1984 1986 1988 1989 1989 1990
At University Laboratory Experimental University University University
clinic Groningen, psychology clinic clinic clinic
of Bonn Leeuwarden Haren of Bonn of Bonn of Groningen
By Mulder Veldman Veltman Mulder Van Roon Van Roon
To inves- Short- Noise Cardiovasc. Long- Vagal & Comparison
tigate lasting effects and EEG- lasting β-symp. of 3 stroke
tasks measures mental load blockade volume meas.
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An autonomic blockade study, which was designed more specifically for the simulation
study, is presented in chapter 6. Only mental load effects of study before blockade are
presented in this chapter as study 5.
The investigators that are mentioned in table 5.1 are the principle investigators, but
certainly not the only ones involved in the studies. Several researchers and students
have participated in the execution and data analysis of the studies.
We selected a number of mental tasks from each study. At least one memory search
task was selected with a memory set of four letters (Detailed description of memory
search tasks can be found in appendix C.1). In section 5.2, the studies and the selected
tasks are briefly described (for details see appendix C). The goal of the studies, and the
tasks that were selected are explained. Additionally, equipment, data collection, and
analysis methods are described for each study. For compatibility of the results, all data
processing was performed with the same software. If necessary, data was re-analyzed
for this purpose. In some cases, it was necessary to exclude some subjects because not
all required data was present. This can explain small numerical differences with
previously published results. The results are shown and discussed per study. The task’s
characteristics and results are summarized in section 5.3. The general discussion of the
load effects, section 5.4, finishes the first part of this chapter.
In the second part, the simulations are described and discussed per study (section
5.5). A summary of the simulations can be found in section 5.6. A general discussion of
the simulations and studies finishes this chapter.
But first we will summarize the effects of mental load on the autonomic nervous system
and the measured cardiovascular variables.
5.1.2 General effects of mental load
When a subject performs a mental task, a sequence of physiological reaction occurs. A
stimulus demands information processing of the subject, and this requires mental effort.
The mental effort is accompanied by a defence reaction (see sections 1.1 and 2.4.3) that
results in changes in autonomic activation. The new state of the vagal and sympathetic
system, and thus in cardiovascular control, has new levels of heart rate, blood pressure,
their variabilities, and the baroreflex sensitivity (BRS). The sequence is shown in figure
5.1.1.
Under our experimental circumstances, mental task performance results in an increase
in heart rate and blood pressure, and a decrease in heart rate variability (indicated with
arrows in figure 5.1.1) compared to baseline measurements. In many cases the blood
pressure variability decreases as well as the BRS. The effects are usually larger with
Mental workload 107
higher mental load.
Figure 5.1.1: The sequence of the
physiological reaction to mental load.
Arrows indicate the changes due to task
performance compared to baseline values.
The cardiovascular effects can be
explained by the supposed underlying
mechanism: the effects in vagal and
sympathetic system, induced by the defence
reaction. The vagal activation is decreased,
while sympathetic activation is increased,
and the BRS is decreased. By associating a
stronger defence reaction with greater
mental load, the cardiovascular effects can
be understood. At first sight, further analysis
in terms of vagal and sympathetic effects is
not required to determine mental load
effects.
The complexity of the cardiovascular
control centre (see section 2.3.2), however,
makes it possible that different types of
tasks or different baseline values before
task performance can result in different
autonomic responses. Therefore, the determination of the autonomic responses can be
useful to evaluate the cardiovascular effects of task performance. And, as mentioned
before in section 1.1, the autonomic responses are of great importance in hypertension
studies. The problems with the differentiation of vagal and sympathetic effects from
spectral measures have already been mentioned in section 1.2. We will discuss the
influences of the two parts of the autonomic system on the various frequency bands of
heart rate and blood pressure.
The low frequencies are associated with thermoregulation (Kitney, 1974, 1980;
Kunitake, 1992; Lossius, 1994), homeostatic processes, and adaption of heart rate and
blood pressure to new demands. The vascular resistance plays a major role in these
processes. The relation between variations in arterial diameter and blood pressure
variations has been studied (Anderson, 1989; Siché, 1992; Hayoz, 1993). The diameter
of small arteries is controlled by the sympathetic system (see section 2.3.5), and the
variations of the diameter could be the source of the low frequencies in especially blood
pressure. Hayoz (1993) showed that the coherence between the systolic diameter and
pressure increases for frequencies from 0.05 down to 0.01 Hz. The coherence between
systolic diameter and inter-beat interval decreases from 0.05 down to 0.01 Hz, and is
much lower than the coherence between systolic diameter and pressure. The reason for
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this coherence can be the sympathetic control of the diameter, and its direct effects on
pressure. However, Anderson (1989), Siché (1992), and Hayoz (1993) agree that
diameter fluctuations are not totally determined by sympathetic activation. Anderson
(1989) has shown that blood flow variations automatically induce diameter variations,
indicating a local control of vascular resistance.
Siché (1992) found that the power in the low frequency band of blood pressure
increases with decreasing arterial diameter, and thus with increasing sympathetic
activation. Also Akselrod (1981) assumed such a relation. However, this is in contrast
with most mental load experiments: sympathetic activation is usually increased
(Anderson, 1991; Callister, 1992), but the power in the low frequency band of blood
pressure usually decreases.
Heart rate fluctuations are affected by sympathetic and vagal influences in low and mid
frequency band (Bernardi, 1989a; Hayano, 1991; Hedman, 1992; Schondorf, 1993). The
high frequency band is dominated by vagal effects (Kollai, 1990; Hayano, 1991;
Grossman, 1991, 1993). Other factors influencing this band are respiration and
sometimes task repetition rate. The relation between respiratory frequency and variability
is discussed in detail in sections 2.4.2, 3.4.2, and 4.2.1. Both factors may mask vagal
effects, that occur during the defence reaction. Especially the mid frequency band is
sensitive to respiratory influences (see figure 4.2.1). If respiratory rate changes to or task
repetition rate is chosen in the mid frequency band, the mental load effects on this band
can be totally abolished (Mulder, L, 1988a; Mulder, L, 1992; Sirevaag, 1993). This
situation should be avoided if possible and this is true for the studies reported in this
chapter. The high frequency band of heart rate can be used to compare vagal activations
between conditions, if the respiratory rate does not change between conditions
(Grossman, 1991). The power in the high frequency band of heart rate decreases when
vagal activation decreases.
The defence reaction results in an inhibition of the Nucleus Tractus Solitarii (see
section 2.3.2 and 2.4.3). The baroreflex sensitivity is reduced by this inhibition (section
2.4.3). This results in a smaller modulus value during mental task performance compared
to baseline values. If the inhibition is equal for sympathetic and vagal control, the
modulus reduction is not expected to be different for mid and high frequency band.
5.2 Description of the studies
5.2.1 Study 1
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To investigate the effects of mental load on the cardiovascular system, it is important to
measure blood pressure continuously. The FIN.A.PRES system was available, but not
yet fully tested in 1984. Intra-arterially measured blood pressure recordings during mental
tasks could serve as a verification of the FIN.A.PRES system (see also section 1.1) in a
psychophysiological setting. Therefore an study was carried out at the university clinic in
Bonn (Department of Internal Medicine), where invasive blood pressure measurement
could be performed. Not only mental tasks were included, but also physical exercise and
baroreflex sensitivity measurements with phenylephrine (Robbe, 1987) were included.
Subjects
Twelve healthy male subjects participated in the study. The age of the students ranged
from 20 up to 31 years. They gave their informed consent to participate in the study that
was approved by the Human Ethics Committee of the University of Bonn. During the
study, they sat in an armchair.
Tasks
The study consisted of three rest, five mental load, and two physical load conditions. The
conditions were performed in a fixed order, the physical load conditions last. Only three
mental load conditions and their preceding rest conditions are selected.
After a rest condition (five minutes), the study started with a Mental Arithmetic task
(MA+N). The subjects had to add one- and two-digit numbers, which were presented on
a screen using a slide projector (for details, see Rüddel, 1985). The subjects were
exposed to distracting noise of 85 dBA. They worked for five minutes. There was no
possibility to evaluate performance during task execution.
Then, a rest condition and two easy mental tasks followed. These conditions are not
included in the present study. The third rest condition was followed by two memory
search tasks (MST, see appendix C.1). The memory set consisted of four letters, the
display set of one. A new letter appeared every 3.0 seconds on the screen. Fifty percent
of the presented stimuli were targets. During one task they had to respond to each
stimulus by pushing a button (left hand for non-targets, right hand for targets). During the
other task, no response was required. In both tasks, subjects were required to count the
target letters separately. The conditions were performed in fixed order: rest condition -
task without response - task with response.
Apparatus
The letters of the MST were presented on a video display unit. The system used was the
predecessor of the system described in appendix C.2, and its basic characteristics were
the same.
Heart rate and respiration measurements were as described in appendix C.2. Blood
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pressure was measured in the left brachial artery by means of an indwelling catheter of
0.9 mm diameter, continuously flushed with physiological saline solution at a rate of 4 ml
per hour. A Siemens Elema pressure transducer (type 746) was used.
Data collection and analysis
Sampling and storage of the signals is as described in appendix C.3. An analogue blood
pressure signal was available; it was sampled and analyzed in the way as described in
appendix C. The analyses of the data are described in appendix C.4. The heart beat of
one subject showed several extra systolic beats (supra-ventricular and ventricular), and
was excluded from the analysis. Four subjects were speaking during the mental
arithmetic task (counting aloud or sub-vocally, see Mulder, L, 1988a). These subjects
were excluded from the analysis for this task.
Results
Parts of the results of this study have been published previously (Robbe, 1987; Mulder,
L, 1988a, 1991).
In table 5.2.1, the results of study 1 are shown. For each variable, the baseline values
are presented on one line, the task values on the next. Mean values are given with
standard deviation put in brackets. Significant task effects are indicated by an asterisk (*).
Six sections are separated: Mean values, band values of heart rate and blood pressure,
the transfer function (between systolic pressure and IBI), respiratory frequency, and
performance values.
The IBI decreases and blood pressure values increase from baseline to task. The
power decreases in all frequency bands of heart rate and blood pressure during the
MST. During MA+N, there is only a significant decrease in the high frequency band of
HR. The modulus in the mid frequency band decreases by task load. Only the MA+N
task decreases the gain in the high frequency band. The phase shows a small decrease
during task, but is only significant in the mid frequency band of the MST and in the high
frequency band of the MST with two-hand responses. Respiratory frequency increases
significantly during the MST.
The differences between not responding to the stimuli and responding with two hands
are very small. The MA+N shows larger effects on the mean values and modulus than
MST.
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Table 5.2.1: Results of study 1. Mean (standard deviation). * Task effect (p<0.05).
Task1) D1R0C2) D1R2C2) MA+N
IBI [ms] 921 ( 140) 921 ( 140) 896 ( 160)
845* ( 142) 847* ( 134) 736* ( 161)
Sys [mmHg] 126 ( 16) 126 ( 16) 125 ( 14)
131* ( 19) 133* ( 18) 141* ( 20)
Dia [mmHg] 77 ( 9) 77 ( 9) 78 ( 8)
81* ( 10) 82* ( 10) 89* ( 10)
Mean [mmHg] 96 ( 11) 96 ( 11) 97 ( 9)
102* ( 12) 103* ( 12) 111* ( 12)
Bands HR [mMI²]
low 2571 (1694) 2571 (1694) 2349 (2253)
1198* (1118) 1132* ( 564) 1424 ( 545)
mid 2518 (2319) 2518 (2319) 2376 (3030)
1276* ( 831) 1399* (1425) 1335 ( 835)
high 2373 (1989) 2373 (1989) 1614 (1154)
1429* (1534) 1373* (1498) 755* ( 500)
Bands Sys [mMI²]
low 391 ( 191) 391 ( 191) 459 ( 458)
170* ( 83) 181* ( 61) 549 ( 274)
mid 455 ( 292) 455 ( 292) 378 ( 345)
264* ( 185) 320* ( 235) 371 ( 229)
high 254 ( 174) 254 ( 174) 204 ( 155)
181* ( 118) 146* ( 101) 179 ( 72)
Transfer Sys->IBI)
Coh. [-]
mid 0.73 (0.13) 0.73 (0.13) 0.71 (0.13)
0.77 (0.09) 0.78 (0.08) 0.72 (0.11)
high 0.71 (0.16) 0.71 (0.16) 0.77 (0.13)
0.77 (0.11) 0.71 (0.10) 0.67* (0.13)
Mod. [ms/mmHg]
mid 16.2 ( 7.9) 16.2 ( 7.9) 15.1 ( 7.6)
13.7* ( 6.9) 12.7* ( 6.7) 9.7* ( 5.0)
high 20.1 (12.8) 20.1 (12.8) 17.6 ( 7.3)
16.9 (10.2) 16.5 ( 9.9) 9.1* ( 5.1)
Phase [rad]
mid -1.1 ( 0.3) -1.1 ( 0.3) -1.1 ( 0.3)
-1.3* ( 0.2) -1.2* ( 0.2) -1.3 ( 0.3)
high 0.2 ( 0.2) 0.2 ( 0.2) -0.0 ( 0.3)
0.2 ( 0.3) -0.1* ( 0.3) -0.2 ( 0.4)
Respiration
Frequency [Hz] 0.24 (0.05) 0.24 (0.05) 0.22 (0.07)
0.27* (0.05) 0.28* (0.06) 0.27 (0.07)
Performance3)
RT [ms] - 1123 -
Errors [%] - 5.4 -
1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting; N=Noise; MA+N=Mental arithmetic.
2) Same baseline. 3) -=No performance measure.
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The values of the two rest conditions (pre-MST and pre-MA+N) do not differ (all p-
values, 2-sided, above 0.14).
Discussion
The effects of the memory search tasks are very clear and very much alike for the two
tasks. Only blood pressure increases more during the more difficult task, which indicates
a stronger effect in the sympathetic system. More evidence for this effect is the smaller
decrease in the mid frequency band of heart rate and blood pressure, the larger
decrease in modulus in the mid frequency band. Since the IBI effect is unchanged, a
small additional vagal effect can be expected, compensating the sympathetic effect. The
high frequency band of heart rate shows a larger decrease, confirming the extra vagal
effect.
The IBI and blood pressure values of the MA+N show the same pattern as the MST,
but the effects are larger. The effects on the power values of HR and SBP are quite
different, only a vagal effect can be determined by the high frequency of HR. The strong
blood pressure increase indicates a strong sympathetic effect, which can explain the
compensation of the vagal effects on variability measures. That there are strong effects
is also seen in modulus effects, which are large in both mid and high frequency band.
This study shows that there are large effects of mental task performance on heart rate,
blood pressure and on variability measures. The baseline values and task effects can be
measured reliably. Increased task load has an increasing effect on cardiovascular
measures. The difference between the effects of MST and MA+N shows that the kind of
task can be an important factor for the effects on cardiovascular measures. It remains
unresolved wether the additional noise in the MA+N is responsible for this difference or
the mental arithmetic task.
5.2.2 Study 2
This study was carried out to investigate the effects of distracting, meaningful noise on
the subject’s behaviour and cardiovascular state. The subjects that participated were
selected from a large group of participants in a preceding field study (medical
examinations and questionnaires; Van Kamp, 1986). Twelve subjects lived in the city of
Groningen, and twelve lived near a military airport near Leeuwarden. The study was
carried out for the Dutch ministry of housing, physical planning and environment
(abbreviated in Dutch as VROM).
Subjects
Twenty-four healthy female subjects participated in this study. Subjects’ age ranged from




The tasks were memory search tasks (Appendix C.1), one lasting 45 minutes, and six
lasting five minutes. Each day, a rest and a task condition were recorded. On one day
the subjects had to perform the task with distracting noise (80 dBA), on the other day
without (control measurement). Half of the subjects started with a ’control’ day, the other
half with a ’noise’ day. The subjects were not exposed to distracting noise during rest
conditions. The long lasting task (LLT) was performed before the six short lasting tasks,
with a rest condition in between (baseline measurements started about 15 minutes after
the end of the LLT).
The LLT was a selective attention task with a memory set of four letters, with a low
target percentage (15%), a high repetition rate (ISI=1.5 s), and short display time (300
ms). The four letters were presented on the corners of a square, and only the letters on
one diagonal has to be attended (the attended diagonal was from top-left to bottom-
right). For these LLT, the short-term blood pressure regulation is not enough to explain
the changes in the cardiovascular system during the task. Therefore, for this thesis, only
the first five minutes of the task are analyzed.
The task was identical on the two days and the subjects had to respond to targets
with their right hand (The finger cuff was mounted on the left hand).
One of the six short lasting tasks was a memory search task (SLT) with a four letter
memory, and two letter stimulus set. The stimulus letters were presented on the corners
of a square, on a diagonal, and the other diagonal was masked. The ISI was 2.5
seconds, and 15% of the stimuli were targets. The display time of the stimuli was 300
ms. Subjects were not required to count the number of target letters.
Apparatus
Tasks were presented with a Personal Computer using TASKOMAT software (developed
by IZF/TNO in Soesterberg). It has basically the same characteristics as described in
appendix C.2. Heart rate and respiration measurement was standard (Appendix C.3).
FIN.A.PRES prototype 3 was used for blood pressure measurements. The physiological
calibration of the apparatus was switched off during measurements.
Data collection and analysis
Data acquisition and analyses were standard (Appendix C.3 and C.4). Respiration data
were not available during the short lasting tasks; one subject’s data could not be
analyzed because the blood pressure measurement failed. The measurements of the




The results have been published in Veldman (1992). Table 5.2.2 contains the results of
the study: long lasting tasks first and second column, short lasting tasks third and fourth
column. The first and third are the control conditions, second and fourth the noise
conditions.
The LLT without noise does not decrease IBI in the first five minutes, but it does
increase blood pressure. HRV and BPV decrease significantly in all frequency bands.
The modulus is not changed by this task, and only a small increase in phase in the high
frequency band is found.
If the task is performed with distracting noise, a different pattern is found. IBI now
decreases and blood pressure increases even more than in the control condition. The
variability of heart rate decreases in mid and high frequency band, but the low frequency
band and all bands of SBP are not changed by task plus noise. Again, the modulus is
unchanged, and now the phase in the mid frequency band shows a small decrease.
The respiratory frequency is increased by about the same amount in the LLT’s.
During the SLT’s, a decrease in IBI and an increase in systolic blood pressure is found.
Diastolic pressure is not affected, while mean pressure only increases during the noise
condition.
All bands of heart rate and blood pressure decrease during the SLT without noise. With
noise, only the low and high frequency band of heart rate, and the low frequency band of
blood pressure decrease. The effects in mid frequency band and high frequency band of
blood pressure disappear during the noise condition. This is a somewhat different pattern
as in the LLT.
The modulus in the high frequency band decreases in both conditions of the SLT. The
mid frequency band only in the noise condition. This is the only condition of this whole
study that the modulus in the mid frequency band decreases; the difference seems to be
the high baseline value in this condition.
Discussion
The tasks show all an increase in systolic blood pressure and a decrease in variability in
the high frequency band of heart rate. The other variables show a pattern that depends
on the kind of task, and wether there was additional noise.
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Table 5.2.2: Results of study 2. Mean (Standard deviation). * Task effect (p<0.05).
Task1) D4R1 D4R1N D2R1 D2R1N
IBI [ms] 734 ( 98) 737 ( 114) 813 ( 111) 812 ( 120)
723 ( 95) 711* ( 121) 789* ( 97) 785* ( 108)
Sys [mmHg] 115 ( 18) 114 ( 15) 115 ( 13) 116 ( 16)
119* ( 16) 125* ( 15) 120* ( 16) 122* ( 11)
Dia [mmHg] 72 ( 11) 69 ( 8) 73 ( 7) 73 ( 9)
74* ( 10) 74* ( 8) 73 ( 8) 75 ( 9)
Mean [mmHg] 86 ( 11) 84 ( 9) 88 ( 8) 87 ( 10)
89* ( 11) 91* ( 10) 89 ( 10) 91* ( 8)
Bands HR [mMI²]
low 1160 ( 641) 1445 ( 968) 1401 ( 852) 1329 ( 878)
734* ( 465) 1267 ( 817) 667* ( 569) 1208* (1871)
mid 994 ( 746) 1069 ( 545) 924 ( 648) 1023 ( 699)
642* ( 470) 842* ( 650) 661* ( 458) 854 ( 634)
high 1439 (1310) 1431 ( 870) 1713 (1736) 1823 (1744)
1091* ( 925) 1343* (1680) 1128* ( 991) 1567* (1963)
Bands Sys [mMI²]
low 840 ( 579) 730 ( 447) 650 ( 591) 693 ( 631)
355* ( 341) 341 ( 221) 283* ( 199) 372* ( 397)
mid 425 ( 272) 447 ( 201) 336 ( 236) 342 ( 262)
304* ( 268) 291 ( 189) 236* ( 139) 286 ( 193)
high 297 ( 186) 322 ( 158) 242 ( 160) 232 ( 178)
176* ( 128) 189 ( 151) 184* ( 121) 217 ( 184)
Transfer Sys->IBI)
Coh. [-]
mid 0.64 (0.12) 0.65 (0.13) 0.67 (0.12) 0.69 (0.13)
0.65 (0.14) 0.64 (0.12) 0.69 (0.14) 0.67 (0.14)
high 0.75 (0.12) 0.74 (0.12) 0.73 (0.12) 0.75 (0.10)
0.76 (0.12) 0.73 (0.09) 0.76 (0.14) 0.72 (0.15)
Mod. [ms/mmHg]
mid 9.5 ( 5.0) 9.2 ( 4.0) 11.0 ( 5.3) 11.7 ( 5.2)
8.8 ( 3.3) 8.9 ( 4.2) 9.8 ( 3.9) 9.9* ( 4.2)
high 12.2 ( 9.0) 11.7 ( 6.4) 14.2 ( 8.0) 15.6 ( 9.2)
12.4 ( 6.8) 11.9 ( 7.5) 12.3* ( 5.5) 13.2* ( 7.3)
Phase [rad]
mid -1.0 ( 0.3) -0.9 ( 0.3) -1.0 ( 0.4) -1.1 ( 0.3)
-1.1 ( 0.3) -1.1* ( 0.3) -1.1 ( 0.3) -1.0 ( 0.3)
high 0.2 ( 0.4) 0.1 ( 0.3) 0.2 ( 0.6) 0.2 ( 0.4)
0.0* ( 0.5) -0.0 ( 0.6) 0.2 ( 0.4) 0.1 ( 0.4)
Respiration2)
Frequency [Hz] 0.26 (0.04) 0.26 (0.05) x x
0.30* (0.04) 0.31* (0.06) x x
Performance
RT [ms] 804 814 886 901
Errors [%] 16.0 22.0 11.6 8.2
1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting; N=Noise.
2) x=Value not available.
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Diastolic pressure is increased by LLT’s but not by SLT’s. On the other hand, the
SLT’s decrease the modulus in the high frequency band. This can indicate a difference in
effect of the task on the cardiovascular system. The LLT affects the peripheral system
(resistance) while the SLT’s affects mostly the vagal system. This is also indicated by the
decrease in the high frequency band of heart rate, which is larger during the SLT.
The tasks performed with noise show an absence of variability effects in blood
pressure (except for the low frequency band during the SLT). This same effect was
present in study 1, comparing the MA+N with the MST.
The modulus in the mid frequency band only decreases significantly during the SLT
with noise. There is no reason to believe that this is the task with the highest load: other
cardiovascular effects are much stronger in the first five minutes of the LLT, and the
number of errors is the lowest. A more important question is: how does blood pressure
rise and IBI decrease without a modulus decrease? This question will be discussed
further in section 5.4.
The baseline values measured on one day are very well reproduced on the other day.
During the rest condition before the LLT, the IBI values are lower (p<0.01) than the rest
condition afterwards (and before the SLT) on both days. This increase starts already
during the LLT (Veldman, 1992) and results in a somewhat different baseline before LLT
and SLT.
5.2.3 Study 3
The relation between EEG and cardiovascular measures was the main topic of this study
(Veldman, 1989). Using the event related potentials (ERP’s), derived from the EEG,
better insight in information processing during task performance can be obtained.
Cardiovascular measures were used as indices of mental load.
The choice of a selective attention task, with selection by colour, is related to the ERP
research (Wijers, 1989). Ten different tasks were presented in which attended colour,
memory set size, and counting the target letters was varied.
Subjects
The subjects in this study were students, both male (4) and female (6), ranging in age
from 22 up to 26. All subjects were acquaintances of the study leader. The reason to
choose the subjects in this way was to prevent loss of motivation of the subjects during
the studies. The subjects were very well trained before the experiment started. They sat
quietly in an armchair during the experiment.
Tasks
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The two selected tasks were almost identical: a memory set of four letters, a display set
of one (very short display time of 60 ms), and an average ISI of 1.75 seconds (for the
ERP measures it is necessary to vary the ISI a little; the ISI range was 1.5-2.0 seconds).
One out of six stimuli was a target letter. The subjects had to respond to the target
letters. During one task the subjects had to count the memory-set letter appearances
separately. No counting was required during the other task.
Each task consisted of 180 stimuli, resulting in tasks periods of 5¼ minutes. Task order
was randomized.
Apparatus
The equipment was standard (Appendix C.2 and C.3). Blood pressure was measured
with the FIN.A.PRES model 5.
Data collection and analysis
Registration of the signals and data analysis were standard (appendix C.3 and C.4). The
four rest conditions between the tasks were averaged to one baseline value. One
subject’s data was not analyzed because of the large number of artefacts.
Results
The results of this study have been reported in Veltman (1989).
The results are presented, in the same way as for study 1, in table 5.2.2. The blood
pressure increases during both tasks, but the IBI decrease is only significant during the
counting task. The counting task affects HRV and BPV in all bands, while during the
NoCounting task the mid and high frequency band of HR remain unchanged. The
counting task shows larger effects on all variables. There were no effects of task
performance on coherence, modulus, or phase in both tasks.
Respiratory frequency is increased by both tasks. The reaction times are very short.
Counting increases the reaction time as well as the number of errors.
Discussion
This study shows clearly that the extra task ’Counting’ during a memory search task
increases the load remarkably. Performance is worse during the Counting condition. It
enhances the vagal and sympathetic changes: all variables show a larger effect during
the counting task.
However, the transfer function is unchanged in both tasks, while the effects on
variability measures are comparable with for example the MST of study 1. According to
the defence reaction theory, we expected a modulus decrease that causes the variability
to decrease (see 5.1.2).
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Table 5.2.3: Results of study 3. Mean (standard deviation). * Task effect (p<0.05).
Task1) D1R12) D1R1C2)
IBI [ms] 750 ( 120) 750 ( 120)
736 ( 134) 712* ( 136)
Sys [mmHg] 125 ( 18) 125 ( 18)
130* ( 16) 132* ( 16)
Dia [mmHg] 68 ( 11) 68 ( 11)
70* ( 10) 72* ( 12)
Mean [mmHg] 84 ( 13) 84 ( 13)
87* ( 12) 89* ( 13)
Bands HR [mMI²]
low 1680 ( 899) 1680 ( 899)
1084* ( 799) 769* ( 516)
mid 1715 ( 670) 1715 ( 670)
1344 ( 701) 908* ( 468)
high 1964 (2122) 1964 (2122)
1619 (1912) 1420* (2198)
Bands Sys [mMI²]
low 1158 ( 707) 1158 ( 707)
530* ( 227) 388* ( 246)
mid 534 ( 206) 534 ( 206)
340* ( 75) 291* ( 165)
high 446 ( 225) 446 ( 225)
349* ( 261) 304* ( 240)
Transfer Sys->IBI
Coh. [-]
mid 0.68 (0.10) 0.68 (0.10)
0.68 (0.13) 0.67 (0.16)
high 0.65 (0.10) 0.65 (0.10)
0.69 (0.12) 0.69 (0.10)
Mod. [ms/mmHg]
mid 10.1 ( 4.1) 10.1 ( 4.1)
10.0 ( 4.3) 9.8 ( 4.4)
high 9.1 ( 3.2) 9.1 ( 3.2)
9.6 ( 4.9) 8.7 ( 4.3)
Phase [rad]
mid -0.9 ( 0.2) -0.9 ( 0.2)
-0.9 ( 0.1) -0.9 ( 0.2)
high 0.2 ( 0.2) 0.2 ( 0.2)
0.1 ( 0.3) 0.1 ( 0.4)
Respiration
Frequency [Hz] 0.26 (0.04) 0.26 (0.04)
0.29* (0.04) 0.31* (0.04)
Performance
RT [ms] 486 617
Errors [%] 1.8 5.0




The second study in our cooperation with the internal medicine research group in Bonn
was carried out in 1989. The study consisted of two independent parts: a ’morning’ and
an ’afternoon’ study. In the morning, an autonomic blockade study was carried out (see
study 5 and chapter 6), in the afternoon a study on the cardiovascular effects of long
lasting task performance. Both studies were carried out at the university clinic in Bonn
(Department of Internal Medicine).
In the late ’80-s, the effects of stress on the immune system and stress hormones
(adrenaline and nor-adrenaline) have become important research topics. These systems
react slower than the short-term blood pressure regulation and the subjects should be
exposed to mental load for longer periods. A study was designed and carried out in
which subjects had to work for 90 minutes. They had to perform a memory search task
(MST) and a choice reaction time task, for 45 minutes each. The task period was divided
into two periods for two reasons: 90 minutes working on the same task is too boring and
the FIN.A.PRES blood pressure measurement had to be paused after about one hour
otherwise the finger with the cuff can become painful.
Subjects
The twenty subjects were all young, male students and their age ranged from 20 up to
30 years. They gave their informed consent to participate. The Human Ethics Committee
of the University of Bonn approved the experimental protocols. During the study they sat
in an armchair. Half the subjects performed the MST first.
Tasks
The memory search task was a varied mapping task (Appendix C.1): every stimulus was
preceded by a new memory set. Both the memory and stimulus set consisted of four
letters. The memory set was displayed for 2.0 seconds, the stimulus set for 1.6 seconds.
The ISI (total of memory, stimulus and pause times) was 4.8 seconds. The reason to
choose a varied mapping task as long lasting task was the knowledge that learning are
stronger during a consistent mapping task (Shiffrin, 1977). This interferes with the effect
of fatigue (Veldman, 1992).
For these long lasting tasks, the short-term blood pressure regulation is not enough to
understand the changes in cardiovascular parameters during the task. For this thesis,
only the baseline before the MST and five minutes in the beginning of the task period
were used.
Apparatus
The task presentation and physiological measurements were standard (Appendix C.2
and C.3). The blood pressure was measured by means of the Ohmeda 2300 Finapres
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system.
Data collection and analysis
The data acquisition was standard (Appendix C.3). To measure effects on immunological
parameters, it was necessary to take blood samples from the subjects. The periods in
which blood samples were extracted are excluded from the analysis segments. The rest
conditions and five minutes within the first ten minutes of the task period were analyzed
as described in appendix C.4. Two subjects were excluded from the analysis; one due to
missing blood pressure measurements and one due to fainting prior to the start of the
measurements.
Results
IBI decreases during the MST (table 5.2.4) and blood pressure rises strongly. No effects
of the task are found in HRV or BPV. The modulus in the mid frequency band is reduced
significantly. The respiratory frequency is not changed. The number of errors is very
high.
Discussion
The large blood pressure effect indicates a large increase in sympathetic activation by
this task. The vagal effect is probably much smaller compared to sympathetic effect and
to other studies. Important are two differences with the MST of other studies: the task is
very difficult (large number of errors) and the subjects prepare them self for 90 minutes
task. However, that this could lead to a total absence of variability effects in the first 10
minutes of the task was unexpected. Such an effect did not occur in study 2, but the
tasks in that study are very different from the current study.
This study shows that also a strong sympathetic effect can reduce the baroreflex gain
in the mid frequency band.
In most other mental load studies (see studies 1-3, 5, and 6) the stimuli repetition rate
(1/ISI) is above the respiratory frequency at baseline. Those tasks show an increase in
respiratory frequency: some subjects can breath in the task rhythm. In this case, the ISI
was 4.8 seconds, corresponding with a repetition rate of 0.21 Hz, explaining the absence
of a respiratory frequency increase. The effect on the power of the high frequency band
is a smaller reduction.
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Table 5.2.4: Results of study 4. Mean (standard deviation). * Task effect (p<0.05).
Task1) D4R1
IBI [ms] 946 ( 82)
900* ( 66)
Sys [mmHg] 145 ( 19)
166* ( 22)
Dia [mmHg] 78 ( 12)
91* ( 16)
Mean [mmHg] 97 ( 15)
113* ( 18)
Bands HR [mMI²]
low 1119 ( 695)
853 ( 468)
mid2) 1171 ( 707)
1171 ( 754)
high 1091 ( 864)
799 ( 470)
Bands Sys [mMI²]
low 385 ( 192)
361 ( 346)
mid 280 ( 198)
335 ( 361)









mid 12.1 ( 4.0)
9.6* ( 2.2)
high 10.4 ( 4.4)
7.9 ( 2.4)
Phase [rad]
mid -0.8 ( 0.3)
-0.9 ( 0.2)
high 0.3 ( 0.3)
0.2 ( 0.4)
Respiration





1) Dx=Display set of x letters; Rx=Respond with x hands.
2) Exact values are 1170.6 and 1170.9 respectively.
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5.2.5 Study 5
The autonomic blockade study was performed in the same experimental set-up as study
4. The blockade study is described in detail in chapter 6. However, for this chapter the
rest condition and task before autonomic blockade of the first day in the laboratory are
used. This period is close to normal experimental situations.
Subjects
Nine subjects participated in this study. They did not participate in study 4. The age of
the subjects ranged from 20 up to 30 years. They gave their informed consent to
participate in the experiment that was approved by the Human Ethics Committee of the
University of Bonn. During the experiment, the subjects sat quietly in an armchair.
Task
The task (only one task was used in the study) was identical to the tasks of study 1, but
the subjects had to respond to targets only with their right hand. The targets had to be
counted separately.
Apparatus
The task presentation and physiological measurements were standard (Appendix C.2
and C.3). The blood pressure was measured by means of the Ohmeda 2300 Finapres
system.
Data collection and analysis
The collection and analysis of the data was fully standard (Appendix C.3 and C.4).
Results
The results of this study are summarized in table 5.2.5. The IBI decreases, blood
pressure increases. A HRV decrease is found in all bands, BPV decrease is found in mid
and high frequency band only. The modulus decreases in both mid and high frequency
bands. A phase decrease is found in the mid frequency band. Respiratory frequency is
increased by the task performance.
Discussion
In this study we find the same effects as during the MST of study 1. However, the blood
pressure effects are larger and the low frequency band of systolic blood pressure is not
significantly decreased. This can be caused by a stronger sympathetic effect due to the
mental load. Since the load is in between the tasks of study 1, a possible explanation
can be that this group invested more effort in the task than the subjects in study 1: the
reaction time is much faster in this study, while the number of errors are comparable.
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Table 5.2.5: Results of study 5. Mean (standard deviation). * Task effect (p<0.05).
Task1) D1R1C
IBI [ms] 917 ( 152)
854* ( 142)
Sys [mmHg] 127 ( 13)
140* ( 15)
Dia [mmHg] 70 ( 9)
77* ( 10)










low 630 ( 468)
343 ( 101)
mid 261 ( 246)
123* ( 59)














mid -0.7 ( 0.2)
-0.9* ( 0.3)
high 0.3 ( 0.5)
0.4 ( 0.6)
Respiration





1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting.
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5.2.6 Study 6
An important cardiovascular variable is stroke volume. It is one of the causes of blood
pressure changes, and it can play a role in the blood pressure increase during mental
load. The contraction force, a major determinant of stroke volume, is sympathetically
controlled (see sections 2.2.2, 2.3.4 and 3.3.4). Since sympathetic activation is expected
to increase due to mental load, the contraction force is expected to increase too.
However, a good measure of stroke volume is hard to get. In this study we compared
three methods of stroke volume measurement under various conditions. For one of these
methods, a bolus radioactive technetium was injected intravenously before the start of
the measurements. For this thesis, only the heart rate, blood pressure, and respiration
measurements were used. The stroke volume measures will be published elsewhere.
The study was carried out in the university clinic of Groningen (department of
Cardiology).
Subjects
The sixteen subjects were all young, male students. The age of the subjects ranged from
20 to 26 years. They gave their informed consent to participate. The study protocol was
approved by the Medical Ethics Committee of the University of Groningen. During the
experiment, they lay on a bed with their upper body 30 degree upright.
Tasks
The study consisted of three parts: mental load, physical stress and physical exercise.
Only the first part is of interest now, and consisted of a rest condition, a memory search
task, and a choice reaction task. The memory search task is exactly the same as in
study 5.
The choice reaction task (CRT) was a PC-variant of the BonnDet (Langewitz, 1987).
On one of ten positions on the screen a coloured square appeared. The square had one
of five colours, and the subject had to react by pushing the button with the same colour
as the square on the screen. The presentation time of the coloured square (ISI) was
adapted to the responses of the subject: After two correct responses the ISI was
decreased by 20 ms, after two failures the ISI was increased by 20 ms. In this way the
number of errors is about 50% for each subject and the mean ISI is a measure of
performance. During the training before the study, an initial level for the ISI was
determined. The subjects were trained to respond to the stimuli without looking away
from the screen (to the buttons).
Apparatus
The measurements required for the stroke volume did not interfere with the
measurements of heart rate, respiration, and blood pressure. Standard measurements
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could be used (Appendix C.3). Blood pressure was measured with FIN.A.PRES model 5.
Data collection and analysis
Standard data acquisition and analysis were used (appendix C.3 and C.4). The data of
three subjects was lost due to storage problems.
Results
Table 5.2.6 contains the results of this study. The effects on mean values are as in the
other studies: IBI decreases, blood pressure level increases. Only the high frequency
band of HR decreases significantly. The BPV decreases in the low and the high, but not
in the mid frequency band. The modulus in the mid frequency band is unchanged, while
the gain in the high frequency band decreases. Respiratory frequency is increased in
both tasks.
The CRT has a much larger effect on all the variables than the MST.
Discussion
Although the MST task in this study is the same as in study 1 and 5, the effects are quite
different, especially for the mid frequency band. The main difference is the posture of the
subjects in this study compared to study 1 and 5. In those studies the subjects sat in a
armchair, while in this study they lay on a bed with their upper body 30 degree upright.
Different postures result in different autonomic activation (Pomeranz, 1985; Weise, 1987;
Saul, 1991) and variabilities of heart rate.
The different baseline levels of vagal and sympathetic activation can result in different
load effects, as shown clearly in the results. For instance, there are no effects of mental
load found in the mid frequency band (Not on HRV, BPV, and modulus). The modulus in
the high frequency band is reduced by both tasks.
The CRT seems to affect the sympathetic system more than the MST (Larger blood
pressure increase). The IBI decrease is also larger, this can be caused by an increased
vagal effect or, since it is not very large, by the increased sympathetic activation. The
high frequency band of heart rate shows a larger decrease during the CRT than MST.
However, again two explanations are possible: A larger vagal effect or the larger
increase in respiratory frequency. We can explain the difference between CRT and MST
by a stronger sympathetic effect of CRT and a larger increase in respiratory frequency.
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Table 5.2.6: Results of study 6. Mean (standard deviation). * Task effect (p<0.05).
Task1) D1R1C2) CRT2)
IBI [ms] 970 ( 136) 970 ( 136)
849* ( 135) 808* ( 132)
Sys [mmHg] 135 ( 21) 135 ( 21)
153* ( 21) 167* ( 21)
Dia [mmHg] 62 ( 12) 62 ( 12)
71* ( 12) 77* ( 13)
Mean [mmHg] 81 ( 14) 81 ( 14)
92* ( 14) 101* ( 15)
Bands HR [mMI²]
low 968 ( 589) 968 ( 589)
863 ( 662) 642 ( 289)
mid 1100 ( 545) 1100 ( 545)
1170 (1249) 912 ( 610)
high 2309 (1393) 2309 (1393)
1476* (1026) 847* ( 658)
Bands Sys [mMI²]
low 1048 (1010) 1048 (1010)
394* ( 285) 336* ( 218)
mid 330 ( 222) 330 ( 222)
225 ( 147) 218 ( 138)
high 236 ( 103) 236 ( 103)
151* ( 75) 89* ( 40)
Transfer Sys->IBI
Coh. [-]
mid 0.59 (0.18) 0.59 (0.18)
0.70 (0.16) 0.77* (0.14)
high 0.67 (0.12) 0.67 (0.12)
0.67 (0.10) 0.65 (0.10)
Mod. [ms/mmHg]
mid 12.1 ( 8.7) 12.1 ( 8.7)
11.2 ( 6.1) 9.7 ( 5.5)
high 17.1 (11.2) 17.1 (11.2)
13.4* ( 7.7) 11.3* ( 7.4)
Phase [rad]
mid -0.6 ( 0.2) -0.6 ( 0.2)
-0.9 ( 0.2) -1.0* ( 0.3)
high 0.4 ( 0.2) 0.4 ( 0.2)
0.4 ( 0.3) 0.5 ( 0.4)
Respiration
Frequency [Hz] 0.25 (0.05) 0.25 (0.05)
0.30* (0.04) 0.36* (0.05)
Performance
RT [ms] 945 645
Errors [%] 4.0 7763)
1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting; CRT=Choice
reaction task. 2) Same baseline. 3) Instead of errors (always 50%), now ISI in ms.
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5.3 Summary of the studies
5.3.1 Task characteristics
The experimental results of several variations of memory search tasks have been
presented in section 5.2. Small changes in the task were made to obtain different goals.
Additionally, two other tasks were used, merely designed in medical settings to induce
large stress effects. In order to show the differences between the tasks, the
characteristics of the experiments are summarized in table 5.3.1. Information about
subjects, task, and blood pressure measurements are combined. More details of these
tasks can be found in the individual study descriptions in section 5.2. The number of
subjects indicated is the number included in the analysis. The data of nine subjects are
not included for several reasons: data storage failure during experiment (3), no blood
pressure data (1), one condition missing (4), extra-systolic beats (1).
5.3.2 Results of the studies
Heart rate and blood pressure data of 73 subjects are summarized in table 5.3.2. A
total of 110 thousand seconds of registration and 140 thousand heart beats are
analyzed.
For each variable, the baseline values are one line, the task value on the next.
Significant task effects are indicated by an asterisk (*). Six sections are separated: Mean
values, band values of heart rate and blood pressure, the transfer function (between
systolic pressure and IBI), respiratory frequency, and performance values. In this table
standard deviations are not included, but can be found in the tables in section 5.2.
The results are also shown in figures 5.3.1-5.3.6. For each column in table 5.3.2, there
is one line in the figures, connecting baseline with task value. The figures are a good
help to get insight in the general effect of mental load on the cardiovascular variables.
Studying these figures, the general effects of mental load becomes quite clear. IBI
decreases, systolic blood pressure increases, and diastolic and mean pressure increase
in most cases. Low and high frequency band of heart rate decrease, and the mid
frequency band in most cases. The high frequency band of systolic blood pressure
decreases in all cases, and the low and mid frequency band in most cases. The modulus
and phase decrease in most cases for both mid and high frequency bands. Coherences
show no specific increase or decrease. Finally, respiratory frequency increases in most
cases. This, of course, disregarding statistical significances per study. In fact, when all
cases are combined, the general effects as described here, become significant.
128 Chapter 5
Table 5.3.1: Study characteristics.
Study 1 2
Task1) D1R0C D1R2C MA+N D4R1 D4R1N D2R1 D2R1N
Subjects
Number [-] 11 11 7 20 20 23 23
Sex [M/V] 11/0 11/0 7/0 0/20 0/20 0/23 0/23
Age [yr], min 22 22 22 21 21 21 21
max 28 28 28 40 40 40 40
Task
Mem.set 4 4 - 4 4 4 4
Disp.set 1 1 - 4 4 2 2
Targets [%] 50.0 50.0 - 15.0 15.0 15.0 15.0
Mapping2) Con Con - Con Con Con Con
Selection3) No No - Diag Diag No No
Presentation4) · · Slides · · · · · ·
· · · · · ·
Disp.Time [s] 2.5 2.5 - 0.3 0.3 0.3 0.3
ISI [s] 3.0 3.0 - 1.5 1.5 2.5 2.5
Duration [min] 5.0 5.0 5.0 45.05) 45.05) 5.0 5.0
Responses6) 0 2 0 1 1 1 1
Counting Yes Yes - No No No No
Noise [dBA] No No 85 No 80 No 80
Blood pressure
measurement7) I.A. I.A. I.A. M-3 M-3 M-3 M-3
1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting; N=Noise
MA+N=Mental arithmetic with noise; CRT=Choice reaction task.
2) Con=Consistent mapping, one memory set per task;
Var=Varied mapping, one memory set per stimulus.
3) Diag=Selection on display diagonal; Colr=Selection on colour.
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Table 5.3.1: Study characteristics (continued)
Study 3 4 5 6
Task1) D1R1 D1R1C D4R1 D1R1C D1R1C CRT
Subjects
Number [-] 9 9 8 9 13 13
Sex [M/V] 3/6 3/6 8/0 9/0 13/0 13/0
Age [yr], min 22 22 20 20 20 20
max 26 26 30 30 26 26
Task
Mem. set 4 4 4 4 4 -
Disp. set 1 1 4 1 1 -
Targets [%] 16.7 16.7 40.0 50.0 50.0 -
Mapping2) Con Con Var Con Con -
Selection3) Colr Colr No No No -
Presentation4) · · ···· · · -
Disp.Time [s] 0.06 0.06 1.6 2.5 2.5 -
ISI [s] 1.75 1.75 4.8 3.0 3.0 0.78
Duration [min] 5¼ 5¼ 45.05) 5.0 5.0 5.0
Responses6) 1 1 1 1 1 1
Counting No Yes No Yes Yes -
Noise [dBA] No No No No No No
Blood pressure
measurement7) M-5 M-5 M-O M-O M-5 M-5
4) On computer monitor; ·=one position on screen; =masked position.
5) Only 5 minutes in the first 10 minutes used for the analysis.
6) 0=No responses; 1=Response to targets (one hand);
2=Response to targets and non-targets (two hands).
7) I.A.=Intra-arterial; M-3=FIN.A.PRES prototype 3;
M-5=FIN.A.PRES model 5; M-O=Ohmeda 2300 Finapres.
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Table 5.3.2: Results of the studies. * Significant task effect (p<0.05).
Study 1 2
Task1) D1R0C2) D1R2C2) MA+N D4R1 D4R1N D2R1 D2R1N
IBI [ms] 921 921 896 734 737 813 812
845* 847* 736* 723 711* 789* 785*
Sys [mmHg] 126 126 125 115 114 115 116
131* 133* 141* 119* 125* 120* 122*
Dia [mmHg] 77 77 78 72 69 73 73
81* 82* 89* 74* 74* 73 75
Mean [mmHg] 96 96 97 86 84 88 87
102* 103* 111* 89* 91* 89 91*
Bands HR [mMI²]
low 2571 2571 2349 1160 1445 1401 1329
1198* 1132* 1424 734* 1267 667* 1208*
mid 2518 2518 2376 994 1069 924 1023
1276* 1399* 1335 642* 842* 661* 854*
high 2373 2373 1614 1439 1431 1713 1823
1429* 1373* 755* 1091* 1343* 1128* 1567*
Bands Sys [mMI²]
low 391 391 459 840 730 650 693
170* 181* 549 355* 341 283* 372*
mid 455 455 378 425 447 336 342
264* 320* 371 304* 291 236* 286
high 254 254 204 297 322 242 232
181* 146* 179 176* 189 184* 217
Transfer Sys->IBI)
Coh. [-]
mid 0.73 0.73 0.71 0.64 0.65 0.67 0.69
0.77 0.78 0.72 0.65 0.64 0.69 0.67
high 0.71 0.71 0.77 0.75 0.74 0.73 0.75
0.77 0.71 0.67* 0.76 0.73 0.76 0.72
Mod. [ms/mmHg]
mid 16.2 16.2 15.1 9.5 9.2 11.0 11.7
13.7* 12.7* 9.7* 8.8 8.9 9.8 9.9*
high 20.1 20.1 17.6 12.2 11.7 14.2 15.6
16.9 16.5 9.1* 12.4 11.9 12.3* 13.2*
Phase [rad]
mid -1.1 -1.1 -1.1 -1.0 -0.9 -1.0 -1.1
-1.3* -1.2* -1.3 -1.1 -1.1* -1.0 -1.1
high 0.2 0.2 -0.0 0.2 0.1 0.2 0.2
0.2 -0.1* -0.2 0.0* -0.0 0.2 0.1
Respiration
Frequency5) [Hz] 0.24 0.24 0.22 0.26 0.26 x x
0.27* 0.28* 0.27 0.30* 0.31* x x
Performance6)
RT [ms] - 1123 - 804 814 886 901
Errors [%] - 5.4 - 16.0 22.0 11.6 8.2
1)Dx=Display set of x letters; Rx=Respond with x hands; C=counting; N=Noise;
MA+N=Mental arithmetic; CRT=choice reaction task. 2)Same baseline. 3)Same baseline.
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Table 5.3.2: Results of the studies (continued). * Significant task effect (p<0.05).
Study 3 4 5 6
Task1) D1R13) D1R1C3) D4R1 D1R1C D1R1C4) CRT4)
IBI [ms] 750 750 946 917 970 970
736 712* 900* 854* 849* 808*
Sys [mmHg] 125 125 145 127 135 135
130* 132* 166* 140* 153* 167*
Dia [mmHg] 68 68 78 70 62 62
70* 72* 91* 77* 71* 77*
Mean [mmHg] 84 84 97 87 81 81
87* 89* 113* 96* 92* 101*
Bands HR [mMI²]
low 1680 1680 1119 1963 968 968
1084* 769* 853 794* 863 642
mid 1715 1715 1171 1852 1100 1100
1344 908* 1171 762* 1170 912
high 1964 1964 1091 3349 2309 2309
1619 1420* 799 1413* 1476* 847*
Bands Sys [mMI²]
low 1158 1158 385 630 1048 1048
530* 388* 361 343 394* 336*
mid 534 534 280 261 330 330
340* 291* 335 123* 225* 218
high 446 446 248 323 236 236
349* 304* 182 113* 151* 89*
Transfer Sys->IBI
Coh. [-]
mid 0.68 0.68 0.71 0.55 0.59 0.59
0.68 0.67 0.76 0.55 0.70 0.77*
high 0.65 0.65 0.74 0.62 0.67 0.67
0.69 0.69 0.66* 0.55 0.67 0.65
Mod. [ms/mmHg]
mid 10.1 10.1 12.1 18.2 12.1 12.1
10.0 9.8 9.6* 13.3* 11.2 9.7
high 9.1 9.1 10.4 20.9 17.1 17.1
9.6 8.7 7.9 17.0* 13.4* 11.3*
Phase [rad]
mid -0.9 -0.9 -0.8 -0.7 -0.6 -0.6
-0.9 -0.9 -0.9 -0.9* -0.9 -1.0*
high 0.2 0.2 0.3 0.3 0.4 0.4
0.1 0.1 0.2 0.4 0.4 0.5
Resp. freq [mHz]
0.26 0.26 0.26 0.26 0.25 0.25
0.29* 0.31* 0.24 0.35* 0.30* 0.36*
Performance
RT [ms] 486 617 931 800 945 645
Errors [%] 1.8 5.0 33.9 4.5 4.0 7767)
4)Same baseline. 5)x=Value not available. 6) -=No performance measure.
7) Instead of errors (always 50%), now ISI in ms.
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Figure 5.3.1: Results of all studies for mean values of IBI (top left) Systolic blood
pressure (top right), diastolic pressure (bottom left), and Mean pressure
(bottom right).
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Figure 5.3.2: Results of all studies for HR variability. IBI (top left), low (top right), mid
(bottom left), and high frequency band (bottom right).
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Figure 5.3.3: Results of all studies for Systolic blood pressure variability. Systolic
pressure (top left), low (top right), mid (bottom left), and high frequency
band (bottom right).
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Figure 5.3.4: Results of all studies for Transfer function in the mid frequency band.
Modulus (top left), Phase (top right), and Coherence (bottom left).
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Figure 5.3.5: Results of all studies for Transfer function in the high frequency band.
Modulus (top left), Phase (top right), and Coherence (bottom left).
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Figure 5.3.6: Results of all studies for respiratory frequency.
5.3.3 Test of the distribution of the variables
The distribution of the variables is of general importance (for multivariate statistical
tests*) and for the simulations (the multivariate distance, d2, as defined in section 4.4.2)
in particular. The distribution of the variables is very difficult to investigate if only a small
number of subjects is available; usually in one study the number of subjects is too small.
However, in the previous section, data of 73 subjects have been gathered and these
data have been combined in order to get a distribution of the variables. From each study,
we selected the memory search task with the highest mental load (D1R2C from study 1,
D2R1N from study 2, D1R1C from study 3, and the MST from study 4-6). This ’new’ data
set includes only one case of each subject.
*Non-parametric tests are used in this chapter to prevent that the assumption of normally distributed variables
was violated.
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Table 5.3.3: Test results (K-S Z-values) for normal
distribution of the variables. *indicate significant deviations
(p<0.05) from the normal distribution. + indicates p<0.10.
Variable Original After
Values Transformation
Baseline Task Baseline Task
IBI [ms] 0.89 0.53 0.82 0.85
Sys [mmHg] 0.83 0.47
Dia [mmHg] 0.57 0.50
Mean [mmHg] 0.48 0.66
Bands HR
low 1.24+ 1.34+ 0.46 0.62
mid 1.46* 1.62* 0.65 1.04
high 1.35+ 1.82* 0.81 0.99
Bands Sys
low 1.83* 1.66* 0.50 0.77
mid 0.87 1.48* 1.05 0.53
high 1.54* 1.45* 0.60 0.86
Transfer Sys->IBI
Coherence
mid 0.80 1.10 0.67 0.80
high 1.05 0.62 0.75 0.78
Modulus
mid 1.33+ 0.76 0.51 0.70






As mentioned in section 4.4, we know that some variables are definitely not normally
distributed and they should be transformed. We expect of these variables that the test of
normal distribution is significantly deviating. The test will be repeated with the
transformed variables. We also included a transformation of IBI to heart rate (HR), since
HR values are often used in literature. We expect that non-linear transformation reverses
the lower limit of IBI (zero) into infinity. All IBI scores per subject and period were re-
calculated to HR as HR=60000/IBI. HR values are then in beats per minute.
For both statistical tests and d2, the basic assumption is that the variables are normally
distributed. We will use a non-parametric test, the Kolmogorov-Smirnov one-sample test
Mental workload 139
(Siegel, 1988), to investigate wether the variables violate the normal distribution
assumption. The Kolmogorov-Smirnov (K-S) test focuses on the maximum deviation of
observed from expected cumulative frequency distribution. The SPSS/PC+ package is
used to carry out the test.
In table 5.3.3, the test results are presented. The values are the K-S Z-values as
calculated by SPSS. The value is the maximal deviation multiplied by the square root of
the number of observations. The critical value of K-S Z is 1.36 (p<0.05; 1.22 for p<0.10;
Siegel, 1988). The tests are carried out for baseline and task values.
The mean values, coherence values, phase values, and respiratory frequency are
normally distributed. The power and modulus values are not normally distributed, as
expected. After log-transformation, the values are normally distributed. In figure 5.3.7, the
distribution of the low frequency band of blood pressure is shown, before and after
transformation. The ’normalizing’ effect of log-transform is clear.
The effect of the transformation from IBI to HR does not change the normal distribution
to not normal. Since the variations in IBI values not very large (16% for baseline values),
this is not surprising.
The coherence values are normally distributed before and after transformation. The
deviations after transformation decrease not much compared to the original values.
Figure 5.3.7: Distribution of the low frequency band values of systolic pressure.
a) b)
a) Original values, b) Log transformed values.
In conclusion: The variables are normally distributed after the appropriate
transformation. The effect of transformation on the distribution of IBI and coherence
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values is negligible.
5.3.4 Law of initial value
The results of power and modulus values (figure 5.3.2- 5.3.4) show a remarkable effect:
At higher baseline values, larger task effects are found. This effect is know as the Law of
Initial Value, LIV (Wilder, 1967). It is said to be psychophysiology’s only law (Jin, 1992).
According to the LIV, the relationship between baseline and response to a stimulus (or
task) is that a high baseline level will show a small increase or a large decrease. In our
case, at high baseline power value, a large decrease in power can be found due to
mental load, but at low baseline power value only a small decrease can be found (since
power values cannot become less than zero). In figure 5.3.3, the effect is clearly present
and the task values are much closer to each other then the baseline values. We found it
worthwhile to test this assumption statistically. We will use the same group of subjects as
we used to investigate the distributions (section 5.3.3).
A simple test of the LIV has been described by Geenen (1991, 1993). If b is the value
at baseline and t during the task, then the task effect is defined as e=t-b. If the LIV is
true then baseline values and task effects are correlated. However, b and e are already
correlated by their definition! If there is no effect of the task on the variable, and the
differences between b and t are random, a correlation between b and e (rbe) of 0.71 will
be found*. The test using this correlation can easily lead to erroneous acceptance of the
LIV. At least should be true that the task values are less correlated with the effect: -rbe >
rte. Geenen (1993) derives that for acceptance of the LIV the variance of t must be
smaller than the variance of b. This can be tested by the following statistic T:
where sb the baseline standard deviation, st the task standard deviation, rbt the correlation
[5.3.1]
between baseline and task values, and n the number of subjects. The statistic T follows
a Student’s t distribution with n-2 degrees of freedom.
Now, there are three possible outcomes. In case of T values that are significantly
above zero, the LIV is accepted. In case of nonsignificant T values, no relationship is
present between baseline and task effect. Finally, the case of T values significantly
smaller than zero, the opposite of the LIV occurs. We will call this the Fanspread
* Since 50% of the variations in e originates from b, rbe2=0.5 and thus rbe=0.71
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Hypothesis (FH; Geenen, 1993).
We tested the relation between baseline and task effect for the variables shown in
table 5.3.2. We calculated the variables of interest, and the results are shown in table
5.3.4. In case of the LIV, -rbe > rte, st/sb<1, and, of course, T> 2.0 (n=73, p<0.05).
For all power and modulus values the LIV is accepted, as expected. But also IBI and
Table 5.3.4: Test of the LIV. Correlations (r) and standard deviations (s) the original
scores in the group with n=73. b=baseline, t=task, e=effect (t-b).*: p<0.05, **:p<0.01. Sign.
positive T are in favour of LIV, sign. negative T are in favour of FH.
Variable rbe rte sb st rbt T st/sb Accept
IBI -0.463 0.029 142.6 126.4 0.873 2.08* 0.89 LIV
Sys 0.087 0.602 18.58 23.18 0.848 -3.54* 1.25 FH
Dia -0.161 0.505 10.70 12.24 0.771 -1.78 1.14
Mean -0.044 0.554 12.12 14.54 0.808 -2.62* 1.20 FH
Bands HR
low -0.893 0.088 1224. 553.9 0.370 7.97** 0.45 LIV
mid -0.776 0.406 1272. 878.3 0.263 3.31** 0.69 LIV
high -0.768 0.051 1859. 1193. 0.601 4.83** 0.64 LIV
Bands SBP
low -0.941 0.124 663.5 225.5 0.218 11.23** 0.34 LIV
mid -0.705 0.440 244.5 193.1 0.327 2.12* 0.79 LIV
high -0.754 0.002 205.9 135.1 0.655 4.84** 0.66 LIV
Transfer Sys->IBI
Mod.
mid -0.730 -0.265 6.900 4.889 0.852 5.66** 0.71 LIV
high -0.716 -0.266 10.11 7.318 0.963 10.28** 0.72 LIV
Phase
mid -0.642 0.330 0.323 0.262 0.511 2.07* 0.81 LIV
high -0.489 0.554 0.405 0.421 0.446 -0.36 1.04
the phase shift in the mid frequency band follow the LIV. The blood pressure variables
tend towards the anti-LIV, the FH. If we look at figure 5.3.1, this is not surprising.
After testing the untransformed values, we repeated the analyses for the transformed
power and modulus values. Also HR was tested, as a transformed IBI value as
(described in 5.3.3). The results are shown in table 5.3.5.
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After logarithmic transformation, only for the modulus in the mid frequency band the
LIV is accepted. For all other logarithmic transformed variables there is no relationship
between baseline and task effect any more. For IBI, LIV is accepted, while for HR, LIV
nor FH holds.
The results will be discussed in section 5.4. To explain the results, we will use a simple
theoretical model for data that show the effects of the LIV. This model provides the
possibility of studying the effects of the transformations and also a way of calculating the
lower limit in the experimental data. The LIV-model is included as Appendix D.
Table 5.3.5: Test of the LIV. Correlations (r) and standard deviations (s) the transformed
scores in the group with n=73. b=baseline, t=task, e=effect (t-b).*: p<0.05, **:p<0.01. Sign.
positive T are in favour of LIV, sign. negative T are in favour of FH.
Variable rbe rte sb st rbt T st/sb Accept
HR -0.150 0.338 11.82 12.41 0.880 -0.86 1.05
Bands HR
low -0.649 0.459 0.782 0.670 0.378 1.41 0.86
mid -0.507 0.435 0.850 0.814 0.556 0.44 0.96
high -0.412 0.262 0.952 0.899 0.771 0.76 0.94
Bands SBP
low -0.648 0.363 0.861 0.704 0.474 1.94 0.82
mid -0.515 0.396 0.788 0.736 0.584 0.71 0.93
high -0.468 0.329 0.654 0.612 0.681 0.76 0.94
Transfer Sys->IBI
Mod.
mid -0.542 0.085 0.522 0.441 0.791 2.33* 0.84 LIV
high -0.445 0.222 0.580 0.533 0.774 1.13 0.92
5.4 Discussion
The general effects, as shown in the previous section, are not found in every study,
except the increase in systolic blood pressure, which is present every time that subjects
have to perform mental tasks. In section 5.1.2, it was made clear that the defence
reaction is the underlying mechanism of this increase which is initiated by inhibition of the
NTS. The inhibition of the NTS reduces the gain of the baroreflex, and this is reflected in
a modulus decrease in the mid frequency band. The simulations showed (section 4.3)
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that a gain reduction in the sympathetic system leads to a increase in activation in this
system and increases blood pressure. The overview of studies and the exploratory
simulations indicated that the sympathetic system plays a dominant role in the effects of
mental load: Blood pressure increase due to task performance. More evidence that the
sympathetic system plays a very important role is given by Quigley (1990) and Anderson
(1991). The vagal system is not so much involved in changing blood pressure level but is
more involved in changing heart rate and reducing blood pressure variability (sudden
changes in blood pressure). A gain reduction decreases vagal activation and increases
heart rate and reduces heart rate variability.
The studies can be divided into two groups: In one group, the modulus changes by
mental load (in mid and/or high frequency band), and in the other group no BRS change
is found. So, the studies prove that besides the gain reduction (inhibition of the NTS)
there is at least one other mechanism involved. How can the blood pressure rise in study
2, 3, and 6? The modulus in the mid frequency band is unchanged while blood pressure
rises significantly.
In figure 5.3.4, the modulus in the mid frequency band shows two effects: 1) The
higher the modulus at baseline, the larger the effect of mental load, and 2) there is a
bottom line for modulus values during mental load. These two factors can be caused by
a limitation of the influence of the higher centres on the cardiovascular control system.
The inhibition of the system is limited to modulus values of about 8-9 ms/mmHg (for
group means, see table 5.3.2). If the mental load is so high that this limit is reached, an
other mechanism is used change the cardiovascular system to increase pressure further.
It seems that the kind of demand (noise distraction, study 1 and 2; counting, study 3),
and the baseline level of the modulus (study 1 and 5 versus 2 and 3) determines which
mechanism is involved in a blood pressure increase.
What are the characteristics of the two ways of increasing blood pressure to the level
demanded by the task? The way of gain reduction decreases IBI, variability of heart rate
and blood pressure, and the modulus in the mid frequency band. The second
mechanism decreases IBI only with larger task loads, increases blood pressure
variability, and does not affect the modulus in the mid frequency band.
The level of mental load that is required for the second way to take over, or to start to
participate in blood pressure increase, may be different for each subject. At moderate
loads, at high baseline modulus levels, every subject can use gain reduction to adapt to
the task demand. However, when load is increased, some subjects need the second way
to do this. This can explain the disappearances of the significant effects in blood
pressure variability when noise is added (study 1 and 2). Study 4 is a very difficult task.
Gain is maximally reduced, and the second way is used to adapt fully. The lack of effect
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on heart rate variability can be explained by this effect: the normal decrease is
compensated by an increase by the second mechanism.
There is more evidence that two mechanisms are involved: The Law of initial Values is
true for the modulus in the mid frequency band after transformation. We will discuss the
topic of LIV now and a possibility for the second mechanism.
The Law of Initial Value is a possible explanation for small non-significant task effects
in some situations. It is related to the fact that the range of some variables is limited to a
certain domain. The origin of these limits can be either methodological or
(psycho)physiological in our kind of studies. The power and modulus values have a
natural limit: they cannot be less than zero. With a decrease in values due to task the
LIV is necessary, since values close to zero cannot become much smaller. The
distribution of these variables is related to this natural limit: it will never be a normal
distribution, since that distribution has a non-zero probability for negative values. A
approximately normal distribution can occurs when the distance to the limits is large
enough. Therefor, the methodological LIV and the distribution problem of 5.3.3 are
closely related. The logarithmic transformation of the variables eliminates the lower limit
of zero, since values between 1 and 0 are transformed to the range 0 to minus-infinity.
The results show clearly that in all cases except one, the LIV for original values is a
methodological one. The LIV is still accepted for the modulus in the mid frequency band,
therefore a psychophysiological cause for the LIV must be assumed. We hypothesise
now, that the effect of mental load on the modulus has a physiological limit. The modulus
cannot be reduced further by the higher centres (section 2.3.2 and 2.4.3) to achieve the
required blood pressure increase to perform a mental task. To be more precise: The
inhibition of the NTS by the hypothalamus has a maximum. This maximum can be
reached during mental tasks, or even at baseline. This mechanism can be seen as a
protection of the baroreflex, it cannot reach gain levels so low that regulation is lost in
the mid frequency band. We estimated this lower limit to 6.1 ms/mmHg in our group of
73 subjects, using the method described in Appendix D.5. The hypothalamus has other
ways to achieve the required blood pressure levels, without further loss of control. This is
not unlikely, because of the existing connections between hypothalamus, nucleus
ambiguus, and rostral ventrolateral medulla (see figure 2.3.4).
If the vagal activation is further reduced by an activation level decrease instead of a
gain decrease, it could explain the lack of variability effects that are found. Activation
level changes do not change the modulus in the mid frequency band (figure 4.3.7a). We
have shown that effects on the variability in the mid frequency band is affected in the
opposite way by these two kinds of changes in the vagal system (figure 4.3.5c and
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4.3.6c). In this light, we have to draw special attention to figure 4.3.8a. The modulus in
the high frequency band does not show different effects of gain versus activation
changes. This can explain the finding that the LIV is not accepted after transformation of
the modulus in the high frequency band. The difference between the modulus in two
bands is therefor not necessarily located in the NTS, nor related to the respiratory
system, but more likely a general regulation property of the baroreflex as a whole.
The distribution of IBI values was approximately normal (see table 5.3.3), and the limit
for IBI is zero (methodological) or about 200-300 ms (physiological). Although we
expected to be far away from the limits, the LIV is also accepted for IBI. Also Berntson
(1994b) finds this. We have to conclude that the psychophysiological limit must be
higher, but that it does not yet interfere with the distribution. The transformation to HR
will change the effect of the lower limit into a variance reduction in task values. The
result is that LIV nor FH is accepted for HR, while FH is expected by a reciprocal
transformation. This indicates that the LIV for IBI is physiological. From our group of 73
subjects, we estimated the limit at 370 ms (Appendix D.5).
For systolic and mean blood pressure, the Fanspread Hypothesis is accepted (see also
Fahrenberg, 1995). The increase in blood pressure is, as for as we know, not
physiologically limited in upper level. Systolic blood pressures over 200 mmHg can be
easily reached. However, on an individual basis, the FH is alarming, since subjects with
higher blood pressure can easier reach even higher blood pressure level due to mental
load. This is also known from hypertension studies: Subjects with high reactivity (large
effects of task performance) are subjects at hypertensive risk. Fortunately, the FH is not
significant for diastolic blood pressure.
From this discussion, we find a psychophysiological basis for the notion that it is
important to have ’good’ baseline measurements. The cardiovascular state at baseline of
the subjects determine partly the effects of mental load. Not only in magnitude, but also
in mechanism. It has large consequences for understanding and interpreting variability
measures.
The distribution of the power values is skewed, which was already noted by Akselrod
(1981). Akselrod and many others use logarithmic transformation to eliminate this. We
showed in section 4.4.3 that there is a theoretical basis for this transformation and in
section 5.3.3 that it does transform the distribution of power in to a normally distributed
variable. The modulus was known to be non-normally distributed too (Gribbin, 1971;
Floras, 1988a,b) and we have shown in 4.4.3 that they are approximately F distributed.
After logarithmic transformation, which is appropriate for F distributed variables, the
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modulus is normally distributed. This was also found by Gribbin (1971) and Floras
(1988a,b).
5.5 Simulation studies
In this section we will show the results of the estimation of the baseline parameters and
the estimation of the vagal (Gv) and sympathetic (Gs) gain for each study. The estimation
of the gains Gv and Gs is the aim of the simulation study: they are an indication of the
effects of the mental task.
The estimations are summarized in tables and are accompanied by the statistical
measures (F and p values) and the LPDV (Largest partial distance variable, see section
4.4.2). For a good estimation, p should not exceed 0.95. The LPDV is the variable which
gives the largest contribution to the multivariate distance and is responsible for most of
the difference between simulation and experiment.
A summary and discussion of the results can be found in section 5.6.
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5.5.1 Study 1
Estimation of the modulation depths
For both baseline measurements, the modulation depths are estimated using the
procedure described in section 4.4.2. The first baseline measurement preceded the
mental arithmetic task (MA+N), the second measurement preceded the two memory
search tasks (MST). The results for both estimations are given in table 5.5.1. The
number of subjects included was 7 for the MA+N and 11 for MST-baseline (therefore the
number of degrees of freedom, df, is different for the estimates). Both estimates do not
exceed the 0.95 limit for p. The modulation depths are very similar for both estimates
which can be expected since partly the same subjects are included.
Table 5.5.1: Estimation of modulation depths for baseline values of study 1.
Baseline mB mV mR F df p LPDV
[%] [%] [%]
Before MST 32 14 3.0 0.140 4/7 0.04 miHR
Before MA+N 30 10 1.5 0.148 4/3 0.05 miHR
Estimation of the respiratory parameters
The estimated respiratory parameters for the baseline measurement are given in table
5.5.2. Again the results for the two estimates are similar and the p-values are both below
0.95.
Table 5.5.2: Estimation of respiratory parameters for baseline values of study 1.
Baseline mInh Kth T F df p LPDV
[%] [mmHg] [s]
Before MST 35 4.5 0.9 4.167 4/7 0.95 hiMOD
Before MA+N 35 6.0 1.0 0.856 4/3 0.41 hiBP
Simulation of the task effects
For the simulations of the gain, the estimated modulation depths and respiratory
parameters were used in the model. Respiratory frequency was changed to 0.27 Hz for
D1R0, to 0.28 Hz for D1R2, and to 0.27 Hz for MA+N. The results are summarized in table
5.5.3. For the estimation, effects on IBI, MBP, mid and high frequency band of heart rate
and blood pressure are used (six variables). The gain estimates are equal for both
MSTs, however the fit is better for the D1R2 task. Gs decreases more during MA+N, while
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the Gv decrease is equal to the decrease by the MSTs.
Table 5.5.3: Results of the estimation of the task effects of study 1.
Task Gv Gs F df p LPDV
D1R0 0.62 0.82 0.780 6/5 0.37 hiBP
D1R2 0.62 0.82 0.126 6/5 0.01 hiBP
MA+N 0.62 0.72 1.008 6/1 0.43 IBI
Figure 5.5.1 shows the estimation results of D1R0 for all simulated gain values (on
horizontal and the axis coming out of the paper). The vertical axis contains a transformed
F-value of the estimation. Z_d is approximately standard normal distributed. It shows
clearly that there is a global optimum for the gain values in the simulated domain. This
minimum is indicated by a small arrow and corresponds with gain values given in table
5.5.3 for D1R0.
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Figure 5.5.1: Estimation results for D1R0 of study 1. A transformed F-value on the vertical
axis (Z_d is approximately standard normal distributed), Gs on the horizontal axis, and Gv
on the axis coming out of the paper. The lower Z, the better the correspondence
between simulated and study task effect. The arrow points to the minimum of the curved
surface.
5.5.2 Study 2
Estimation of the modulation depths
For each rest condition, the modulation depths are estimated. Even the best estimates,
shown in table 5.5.4, are not good enough. The simulation results differ significantly from
the baseline values of the study, and in all cases miHR is LPDV.
Table 5.5.4: Estimation of modulation depths for baseline values of study 2.
Baseline mB mV mR F df p LPDV
[%] [%] [%]
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Before D4R1 26 10 3.5 6.04 4/16 >0.99 miHR
Before D4R1N 30 16 3.5 14.75 4/16 >0.99 miHR
Before D2R1 24 14 1.5 11.63 4/19 >0.99 miHR
Before D2R1N 28 12 2.5 8.33 4/19 >0.99 miHR
Estimation of the respiratory parameters
The respiratory parameters are estimated using the modulation depths from table 5.5.4,
although these estimates were not good enough. They have to been seen as best fitting.
In contrast to the modulation depths, only one estimate of the respiratory parameters
was not good enough, see table 5.5.5. Note that in two cases (the rest condition before
the tasks with noise) two estimated parameters (mInh and T) have values at the end of
the simulated range.
Table 5.5.5: Estimation of respiratory parameters for baseline values of study 2.
Baseline mInh Kth T F df p LPDV
[%] [mmHg] [s]
Before D4R1 35 4.0 1.5 2.27 4/16 0.88 hiPHS
Before D4R1N 50 4.0 1.5 1.79 4/16 0.80 hiHR
Before D2R1 50 6.0 1.3 7.11 4/19 >0.99 hiBP
Before D2R1N 50 3.0 1.5 2.69 4/19 0.92 hiHR
Simulation of the task effects
Although the estimates of the modulation depths and respiratory parameters were not
good enough, these values were used as baseline parameters in the simulation. The
estimation of the task effects are shown in table 5.5.6. It shows that the estimations of
the task effects are also not good enough. The LPDV is the high frequency band of
blood pressure in all cases.
Table 5.5.6: Results of the estimation of the task effects of study 2.
Task Gv Gs F df p LPDV
D4R1 1.08 0.92 18.05 6/14 >0.99 hiBP
D4R1N 0.78 0.86 4.36 6/14 0.99 hiBP
D2R1 0.86 1.10 4.70 6/17 >0.99 hiBP
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D2R1N 0.84 1.04 2.56 6/17 0.94 hiBP
The estimation results for all gain values of D4R1N are shown in figure 5.5.2. The
Figure 5.5.2: Estimation results for D4R1N with six variables included. Axis and values as
in figure 5.5.1.
minimum transformed F-value Z is about 2.3 (p≈0.99). If the LPDV, power in the high
frequency band of blood pressure (see table 5.5.6) is removed from the set of variables,
the estimation results change significantly, as shown in figure 5.5.3. The corresponding
gain values change less dramatically: Gv=0.80 and Gs=0.82. The minimum Z value is
now -1.342 (p≈0.10) and the estimate is good enough.
5.5.3 Study 3
Estimation of the modulation depths
The estimation results for the modulation depths of study 3 to 6 are combined in table
5.5.7. The estimated values of study 3 are in the middle of the simulated range and the
estimate is good enough.
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Estimation of the respiratory parameters
Figure 5.5.3: Estimation results for D4R1N with five variables included, the high frequency
band of blood pressure was excluded. Axis and values as in figure 5.5.1.
The estimation results for the respiratory parameters of study 3 to 6 are combined in
table 5.5.8. There is a good fit between the simulated and experimental results of
study 3.
Table 5.5.7: Estimation of modulation depths for baseline values of study 3-6.
Baseline mB mV mR F df p LPDV
[%] [%] [%]
Exp. 3 28 12 4.5 0.547 4/5 0.28 miHR
Exp. 4 24 10 2.0 0.321 4/4 0.19 miHR
Exp. 5 32 6 0.5 1.249 4/5 0.58 loBP
Exp. 6 32 8 2.0 3.086 4/9 0.92 miHR
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Table 5.5.8: Estimation of respiratory parameters for baseline values of study 3-6.
Baseline mInh Kth T F df p LPDV
[%] [mmHg] [s]
Exp. 3 45 6.5 1.1 0.175 4/5 0.06 hiPHS
Exp. 4 45 1.5 1.3 3.717 4/4 0.87 hiMOD
Exp. 5 50 6.5 0.9 0.621 3/6 0.35 hiMOD
Exp. 6 45 5.0 1.0 6.063 4/9 0.99 hiMOD
Simulation of the task effects
The gains for tasks of this study are given in table 5.5.9. The only difference between the
two tasks, counting, increases vagal and decreases sympathetic gain by 0.1.
Table 5.5.9: Results of the estimation of the task effects of study 3.
Task Gv Gs F df p LPDV
D1R1 0.70 0.96 2.050 6/3 0.68 hiBP
D1R1C 0.80 0.86 4.568 6/3 0.86 hiBP
5.5.4 Study 4
The estimation results for the modulation depths are good enough and the values are not
at the end of the simulated range. The estimation results for the respiratory parameters
are good enough (see table 5.5.7 and 5.5.8).
Simulation of the task effects
The gain values for this task are shown in table 5.5.10. The estimate of the gain values
was good enough and both gains show a decrease. This is the only case with six
variables included that the LPDV is the power in the high frequency band of heart rate.
Table 5.5.10: Results of the estimation of the task effects of study 4.
Task Gv Gs F df p LPDV
D4R1 0.78 0.74 0.975 6/2 0.39 hiHR
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5.5.5 Study 5
The estimation results for the modulation depths are good enough and the values are not
at the end of the simulated range. The estimation results for the respiratory parameters
are also good enough (see table 5.5.7 and 5.5.8).
Simulation of the task effects
The estimates of the gains are shown in table 5.5.11. We performed two estimations:
one with all variables (IBI,MBP, miHR, hiHR, miBP and hiBP) and one without hiBP.
Although this was not the LPDV in the first estimation (see table 5.5.11), the partial
distances were close. Since we prefer a good IBI estimate above hiBP, we decided to
estimate the gains again with hiBP excluded from the variable list. The results for the
second estimate are much better and more in agreement with the findings of similar
tasks. We use the second estimate, without hiBP, as the final result.
Table 5.5.11: Results of the estimation of the task effects of study 5.
Task Gv Gs F df p LPDV
D1R1C1) 0.90 0.60 6.349 6/3 0.91 IBI
D1R1C2) 0.56 0.74 0.586 5/4 0.28 hiHR
1) estimate with IBI,MBP, miHR, hiHR, miBP and hiBP included
2) estimate with IBI,MBP, miHR, hiHR, miBP included
Figures 5.5.4 and 5.5.5 show the estimation results for the two cases from table 5.5.11.
It is clear that leaving hiBP out the procedure, improves the result and the estimate. The
situation is comparably with study 2, where also hiBP was excluded (see figures 5.5.2
and 5.5.3).
5.5.6 Study 6
The estimation results for the modulation depths are good enough and the values are not
at the end of the simulated range (table 5.5.7). The estimation results for the respiratory
parameters are not good enough but not at the end of the simulated range. The modulus
between blood pressure and IBI is the main cause of the distance between simulation
and study (table 5.5.8). Leaving out this variable changes the estimated values only a
little, but than the estimate is good enough.
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Simulation of the task effects
Figure 5.5.4: Estimation results for study 5. In this case all six variables are included.
Axis and scale as in figure 5.5.1.
The estimated task effects are shown in table 5.5.12. The results for the Bondet are not
good enough. The effects are large in both tasks, especially for the vagal gain.
Table 5.5.12: Results of the estimation of the task effects of study 6.
Task Gv Gs F df p LPDV
D1R1C 0.56 0.76 3.033 6/7 0.91 miHR
CRT 0.54 0.62 9.540 6/7 >0.99 miBP
5.6 Summary of the simulation results
5.6.1 Distribution of the estimated parameters
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Figure 5.6.1 shows the distribution of the modulation depths that are estimated for the
Figure 5.5.5: Estimation results of study 5. Now, five variables are included, hiBP is left
out of the estimation. Axis and scales as in figure 5.5.1.
ten baseline measurements. On the horizontal axis, the simulated range (see section
4.4.3) is indicated.
The estimated depths are found in a small part of the simulated range. This is of
importance for future simulations and estimations. Smaller ranges with higher precision
for the depths can be used improving accuracy. Some reservation is in place here since




Figure 5.6.1: Distribution of the estimated
modulation depths over the simulated
ranges.
a) Baromodulation, mB
b) Vagal modulation, mV
c) Systemic resistance modulation, mR.
In all but one cases, the largest partial distance variable (LPDV) found is the mid
frequency band of heart rate. The simulation differed significantly from experiment values
for study 2. This study is different from the others in two ways:
- The number of subjects is large (20 and 23, compared to 7-13 for the others), and
- the power in the mid frequency band is 300-400 mMI2 lower than the power in the low
frequency band, while for the other studies these power values are almost equal.
If we consider the numbers in table 5.2.2 as measured from a population with 11
subjects, the F-value for the rest condition before D2R1 in table 5.5.4 would be 0.38
smaller than it is now. With df=4/7, it would still indicate a significant difference between
simulation and study. Therefore, we conclude that the unusual experimental power
values are the reason for the difference between simulation and study. Also for the
simulated power values holds that low and mid frequency band power are about equal.
Figure 5.6.2: Distribution of the estimated respiratory parameters.
a) Vagal inhibition mInh






The vagal inhibition and delay values are
found at the end of the simulated range.
Values for Kth are found in the middle of the
simulated range. Enlarging the range for
mInh in future is advisable, and may result in
better estimations (for example for study 2).
However, the vagal inhibition also
influences other bands (figure 4.2.5). This
may become large enough to influence the
estimation of the modulation depths of the
noise sources, resulting in iterative
Figure 5.6.3: Distribution of the
estimated gains, Gv and Gs.
estimation process of these all parameters.
The number of simulations required will
become very large and will require a new
approach to the estimation process.
Each variable is LPDV for these estimates
(hiMOD four times, hiHR, hiBP and hiPHS
each two times).
The gain estimates are found in the whole
simulated range. In figure 5.6.3, the
distribution is shown using classes of size 0.1. The minimum nor maximum values are
found and the chosen range are sufficient for these kind of mental loading tasks.
The high frequency band of blood pressure is LPDV in 8 of the 13 estimations. Others
are IBI, hiHR (twice), miHR, and miBP.
5.6.2 Simulation and experiment compared
In this section, the simulation results are shown in two ways: by a table and by figures.
The table 5.6.1 contains the simulated data in the same way as the table in section 5.3
(table 5.3.2). For each task, the cardiovascular variables are given, baseline values on
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the first line and task values on the line just below the baseline values. Also the
estimated gain values are included. The blood pressure data refer to mean blood
pressure here. That makes an immediate comparison with the tables somewhat
complicated. For this reason, we included figures 5.6.4- 5.6.8, which make it easier to
compare the simulated and the experimental task effects. Each figure contains the
simulated (open bars) and the experimental task values minus baseline values (hatched
bars) and an interval indication of one standard error around the mean value. All power
and modulus values were transformed before calculating the task minus rest values.
Significant task effects in the experiments are indicated by an asterisk. LPDV is
underlined. In these figures, all the blood pressure data refer to mean blood pressure.
We will discuss briefly the results that are shown in these figures. Firstly per study and
secondly per frequency band.
Study 1 (figure 5.6.4). The small differences in mental load between D1R0 and D1R2 do
not result in gain differences, only in a better fit of the estimates. The LPDV is the high
frequency band of blood pressure in both tasks, but the differences in the low frequency
bands are larger. These bands were not included in the estimation of the task effects.
Although the experimental effects of the MA+N are larger, and are also estimated
larger, the simulated IBI and MBP effects are smaller than the experimental effects. This
is because of the absence of an effect in the mid frequency bands. Larger gain changes
would also be expected from the modulus effects in both frequency bands. The low
frequency bands are now quite similar for experiment and simulation.
Study 2 (figure 5.6.5). The small effects on IBI and MBP during D4R1 is in contrast with
the normal variability effects that are found here. The gain changes are very small (8%),
and vagal gain increases even, corresponding with the small IBI, MBP, and modulus
effects. This result in contrary effects on all variability measures. It is clear that the
cardiovascular reaction to this task are very different from the expected defence reaction,
and cannot be simulated by gain changes.
When noise is added to the task, D4R1N, the effects are much more like a defence
reaction, and the gains decrease in the expected way.
The effects of task D2R1 are small, especially the changes in the mid and high
frequency bands of blood pressure, and the modulus in the high frequency band. The
small effects are somewhat enlarged by noise, but not for the blood pressure variability.
The mid and high frequency band of blood pressure are the main reason for the unusual
sympathetic gain estimates of 1.10 and 1.04.
Study 3 (figure 5.6.6). The effects of counting on the sympathetic gain is according to the
expectations from the experimental data (section 5.2.3). The increase in vagal gain by
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counting is contrary to the expectations. If the LPDV (power in the high frequency band
of blood pressure) is removed from the variables for the estimation, the sympathetic gain
reduces still 0.1 due to counting and the vagal gain reduces now by 0.04.
Study 4 (figure 5.6.7a). In this study, there is large effect on blood pressure, moderate
effects on IBI and the modulus in mid and high frequency bands, but no effects on
variability measures. The simulation is good enough, but the simulated MBP and IBI
effects are only half the experimental effects. The reason is that it is not possible to
simulate such a large blood pressure effect with the gain changes without a substantial
variability reduction.
Study 5 (figure 5.6.7b). This experiment is very well simulated, after removing hiBP from
the estimation. The gain changes are larger than D1R2C from study 1, but similar to
those of D1R1C from study 6.
Study 6 (figure 5.6.8). The estimation result for D1R1C is about the same as for similar
tasks, but the unchanged mid frequency band in the experiment is remarkable. The large
effects of the CRT on IBI, MBP, hiHR, and hiMOD are not accompanied by changes in
the mid frequency band. The most striking difference between this and other studies is
the body position. This could change baseline autonomic activation and may be the
cause of the different experimental task effects. An experiment to investigate the
differences in task effects in different body position should be performed to confirm this.
Low frequency band. The low frequency band of heart rate and blood pressure are not
so well simulated (table 5.6.1). Although we did not include the low frequency bands in
the estimation procedure, we expected (hoped) that these bands change in the right
direction. In experiments, the low frequency band of heart rate decreases without
exception, while this band for blood pressure increases in one case only. However, the
simulations of these bands show either no effect or an increase in most cases.
The simulation results can be explained by the exploratory simulations of gain effects,
shown in figures 4.3.2 and 4.3.3. The simulations show a contrary effect of vagal and
sympathetic gain changes in the low frequency band of heart rate (figure 4.3.2b). For
about equal changes in Gv and Gs, the power remains unchanged. Only in cases with a
vagal gain reduction that is much larger than a sympathetic gain reduction, the power will
decrease.
The low frequency band of blood pressure is hardly unaffected by vagal gain changes.
In the model, it is directly related to sympathetic gain changes (see figure 4.3.3); a
decrease in gain results in an increase in power. Experimental effects in this band can
therefore not be explained by a gain change only.
Three important factors can possibly explain the differences between experimental and
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simulated low frequency bands:
- The simulations are exceptional ’stationary’ while the experimental data contain effects
of, for instance, movements of the subject or temperature changes, and mental
changes during baseline measurements. This will influence especially the low
frequency bands. The experimental power values are higher during baseline due to this
effect, while during task a more stable situation occurs and the power decreases
seemingly by mental load. This can be an indication that the noise is changed form
baseline to task, which can be simulated by changing the modulation depths.
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Table 5.6.1: Simulation results of the studies.
Study 1 2
Task1) D1R0C2) D1R2C2) MA+N D4R1 D4R1N D2R1 D2R1N
Gv 0.62 0.62 0.62 1.08 0.78 0.86 0.84
Gs 0.82 0.82 0.72 0.92 0.86 1.10 1.04
IBI [ms] 918 918 918 923 888 895 893
843 843 850 913 854 855 856
MBP [mmHg] 101 101 101 101 102 101 101
107 107 111 103 106 99 101
Bands HR [mMI2]
low 1920 1920 1401 937 1928 1527 1298
1673 1641 1538 2090 1834 1269 1109
mid 2056 2056 1646 1494 1887 1241 1545
1367 1476 1041 1899 1466 1101 1352
high 1124 1124 1032 764 1811 1830 1811
737 758 676 1400 1359 969 1188
Bands MBP [mMI2]
low 737 737 592 528 701 372 550
1032 1016 1042 744 831 353 525
mid 725 725 537 562 786 479 592
564 608 335 599 591 569 683
high 142 142 196 172 189 64 114
139 111 183 267 253 92 149
Transfer MBP->IBI
Coh. [-]
mid 0.69 0.69 0.79 0.66 0.63 0.70 0.71
0.67 0.68 0.79 0.61 0.60 0.73 0.73
high 0.63 0.63 0.83 0.65 0.65 0.70 0.69
0.62 0.53 0.85 0.75 0.74 0.81 0.78
Mod. [ms/mmHg]
mid 12.7 12.7 14.5 11.7 10.2 11.8 11.9
9.8 10.0 11.9 12.2 9.6 10.0 10.1
high 17.8 17.8 17.2 14.0 21.1 26.4 24.8
13.3 12.6 13.5 15.9 13.4 21.7 16.4
Phase [rad]
mid -1.5 -1.5 -1.5 -1.3 -1.6 -1.6 -1.5
-1.7 -1.7 -1.6 -1.7 -1.7 -1.5 -1.4
high 0.1 0.1 0.1 -0.7 -0.2 -1.3 0.1
-1.2 -1.2 -0.8 -0.5 -0.6 0.3 -0.4
1) Dx=Display set of x letters; Rx=Respond with x hands; C=counting; N=Noise;




Table 5.6.1: Simulation results of the studies (continued).
Study 3 4 5 6
Task1) D1R13) D1R1C3) D4R1 D1R1C D1R1C4) CRT4)
Gv 0.70 0.80 0.78 0.56 0.56 0.54
Gs 0.96 0.86 0.74 0.74 0.76 0.62
IBI [ms] 896 896 909 886 898 898
834 867 885 803 813 811
MBP [mmHg] 101 101 101 101 101 101
102 105 110 110 110 110
Bands HR [mMI2]
low 1144 1144 958 1089 1090 1090
911 1139 1156 1051 1086 1701
mid 1857 1857 1183 2111 2007 2007
1371 1309 908 983 1016 923
high 1280 1280 1566 1803 1429 1429
670 812 1753 687 719 765
Bands MBP [mMI2]
low 687 687 379 650 683 683
747 805 640 1117 1176 1639
mid 774 774 426 653 689 689
843 580 265 466 448 330
high 286 286 46 147 132 132
361 386 54 203 161 153
Transfer MBP->IBI
Coh. [-]
mid 0.63 0.63 0.73 0.91 0.82 0.82
0.64 0.55 0.71 0.91 0.82 0.77
high 0.60 0.60 0.57 0.81 0.76 0.76
0.68 0.68 0.60 0.91 0.74 0.75
Mod. [ms/mmHg]
mid 11.8 11.8 12.5 16.2 13.9 13.9
8.8 9.8 12.0 11.3 10.0 9.5
high 14.4 14.4 34.2 27.8 18.3 18.3
10.2 9.3 26.9 12.8 11.9 10.3
Phase [rad]
mid -1.1 -1.1 -1.5 -1.2 -1.4 -1.4
-1.2 -1.3 -1.8 -1.2 -1.4 -1.6
high -0.5 -0.5 -0.3 -0.2 0.0 0.0
-0.9 -1.1 -1.0 0.7 -0.5 0.3
4) Same baseline.
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- Another effect is postulated by Saul (1990): There can be an influence of slow changes
in respiration, for instance by slow changes in respiratory depth, on the low frequency
band. If respiration becomes more regular during task performance, the amplitude of
these slow changes will decrease and result in a decrease in power. This effect can be
investigated by using the individual respiratory patterns as input for the simulations.
- Another possibility is a change in baromodulation. Assuming that the noise from the
higher centres is reduced by task performance (more synchronized brain activation)
and a specific task repetition frequency becomes present in the random fluctuations, a
decrease in mB can be used as an extra change from rest to task. This will decrease
especially low frequencies of blood pressure (table 4.1.1).
High Frequency band. The mental load effect on the high frequency band of blood
pressure is not well simulated. This can be caused by respiratory depth changes that are
not included in the simulations. Usually, a reduction of respiratory depth by mental task
performance is found (Mulder, L, 1995), and this will reduce hiBP. This effect can be
investigated by using the individual respiratory patterns and amplitudes as input for the
simulations of baseline and task. In model terms this means that the respiratory signal
SResp (see section 3.4.2) is not generated in the model, but derived from the measured
respiratory signal.
The high frequency band of heart rate is quit well simulated. This can be indication that
the influences of respiratory depth are less converted in to vagal inhibition changes. Or
at least that they are (much) smaller than the effects gain changes.
We conclude that in many cases the gain changes can be seen as the cause of the
cardiovascular effects of mental load. However, the estimation results show clearly that
these two gain parameters are not sufficient in all cases. The simulated effects in the
power in the low and high frequency band of blood pressure are often contrary to the
experimental effects. We will study two factors in the future that may contribute to the
effects of mental load in these bands: individual variations in respiratory pattern and
amplitude, and a reduction of modulation depths during task performance.
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Figure 5.6.4: Simulated
a) Study 1: D1R0C.
and experimental effects





variable is the LPDV.
Scale for IBI: 0.5
corresponds with 50 ms
effects; scale for MBP:
0.5 corresponds with 5
mmHg effect. Other
variables are effect values
after log-transformation.
b) Study 1: D1R2C
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Figure 5.6.4: continued.
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corresponds with 50 ms
effects; scale for MBP:
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variable is the LPDV.
Scale for IBI: 0.5
corresponds with 50 ms
effects; scale for MBP:
0.5 corresponds with 5
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b) Study 3: D1R1C.
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Figure 5.6.7: Simulated
a) Study 4: D4R1.
and experimental effects
of the tasks of study 4




variable is the LPDV.
Scale for IBI: 0.5
corresponds with 50 ms
effects; scale for MBP:
0.5 corresponds with 5
mmHg effect. Other
variables are effect values
after logarithmic
transformation.
b) Study 5: D1R1C.
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Figure 5.6.8: Simulated
a) Study 6: D1R1C.
and experimental effects





variable is the LPDV.
Scale for IBI: 0.5
corresponds with 50 ms
effects; scale for MBP:
0.5 corresponds with 5
mmHg effect. Other
variables are effect values
after logarithmic
transformation.
b) Study 6: CRT.
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The autonomic nervous system plays an important role in the cardiovascular effects
of mental load. Therefore, a partial blockade was used to investigate the
contributions of the vagal and sympathetic parts to the effects of mental load. Then,
the experimental results of baseline and were simulated for both normal and blocked
periods.
Vagal blockade results in large increase in heart rate and almost no variability in
heart rate. Baroreflex sensitivity is reduced about to 1/18 of the baseline value. The
experimental data of the vagal blockade by atropine could be simulated well, and
even better after adding an effect to systemic resistance. Effects of mental load
disappeared in heart rate and baroreflex sensitivity, but were still present in mean
blood pressure and variability measures of heart rate and blood pressure.
Beta-sympathetic blockade by metoprolol only decreased heart rate in both
experiment and simulation. It changed only the mental load effect in blood pressure
significantly. Mental load effects on baroreflex sensitivity were also unchanged,
which is remarkable since blood pressure effects did change.
We conclude that both systems are involved in changing the cardiovascular
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system during mental task performance. It also provides more evidence that other
mechanisms than baroreflex sensitivity changes can be involved in the
cardiovascular effects of mental load.
174   Chapter 6
Chapter 6: Blockade experiment
6.1 Introduction
In 1981, Akselrod published her paper about spectral analysis of the canine heart rate
signals (Akselrod, 1981). A blockade of parts of the autonomic system revealed that
there was a relation between the power in several frequency bands and the state of
the autonomic system. This approach was used later in human experiments, in
medicine and psychophysiology (Pomeranz, 1985; Pagani, 1986; Parati, 1987;
Weise, 1987; Katona, 1982; Saul, 1991; Hayano, 1991). Two types of blockades
are often used: parasympathetic blockade and  -sympathetic blockade. They can be
easily performed in humans without danger for the subject.
The design of many of these experiments consisted of a challenge of the autonomic
system that is performed before and after blockade. In many cases, a change in body
posture, supine to standing, was used (Pomeranz, 1985; Weise, 1987; Saul, 1991).
The changes in cardiovascular effects by blockade indicate which part of the
autonomic nervous system is involved in producing the normal cardiovascular effects.
All studies report heart rate variability effects of autonomic blockade. Most of them
describe the effects for several frequency bands. In four cases, blood pressure
variability measures are reported (Akselrod, 1985; Parati, 1987; Saul, 1991;
Scheffer, 1994). Only Akselrod (1985) and Scheffer (1994) report the effects for
several frequency bands of blood pressure, the others present only total power, or
coefficient of variation.
There are no studies known to us that report spectral measures of heart rate and
blood pressure of autonomic blockade and mental task performance.
We designed and performed an autonomic blockade experiment with three goals:
- Determine the cardiovascular effects of blockade in sitting position.
We expect that the results are in between supine and standing.
- Determine the changes in the cardiovascular effects of mental load due to blockade.
The vagal system is dominating heart rate control, so blocking this system will
mainly affect heart rate effects of task effects. In section 5.5, we concluded that
the sympathetic system is dominating blood pressure effects. Therefore, the
 -sympathetic blockade is expected to change the task effects on blood pressure
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more than vagal blockade.
- Differentiate blood pressure effects for frequency bands.
The scarce information about blood pressure variability is inconsistent: Saul (1991)
reports an increase by vagal blockade (supine, and standing), while in contrast
Akselrod (1985), Parati (1987), and Scheffer (1994) report a decrease. The
situation for the  -sympathetic blockade is much alike: Saul (1991) and Hayano
(1991) report a decrease, while Akselrod (1985) reports an increase.
In general, three factors are important to understand the effects of a particular
blockade on variability measures:
  Absence of a control loop gives loss of control: increase in variability
  Regulatory effects by the remaining loops: some change in variability
  Absence of one or more sources of variance: decrease in variability
The balance between the three factors, which can differ between subjects,
determines the total effect on variability. When explaining effects of a blockade one
should keep these factors in mind. Note that the changes can be different for different
pre-blockade situations, since for instance sources of variance can differ between
situations.
In this chapter, we will describe the experiment in sections 6.2 to 6.4. In section
6.5, we will show the simulations of the experiment. Section 6.6 is a comparison of
the experimental and simulated results.
6.2 Method
atropine was used to block the vagal system, metoprolol to block the  -sympathetic
system. The drugs were administered on two separate mornings with at least one day
in between both experimental days. The subject sat in a chair for five minutes and
had to perform a task for five minutes. Then, the drug was administered
intravenously. Within fifteen minutes, another rest-task period was recorded and
repeated four times every fifteen minutes. An overview of the experimental design is
shown in figure 6.2.1. atropine and metoprolol were administered in a balanced order.
The administered dose of atropine was 30 µg/kg body weight. The dose of metoprolol
was increased until a 25% increase in IBI was obtained. The required dose was
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experimental design
period



















design of the blockade
experiment
0.15-0.20 mg/kg body weight.
The experiment protocol was approved by the Human Ethics Committee of the
University of Bonn, where the experiment was carried out. All subjects had given their
informed consent to participate. Six subjects participated in this experiment. The
number of subjects was chosen small since the effects of blockade are large (This
was tested in a pilot study; Langewitz, 1991) and conform other studies (Pomeranz,
1985; Parati, 1987).
The task that the subjects had to perform was a memory 
search task (see appendix C.1). The memory set consisted 
of four letters, the stimuli of one letter. The subjects had to
count the appearances of each memory set letter and they
had to react to target letters by pushing a button as soon
as possible. Each task contained 50 targets and 50 non-
targets and for each period a new memory set was used.
The ISI was 3.0 seconds. More details of the task can 
be found in table 5.3.2, experiment 5. Standard task 
presentation on a PC-monitor was used (See appendix C.2).
Recordings of heart rate, blood pressure and respiration were 
made during the periods. The used equipment, measurement 
procedures and analyses are described in appendix C.2 and
C.3. Blood pressure was measured by means of the Ohmeda 
2300 Finapres system.
From chapter 5, we know that power and modulus values 
should be transformed. We will present these values in this
chapter after logarithmic transformation. Since the 
experiment was designed for evaluation of the model, 
the variability measures of blood pressure are now reported
of mean blood pressure (power and transfer function). 
For comparability and since the number of subjects is very 
small, the Wilcoxon signed rank test (Siegel, 1988) will 
be used to test effects (before transformation).




Figure 6.3.1: Drug effects on IBI during rest periods of the periods (averaged data of
four subjects). a) Vagal blockade with atropine b)  -sympathetic blockade with
metoprolol
The period with the largest effect on IBI was selected as the blockade condition. In
figure 6.3.1, the averaged IBI results of four subjects are shown (only four subjects
participated in all six periods). The period immediately after atropine injection showed
the largest effect of vagal blockade (see figure 6.3.1a). For the further analyses, all
(six) subjects are used. The effect of metoprolol was maximal during the fourth period
after injection (figure 6.3.1b, post 4) and was selected as blockade condition. Data of
five subjects is available, the data of one subject was lost due to a measurement
failure.
The results of the blockade experiment are shown in table 6.3. The table shows the
results for each rest-task period for mean and spectral measures. The first line for
each variable contains the value of the rest period, the second line the value of the
task. The asterisk ( ) marks a significant task effect (pre or post blockade), the plus*
( ) a significant blockade effect for rest values, and the hatch mark ( ) a significant+ #
change in task effect due to blockade.
The table is subdivided in 6 parts: mean values, heart rate and systolic blood
pressure band values, transfer function (mean blood pressure to IBI), respiratory
frequency and performance values (including the number of subjects).
Vagal blockade
Blockade of the vagus nerve has a large effect on heart rate: the IBI decreases about
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40% and the variability has almost disappeared. The blood pressure increase is about
10% and the variability in mean blood pressure increases in the high frequency band.
The baroreflex sensitivity (here the logarithm of the modulus from mean blood
pressure to IBI) is reduced from 3.12 to 0.2 (reduction factor 18.5) in the mid
frequency band, and even more in the high frequency band (reduction factor 34.5).
However, the coherence between mean pressure and IBI has not changed, which
means that the quality of the transfer function has not changed. The phase shift is
decreased in the mid frequency band, but not in the high frequency band
Blockade study    179
Table 6.3: Results of the autonomic blockades; values are mean (sd).
Vagal block  -symp. block
   pre    post    pre    post
IBI [ms]  939 ( 127)  563 (  29)  853 ( 138) 1142 ( 184)+ +
 873 ( 120)  550 (  38)  818 ( 129) 1089 ( 148)* # *
Sys [mmHg]  130 (  15)  139 (  11)  127 (  11)  134 (  14)+
 138 (  14)  143 (  10)  138 (   8)  137 (  12)* * #
Dia [mmHg]   68 (   9)   78 (   4)   71 (  12)   79 (  15)+
  72 (   7)   80 (   5)   77 (  12)   81 (  14)* #
Mean [mmHg]   85 (  11)   96 (   6)   87 (  12)   95 (  16)+
  91 (  10)   98 (   7)   95 (  11)   98 (  14)* * #
Bands HR (log)
Low 7.13 (0.99) 5.03 (0.61) 6.82 (0.34) 7.16 (1.69)+
6.49 (0.57) 4.48 (0.44) 6.00 (1.17) 6.66 (1.03)
Mid 7.36 (0.91) 3.18 (0.66) 6.60 (0.57) 6.77 (1.81)+
6.18 (0.57) 2.39 (0.51) 6.33 (0.89) 7.02 (1.04)* *
High 7.79 (0.89) 2.35 (0.89) 7.33 (0.46) 7.42 (1.95)+
7.03 (0.29) 1.94 (0.92) 6.92 (0.17) 7.71 (1.24)*
Bands MBP (log)
Low 6.39 (0.56) 6.64 (0.67) 6.14 (0.40) 5.93 (0.90)
5.72 (0.52) 5.57 (0.45) 5.54 ( 0 . 3 7 )*#
5.58 (0.80)
Mid 5.63 (0.38) 5.62 (0.85) 5.49 (0.59) 4.94 (0.74)
4.95 (0.72) 4.79 (0.67) 5.01 (0.38) 5.02 (0.72)* * *
High 4.62 (0.66) 5.78 (1.02) 4.36 (0.43) 4.11 (0.41)+
3.86 (0.22) 4.88 (0.41) 3.80 (0.44) 3.95 (0.33)* * *
Transfer MBP->IBI
Coh. [-]
Mid 0.57 (0.15) 0.70 (0.20) 0.61 (0.20) 0.45 (0.20)
0.58 (0.20) 0.70 (0.11) 0.56 (0.09) 0.55 (0.19)
High 0.40 (0.14) 0.66 (0.13) 0.53 (0.17) 0.35 (0.15)+
0.46 (0.12) 0.63 (0.21) 0.42 (0.08) 0.33 (0.16)
Mod. (log)
Mid 3.12 (0.36) 0.20 (0.27) 2.71 (0.15) 3.18 (1.15)+
2.72 (0.15) 0.25 (0.31) 2.60 (0.30) 3.17 (0.68)* #
High 3.60 (0.24) 0.06 (0.60) 3.51 (0.46) 3.42 (0.66)+
3.33 (0.21)  -0.01 (0.65) 3.28 ( 0 . 4 2 )*
3.33 (0.71)
Phase [rad]
Mid -1.6 ( 0.2) -2.2 ( 0.6) -1.4 ( 0.2) -1.5 ( 0.4)
-1.7 ( 0.3) -2.4 ( 0.2) -1.4 ( 0.3) -1.6 ( 0.4)
High -0.1 ( 0.3)  0.5 ( 0.6)  0.2 ( 1.2)  0.5 ( 0.8)
 0.1 ( 1.0)  0.8 ( 0.9) -0.5 ( 0.6)  0.0 ( 1.1)*
Respiration





Frequency [Hz] 0.27 (0.07) 0.27 (0.07) 0.27 (0.04) 0.28 (0.04)
0.34 (0.05) 0.32 (0.05) 0.35 (0.02) 0.33 (0.03)* * * *
Performance
RT [ms]  776  820   777  819
Errors [%]  1.6  1.0  0.0  1.6
N [-]    6    6    5    5
Sign. difference between task and preceding rest; Sign. difference between pre and post blockade rest;* +
Sign. difference between task effect pre and post blockade. For all: p<0.05.#
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a)
b)
Figure 6.3.2: Task effects pre and post vagal blockade.  Indicates a significant task effect. * #
Indicates a significant change in task effect by blockade.
a) Mean IBI and blood pressure values b) Heart rate variability (log)
c) Mean blood pressure variability (log) d) Modulus (log) and phase
The respiratory frequency during rest periods did not changed by vagal blockade. It is
remarkably stable during the experiment (16 breath per minute during rest, 20 during
tasks).
Task performance is the same with or without atropine. Also the number of errors
made is not different.
Task effects, defined as the difference between task and rest values, are shown in
figure 6.3.2. The IBI effect disappears in blocked state. Although blood pressure
effects are smaller, the changes are not essentially different. Effects of mental load on
HRV are not different pre and post blockade. The BPV effects of task performance are
somewhat larger, and is significantly changed in the low frequency band. Especially
the effect on the modulus in the mid frequency band is changed by vagal blockade.
Other transfer function variables are unchanged. It is remarkable that this strong effect
on the modulus occurs without effects on HRV and BPV.
 -sympathetic blockade
The administration of metoprolol was stopped at 25% IBI increase. Since the increase
continues for 45 minutes (see figure 6.3.1b), the maximal IBI increase is 33%. The
IBI change by blockade is the only significant effect. The statistical tests can only be
significant if all 5 subjects react in the same direction.
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c) d)
 Figure 6.3.3: Task effects pre and post  -sympathetic blockade.  Indicates a*
significant task effect.  Indicates a significant change in task effect by blockade.#
a) Mean IBI and blood pressure values b) Heart rate variability (log)
c) Mean blood pressure variability (log) d) Modulus (log) and phase
Heart rate variability increases in all frequency bands (see table 6.3). The difference
between subjects increases too. The mean blood pressure variability shows a small
decrease.
The baroreflex sensitivity increases in the mid frequency band. Individual differences
are increased. In the high frequency band, the modulus remains the same. The phase
is unchanged in both bands.
Respiratory frequency is only affected by mental load, from 16 to 20 breath per
minute.
Task performance (reaction time and errors) is not changed by metoprolol.
The task effects are shown in figure 6.3.3. Only the effects on blood pressure are
significantly changed by metoprolol. The effects on the power in the mid frequency
band of heart rate and blood pressure are reversed, while the modulus still shows a
decrease.
6.4 Discussion
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Vagal blockade
Firstly, we will discuss the baseline effects, and secondly, the changes in task effects.
Vagal blockade has large effects on the baseline values of heart rate. Mean heart
rate increases and variability almost vanishes. This is also been found in several other
studies, which are summarized and shown in table 6.4.1. The results of the study that
is abbreviated as `Present, 1989' are derived from table 6.3. Our results are
comparable to those of Saul (1991) and Pomeranz (1985). The effects in the
experiment of Weise (1987) are somewhat smaller, but he used half of our dose of
atropine (15 µg/kg). The effects in the experiment of Scheffer (1994) are even
smaller, as was the administered amount of atropine (6 µg/kg). The dose used by
Scheffer (1994) is just above the `reverse level' as determined by Alcalay (1992).
Above this level, `normal' atropine effects are found: Heart rate and its variability
decrease. At lower doses, reversed effects can be found (Weise, 1989; Alcalay,
1992).
We conclude that most of the baseline heart rate variability is determined by the
vagal activation. Only the low frequency band shows some remaining variability, which
must be caused by sympathetic activation. This is confirmed by the change in posture
in the experiments of Weise (1987) and Pomeranz (1985). The increased sympathetic
activation due to standing upright, results in more variability in the low frequency band,
or, as indicated in table 6.4.1, a smaller decrease by vagal blockade.
Blood pressure values increase by blockade. This increase is much smaller than we
expected from the heart rate increase. Therefore, adequate blood pressure control by
the baroreflex, via the sympathetic nervous system, is present. In the other studies,
the same increases are found. The study of Van Lieshout (1989) showed that in two
patients with a sympathetic system that is not intact, blood pressure rises over 30
mmHg due to vagal blockade in such patients.
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Table 6.4.1: Relative effects as found in literature and our own findings for vagal
blockade. Values are (post-pre)/pre*100% except for HR and MBP which are post-pre
values.
Akselrod Pomeranz Parati Weise Saul Scheffer Present
1985 1985 1987 1987 1991 1994 1989
N 11 6 5 9 7 9 6
Body pos. dogs _ | _ _ | _ | _ _|1)
Dose[µg/kg] 30 40 15 30 6 30
HR [bpm] 83. 41 23 27 40 38 14 432)
MBP [mmHg] 13. 10 9 6 11 113)
HR Bands, % -87. -87 -82 -964)
low -95 -84 -72 -38 -20 -88
mid -92 -72 -56 -98
high -99 -92 -95 -94 -91 -71 -99
BP Bands, % -35. 21 11 294)
low -68 28
mid -19 -1
high -92 -9 219
 Body position of human subjects, _=supine, |=standing, _|=sitting1)
 Assuming a baseline heart rate of 60 bpm2)
 Assuming a baseline blood pressure of 100 mmHg3)
 Total power effects, derived from the variation coefficient of the group4)
Because the sympathetic activation is also changed, a vagal blockade does not
reveal the power values of normal sympathetic activation, but that of smaller
sympathetic activation. Blood pressure variability is increased in the low and high
frequency bands. Total power is also increased. The results are in agreement with the
findings of Saul (1991). There are differences between the effects on (total) power in
the experiments that are summarized in table 6.4.1. The experiment of Saul (1991)
shows that it cannot be caused by posture. Most likely are large differences in
individual responses to blockade. There can be large differences between individuals
concerning origin and strengths of sources of variance (for instance, RSA), and
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regulatory control in normal and blocked state (the three factors mentioned in section
6.1). For instance, in our experiment, three subject react with an increase in power in
the mid frequency band of mean blood pressure, and three with a decrease in power.
The average changes in logarithmic power were +0.47 and -0.49 respectively, which
are substantial differences in both directions. To investigate this further and to
determine specific patterns, we have to study larger subject groups.
The net effect of the three factors mentioned in section 6.1 can be different for each
frequency band. In our experiment, we find a large increase in power in the high
frequency band for all six subjects. We conclude that under normal circumstances, the
power in this band is mainly reduced by vagal control. Therefore, the loss of control is
the main effect. This is confirmed by Toska (1993):"The main source of respiratory
fluctuations in mean arterial pressure in supine humans is thus variation in stroke
volume, while inverse, vagally mediated heart rate variations tend to reduce
fluctuations in cardiac output and mean arterial pressure".
If a low dose is used (but above the reverse level of Alcalay (1992), like Scheffer
(1994) did), the reduction of the baroreflex sensitivity will be smaller than in the our
study (table 6.3). This can explain the differences in blood pressure variability effects,
since there is less `loss of control'.
The decrease in baroreflex sensitivity, or in modulus between mean blood pressure
and IBI, is very large. The decrease in the high frequency band is larger than in the mid
frequency band. This is again evidence for the vagal control of the high frequency
band. The phase shift is decreased in the mid frequency band, which is a indication
that the sympathetic system with larger delay and/or time constant is taking over the
control of the remaining variability. This is not found in the high frequency band, the
phase increases. However, from the exploratory simulations we know that this can
mean a change of approximately -5.7 rad (=0.5- 2 - -0.1).
The task effect of IBI disappears by blockade, while blood pressure effect remain
(but become somewhat smaller). HRV (all bands) is somewhat smaller but not
significant, while BPV effects increase in all bands (significant in the low frequency
band). These results show that the effect on IBI is vagally dominated, but the heart
rate and blood pressure variability effects are caused by both vagal and sympathetic
changes.
We conclude that under normal circumstances IBI effects of task performance are
vagally dominated. BPV effects are reduced and HRV effects increased by vagal
control. The blood pressure effects are dominated by sympathetic control.
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The accepted cause of the cardiovascular effects of mental load (see section 5.1.2),
the change in baroreflex sensitivity, is absent in blocked state. The effects however
are still present. This indicates that the sympathetic changes can cause most of the
variability effects of task performance without a modulus change.
 -sympathetic blockade
Again, the discussion is divided in two parts: the baseline effects and the changes in
task effects.
Only IBI increases significantly due to the  -sympathetic blockade. If we compare our
results with other studies, many effects are the same (see table 6.4.2). There are
differences between experiments in effects on HRV. Increases as well decreases are
found. It is impossible to tell wether this is due to the used blocker (we used
metoprolol, while others used propranolol) or due to individual responses or differences
in individual baselines. For instance, in patients with coronary artery disease,
metoprolol increases IBI and HRV in all bands (Niemelä, 1994), while in patients after
a myocardial infarction, the power in the mid frequency band decreases (Bekheit,
1990). This may very well be caused by differences in vagal responses to the ß-
sympathetic blockade (Bittiner, 1986). 
Although  -sympathetic blockers decrease blood pressure after chronic oral use, it
does hardly affect blood pressure in most experiments. In our experiment, we found a
non-significant increase after 45 minutes. The results of our experiment, of Saul
(1991) and Hayano (1991) on total BPV are the same: a decrease.
The modulus in the mid frequency band has increased. This was also found by Floras
(1988a), using the phenylephrine method to measure baroreflex sensitivity (this
method gives results that are comparable to the modulus in the mid frequency band;
see Robbe, 1987). He found an increase of 0.33 in logarithmic values; our increase is
0.47. Munakata (1994) finds an increase of 0.61 in a group of patients with essential
hypertension. The phase remained unchanged. The transfer function (modulus and
phase) in the high frequency band is unchanged, and that is in agreement with the
results of the vagal blockade: the high frequency band is vagally dominated.
No blood pressure level effects were found, but a significant change in task effect
was found. Blood pressure increases much more before than after blockade due to task
performance. This is what we expected from a  -sympathetic blocker (see section
6.1). Also Schweizer (1991) reports a decrease in task effect on systolic blood
pressure in a group of ß-blocked subjects compared to control subjects. The effects on
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HRV and BPV are reduced or reversed. The changes in task effect in BPV are the
opposite of vagal blockade in all frequency bands.
Unexpected is the change in effect on the high frequency band. The sympathetic
system is not supposed to play an important role in this frequency area. However, this
confirms the vagal blockade results that the sympathetic system can cause the task
effects, even in this frequency range.
Table 6.4.2: Relative effects as found in literature and our own findings for  -
sympathetic blockade. Values are (post-pre)/pre*100% except for HR
and MBP which are post-pre values.
Akselrod Pomeranz Pagani Weise Saul Hayano Present
1985 1985 1986 1987 1991 1991 1989
N 18   6  10   9   7  15   5
Body pos. dogs   _  |   _   _   |   _   |   _  _|1)
Blocker P P P P P2)
M
Dose [µg/kg] 150 200 70 200 200
200
HR [bpm]  -5. -18 -10 -16 -11 -16  -6 -183)
MBP [mmHg]   1.  -5   1   0   1   84)
HR Bands, %  21  20 -20 -50
low  50  47 -73   7 -30 40
mid   6 -35 -65  12. 195)
high  76  18  11  -6  35 -50  33. 95)
BP Bands, % -26 -21 -50
low  30 -19
mid -42
high 447 -22
 Body position of human subjects, _=supine, |=standing, _|=sitting1)
 Meto=metoprolol, Prop=propranolol.2)
 Assuming a baseline heart rate of 60 bpm3)
 Assuming a baseline blood pressure of 100 mmHg4)
 Using the squared square root of power5)
The task effect of the modulus in the mid frequency band is unchanged, while the
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task effects on variability measures are quit different. This is contrary to the vagal
blockade were the modulus effect was changed, but the effects on variability remained
almost unchanged.
6.5 Simulation of the blockade studies
In this section, we will show the simulations of the autonomic blockades by atropine
and metoprolol. We will abbreviate these manipulations with VB (vagal blockade), and
BB ( -blockade) respectively. Firstly, the baseline parameters will be estimated using
the low and mid frequency bands of heart rate and blood pressure. The procedure is as
in chapter 5 (and described in chapter 4) for baseline measurements. The baseline
simulations are used as baseline before the blockade and the first mental task. After
the first task, the blocking agent was injected. In section 6.5.1, the estimation results
for baseline and first task condition are presented. The results for the baseline and first
task before vagal and  -blockade should not differ too much, since before blockade no
difference is expected. However, a small difference can exist, because of the
difference in subject group (6 for VB, 5 for BB).
The parameters that are changed to induce the blockade effect, are discussed at the
beginning of section 6.5.2 (VB) and 6.5.3 (BB). The parameters used to induce the
task effects are the same as those in chapter 5: G  and G . Also in blocked state, thev s
same parameters will be changed to induce the task effect.
The most important variables for us are IBI, MBP and mid frequency band variability
of both heart rate and blood pressure. These variables will be used in the estimation
procedures of the blockades and tasks.
For each estimation, the results are accompanied by the statistics F, p, and LPDV.
Low F and p values indicate more correspondence between simulation and experiment.
The p value should not exceed 0.95, since in such a case simulation and experiment
differ significantly. The LPDV is the variable included in the estimation that has the
largest partial distance (see 4.4 for details).
6.5.1 Baseline estimates
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Estimation of modulation depths
The estimation results of the modulation depths are shown in table 6.5.1. Both
conditions give estimates that are good enough. The baro- and vagal modulation depths
are a little smaller for the BB estimates.
Estimation of the respiratory parameters
The estimated respiratory parameters for the baseline measurement are given in table
6.5.2. The estimates are good enough. The results for the two measurements are very
similar, only K  is 1.0 mmHg larger for BB.th
Table 6.5.1: Estimation of modulation depths for baseline values.
Baseline m m m F df p LPDVB V R
[-] [-] [-]
Before VB 0.30 0.10 0.030 0.062 4/20.02 miHR
Before BB 0.26 0.06 0.035 0.683 4/10.28 loHR
Table 6.5.2: Estimation of respiratory parameters for baseline values.
Baseline m K T F df p LPDVInh th
[-] [mmHg] [s]
Before VB 0.50 2.0 1.2 1.610 4/20.55 hiHR
Before BB 0.50 3.0 1.2 0.521 4/10.24 hiMOD
Estimation of the task effects before blockade
Using the baseline parameters, the task effects were estimated in term of G  and G .v s
The results are shown in table 6.5.3. 
Table 6.5.3: Results of the estimation of the task effects.
Task G G F df p LPDVv s
Before VB 0.58 0.74 0.340 4/20.16 miHR
Before BB 0.68 0.78 0.294 4/10.13 miHR
The effects are again very similar for both conditions. The effect before VB is
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Figure 6.5.1: C  and G  are used to change vagalv v
basic level (D ) and gain (K ) to simulate vagalvag vag
blockade. See also figure 3.3.3.
somewhat stronger.
6.5.2 Vagal blockade
The vagal blockade can be simulated by changing the parameters G  and C . Thev v
location of these parameters is shown in figure 6.5.1. Both are one at baseline, and
become smaller due to blockade. In section 4.3.2, we have already shown what the
differences are between the effects of changes in the parameters. In case of peripheral
effects, G  and C  are supposed to decrease by about the amount (see section 4.3.2).v v
We will use the estimation procedure described in section 4.4.5 to estimate G  and C .v v
The results of the estimation are shown in table 6.5.4. The vagal gain G  is notv
completely zero, a small influence of blood pressure variations remains. The level,
expressed by C  however becomes zero.v
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Table 6.5.4: Results of the estimation of the vagal blockade.
G C F df p LPDVv v
After VB 0.02 0.00 6.289 4/20.83 miHR
Table 6.5.5: Results of the estimation of the task effects after vagal blockade.
Task G G F df p LPDVv s
After VB 0.00 0.78 0.115 4/20.06 miHR
Task performance has still effect on G  and G . The estimation results are shown inv s
table 6.5.5. The vagal gain becomes now totally zero, but the effect on the
sympathetic gain is about the same as before blockade.
6.5.3  -sympathetic blockade
At first sight,  -sympathetic blockade can be simulated by changing the parameters G 
and C . They influence in a relative way the  -sympathetic tone; that means they 
influence heart rate and maximum elastance. However, there is a problem with C . The 
denervation level in the sympathetic activation to heart rate (figure 3.3.4) is modelled
in a slightly different way than the denervation level in the maximum elastance effector
(figure 3.3.6) as explained in section 3.3.2. The sympathetic activation level
becomes, at total blockade, zero, while maximum elastance at total blockade will not
become zero, but equal to a certain sympathetic denervation level (this is different
from baroreceptor denervation level D  in figure 3.3.6). Therefore, we have to0
separate these two influences. The number of estimated parameters is thus not 2 but
3: G , C , and C . G  changes the gain between baroreceptor output and effector Emax HR  
input, C  changes the maximum elastance, and C  changes sympatheticEmax HR
denervation level, all in a relative way (1.0 at baseline, smaller than one at blockade).
Since the number of parameters is now three, the number of simulations for the
estimation will become very large. Therefore, the resolution is changed and increments
of 0.05 are used (instead of 0.02). The following ranges are used for the simulation
table:
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Figure 6.5.2: G , C  and C  are used to simulate  -sympathetic blockade. See als HR Emax
figures 3.3.3 and 3.3.6.
G : 0.0 ... 0.7 
C : 0.3 ... 1.0Emax
C : 0.0 ... 0.7HR
The results of the estimation are shown in table 6.5.6. The results of the estimation
are remarkable. There is no change in maximum elastance level due to  -sympathetic
blockade, while G  and C  become zero. Since blood pressure is increased during HR
blockade (see table 6.3) in the experiment but decreases in the simulation, it is the
LPDV. If we choose IBI, miHR and loBP as variables in the estimation (those variables
 that change significantly in the experiment), the estimation results are the same
(G =0.0, C =1.0, C =0.0, F=0.590, df=3/2, p 0.30, LPDV=IBI). Emax HR
Table 6.5.6: Results of the estimation of the  -sympathetic blockade.
G C C F df p LPDV Emax HR
After BB 0.00 1.00 0.00 1.659 4/10.47 MBP
The simulation of the task can still be performed by changing G  and G . There is nov s
effect on maximum elastance or sympathetic tone to the heart, since G  is still zero. 
The estimation results are shown in table 6.5.7.
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Table 6.5.7: Results of the estimation of the task effects after  -sympathetic blockade.
Task G G F df p LPDVv s
After BB 0.70 0.86 0.180 4/10.08 miMP
The effect of task performance after blockade is somewhat smaller than before
blockade.
6.6 Comparison of simulated and experimental blockade
6.6.1 Vagal blockade
In figure 6.6.1, we summarized the effects of vagal blockade in the simulation and
experiment. Most effects are the same, but the change in the mid frequency band of
blood pressure and MBP are somewhat different between experiment and blockade.
The simulated blockade results in a large increase in the mid frequency band of blood
pressure, while in the experiment there is no change at all. As mentioned in section
6.3, half of the subjects react with an increase of about 0.5. Perhaps the simulation is
closer to these subjects than to the others. However, we need more subjects to make
the estimations to verify this.
The other variable that deviated most is mean blood pressure. The experimental
effect is much larger than the simulated effect. Since we applied almost maximal vagal
effect, we suspect that not all effects of atropine has been included in the simulations.
One effect that was not included in the simulations is the effect that  a non-specific
cholinergic blocker, like atropine, can also influence the vascular resistance. Brunning
(1994a,b) has shown that a local infusion of a very low dose atropine (0.6-60
ng/kg/min) increases forearm resistance locally. That would implicate that an effect on
systemic resistance by atropine at our dose is possible. This can be an explanation for
the larger blood pressure increase in the experiment. In order to verify this, we
simulated this effect by increasing D  (see figure 3.3.7) from 1.55 to 1.90 in0,Rsys
combination with the vagal blockade (G =0.02 and C =0.00). The results are shownv v
in figure 6.6.2. Not only the blood pressure increase is about doubled, also the power
in the mid frequency band of blood pressure shows no effect any more! The extra
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change in the model improve the correspondence with the experimental results
remarkably in both worst simulated variables.
The task effects were still present after blockade in the experiment. We found a
decrease in sympathetic gain with almost the same amount before and after blockade.
The modulus effect was smaller, but not absent, in the simulation. This is in agreement
with the simulations of section 4.3.1, where sympathetic gain changes also effect the
modulus in the mid frequency band. The change in IBI was the same in the experiment
and the simulation. The significant change in effect on the low frequency band of blood
pressure was not present in the simulation.






effect of 1 corresponds
with 100 ms, MBP effect
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Figure 6.6.2: Effects of
vagal blockade on
baseline values including
an extra effect on
systemic resistance.
Scales as in figure 6.6.1
6.6.2  -sympathetic blockade
If we compare the baseline effects of  -blockade in the simulation and experiment
(figure 6.6.3), we see a good agreement for some variables. The IBI increase, blood
pressure variability decrease (all bands) and a modulus increase.
The blood pressure increase in the experiment is not present in the simulation, which
is more in agreement with other studies (see table 6.4.2). A blood pressure decrease
would be present if the constant C  had decreased. Here we can find a possible 
explanation for the difference between acute and chronic effects: Acute effects are
mainly on heart rate, while chronic effects include effects on maximum elastance of
the heart and thus lower blood pressure.
Heart rate variability is not increasing but decreasing in low and mid frequency band.
The effects on the high frequency band of heart rate are minimal in experiment and
simulation. The task effects on blood pressure are reduced by  -blockade in the
experiment and also in the simulation.
The simulation results are more in agreement with other experiments, and in between
supine and standing. The major difference is that we used metoprolol in our
experiment, while in the literature (table 6.4.2) propranolol was used. There are two
differences between these  -blockers:
- The cardioselectivity (more effect on  -adrenoceptors than on  -adrenoceptors) of1 2
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metoprolol is much larger than of propranolol (McDevitt, 1987; Pringle, 1987) and 
- propranolol penetrates the blood-brain barrier much easier than metoprolol
(Cruickshank, 1985; Van Zwieten, 1985; Podrid, 1986; McDevitt, 1987).
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with 100 ms, MBP effect





We used only cardiac effects ( ), and not central or vascular ( ) effects, to simulate1 2
the  -blockade. However, it is possible that central effects will influence the
cardiovascular system via the hypothalamus to NTS, and RVLM (see figure 2.3.4).
This is in agreement with the model of Skinner (1985, 1988). That would mean that
we can not distinguish central from peripheral effects in the model, but the estimation
of G  and C  will always include both effects. This can explain that the baseline effects  
of metoprolol and propranolol can be the same, since this is mainly controlled by the
dose used.
This discussion is also valid for the difference between metoprolol and atenolol (Van
Zwieten, 1979, 1985; Pringle, 1987; Schweizer, 1991). atenolol has almost no
central effects, but has comparable cardioselectivity as metoprolol. This is an
advantage which should be used in a new experiment. If both blockers are used in a
design like the experiment of this chapter, we must be able to determine the central
effects on the cardiovascular system of metoprolol. It is important that a within subject
comparison can be made, especially for the spectral measures (power, modulus). The
baseline effects on mean heart rate can be made comparable by the choice of the
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dose. Usually, the heart rate effects are the same if the (oral) dose of metoprolol is
twice the dose of atenolol (Pringle, 1987; Schweizer, 1991). By such an experiment,
we can determine the nature of the change in task effect on blood pressure: is the
origin central or peripheral? This question is important for the choice, and use, of  -
blockers in psychology and medicine.
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In our study, the underlying psychophysiological explanation for the commonly
observed cardiovascular effects during mental task performance is the defence
reaction. However, the defence reaction as underlying mechanism for the short-term
cardiovascular effects of mental load is not enough. There is evidence from
experiments (LIV, no modulus change in some cases, autonomic blockade
experiments) and simulations (Gv and Gs do not explain all experimental changes) that
there is another mechanism that increases heart rate and blood pressure as an effect
of mental load. This NTS by-pass reaction changes the autonomic activations directly,
and not by inhibition of the NTS. The defence reaction is related to the mental effort
that is required for the task performance, while we think that the NTS by-pass is more
related to stressors like additional noise and preparation of the subject. About the same
division has been made in the emotional motor system, where the lateral part is
involved in the defence reaction, and the medial part is a level setting system (which
influences the RVLM directly).
The autonomic blockade experiment showed that the vagal system is mainly involved
in task effects on IBI and modulus in the mid frequency band, while the β-sympathetic
system is more important for the blood pressure task effects. Both systems play an
important role in establishing heart rate and blood pressure variability effects.
We could improve the simulation of the vagal blockade by an additional effect on
systemic vascular resistance. We think that this effect can be an explanation for the
different effects on heart rate with low and high doses of atropine.
Future applications of the model are, for example, simulation of evoked heart rate
and blood pressure responses or simulation of other medications. Simulation of the
experimental data of one single subject is an important factor for a number of
applications. This requires, however, a major change in the estimation procedure
and/or the experimental design.
We conclude that in the research on the effects of mental load, the study of the
mechanisms involved is the most important. The situation is similar to the study of
mechanisms involved in pharmacological interventions (for example, administration of
atropine, β-blockers or imipramine), where several mechanisms can be involved. The
model simulations of mean and spectral measures of heart rate and blood pressure
can help to unravel the mechanisms that are involved.
Chapter 7: General discussion
7.1 Psychophysiological effects of mental task performance
7.1.1 Mechanisms of cardiovascular control
In our study, the underlying psychophysiological explanation for the commonly observed
cardiovascular effects during mental task performance is the defence reaction. This
reaction causes an increase in heart rate and blood pressure and a decrease in heart
rate variability and baroreflex sensitivity (BRS). In many cases, this mechanism is
sufficient to explain and to simulate the observed cardiovascular effects. However, in
cases that do not show a BRS decrease in response to mental load, but do show the
increase in heart rate and blood pressure and a decrease in variability (HRV and BPV),
the defence reaction cannot be the (full) explanation.
Firstly, we will show the sequence of a defence reaction and the involvement of the
cardiovascular control centre. In this reaction, the Nucleus Tractus Solitarii (NTS) plays a
central role. Then, we will summarize the evidence from experimental and simulated data
that the defence reaction is not always sufficient to explain the results. Therefore, a
possible second mechanism is presented, which affects autonomic activation without
involving the NTS. This mechanism is called the NTS by-pass.
In figure 7.1.1a, the sequence of effects of the defence reaction is shown and is
indicated by circles with numbers. The signs indicate whether there is an increase (+) or
decrease (-) in activity. The higher centres start the sequence by an increase in
activation at 1 . The hypothalamus influences the NTS via 2 and this changes the vagal
and sympathetic system 3 in such a way that blood pressure increases. This occurs by
means of an increase in heart rate, mainly via a decrease in vagal activation 4 and/or by
means of an increase in systemic resistance via an increase in sympathetic activation 4
(Mulder, 1980; Spyer, 1990).
The hypothalamic output 2 inhibits NTS outputs 3 . This results in a decrease in
baroreflex gain (Manning, 1977; Mulder, 1980; Jordan, 1990; Spyer, 1981, 1990;
Berntson, 1991, 1993). The gain decrease in response to mental task performance at the
level of the NTS is the basic assumption about the origin of cardiovascular effects of
mental load in this study. This gain decrease is measured as a reduction of BRS
(modulus in the mid frequency band).
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Figure 7.1.1: Two scenarios (mechanisms) for the influence of mental task performance
a)
b)
on the cardiovascular control centre: a) the defence reaction b) the NTS by-pass
reaction. Numbers indicate the effect sequence, signs the direction of change in activity.
DMN= Dorsal Motor Nucleus, HYP= Hypothalamus, NA= Nucleus Ambiguus, NTS=
Nucleus Tractus Solitarii, RVLM= Rostral Ventrolateral Medulla.
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We estimated the gain decrease by means of model simulations of the cardiovascular
system. We estimated the vagal (Gv) and sympathetic (Gs) gain changes for the mental
load effects in six experiments. In general, simulations of the defence reaction show
most experimentally observed effects. Therefore, most experimental effects can be
simulated simply by a change in baroreflex gain. However, there is evidence that
mechanisms other than the defence reaction are involved. Summarizing:
- Experimental task effects appear without modulus change (Exp. 2, 3, 6), whereas the
simulated modulus decreases when task effects are simulated by a gain decrease in
the model. This means that another mechanism has to be involved in task effects.
- The Law of Initial Values is true for the (transformed) modulus in the mid frequency
band (section 5.3.4). This means that there is a limited decrease in the modulus as a
result of mental load. A cardiovascular reaction to mental tasks at low modulus values
(for example Exp. 3) requires another mechanism.
- The findings of the blockade study show remarkable results that require another
mechanism to explain task effects. Task effects on HRV, and BPV remain the same
after vagal blockade without a modulus effect. Secondly, task effects on blood
pressure, HRV, and BPV are changed by β-sympathetic blockade but the effects on
the modulus were the same before and after blockade.
We conclude from these findings that other mechanisms are involved. A possible
scenario is indicated in figure 7.1.1b, by means of numbers in hexagons. The Nucleus
Ambiguus and the Rostral Ventral Medulla are now directly influenced by the hypo-
thalamus 2 . We will call this the NTS by-pass reaction. These pathways are also
described in the literature (see figure 2.3.4) and an extreme example is the frontocortical-
brainstem pathway of Skinner (1985, 1988). This is a direct influence of the frontal cortex
on sympathetic activation to the heart.
The direction of the effect on vagal and sympathetic output 3 is the same as during a
defence reaction, but now the gain decrease is not present. In the cardiovascular control
centre, another path from the hypothalamus, the NTS by-pass, is supposed to be
involved in the required changes. A major question to investigate is whether this NTS by-
pass is active at all times but overshadowed normally by the defence reaction, or only
becomes active when the defence reaction is no longer effective.
From the model point-of-view, the NTS by-pass reaction is a change in the basic level
of autonomic activation (DF,vag and DF,sym in figure 3.3.3). From the differences in the
effects of vagal gain and basic level changes (section 4.3.2), we know that complex
relations can be expected. Therefore, a further detailed analysis of gain and basic level
changes in the vagal and sympathetic systems is required to understand the implication
for the cardiovascular effects of such a manipulation.
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Reducing the gains, Gv and Gs, is a more effective way to establish a blood pressure
increase than adaptation of the basic levels. The changes in the basic level DF,vag must
be larger than the changes in gain Gv for the same effect on blood pressure. For
instance, the blood pressure increase induced by a vagal gain decrease of 40% can only
be obtained by a 80% decrease in vagal basic level (see figure 4.3.7a). This shows that
the defence reaction, and thus an autonomic gain decrease, is an effective way of
increasing blood pressure.
However, the defence reaction can become hazardous if the gain is reduced below a
certain level. A lower limit for the modulus can then be a protection for the regulation. A
very small modulus means poor regulation. For instance, patients with impaired
autonomic function (and thus very low modulus, see section 6.3), are known to suffer
from orthostatic hypotension (Man in ’t Veld, 1988; Low, 1993; Schondorf, 1993; Tulen,
1996). Fortunately, the mental load in our studies cannot lead to such a situation.
7.1.2 Relation with psychophysiological concepts
The two mechanisms of changes in cardiovascular control can be of importance for
understanding psychophysiological concepts as ‘effort’ (Mulder, G, 1986) and ‘modes of
autonomic control’ (Berntson, 1991).
Effort
Mulder, G. (1986) defines two types of effort: one related to the difficulty of the task
and the other related to maintaining a certain psychophysiological state. The effort
related to task difficulty is, for instance, influenced by memory set size, inter-stimulus
interval etc. (most task elements in table 5.3.1). The second type of effort is more related
to stress factors like additional noise during task performance or sleep deprivation.
Incentives like rewards for better performance can also produce different states prior to
or during the task. We assumed that the first type of effort evokes a defence reaction
and the corresponding cardiovascular responses by NTS inhibition. It would be of interest
to know whether the second type of effort is effected either via the NTS or via the NTS
by-pass. The emotional motor system (EMS), as introduced by Holstege (1992, 1996,
1997) can be decisive here. The EMS is divided into a lateral and a medial part. The
lateral part is involved in specific emotional behaviour and includes the periaqueductal
gray matter (PAG) and NTS. The PAG is involved in mediating the defence responses
(Nosaka, 1993; Holstege, 1997). The medial part is mainly "a level-setting system which
regulates the excitability of the midbrain defence area" (from Holstege, 1996, chapter
18). This part consist of raphe nuclei that influence the RVLM directly, rather than
through the NTS (Holstege, 1997). If we connect the first type of effort with the lateral
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EMS and the second type with the medial EMS, the second type of effort is more likely
to result in cardiovascular effects via the NTS by-pass. Experiments especially designed
for this research question could possibly resolve this question if combined with
simulations. Study 2 is in fact such an experiment, containing additional noise conditions
and probably another kind of preparation by the subject for long-lasting tasks compared
to the normal five minutes tasks). New simulations with level parameter estimates
besides the gains can be used to test this hypothesis. We expect further that the level
parameters must be changed also to simulate the baseline measurements, because of
the different preparation of the subjects for long lasting experiments compared to shorter
ones (This also applies to experiment 4).
Mode of autonomic control
Since the publication of an extensive review of the different modes of autonomic
control (Berntson, 1991), the question has been raised by several investigators: "Are
these modes of autonomic control also present in the model?". Of course, they have to
be, but this may require some explanation. Additionally, the question is whether the two
mechanisms, defence reaction and NTS by-pass, differ in their mode of autonomic
control or not.
The control of heart rate is subdivided into a sympathetic and vagal (parasympathetic)
part. The activation of these two parts is combined in the sinoatrial node and results in a
certain heart rate. An increase in vagal activation decreases heart rate, an increase in
sympathetic activation increases heart rate. These relations are present in the model,
and that is basically sufficient to model the different modes of control.
The control of heart rate is effected by changes in these activations. The modes of
autonomic control reflect these changes, while there is no direct relation with the
structure of the autonomic system. Berntson (1991) distinguishes nine modes of control
(table 7.1.1). The usual mode for heart rate control is the reciprocal mode and this mode
has resulted in the general view on the sympathetic and vagal system as two
antagonistic systems. However, essentially different modes of control are related to
different points of impact of the changes in the cardiovascular system. We will discuss
some examples now.
Blood pressure variations change the levels of autonomic activation continuously via
the baroreflex. Baroreceptor output changes result in reciprocal modes of control. For
Table 7.1.1: Modes of autonomic control (Berntson, 1991)
Vagal response
Sympathetic Increase No change Decrease
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response
Increase Coactivation Uncoupled Reciprocal
sympathetic sympathetic
activation activation
No Change Uncoupled Baseline Uncoupled
vagal vagal
activation withdrawal
Decrease Reciprocal Uncoupled Coinhibition
vagal sympathetic
activation withdrawal
instance, a blood pressure increase results in reciprocal vagal activation, since a rise in
blood pressure results in decreased sympathetic activation and increased vagal
activation. Both systems work together in order to decrease blood pressure.
However, a decrease in vagal influence on the heart caused by a pharmacological
intervention results in a heart rate increase and consequently in a small blood pressure
increase. The blood pressure increase is reduced by a regulatory action of the
sympathetic system. Effectively, this action is a decrease in sympathetic activation and
therefore the mode of control is coinhibition.
The frontocortical-brainstem pathway of Skinner (1988) can change the sympathetic
activation to the heart directly. If this pathway becomes active alone or dominates a
response, it will result in an increase in heart rate and stroke volume (by an elastance
decrease). The increased blood pressure will be reduced by a regulatory action that will
increase vagal activation. Therefore, the mode of control is coactivation. This is in good
agreement with Skinner’s ideas about cardiovascular vulnerability of dual autonomic
control (Skinner, 1985; see section 1.1).
Another example is the decrease in baroreflex gain, as found in the defence reaction,
which causes a reciprocal mode of control (reciprocal sympathetic activation),
Table 7.1.2: Occurrence of modes of autonomic control of the heart with
intact baroreflex (for mode name, see table 7.1.1)
Vagal response
Sympathetic Increase No change Decrease
response
Discussion 201
Increase Inside one of Never Outside the
the branches branches
Skinner,1985 BP decrease
No Change Never Baseline Never
Decrease Outside the Never Inside one of
branches the branches
BP increase Autonomic block.
resulting in an increased blood pressure. Here lies the solution for Anderson’s
observation* (Anderson, 1991; section 1.3). Phenylephrine injection increases blood
pressure by an increase in systemic resistance. The baroreflex reacts with reciprocal
vagal activation. Mental load results in reciprocal sympathetic activation (see 7.1.1). In
these examples, the points of impact (the origin of the blood pressure increase) and
sympathetic changes are different and this results in different modes of control.
The mode of autonomic control of heart rate can easily be determined from the
following rules for a given change in the system (see table 7.1.2):
- Within the heart rate effector (vagal or sympathetic): coactivation or coinhibition.
- Outside the heart rate effector: reciprocal activation.
- In a fully intact baroreflex, uncoupled modes will never occur.
Therefor, it is possible that the same mode of control is present with a different cause
(point of impact). The case of Gv or Cv change are examples: They do not differ in mode
of control, since Fvag and Fsym change in the same way (see figure 4.3.5). A Gv or Cv
decrease results in coinhibition. These kinds of changes cannot be distinguished by this
approach of Berntson (1991), but they do have distinct effects on spectral measures!
In the case of a mental load effect, we have to deal with two changes in stead of one:
both vagal and sympathetic systems are changed. We have argued above that the mode
of control during a defence reaction is reciprocal sympathetic activation. Since the NTS
by-pass will result in the same blood pressure and heart rate effects, we must assume
that the mode of control is the same, but only when both vagal and sympathetic NTS by-
pass appear at the same time or in combination with a defence reaction. We conclude,
*Anderson’s observation:"...However, although mental stress increases blood pressure, it also increases
MSNA..." (MSNA=Muscle Sympathetic Nerve Activity), and "...In contrast, increases in arterial pressure caused
by phenylephrine can reduce MSNA...".
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therefore, that the two mechanisms do not differ in their mode of control.
The modes of control have limited use for evaluating changes in the cardiovascular
system. Many changes in the cardiovascular system result in the same mode while the
mechanism that caused the changes may be very different. Spectral measures of heart
rate and blood pressure, combined with simulations, give a much better insight into the
changes within the cardiovascular system than do the modes of control.
7.2 Spectral analysis
In this section, we will discuss three topics concerning psychophysiological research and
spectral measures:
- Is the mid frequency band of heart rate (0.1 Hz component) an adequate measure of
mental effort?
- Is the high frequency band of heart rate, or RSA, a good vagal index?
- Is the ratio of mid and high frequency power of heart rate a good sympathetic index?
The power in the mid frequency band of heart rate is often used as an index of mental
effort: A larger decrease in power compared to the baseline indicates greater effort (see
1.2). The power in the mid frequency band of heart rate also shows a decrease when the
vagal and/or sympathetic gains are reduced to simulate the effects of mental load in the
model (see figure 4.3.2). A larger decrease in gain results in a larger decrease in power.
A vagal as well as a sympathetic gain decrease results in a decrease of the 0.1 Hz
component; we think that this finding is a reason for the 0.1 Hz component to decrease
in so many cases. However, we have shown in section 7.1 that the gain change cannot
be the only explanation for the cardiovascular effects of mental task performance and
that the two types of effort have different effects on the cardiovascular system. The 0.1
Hz component of heart rate is thus not enough to measure the effects of mental load in
every situation, since gain and basic level changes have opposite effects on this
component. The simulations, presented in figure 4.3.7, showed that this differential effect
does not appear in the high frequency band of heart rate. Then, RSA, or the power in
the high frequency band of heart rate could be a better index, but it is insensitive to
sympathetic gain changes. However, if RSA is used as an index of mental effort,
respiration should not be affected by mental task performance. Unfortunately, in all
experiments except one, respiratory frequency did change. Neither respiratory amplitude
nor pattern has yet been evaluated, but they may also be changed. Therefore, the
autonomic effects of mental load can be mixed up with respiratory effects. If respiration is
unchanged, the high frequency band of heart rate, or RSA, is a good index of vagal
activation.
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A method described in literature (Pagani, 1986; 1991) to construct an index of
sympathetic activation using spectral measures, is the ratio of the power in the mid
frequency band and high frequency band of heart rate (see section 4.4.3). The idea is
that the mid frequency band is effected by both vagal and sympathetic systems and the
high frequency band only by the vagal system. Using the ratio, the mid frequency band is
supposed to be compensated for vagal influences. However, simulations show that the
power ratio is sensitive to differences in mechanism of vagal changes. In figure 7.2.1a,
the sympathetic activation is shown for changes in gain (Gv) and basic level (Cv), see
also figure 4.3.5b. The power ratio for these simulations is shown in figure 7.2.1b. The
effects of Cv and Gv on the sympathetic activation are the same. The ratio is changed by
Cv changes, but hardly affected by Gv changes.
Figure 7.2.1: Effect of changes in Cv or Gv for a) Sympathetic firing rate and b) Heart rate
a) b)
power ratio (power mid frequency band/power high frequency band).
For measuring effects of mental load, assuming a defence reaction, the mid frequency
band itself is more sensitive than the power ratio. By dividing the power of the mid
frequency band by the power of the high frequency band, the ratio depends on
respiratory changes, which is not desirable.
We conclude that a defence reaction can be supposed to be the underlying mechanism if
- heart rate and blood pressure increase
- the mid as well as high frequency band of heart rate decease and
- the modulus in the mid frequency band decreases
- while respiration is hardly changed.
In that case, the amount of the decrease will be related to the intensity of the reaction
and thus of the mental load. In other cases, the use of spectral measures in combination
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with simulations can help to resolve the meaning of the measured changes.
7.3 Blockade of the autonomic nervous system
An experiment was performed to evaluate the contributions of vagal and β-sympathetic
parts of the autonomic system to mental load effects in heart rate and blood pressure.
This was investigated by pharmacological blockade of one of these parts with an
intravenously administered blocking agent. The effects of the blockades on
cardiovascular baseline values were also studied, but we will start with the changes on
the effects of mental load caused by vagal or β-sympathetic blockade.
Vagal blockade resulted in a significant change of the task effects on IBI, the low
frequency band of blood pressure, and the mid frequency band of the modulus. Effects
on IBI and modulus disappeared. Effects on heart rate variability were smaller while
effects on blood pressure variability increased. Blood pressure effects were slightly
smaller. The results suggest that the vagal system does not solely determine the task
effects on variability measures, but that the sympathetic system is involved as well. The
sympathetic system is able to influence the changes in blood pressure without large
modulus and IBI changes. The simulations show that the change of the sympathetic gain
is somewhat smaller after blockade than before (Gs=0.74 after vs. Gs=0.78 before).
However, the effect on blood pressure of task performance is not significantly different in
this experiment, meaning that the blood pressure can be changed more easily in the
blocked state (a smaller sympathetic gain reduction is required). This is in agreement
with the ‘loss of control’ that occurs during the vagal blockade. Under normal
circumstances, this ‘loss of control’ is partly achieved by a reduction in baroreflex gain in
the vagal part, as measured by the modulus reduction.
The β-sympathetic blockade resulted in a decreased effect of mental load on blood
pressure. The effect on modulus as well as that on IBI was not changed. This is in
agreement with our expectations and with the vagal blockade experiment. The
simulations show a smaller effect on sympathetic gain after blockade compared to that
before blockade (Gs=0.86 and Gs=0.78 respectively), while vagal gain remains
approximately the same (Gv= 0.70 and Gv=0.68 respectively). This shows that the β-
sympathetic system is an important factor in establishing the task effect on blood
pressure (the effect is significantly smaller after blockade).
In conclusion: Both experimental data and simulations show that the vagal system is
mainly involved in the effects of a task on IBI and modulus of the mid frequency band,
while the β-sympathetic system is mainly involved in the effects of a task on blood
pressure. Both systems however are involved in effects on heart rate and blood pressure
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variability in the mid frequency band. Looking at the mid frequency band of heart rate,
both systems change this band in the same direction, resulting in usually clear results of
mental load in this band.
The effects of vagal blockade on the baseline values are very dramatic: The variability
in heart rate almost disappears, modulus in the mid and high frequency bands are close
to zero, and heart rate is almost doubled. Simulations in section 6.6.1 have shown that
the results can be better explained if a small effect on systemic vascular resistance is
included. The findings of Bruning (1994a,b) made us believe that such an effect is more
than likely. The small increase in systemic vascular resistance enhances the blood
pressure effect and reduces the effect on the mid frequency band of blood pressure. To
verify this explanation, an experiment with selective cholinergic (muscarinic) blockers
should be performed. These blockers affect cardiac cholinergic receptors (M2) or
vascular cholinergic receptors (M3) only. If M3-blockers are used, no significant change
in task effects are expected, since the contribution of cholinergic control of systemic
resistance, if it exists, is small under normal circumstances (Von Scheidt, 1992). The
effect of M2-blockade will be about the same as with atropine, but with a smaller effect
on baseline blood pressure and increase in power in the mid frequency band of blood
pressure. Task effects should remain the same as with atropine.
There are remarkable differences in the cardiovascular effects of low and high doses of
atropine (Weise, 1989; Alcalay, 1992). The cardiovascular effects of the atropine paradox
include an increase in IBI and HRV with low doses and a decrease in IBI and HRV with
high doses. Bruning (1994a,b) found the effects on vascular resistance with very low
doses atropine (0.6-60 ng/kg/min). Our suggestion is that the low dose effects of atropine
(section 6.4; Weise, 1989; Alcalay, 1992) might be the effect of atropine on M3-
receptors. We do not have experimental evidence for this hypothesis, but we can (and
have) simulated the case that only D0,Rsys is changed. This simulation includes only an
effect on systemic vascular resistance (see figure 3.3.7) and is related to an M3-
blockade. The results can be compared with the results of the simulation in which both
Gv and Cv were changed (cardiac effects by an M2-blockade only). Table 7.3.1 shows
the parameter changes of Gv, Cv, and D0,Rsys for the two simulations and, to be complete,
the parameter changes for the simulation of the effect of atropine. Results of both
simulations are shown in figure 7.3.1. These simulations indeed show opposite effects on
heart rate, power in the high frequency band, and modulus. Experimental support of this
hypothesis, using M2- and M3-blockades, would be of great importance for
understanding the atropine paradox.
Another way to explain this paradox is on the basis of central (brain) effects of atropine
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(Brown, 1990). However, mental effects are usually found with high doses (above
approximately 60 µg/kg, Brown, 1990). It may be possible that the affected centres can
influence RVLM or that the RVLM is directly affected (even with doses below 5 µg/kg;
Julu, 1992). According to Julu (1992), a low dose of atropine may increase sympathetic
activation to the vasculature but a central vagal effect is not likely. More experimental
data and simulation research are necessary to evaluate these possibilities.
Table 7.3.1: Model changes for M2-, M3-, and atropine
blockades. Last line gives references to the figures that
show the simulation results.
parameter baseline M2 M3 M2+M3
value blockade blockade =atropine
Gv 1.00 0.02 0.02
Cv 1.00 0.00 0.00
D0,Rsys 1.55 1.90 1.90
Figure 6.6.1 7.3.1 6.6.2
7.3.1
β-Sympathetic blockade affects only baseline IBI significantly. The changes due to task
effects are now found in blood pressure effects. A low heart rate and an apparently
normal blood pressure does not mean a normally functioning cardiovascular system. It
shows that a mental task can be helpful to determine the capability of the cardiovascular
system to control blood pressure. This situation also occurs with some types of
medication affecting parts of the cardiovascular system as side effect (for example
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7.4 Future application of the model
The simulation model can be used to investigate the origin of the effects of medication
affecting the short-term blood pressure regulation. Examples are described in chapter 6.
We found that atropine is most likely to have two effects: Suppression of vagal influence
on the heart and an increase in systemic resistance. We needed both assumptions to
simulate the effects of heart rate, blood pressure, and the variability measures well. This
kind of research can easily be extended to other medication, like lorazepam or
imipramine (experimental data sets of Tulen (1991, 1996) are good examples). One can
verify by simulation whether these ideas regarding the points of impact on the cardio-
vascular control could be correct, too simple or too complicated.
Some other applications require extensions of the model. The effects of tilting a
subject, or changing body posture from the sitting to the standing position, can also be
investigated. For that purpose, however, the circulation needs to be divided into a intra-
and extra-thoracic part (Neus, 1984; Akkerman, 1991). For simulation of physical
exercise, cerebral blood flow effects, temperature effects etc., the circulation has to be
divided into different parts for the relevant organs (kidney, coronary circulation, brain,
skin, muscles, see Masuzawa, 1992 and Melchior, 1992). One of the major problems will
be finding model parameters for the nervous control of the vasculature of these organs.
Evoked heart rate and blood pressure responses
Another way to analyze heart rate and blood pressure time series is by means of
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averaging responses to certain stimuli (Wölk, 1991; Elbert, 1992; Birbaumer, 1992;
Otten, 1995; Van der Veen, 1996). For the averaging process, an equidistant time series
is required. One way to acquire such a series is by weighting each beat according to the
proportion of the new interval it occupies (Graham, 1978; Wölk, 1991; Birbaumer, 1992).
This is an approximation of a reversed IPFM-model (DeBoer, 1985a; for the IPFM-model
see section 3.5). This heart rate signal that is averaged is therefore the input signal of
the IPFM-model. Now remember that the output of the simulation is also input for the
IPFM-model, which means that simulation and experimental averages can be compared
directly.
An example of simulation of evoked responses is shown in figure 7.4.3. The
experimental data are from Wölk (1991). The task that the 20 subjects performed was a
signalled reaction task. Each stimulus is preceded by a warning signal at S1 (see figure
7.4.3). The imperative stimulus itself was presented at S2. In figure 7.4.3, the averaged
responses of heart rate and blood pressure are shown as solid lines. The simulated
responses, broken lines in figures 7.4.3a and 7.4.3b, were obtained by a specific pattern
of gain changes (Gv and Gs), as shown in figure 7.4.3c. Directly after S1 and S2,
changes in vagal and sympathetic gain were induced, with different durations. Strength
and duration were used to fit the experimental responses by trial and error. The result is
shown as the broken lines in figure 7.4.3a and 7.4.3.b. The correspondence between
simulated and experimental responses is very good.
Possibly the approach is too simple in two respects. Firstly, we applied the pattern only
once in the cardiovascular model. A different result is likely if the pattern is repeated for
several minutes. The reason for the differences is that the time constants in the
cardiovascular control system are longer than the task repetition interval. This concerns
especially the sympathetic system. In such a setup, the simulated time series can be
used to calculate the averages from stimulus responses in the same way as for the
experimental data. Secondly, respiratory influences are not included, assuming that they
are also absent in the experimental average. However, one can imagine that a
respiratory pattern does occur in the task rhythm. Then, the individual respiratory





Figure 7.4.3: Simulation of evoked
responses found by Wölk (1991). S1 is the
moment of a warning signal, S2 of the
stimulus.
a) Heart rate responses
b) Blood pressure responses
c) Gain changes used for the simulations
Temperature regulation
Temperature sometimes plays a role in psychophysiological research (Surwit, 1982;
Larsen, 1986; Shusterman, 1995). The environmental temperature influences
performance of mental tasks (Åstrand, 1986), and the cold pressor test is sometimes part
of studies of autonomic function and hypertension (Obrist, 1985; Low, 1993). Although
we did not pay much attention to thermoregulatory influences, we will have to do so in
the near future for the reasons mentioned in section 5.6.
A substantial part of thermoregulation coincides with cardiovascular regulation. Firstly,
the route from the anterior hypothalamus* (Larsen, 1986) down to the skin vessels is a
part of the systemic resistance control. Secondly, the control of metabolism by general
sympathetic activation will also affect the cardiovascular system. The skin vessels are
*The anterior hypothalamus is also known as the depressor area.
210 Chapter 7
not only affected by central control but also by a local mechanism (sweating results in
local vasodilatation, Houdas, 1982; Berne, 1992) and the spinal reflex by cold receptors
(Houdas, 1982; Berne, 1992). This mixture of effects will have consequences for the
cardiovascular system as well.
7.5 Towards estimation of parameters in individual subjects
We developed a procedure for estimating the model parameters in experimental data
from a group of subjects. In order to decide which set of parameters is the best, the
multivariate distance measure, d2, was used. It is defined as:
where E contains the experimental values, S the simulated values, C is the covariance
[4.4.2]
matrix of the experimental values and N the number of subjects. The distance can be
used to find the best set of model parameters using M measured variables. The set with
the smallest distance is the best fitting set.
When the variables included are normally distributed, the distance, d2, follows an F
distribution. We found that all the cardiovascular measures were normally distributed
after appropriate transformation. Therefore, we could test whether the estimation is good
enough (p<0.95) or not (p>0.95). In the latter case the means of the experimental data
differ significantly from the best fitting simulated means.
A partial distance can be calculated for each variable included in the multivariate
distance. This partial distance is used to determine which variable contributes the main
part of the total distance. The largest partial distance variable (LPDV) can be used to
evaluate the estimation results in more detail, which is especially important for those
cases where the estimation is not good enough.
The graphs of the relationship between multivariate distance and gain parameters
show that there is usually only one clear minimum (see figures 5.5.1-5.5.3). It makes the
estimations of the parameters uncomplicated. Other, more sophisticated, estimation
procedures which do not require a large table with simulations of all parameter
combinations can then be used. The resolution can be improved with less simulations.
So far, we have applied the estimation method on group data. However, besides
estimates for groups, we would like to make estimates for single subjects for several
reasons:
- Only with these estimates we can determine individual differences in mental load
effects. Especially for the groups with a small number of subjects, group means can be
Discussion 211
deceptive. In field experiments outside the laboratory, the differences between subjects
and circumstances may also require an individual approach.
- An interesting research question is whether the means of individually estimated
parameters is equal to the parameters estimated for those of the group. We simply
hypothesised this until now for our group estimates, but it can be shown by using
individual estimates.
- As stated in section 5.6, respiration can be a cause for changes in power outside the
high frequency band. This could be caused by changes in the amplitude of respiration.
To investigate this in the model, the changes in amplitude have to be included in the
model. This can be done only by using the measured respiratory signal as SResp (see
figure 3.4.3) which includes amplitude changes. Of course, this requires separate
simulations for each subject.
Four approaches for a single-subject estimate will be discussed now. The order in which
they are discussed is also the order of preference.
(1) Another way to obtain a covariance matrix for one subject is by means of repeated
measurements. The values of each measurement are used instead of the values of each
subject. The vector E¯ contains the means of the measurements.
The measurements can be obtained in two ways: a) by repeating baseline
measurements on several occasions, like every morning for five successive working
days, or b) by splitting a baseline measurement into smaller parts, for instance, a ten
minute baseline measurement into six 100 second periods. The number of
measurements, N, should exceed the number of variables, M, in the estimate. Since M
must be at least 4 in order to estimate the baseline variability of heart rate and blood
pressure, N should be at least 5. The whole procedure can be adapted easily to this
approach (just replace ‘subjects’ by ‘measurements’ in the procedure, and the same
statistics can be used).
(2) We consider the subject as an individual member of the group of subjects.
Therefore, the estimated covariance matrix, C, for the group is now used as a given
covariance matrix for this subject. The vector, E¯ , should now contain the values of the
variables for this specific subject, instead of the group means. In this case, since the
covariance matrix is considered to be known, the multivariate distance measure d2 has a
Chi-squared distribution.
(3) A general covariance matrix can be applied to the single-subject case. This general
covariance matrix will be obtained by using measurements of a very large group of
subjects. This approach is only a possibility for experimental conditions and subject
groups that are well studied, like rest situations (sitting) and may be memory search
tasks in young healthy male subjects. For newly explored manipulations or subject
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groups, such as vagal blockade or mental tasks performed in the supine position, a
general covariance matrix is not available.
(4) The worst case is one measurement in one subject. In that case, we propose a
non-parametric approach. To be able to combine variables with different distributions and
scales, we will use ranks to find the best estimate. Although the most obvious test is the
Chi-squared goodness-of-fit test (Siegel, 1988), this test is not independent of the
distribution of the variables included (in fact, their distribution should approach a normal
distribution with a variance equal to the mean). We suggest the following method:
- We have a table with M variables of L simulations.
- Calculate the absolute difference between measured value of the subject and
simulated value for each simulation and variable in the table.
- Rank these differences for each variable, giving the smallest difference rank 1, the
next rank 2, etc. So, a rank Rij (i=1..M, j=1..L) is assigned to each simulation.
- Find the simulation with the smallest sum of ranks (Rj=ΣRij, summed over variables),
Rmin. The corresponding parameter values are the estimation results.
The distribution of Rj can be approximated by a normal distribution, with
mean = M (L+1)/2
variance = M (L2-1)/12
if M and L are large enough (Marascuilo, 1977). This distribution is also the basis for the
test of the statistic used in the Friedman two-way analysis of variance by ranks
(Marascuilo, 1977; Siegel, 1988). Since the tables we use contain at least one or several
thousands of simulations, the approximation is good enough. This approximation can be
used to decide whether the minimal sum of ranks Rmin is small enough. So, to finish the
method:
- Calculate the normalized rank, z=(Rmin-mean)/(stand. deviation), and accept the
estimation if z<-1.65. Then, the chance that this sum of ranks occurred at random is
less then 0.05.
- The largest partial distance variable is now the variable with the largest rank Rmin,i
Note that this test is based on the distribution of the simulation outcomes of the included
variables. The statistical test is used to determine whether or not all ranks of the
variables included are close enough to 1 (the best fit for each variable). The range and





We adapted the model of Wesseling in such a way that we can simulate the short-term
effects of mental load on the cardiovascular system. Two major extensions were
necessary: a sympathetic branch in addition to a vagal branch for heart rate control and
an effect of respiration on the cardiovascular system. We implemented the description of
Rosenbluth (1934) for heart rate control, and used it partly as cardiovascular control
centre. Respiratory effects are implemented as inhibition of vagal activation in
combination with a decrease in intra-thoracic pressure during inspiration.
We would like to extend the respiratory model with an input from experimental data
(like Kitney, 1987). We hope that this extension can improve the simulated task effects in
the high frequency band of blood pressure and in part in the low frequency band of both
heart rate and blood pressure. These three bands are simulated less well as the others.
However, this would require a method for estimating model parameters for individuals
(see 7.5) which will be very labour-intensive.
Estimation procedure
We developed an estimation procedure which can include the measured cardiovascular
variables and can be used to estimate several model parameters. The procedure
determines which simulation has the smallest multivariate distance in a table of
simulations. A statistical test of this distance is applied to determine whether the
simulated result is not significantly different from the experimental results. The procedure
can be used for all experimental conditions that were investigated (baseline, mental load,
and blockade), and it can be used to estimate any model parameter(s).
Two conditions must be fulfilled: 1) the number of subjects must be larger than the
number of cardiovascular variables included, and 2) for the statistical test the
cardiovascular variables should have a normal distribution. The second condition
received a great deal of attention, since most of the variables used are not normally
distributed (all power and modulus values). After logarithmic transformation of the
variables however, this condition is fulfilled. The procedure that is developed is suitable
for subject groups, but it is expected to be suitable for estimating model parameters of
individual subject as well (see section 7.5).
Mental load- defence reaction- autonomic activations- spectral measures
Spectral measures of heart rate and blood pressure have been used for several
purposes: In psychophysiology to estimate mental load, in medicine to estimate
autonomic activation. However these purposes are related, and one of the goals of this
thesis is to unravel a part of the relation between mental load, autonomic activation and
spectral measures.
If mental load evokes a defence reaction, the power of the mid frequency band of heart
rate and the modulus of the mid frequency band show a decrease that is related to the
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invested mental effort. It is accompanied by a decrease in vagal activation and an
increase in sympathetic activation. The decrease in vagal and sympathetic* gains in the
NTS are the cause of the cardiovascular changes. This is the basic concept concerning
the effects of mental load and we have confirmed these effects by model simulations.
The changes in both gains can be estimated by the developed procedure.
However, we found situations where other mechanisms are necessary to explain the
changes in the cardiovascular system. In those cases, the gains in the NTS are not
changed, but the NTS is assumed to be by-passed and the higher centres and/or
hypothalamus influence the vagal and sympathetic outflow levels directly. Examples of
these situations are autonomic blockades and mental tasks performed by subjects having
a low modulus value during the pre-task baseline.
This NTS by-pass mechanism has other effects on the cardiovascular system, which
can (partly) mask the effects of the defence reaction. The vagal NTS by-pass has no
effect on the modulus in the mid frequency band and increases the power in the mid
frequency band of heart rate (The sympathetic NTS by-pass has not yet been studied in
detail, but is more complex since four effectors are involved). The effects on heart rate
and blood pressure level are the same, and more importantly now, the effects on
autonomic activation levels are also unchanged. However, the change in cardiovascular
control is totally different as measured by the modulus and other spectral measures. This
is of great importance for the interpretation of the experimental spectral results. We
conclude that for the study of mental load, the study of mechanisms involved in the
effects of mental task is the most important. Therefore the autonomic activation is less
important than the spectral measures. The situation is similar to the study of mechanisms
involved in pharmacological interventions (for example, administration of atropine, β-
blockers or imipramine), where several mechanisms can be involved. The model
simulations of mean and spectral measures of heart rate and blood pressure can help to
unravel the mechanisms that are involved.
*A decrease in sympathetic gain results in an increase of sympathetic activation, since the output of the
NTS inhibits the RVLM output.
Summary
Performing a mental task requires a great deal of effort from a subject. Mental effort has
effects on the cardiovascular system and the magnitude of these cardiovascular changes
is related to task difficulty. To quantify these changes, heart rate and blood pressure are
measured during rest and task conditions. Mean values as well as the variability of heart
rate and blood pressure (determined by means of spectral analysis) are calculated for
the conditions of a number of experiments. To explain the results, an approach will be
used that combines experimental and simulated data. The simulations are performed
with a model of the short-term blood pressure regulation.
The cardiovascular effects of mental load are usually an increase in heart rate and
blood pressure, a decrease in heart rate and blood pressure variability, and in baroreflex
sensitivity (BRS). These effects are very similar to the effects of a defence reaction. This
reaction can be evoked by stimulation of a specific part in the brain (hypothalamus).
In the cardiovascular system, many subdivisions can be distinguished. We will restrict
ourself to describe the physiology of the short-term blood pressure regulation which is
mainly involved in the defence reaction. Physiology of heart, circulation, and control
systems (baroreflex, cardiopulmonary reflex) is the basis for modelling the short-term
blood pressure regulation. Baroreceptors measure blood pressure continuously and send
this information to the cardiovascular control centre (CVCC). Here, activations in the
autonomic nervous system (ANS) are changed, and this will change the effectors in the
regulation. The vagal part of the ANS affects heart rate, while the sympathetic part
affects heart rate, systemic resistance, ventricular elastance, and venous volume. The
effector changes finally result in a change in blood pressure that is approximately
opposite to the change as measured by the baroreceptors.
There are several sources that give natural variations in blood pressure. Well known is
respiration, the cause of respiratory sinus arrhythmia. Total systemic resistance is
continuously changed by local processes that optimize blood supply to the various
organs. In the brain stem, where the CVCC is located, more noisy like variations occur
by influences from many higher brain centres.
A defence reaction changes the CVCC in such a way that it reduces the sensitivity of
the control of blood pressure. The decrease of sensitivity is accompanied by a heart rate
and blood pressure increase.
The model of the baroreflex is closely related the physiological structure. All parts of
the model are implemented as computational blocks with parameters. The parameter
values are estimated from physiological experiments in literature. Calculating the output
of each block for successive points in time results in time series of heart rate and mean
blood pressure.
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The model is based on the model of Wesseling and Settels, but has been extended by
a sympathetic control of heart rate, respiratory influences and an more detailed
cardiovascular control centre. We needed these elements to be able to simulate the
effects of mental task performance on heart rate, blood pressure and their variability. The
normal baseline variability is generated by three noise sources: random systemic
resistance modulation, baro-modulation and vagal modulation.
Effects of mental task performance will be simulated by changing the vagal and
sympathetic gain, Gv and Gs. These gains are one at baseline and usually reduced by
task performance, as a result of the defence reaction. They are located in the Nucleus
Tractus Solitarii (NTS). The NTS is the part of the CVCC that receives the baroreceptor
information about the blood pressure. The output of the NTS is send to the vagal and
sympathetic parts via respectively Gv and Gs.
Before we will simulate the experimental data, we studied the main characteristics of
four sets of model parameters in a systematic way. Firstly, the modulation depths of the
three noise sources are varied. Each noise source has a different influence on spectral
measures of heart rate and blood pressure. Secondly, parameters of the respiratory part
of the model are varied. At a respiratory frequency of 0.25 Hz, the parameters have
mainly effect on the high frequency bands of heart rate and blood pressure. Thirdly, the
sympathetic and vagal gains are varied. This is also expected to be the effect of mental
tasks (defence reaction). A simultaneous gain decrease increases heart rate and blood
pressure while variability and BRS decrease. However, complex interactions occur. The
fourth simulation series concerns vagal changes. The gain and mean activation level of
the vagal system are systematically varied. The power in the mid frequency band of
heart rate shows opposite effects for gain and level change while heart rate effects are
the same!
We want to estimate model parameters from experimental data (spectral measures and
mean values of heart rate and blood pressure). We will use a multivariate distance
measure that can determine the difference between simulated and experimental data for
a number of variables at once. If the (transformed) variables have a normal distribution,
the probability can be calculated that the simulated results differ from the experimental
results. This gives an indication about the goodness of fit for the simulation with the
estimated parameters.
We describe several experiments in which subjects had to perform mental tasks. Using
the combined data set (73 subjects), we tested the distribution of the variables. All
variables follow a normal distribution after the appropriate transformation. We also tested
whether the ‘Law of initial values’ was true for these variables, before and after
transformation. Before transformation, for all spectral measures the Law was true.
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However, after transformation, only for the baroreflex sensitivity the Law was still true.
Changing vagal and sympathetic gain to simulate the effects of mental load resulted in
several cases in good fits. Variability in heart rate (mid and high frequency band), mid
frequency band of blood pressure, and BRS decreased. Heart rate and blood pressure
increased. Less well simulated are both low frequency bands and the high frequency
band of blood pressure. Reasons can be the extreme stationarity of the baseline
simulations compared to experimental data, while there are changes in respiratory depth
and thermoregulatory effects during the experiments.
Finally, from the simulation results, it is speculated that in some cases Gv and Gs
cannot be the (only) parameters changed in the CCVC. This is supported by the fact that
the Law of Initial values is true for the BRS (which limits the Gv and Gs changes), and
that cardiovascular effects are still found without BRS changes.
The autonomic nervous system plays an important role in the cardiovascular effects of
mental load. Therefore, a partial blockade was used to investigate the contributions of
the vagal and sympathetic parts to the effects of mental load. Then, the experimental
results of baseline and task were simulated for both normal and blocked periods.
Vagal blockade results in a large increase of heart rate and almost no variability in
heart rate. Baroreflex sensitivity is reduced about to 1/18 of the baseline value. The
experimental data of the vagal blockade by atropine could be simulated well, and even
better with an additional effect to systemic vascular resistance. Effects of mental load
disappeared in heart rate and BRS, but were still present in mean blood pressure and
variability measures of heart rate and blood pressure.
Beta-sympathetic blockade by metoprolol only decreased heart rate in both
experimental data and simulations. It changed only the mental load effect in blood
pressure significantly. Mental load effects on BRS were also unchanged, which is
remarkable since blood pressure effects did change.
We conclude that both systems are involved in the change of the cardiovascular
system during mental task performance. The vagal system is mainly involved in task
effects on IBI and modulus in the mid frequency band, while the β-sympathetic system is
more important for the blood pressure task effects. Both system play an important role in
establishing heart rate and blood pressure variability effects. The experiment provides
more evidence that other mechanisms than BRS changes can be involved in the
cardiovascular effects of mental load.
We could improve the simulation of the vagal blockade better by an additional effect on
systemic vascular resistance. We think that this effect can be an explanation for the
different effects on heart rate with low and high doses of atropine.
In our study, the underlying psychophysiological explanation for the commonly
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observed cardiovascular effects during mental task performance is the defence reaction.
However, the defence reaction as underlying mechanism for the short-term
cardiovascular effects of mental load is not enough. There is evidence from experiments
(LIV, no modulus change in some cases, autonomic blockade experiments) and
simulations (Gv and Gs do not explain all experimental changes) that there is another
mechanism that increases heart rate and blood pressure as an effect of mental load.
This NTS by-pass reaction changes the autonomic activations directly, and not by
inhibition of the NTS. The defence reaction is related to the mental effort that is required
for the task performance, while we think that the NTS by-pass is more related to
stressors like additional noise and preparation of the subject. About the same division
has been made in the emotional motor system, where the lateral part is involved in the
defence reaction, and the medial part is a level setting system (which influences the
RVLM directly).
The autonomic blockade experiment showed that the vagal system is mainly involved
in task effects on IBI and modulus in the mid frequency band, while the β-sympathetic
system is more important for the blood pressure task effects. Both systems play an
important role in establishing heart rate and blood pressure variability effects.
We could improve the simulation of the vagal blockade by an additional effect on
systemic vascular resistance. We think that this effect can be an explanation for the
different effects on heart rate with low and high doses of atropine.
Future applications of the model are, for example, simulation of evoked heart rate and
blood pressure responses or simulation of other medications. Simulation of the
experimental data of one single subject is an important factor for a number of
applications. This requires, however, a major change in the estimation procedure and/or
the experimental design.
We conclude that in the research on the effects of mental load, the study of the
mechanisms involved is the most important. The situation is similar to the study of
mechanisms involved in pharmacological interventions (for example, administration of
atropine, β-blockers or imipramine), where several mechanisms can be involved. The
model simulations of mean and spectral measures of heart rate and blood pressure can
help to unravel the mechanisms that are involved.
Samenvatting
Het uitvoeren van een mentale taak vereist de nodige inspanning. Het lichaam reageert
hierop met, onder andere, een verhoging van hartfrequentie en bloeddruk, en de normaal
aanwezige variaties in de hartfrequentie nemen juist af. Uit deze veranderingen wil men
afleiden hoe zwaar de mentale inspanning is geweest. De afname van variaties hangt in
veel gevallen samen met de zwaarte van de mentale taak, maar niet altijd. Om de
veranderingen in de hartfrequentie, bloeddruk en variaties beter te begrijpen is in 1986
met behulp van een NWO-subsidie het onderzoek gestart dat in dit proefschrift wordt
beschreven. Door de resultaten van een aantal experimenten op een rij te zetten en de
resultaten met een simulatiemodel na te bootsen, hebben we geprobeerd te achterhalen
op welke manier de hartfrequentie- en bloeddrukveranderingen tot stand komen.
Fysiologie
Om te kunnen begrijpen hoe de bloeddruk kan veranderen, is het nodig om te weten hoe
deze normaal geregeld wordt. Ook is dit essentieel voor het maken van een
simulatiemodel waarmee hartfrequentie- en bloeddrukveranderingen kunnen worden
nagebootst. Er is een groot aantal systemen in het lichaam betrokken bij het op peil
houden van de bloeddruk. Voor ons doel kunnen we ons beperken tot die deelsystemen
die de bloeddruk op korte termijn regelen, omdat de mentale taken die in de
experimenten worden gebruikt kort duren (ongeveer vijf minuten). Voor het regelen van
de normale bloeddruk is de baroreflex het belangrijkste.
In de wand van de halsslagader bevindt zich aantal drukgevoelige sensoren. Het
aantal zenuwpulsen dat zij samen afgeven hangt direct samen met de hoogte van de
bloeddruk. De zenuwpulsen worden verzonden naar een controlecentrum dat in de
hersenstam ligt. Dit controlecentrum bestuurt, via het autonome zenuwstelsel, een aantal
elementen in de bloedsomloop. Via het vagale deel van het autonome zenuwstelsel
wordt de hartfrequentie bestuurd, en via het sympatische deel de hartfrequentie, de
hartslagkracht, de diameter van de kleine slagaders en het bloedvolume in de aders. Als
de bloeddruk daalt, zullen de sensoren minder zenuwpulsen gaan versturen. Het
controlecentrum reageert hierop met minder vagale activiteit en meer sympatische
activiteit. Dit heeft als gevolg dat de hartfrequentie toeneemt, de slagkracht toeneemt, de
kleine slagaders vernauwen en het volume in de aders afneemt. Door deze acties neemt
de bloeddruk vervolgens weer toe. Onder normale omstandigheden kan de baroreflex de
bloeddruk heel goed constant houden.
Tijdens het uitvoeren van een mentale taak worden de bloeddrukvariaties minder sterk
doorgegeven van de druksensoren naar het vagale en sympatische deel. Dat komt
waarschijnlijk door het optreden van de ’defensieve reactie’. Een bepaald gebied in het
controlecentrum, de Nucleus Tractus Solitarii (NTS), wordt vanuit andere hersengebieden
zo beïnvloed dat het de bloeddrukinformatie minder sterk doorgeeft. De
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gevoeligheidsdaling heeft als gevolg dat hartfrequentie en bloeddruk toenemen want
schijnbaar is de bloeddruk afgenomen. Ook de variaties in hartfrequentie nemen hierdoor
af.
Model
Als uitgangspunt voor dit onderzoek is een model van de baroreflex gekozen dat door
Wesseling en Settels ontwikkeld is. Het is op twee punten aangepast. Er is een
sympatische beïnvloeding van de hartfrequentie toegevoegd aan de aanwezige vagale
beïnvloeding. De invloed van ademhaling, een belangrijke bron van normale variaties in
hartfrequentie en bloeddruk, is ook ingebouwd, omdat in dit onderzoek die variaties een
belangrijke rol spelen.
In het model van de NTS zijn de versterkingsfactor Gv en de sympatische
versterkingsfactor Gs opgenomen, die bepalen hoe sterk de bloeddrukinformatie wordt
doorgegeven naar het vagale en sympatische deel van het controlecentrum. Om het
effect van een mentale taak na te bootsen worden Gv en Gs kleiner gemaakt.
Het totale model levert een reeks hartfrequentie- en bloeddrukwaarden op die
vergelijkbaar zijn met de metingen die bij proefpersonen zijn gedaan. Er wordt een
rustperiode nagebootst (gesimuleerd) en daarna wordt een taakperiode gesimuleerd. De
versterkingsfactoren Gv en Gs worden geschat door de metingen en de simulaties zo
goed mogelijk op elkaar af te stemmen.
Schattingsmethode
Er is een methode ontwikkeld om te kunnen bepalen of de simulatieresultaten
overeenstemmen met de experimentele resultaten. Hierbij wordt een vergelijking
gemaakt tussen de resultaten van een aantal gemeten variabelen van een experiment en
de gesimuleerde variabelen. Hoe dichter de resultaten van experiment en simulatie voor
alle variabelen bij elkaar liggen, hoe beter de simulatie overeenkomt met de meting. Van
de ontwikkelde maat, de multivariate afstandsmaat, zijn de statistische eigenschappen
bekend, zodat met een bepaalde zekerheid kan worden gesteld dat simulaties wel of niet
overeenstemmen met het experiment.
De procedure om Gv en Gs te schatten zal worden gebruikt als voorbeeld, er is echter
een aantal andere modelparameters die eerst moeten worden geschat om de rustperiode
te simuleren. Stel nu dat de rustperiode gesimuleerd kan worden, dan wordt er een groot
aantal malen gesimuleerd met steeds net iets andere instellingen van Gv en Gs. De
simulatieresultaten van al die instellingen (ongeveer 1300) worden in een tabel gezet. Al
die resultaten worden vervolgens met het experiment vergeleken. De instelling met de
kleinste afstand tot het experiment levert dan de schatting op voor Gv en Gs.
Experimenten
Er zijn experimenten uit de literatuur en eigen experimenten gebruikt om te simuleren.
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Het gaat vooral om experimenten waarbij proefpersonen een geheugenzoektaak
moesten uitvoeren, terwijl de hartfrequentie en bloeddruk werden gemeten. Zo’n taak
begint met het leren van een aantal letters. Daarna verschijnen, gedurende vijf minuten,
nieuwe letters op het beeldscherm en moet er een knop worden ingedrukt als hierbij een
letter staat die geleerd is. Soms wordt de taak verzwaard door ook nog te vragen van elk
van de geleerde letters te tellen hoe vaak ze tijdens de taak voorkomen.
In het algemeen hebben de mentale taken als gevolg dat de hartfrequentie en
bloeddruk stijgen en de variaties in hartfrequentie en bloeddruk afnemen. Vaak gaat dit
gepaard met een afname van de baroreflexgevoeligheid (die kan worden bepaald uit de
relatie tussen variaties in bloeddruk en hartfrequentie). Een opvallende bevinding van de
analyse over alle experimenten heen is dat de baroreflexgevoeligheid niet onbeperkt
verlaagd kan worden door het uitvoeren van een mentale taak.
In de meeste gevallen kunnen de effecten van de mentale taak goed gesimuleerd
worden. De vagale versterkingsfactor Gv daalt ongeveer 30% en de sympatische
versterkingsfactor Gs ongeveer 20%. Er zijn echter experimenten waarin de
baroreflexgevoeligheid niet daalt, terwijl hartfrequentie en bloeddruk wel het normale
patroon laten zien (inclusief hun variaties). Dit kan niet met een daling van de twee
parameters Gv en Gs gesimuleerd worden: óf de hartfrequentie stijgt te weinig, óf de
baroreflexgevoeligheid daalt te veel. Een verklaring hiervoor wordt gezocht in een te
simpel model voor de ademhaling, een mogelijke verandering van de normale variaties in
de baroreflex, en een omzeiling van de NTS (zie hiervoor de discussie).
Blokkade van het autonome zenuwstelsel
Het autonome zenuwstelsel is verantwoordelijk voor de veranderingen in hartfrequentie
en bloeddruk tijdens een mentale taak. Hoe het vagale en het sympatische deel
bijdragen aan die veranderingen, kan onderzocht worden door een deel te blokkeren met
behulp van een medicijn. Bij zes proefpersonen is dit experiment uitgevoerd, waarbij ze
atropine kregen toegediend en op een andere dag metoprolol. Atropine blokkeert de
vagale beïnvloeding van het hart, zodat met name de hartfrequentie flink stijgt en de
variaties in hartfrequentie bijna geheel verdwijnen (een lage dosering atropine heeft
overigens het tegengestelde effect, de oorzaak hiervan is nog niet bekend). Metoprolol is
een beta-blokker, waarmee de sympatische beïnvloeding van het hart kan worden
geblokkeerd. Hierdoor daalt juist de hartfrequentie. Voor en na het toedienen van de stof
werden hartfrequentie en bloeddruk gemeten tijdens een rust- en taakperiode. De
experimentele gegevens werden vervolgens gesimuleerd.
De blokkade met atropine verdubbelde bijna de hartfrequentie, de variaties in
hartfrequentie waren bijna verdwenen, en van de baroreflexgevoeligheid bleef nog maar
6% over. De effecten van de mentale taak verdwenen uit hartfrequentie en baroreflex-
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gevoeligheid, maar bleven aanwezig in bloeddruk en variaties in bloeddruk èn
hartfrequentie. De simulatie van het effect van atropine komt goed met de experimentele
gegevens overeen, maar de gesimuleerde bloeddrukstijging is veel kleiner dan in het
experiment. Door een extra effect, geringe slagadervernauwing, toe te voegen in de
simulaties kon dit aanzienlijk verbeterd worden (dit effect zou mede verantwoordelijk
kunnen zijn voor het tegengestelde effect van een lage dosering).
Metoprolol had alleen een duidelijke verlaging van de hartfrequentie in de rustperiode
als gevolg. De bloeddrukstijging ten gevolge van de mentale taak was ook verminderd.
Hiermee wordt het belang van het sympatische deel voor bloeddrukstijgingen bevestigd.
Ondanks dat de drukstijging was verminderd, veranderde de daling van
baroreflexgevoeligheid niet. De simulatie kwam goed overeen met de experimentele
gegevens, op een lichte bloeddrukstijging die in het experiment gevonden is na. Voor de
lichte drukstijging kon geen verklaring worden gevonden, en was overigens ook tegen de
verwachting in (beta-blokkers worden immers als bloeddrukverlagend middel toegepast).
Discussie en conclusie
De analyse van de variaties in hartfrequentie en bloeddruk geven meer inzicht in de
onderliggende veranderingen in de baroreflex. Bovendien is hierbij het gebruik van
simulaties van groot belang. Het huidige model en de schattingsmethode zijn hiervoor
goed bruikbaar gebleken.
De effecten van een mentale taak op hartfrequentie en bloeddruk kunnen niet altijd
door de gevoeligheidsvermindering in de NTS worden verklaard. Er moet in een aantal
gevallen sprake zijn van een andere manier waarop de effecten tot stand komen. Deze
manier, de NTS-by-pass, beïnvloedt de vagale en sympatische activatie buiten de NTS
om, waardoor de gevoeligheidsvermindering niet optreedt. Of de NTS-by-pass ook bij de
normale reactie betrokken is, of alleen geactiveerd wordt als de defensieve reactie niet
optreedt, kan niet worden vastgesteld. De NTS-by-pass zou ook betrokken kunnen zijn
bij de instelling van de bloeddruk voorafgaande aan een experiment, of bijdragen aan de
effecten van extra taakelementen zoals het invoeren van beloning voor goede prestatie,
of aan de gevolgen van uitputting door slaapgebrek.
Simulatie van experimentele resultaten draagt bij tot een beter begrip van de
onderliggende veranderingen in de baroreflex van mentale taken en medicijnen die het
autonome zenuwstelsel beïnvloeden. De effecten op hartfrequentie en bloeddruk van
medicijnen of manipulaties kunnen op dezelfde manier goed worden onderzocht.
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This appendix consist of three figure and one table. The whole model has been shown in
detail in two figures. The receptors and effectors are combined in one figure (figure A.1),
and the circulation and heart in an other (figure A.2). The third figure is the simplified
model as used in chapter 3 (figure A.3).
The table contains the values of variables, indicated in the two
overview figures, at baseline, without variations (mB, mV, mR, Kth, and mInh set to zero).
Some of these variables can also be found in table 3.2.1.
Table: Baseline value of variables
Variable value unit
systemic arterial pressure Psa 100 mmHg
systemic venous pressure Psv 5 mmHg
pulmonary arterial pressure Ppa 15 mmHg
pulmonary venous pressure Ppv 5 mmHg
carotid sinus pressure PCS 100 mmHg
thoracic pressure Pth 0 mmHg
stroke volume (left and right) Vs 100 cm3
cardiac output (left and right) Qh 100 cm3/s
heart rate fh 1.0 Hz
maximal ventricular elastance, left Emax 1.69 mmHg/cm3
maximal ventricular elastance, right Emax 0.273 mmHg/cm3
systemic resistance Rsys 0.95 mmHg s/cm3
unloaded venous volume change ∆Vu 0.0 cm3
baroreceptor activation Bb 0.5 -
cardiopulmonary receptor activation Bcp 0.0 mmHg
vagal activation Fvag 8.76 Hz
sympathetic activation (HR-loop) Fsym 1.83 Hz
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B: Implementation of the model
B.1 The complete model
TUTSIM is a computer language for simulation of continuous systems (Meerman,
1980), such as our cardiovascular model. The language is specially designed for
simulation of block-structured models. It provides the user with a variety of linear and
non-linear blocks such as first order systems, amplifiers, time delays, summators,
multipliers, sine and cosine function blocks. A very powerful block is the user defined
function: The relation between input and output can be specified simply by specifying
some points of the function. The other function values, if required during simulation, are
calculated by linear intra- or extrapolation. This function block is used several times in
our model, for instance to specify the baroreceptor curve (see figure 3.3.5, the table can
be specified in a TUTSIM function block).
The implementation and the block diagram of the model have a direct relation. Since a
block diagram gives a better insight in the model than a listing, the model is ’listed’ as a
block diagram in Appendix A. Each block has a number, a specific function, parameter(s)
and input(s) that can be specified easily in TUTSIM.
B.2 A simulation run
Running a simulation means that for every point in time all output values are
calculated. There is a specific calculation sequence for blocks, which is determined by
TUTSIM. Only when errors occur does the user become aware of this rather difficult
problem in closed loop systems.
The number of time points should be minimized, because the duration of the simulation
is proportional to the number of time points. There are two parameters that determine the
total number of points: The simulated time span and the step size (time between two
calculation points). The simulation starts always at t=0.0, while the end time can be
specified. Since we want to compare the simulations with experiments, we will have to
simulate comparable time segments: 5 minutes or 300 s. To reach a new steady state
after a parameter change, approximately 200 s are required (see figure B.3 and later in
this section), so the total simulated time must be 500 s. So this cannot be reduced, but
how about the step size?
The right step size depends on the time constants and delays in the model that are
used for the simulation. A general rule is that the step size must be less than or equal to
half the smallest time constant. If this rule is disregarded, the simulations can become
useless, because of the inaccuracies in the integration blocks. The model can start to
oscillate due to a step size that is too large: So, one has to be careful. The smallest
delay in the model is the time delay in the vagal heart rate effector, which is 0.2 s. An
appropriate choice is therefore a step size of 0.1 s.
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Figure B.1: Simulation run without noise sources: Blood pressure (MBP) and heart rate
a) b)
(HR) time series: a) normal step size 0.100 s, b) larger step size of 0.252 s
Figure B.2: Simulation with mB=20%. Blood pressure (MBP) and heart rate (HR) time
a)b)
series: a) normal step size 0.100 s, b) smaller step size 0.040 s.
The effects of smaller and larger step sizes are shown in figures B.1 and B.2. Usually,
there are no variations in the model if all noise sources are set to zero. This is clearly
visible in figure B.1a, which shows the output signals fh and Psa for a simulation run of
100 s, using a step size of 0.1 s. However, if the step size is increased about 2.5 times,
(to 0.252) the model starts to produce spontaneous variations, which will only increase in
amplitude. The output makes no sense at all. This phenomenon is due to numerical
instability.
If the step size is reduced 2.5 times (to 0.04) the output is not different from the output
at step size 0.1 (figure B.2a and b). The largest difference in heart rate and blood
pressure values in the two outputs is less than 0.1 %. However, the costs are high: The
computation time has increased 2.5 times. A good compromise for the step size is
therefore 0.1 s, which is used in all simulations.
If a parameter is changed in the model, the variables will reach their new levels after
about 200 s. In figure B.3, a simulation is shown of a typical parameter change: a
decrease in baroreflex gain by 50%. Heart rate increases to 1.17 Hz and blood pressure
rises to 121 mmHg. After about 200 s, the signals become constant again. If the
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simulation is continued for another 300 s,
Figure B.3: Simulation of 200 s after a
baroreflex decrease of 50% (Gv=0.5 and
Gs=0.5). Blood pressure (MBP) and heart
rate (HR) time series.
the difference from the levels at 200 s is
about 0.1 %.
The computation time (the time that one
has to wait before a simulation is finished
and the results are available) has been
reduced significantly. The first simulations
were performed on an AT 286 at 8 MHz
with a mathematical co-processor and took
about ’real time’; simulating a 500 s
segment took about 500 s to compute. For
the last series, a 486DX2 at 66 Mhz was
used, and it took about 20 s computing time
per simulation.
After a simulation, an output file is
generated of about 800 bytes per simulated
second, or 240 kb for a standard simulation
run (The first 200 s are not stored). Data reduction is required if several simulation runs
have to be performed. Processing of the output is discussed in the next section.
B.3 Processing the simulation output
Firstly, the outputs of the simulation are used as input for the extended IPFM-model
Figure B.4: Processing during a simulation run. The required processing time and output
file size are indicated for each process. The shell can change model parameters over a
specified range and perform n runs.
(figure 3.5.1). Since fh(t) is not continuous, the IPFM-integrator output is linearly
interpolated to obtain the precise time of reference level crossing. The precision of ti has
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been increased to 1 ms, equal to the experimental data. This processing is done after
the simulation run, since it would require a step size of 0.001 s during the simulations
with the cardiovascular model to reach the same precision.
After the IPFM model, the number of samples is reduced about 10 times, the output
contains only one sample (beat) per second (at a heart rate of 1.0 Hz) instead of 10 per
second (step size of 0.1 s during the simulation run). The reduction is the same for other
variables that are processed, such as blood pressure. The output of this process has the
same format as experimental data.
Secondly, the data can be analyzed by CARSPAN now, in a way similar to the
experimental data. CARSPAN calculates the power spectra of heart rate, blood pressure,
and transfer functions between time series. The output is about 1 kb per spectrum and,
in a standard run, a total of 5 kb.
Finally, from the output of CARSPAN mean values and power in certain frequency
bands (see section 1.2) are selected and stored, reducing the CARSPAN output to a size
of about 115 bytes per simulation. The total reduction is over 2000 times.
Figure B.4 shows the processing of the output schematically. The duration of each
process is indicated as well as the output size. The processing is controlled by a shell
program that can be used to perform a number of simulation runs without user
intervention. In these runs, up to four model parameters can be changed systematically
and the results are stored in one output file. This provides a powerful tool to investigate
the sensitivity of the model for certain parameter changes. Without such a large
reduction in output of a simulation, this would never be possible on the required scale
(1000 simulation runs are necessary for varying 3 parameters over 10 values; note that
this will take 25 hours computation time on an AT 386/387 system at 33 MHz).
C: Experiment procedures
C.1 Memory search tasks
Most of the tasks used in the experiments are memory search tasks. The subject has to
learn by heart a number of letters (for example RQTS). The letters RQTS are presented
for a few seconds (10 s), and then other letter sets appear on the same screen. These
sets contain letters from the memory set (target letters) and other letters (non-target
letters). An example of a letter sequence is:
|R Q T S| * |N K| * |G Q| * |R F| * |K D| * |W P| * |B M| * |R W|
The characters between | | are displayed together. Between two stimulus sets (here two
letters) an attention character is displayed. The displayed letters are centralized around
this character. Task difficulty can be varied by choosing the number of memory and
stimulus set letters. The number of comparisons that have to be made to perform the
task is an important factor for the difficulty level, and is related to the product of the
number of letters in memory and stimulus set.
An other important factor for the difficulty level of the task, is the presentation time of
the stimulus sets and total inter-stimulus time (ISI). Two examples of presentation times
are given in table C.1.
Table C.1: Two examples of presentation times [ms]
Example 1 2
Stimulus 2500 300
Attention character 500 2200
Inter-stimulus interval 3000 2500
In case of example 1, the comparison with the memory set can be done using the letters
on the screen. Even after the reaction (after about one second) the letters are still on the
screen. In example 2, the letters appear very shortly on the screen and have to stored in
the working memory. Then, the comparison with the memory set can be performed.
Clearly, the task of the second example is more difficult than example 1, although the
time between two stimuli is not very different.
Several variations can be made using this task. An example is the selective attention
task. During this task, stimuli are divided in two categories (colour: red, blue; size: small,
large) and the subject should respond only to targets of one category (to red RQTS, not
to blue RQTS). An other variation can be made by asking the subject to count the
appearances of the target letters. After the experiment, the subjects has to give the
number of R’s, Q’s, T’s and S’s that appeared on the screen (i.e. counting the letters
separately). This element makes the task very difficult.
The last variety discussed here is the varied mapping task. The examples given above
were consistent or constant mapping tasks: one memory set per task condition.
However, during a varied mapping task, before every stimulus, a new memory set is
presented. The following letter series could be presented:
|R Q T S| * |H F R S| * |D R T P| * |L K N S| * |W T S V| * |P G F W|
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The letters in italic are memory set letters, the others are the stimuli. On the screen,
usually colour is used to differentiate between memory and stimulus letters. The subject
has to learn the memory set in a very short time (2.5 s) before every stimulus set, which
makes the task very difficult. This task can not be performed automatically, which is
possible during a consistent mapping task (after tedious training). Therefore, the varied
mapping task is more suitable for long lasting tasks, with the aim of constant mental load
during the whole task.
C.2 Task presentation
An IBM-compatible Personal Computer (PC) is used to present the stimuli to the subject.
A colour monitor is placed in front of the subject and a response panel near the
dominant hand. The experiment leader has its own monitor and keyboard for experiment
control. Task programs are developed for systems using MS-DOS.
The task programmes have been developed using a real-time library with TURBO
Pascal. This library has been developed at the department of Experimental Psychology
of the University of Groningen (Gerritsma, 1991). With this library, it is possible to
present visual and auditive stimuli to subject and collect the responses with high time
precision (16.7 ms for presentation on a 60 Hz monitor, 1 ms for responses). Usually, a
two monitors set-up is used. The subject will only see the stimuli, not the commands
required for task control. In figure C.1, a general set-up is shown.
The PC’s parallel I/O-port is used for digital input and output. A specially designed
Figure C.1: Task presentation is carried out by a Personal Computer with two monitors.
Responses are collected using a special I/O-interface (EDM-PC).
interface (Event Data Multiplexer for Personal Computers, EDM-PC) is used to collect
responses and generates output pulses (for synchronization and control of external
equipment). The interface guarantees 1 ms time precision when sixteen events occur at
the same time.
A standard presentation program uses two input files: one with text or graphical
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information, and one with command information (e.g. presentation time, event codes,
expected response). In this way, all the subjects can get the same task. The same
program can also be used to present several similar tasks in the same way but with
different stimuli (For instance, if the task is repeated with a new memory set and stimuli
every fifteen minutes). The output of a program contains, among others, reaction time,
and a right/wrong response indication per stimulus.
Usually, the sampling of the analogue signals (see C.3) is carried out on an other
computer. To synchronize these two processes, the PC generates synchronization
pulses that are registered by the other computer, using an event recorder interface. The
pulses are generated at the beginning of each stimulus.
C.3 Measurement of physiological signals
Three physiological signals from the subject are recorded: electrocardiogram (ECG, one
lead), blood pressure, and respiration. Figure C.2 gives an overview of the recording
systems.
The ECG is recorded from precordial leads. The signal is amplified and a hardware
trigger detects the R-peak. At the moment of the R-peak in the ECG, a pulse is
generated (1 ms accuracy). These pulses are recorded by means of the event recorder
interface. The occurrence times are stored, together with a pulse code, in an event file.
Other events (like stimulus presentation moments, see C.2) are stored in the same file.
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An LSI-11 computer is used for data acquisition of analogue signals (Zuiderveen,
Figure C.2: An LSI-11 computer is used for data acquisition. Analogue signals and digital
inputs (events) are stored in separate files. ADC=Analogue to Digital Convertor.
1985). Two signals, blood pressure and respiration, are always sampled at 100 Hz. An
anti-aliasing filter is used with a cut-off frequency of 35 Hz. The samples of both
channels are stored in one file. The timing of sampling and event recording is controlled
by one computer clock (Mulder, L, 1985).
The respiration is measured using a strain gauge attached to a belt wrapped around
the thorax. The resistance changes are converted to a voltage between -1 and +1 Volt.
The recordings are not calibrated to millilitres inhaled volume, only within subject
measurements can be compared.
A continuous signal from a blood pressure measurement system is sampled. Although
the systems do differ, the way of recording is always the same. Before every
measurement, a calibration signal (usually 1 V square waves) is recorded for later
calibration of the sample values. An amplifier/attenuator is used to keep the signal
amplitude in the required range of -1..+1 V.
C.4 Analysis of the data
Performance data
During the task presentation, the results are stored in a file. The results consist of
reaction time, given response, kind of stimulus etc. Also an answer indication
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(right/wrong) is stored for each stimulus. This file is processed using an application
program and the mean reaction time and number of errors is returned per task of each
subject. The error percentages are the sum of false alarms and misses.
SPSS/PC 4.0 is used to calculate the mean reaction time and errors for a subject
group. In case of the blockade experiment, the scores before and after blockade are
tested using the Wilcoxon matched-pairs signed-ranks test (Siegel, 1988). Effects are
considered to be significant if the p-value (two-sided) is below 0.05.
Cardiovascular data
The event file (see figure C.2) contains the R-peak events. These events are checked for
artefacts. Artefacts are corrected using the procedures as described by Mulder, L
(1988a, 1992). The blood pressure values are determined for each heart beat. This
means that the event file and the analogue data file are combined. Systolic pressure is
the maximum of the pressure signal between two R-peaks. Diastolic pressure the
minimum preceding the systolic pressure. Mean pressure is the mean value of the
pressure signal between two R-peaks. Pressure values are assigned to the R-peak at
the end of an interval. After detection of the pressure values, artefacts and missing
values are interpolated. The length of each inter-beat interval (IBI) is also assigned to the
R-peak at the end of that interval. This is necessary for the calculation of the transfer
function between IBI and systolic or mean blood pressure. For the blockade experiment,
the relation between cardiovascular signal and respiration is calculated. To make this
possible, a respiration value is assigned to R-peaks. The mean value of the respiration
samples between two R-peaks is assigned to the R-peak at the end of the interval. The
files contain now per R-peak:
<R-peak code> <R-peak time> <systolic> <diastolic> <mean> <IBI> <resp.value>
These files are the input files for spectral analysis with CARSPAN (Mulder, L, 1988a,b).
The spectra of heart rate, blood pressure, and respiration are calculated and the transfer
function of systolic pressure to IBI.
The output files from CARSPAN are reduced to files with all variables (that are used in
chapter 5) one line per condition for each subject. These files are used for statistical
analysis with the SPSS/PC 4.0 package. Rest-task effects are tested using the Wilcoxon
matched-pairs signed-ranks test (Siegel, 1988). Effects are considered to be significant if
the p-value (one-sided, except for coherence values) is below 0.05. This simple statistic
approach is used since the main purpose is to compare the experimental data with the
simulations, the variables are not normally distributed and of very different nature.
The CARSPAN output files are also used for the estimation of the simulation parameters.
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D: LIV - Theoretical model
Figure B.3: Data processing scheme. Text in
box indicate software name and version.
In chapter 5, the Law of initial values (LIV)
was tested for several variables. The LIV
can only be present if the values of the
variable are limited. It has been shown by
Geenen (1993, see section 5.3.4) that if the
ratio of task and baseline variance is
reduced significantly, the LIV is true. If this
ratio increases, the opposite hypothesis is
true, the Fanspread Hypothesis (FH).
Two limits have been distinguished: the
methodological and psychophysiological
limit. For a lot of cardiovascular variables,
the methodological limit is equal to zero: for
IBI, and most spectral measures, such as
power values and modulus values. These
variables decrease from rest to task,
towards this limit. We will summarize the
results of chapter 5 now:
LIV is true for untransformed power
and modulus values.
LIV is not true for all logarithmic
transformed powers, and for the
modulus in the high frequency band.
LIV is still true for the logarithmic transformed modulus in the mid frequency band.
LIV is true for IBI, but for HR neither LIV nor FH is true.
We developed a simple theoretical model for a LIV variable, and used this model to
determine the effects of the transformations and to find an explanation for the results in
section 5.3.4.
D.1 The model.
Let x be a variable measured during baseline (xb,i) and during task (xt,i) for each subject(i=1..N). Then the mean and variance of x at baseline and task are:
Now, if the LIV is true for a variable that is decreased by the manipulation towards a
[D.1a]
[D.1b]
lower limit, the following relation can be defined between xb,i and xt,i:
The decrease or effect is defined by δ, while the lower limit is equal to x0. If δ is equal to
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1, the maximal effect is accomplished and all xt,i values will be equal to x0.
[D.2]




It shows that the mean and variance are indeed reduced from baseline to task. The
[D.3b]
relation between task and baseline standard deviation is now:
If this ratio is significant smaller than 1, the LIV is true, and if it is significant larger than
[D.4]
1, the FH is true. We will determine the effect on this ratio for the transformations. The
limit x0 has no influence on the test of the LIV, since the ratio st/sb is independent of x0.
D.2 Transformations and their approximations.
A. Logarithmic transformation: y=log(x). It transforms Chi-square and F distributed
variables to normally distributed variables. The following approximation can be used
for small values of v:
B. Reciprocal transformation: y =1/x. Used to transform IBI values in to HR values. The
[D.5]
following approximation can be used for small values of v:
The methodological lower limit for Chi square and F distributed variables is zero. Also the
[D.6]
interval between two heart beats can not become less than zero. Both variable types
have no upper limit.
D.3 The case x0=0: Methodological limit only.
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We will determine the effect of transformation on the ratio st/sb. The relation between
task and baseline values are now simply:
A. Baseline mean and variance become after logarithmic transformation:
and
Note that log(1-δ) is less than zero. It is clear that, if LIV holds before transformation, it
does not afterwards, since st/sb=1.
B. Baseline mean and variance become after reciprocal transformation:
and
The ratio st/sb is now:
Therefore, if LIV is true for x, then FH is true for 1/x.
D.4 The case x0>0: Psychophysiological limit.
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The determination of the ratio st/sb is more complex in this case. We need the following
properties to make an estimation of st/sb for the transformed variables. Let x and y be
random variables, and have mean and standard deviations mx, my, sx, and sy. Let z be
the sum or subtraction of x and y:
The mean of z can be found easily:
The variance of z is:
and thus
where rxy is the correlation coefficient between x and y. If the correlation is close to 1(or -1), this can be simplified to:
Further more, we will need the reciprocal series of baseline values, and will be defined
as fi:
Now, the results for the transformations.
A. The task values can be derived to:
which results, using equation [D.5], in the approximation:
This is the sum of two terms depending on i and one fixed. The mean and standard
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deviation are now easily determined:
Since rxb,f is the correlation between log(xb,i) and 1/xb,i, we can expect this correlation to
be close to -1. So, we find for the ratio st/sb:
B. Also for the reciprocal transformation, we can derive an approximation of the task
values:
The mean and variance of the task values are:
where f2 is the series of squared reciprocal baseline values. Since xb is in fact f, the
correlation between xb and f2 can be expected to be close to 1. In that case, the
approximation of the variance becomes:
And for the ratio st/sb we find now:
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Evaluation of the results:
A. If the LIV is true for a given data set, the logarithmic transformation will solve the
methodological caused LIV. This is the case for power values and the modulus in the
high frequency band. However, if the lower limit is high enough, the LIV may also be
accepted after transformation, as we find for the modulus in the mid frequency band.
The ratio st/sb is approximately linear related to -x0. Since with increasing x0, the ratio
decreases, a reversal to acceptance of FH is not possible.
B. After reciprocal transformation, a methodological LIV is transformed to acceptance of
FH. However, the ratio st/sb is reduced by an increasing lower limit. This reduction
can be so large that the FH is no longer accepted. This is the reason why we find
that the LIV for IBI is solved by transformation to HR, but not changed in acceptance
of FH.
We conclude that this theoretical model of the LIV can explain the findings of section
5.4.3. We will finish this appendix by an estimation of the parameters δ and x0 from a
data set.
D.5 Estimation of LIV-model parameters.
Two parameters are defined in the LIV model: the task effect δ, and the
psychophysiological limit x0. Using [D.4], we can find δ:
If we rearrange [D.3a], and substitute the value of δ from the previous equation in the
result, we find:
Note that in these formulas, the standard deviation is used. But also the standard error of
the mean can be used in stead of the standard deviation, without any change in
formulas. However, the accuracy of the numbers included in the calculation should be
sufficient.
In case of the modulus in the mid frequency band, we find a lower limit of 6.1
ms/mmHg. For IBI, the lower limit is estimated at 370 ms.
Remember that the model of the LIV is based on the same effect and lower limit for
each subject and it remains a theoretical model. It provides an estimation of the lower
limit that caused the LIV to be true.
Stellingen behorende bij het proefschrift
Short-term cardiovascular effects of mental tasks
Physiology, experiments and computer simulations
A.M. van Roon
1. Met behulp van de combinatie spectraal analyse van hartfrequentie en bloeddruk en
computersimulaties met het huidige model van de baroreflex, kan de invloed van
medicijnen op het cardiovasculaire systeem met een klein aantal proefpersonen goed
worden onderzocht.
2. Om inzicht te krijgen in veranderingen van de baroreflex zijn variabiliteitsgegevens
van hartfrequentie en bloeddruk belangrijker dan vagale en sympatische activatie.
3. Van de 10 HRV-parameters voor korte registraties die worden geadviseerd door de
Task Force (Circulation, 93, 1043-1065) zijn er maar 4 noodzakelijk, de overige
kunnen uit deze vier worden benaderd of bepaald.
4. De lineare interpolatiemethode om ’evoked heart rate’ responses te verkrijgen levert
alleen ’evoked inter-beat interval’ op. Het model van de baroreflex is echter zo
gebouwd dat de computersimulatie wel ’evoked heart rate’ oplevert.
5. De invloed van ademhaling op het cardiovasculaire system is adembenemend
complex.
6. Als het meten van de bloeddruk met de Finapres niet lukt door een te koude hand, is
het goed beide handen op te warmen.
7. In plaats van het ware lopende gemiddelde van N punten kan het eenvoudige digitale
filter met differentievergelijking yn=αxn+(1-α)yn-1, met α=2/(N+1), worden gebruikt.
Deze goede benadering is eenvoudiger te implementeren dan het ware lopende
gemiddelde en bovendien bestaat het inverse filter.
8. De logaritmische transformatie van spectrale maten slaat twee vliegen in één klap:
de maten worden normaal verdeeld en het heft de ’Law of Initial value’ op.
9. Programmeren is vooruitzien en in programma’s zitten dus altijd foutjes.
10. Windows 95 is kindvriendelijk, nu nog kindersoftware die niet zomaar vastloopt.
11. Diegene die overweegt geen orgaandonor te willen zijn, dient zich te realiseren wat
de consequenties zijn als hij/zij zelf alleen kan overleven met een donororgaan.
12. Het verlengen van het verlof (nu ten hoogste 2 dagen) tot bijvoorbeeld 2 weken bij
de geboorte van een kind voor de niet-bevallende partner past goed in het streven
om het aantal "vreemden dat op zondag het vlees komen snijden" te verminderen.
13. Het zou goed zijn als promotores op de hoogte zijn van het promotieregelement
van hun eigen universiteit.
14. Goede, gratis beschikbare, taalkundige hulp voor wetenschappers zal het aantal
publikaties aanzienlijk verhogen.
15. Beheerders zouden zelf een dienstverband moeten krijgen dat net zo lang is als
het kortste dat ze anderen geven.
