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Abstract
Given matrices A1, A2, B1, B2, and symmetric D a necessary and sufficient condition is es-
tablished for the Löwner partial ordering (A1M+B1)(A1M+B1)′ L (A2M+B2)(A2M +
B2)′ + D to hold for all matrices M. This result is then applied to solve statistical problems
of admissible linear estimation and experiments comparison under the general multivariate
linear model when one of two kinds of a matrix risk function is adopted as the criterion.
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1. Introduction
Let Rm×n, Rsm, and Rm denote the set of m× n real matrices, the subset of Rm×m
consisting of symmetric matrices, and the subset of Rsm consisting of nonnegative
definite matrices, respectively. The symbols A′, A−, tr(A), and R(A) will stand for
the transpose, any generalized inverse, the trace, and the range of A ∈ Rm×n, respec-
tively. By vec(A) we denote the vector from Rmn formed by writing the columns of
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A ∈ Rm×n one under the other in the sequence. The vec operator has the following
useful property:
vec(ABC) = (C′ ⊗ A)vec(B),
where A ∈ Rm×n,B ∈ Rn×p,C ∈ Rp×q , and ⊗ denotes the Kronecker product.
Moreover, given matrices A,B ∈ Rm×m, the expression A L B will mean that
B − A is symmetric nonnegative definite, or in other words, A is below B with
respect to the Löwner partial ordering.
Consider the linear model
M = {y,X, σ 2V}, (1)
in which y ∈ Rn is an observable random vector with expectation E(y) = X and
with dispersion matrixD(y) = σ 2V, where X ∈ Rn×p and V ∈ Rn are known, while
 ∈ Rp and σ 2 > 0 are unknown parameters. The vector  in (1) is supposed to be
free to vary over Rp; cf. [2]. Given a vector of parametric functions K specified by
K ∈ Rk×p, let Fk(y) denote the set of all linear estimators of K, i.e.
Fk(y) =
{
Fy + f : F ∈ Rk×n, f ∈ Rk
}
.
The matrix risk of Fy + f, a linear estimator of , is defined as follows:
M(Fy + f;K) = E [(Fy + f − K)(Fy + f − K)′] . (2)
A linear estimator Fy + f is said to be admissible for K among Fk(y) if there does
not exist Gy + g ∈Fk(y) such that
M(Gy + g;K) L M(Fy + f;K) for all  ∈ Rp and σ 2 > 0
and
M(Gy + g;K) /=M(Fy + f;K) for some  ∈ Rp and σ 2 > 0.
The characterization of admissible linear estimators of K is given in [1] and it is
shown in [3] that it remains unchanged when σ 2 > 0 is known. We continue this
research in the context of the q-variate extension of linear model (1). First, we in-
troduce two different matrix risk functions, both reducing to the usual matrix risk
(2) in case q = 1. Then, we study the problem of admissibility of linear estimators
adopting these two kinds of matrix risk functions as criteria of estimation.
Let L(X, σ 2V) be a linear experiment realized by a random vector y related
to model (1). Ste¸pniak [5] studied comparison of linear experiments with respect to
the quadratic risk as well as with respect to the matrix risk function. In the paper
we will continue Ste¸pniak’s research by studying connections between orderings of
linear experiments proposed by him and two new orderings of multivariate extension
of initial experiments involving matrix risk functions.
The outline of the paper is as follows. In Section 2, we derive a solution to some
matrix inequality. In Section 3, we study properties of linear estimators under the
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multivariate linear model with respect to two kinds of matrix risk functions. Using
the result from Section 2, we derive the characterization of linear admissible es-
timators with respect to these matrix risk functions. In Section 4, we consider new
orderings of multivariate linear experiments under matrix risk functions and we show
their equivalence to an ordering of corresponding linear experiments established by
Ste¸pniak [5].
2. Matrix inequality
In this section, we derive a solution to some matrix inequality, which is then
applied to statistical problems considered in Sections 3 and 4. The main results given
in Theorems 1 and 2 are preceded by four lemmata.
Lemma 1. A symmetric block matrix(
A11 A12
A21 A22
)
∈ Rsn
is nonnegative definite if and only if A22 ∈ Rsq is nonnegative definite, R(A21) ⊆
R(A22), and A11 − A12A−22A21 ∈ Rsp, p + q = n, is nonnegative definite.
The matrix A11 − A12A−22A21 from Lemma 1 is called the Schur complement of
A22 in A, and, under condition R(A21) ⊆ R(A22), is independent of the choice of
generalized inverse A−22. For the proof of Lemma 1 see e.g. [4, p. 75].
Lemma 2 [1, Theorem 1]. Let A1,A2 ∈ Rm×n and b1, b2 ∈ Rm, and let (A2 : b2) /=
0. Then
(A1m + b1)(A1m + b1)′L(A2m + b2)(A2m + b2)′ for every m ∈ Rn
if and only if (A1 : b1) = c(A2 : b2) for some c ∈ [−1, 1]. Moreover,
(A1m + b1)(A1m + b1)′ = (A2m + b2)(A2m + b2)′ for every m ∈ Rn
if and only if either (A1 : b1) = (A2 : b2) or (A1 : b1) = −(A2 : b2).
Lemma 3. Let A1,A2 ∈ Rm×n, and let A2 /= 0. Then
A1MM′A′1 L A2MM′A′2 for every M ∈ Rn×p
if and only if A1 = cA2 for some c ∈ [−1, 1].
Proof. The direct part is trivial. For the proof of the converse part take M = (m : 0),
where m ∈ Rn. Then MM′ = mm′ and A2MM′A′2 − A1MM′A′1 = A2mm′A′2 −
A1mm′A′1. Now the lemma follows from Lemma 2 with b1 = b2 = 0. 
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Lemma 4. Let D ∈ Rsm,A ∈ Rm×n and B ∈ Rm×p, and let A /= 0. Then
D + (AM + B)(AM + B)′ L 0 for every M ∈ Rn×p
if and only if D ∈ Rm.
Proof. The direct part is trivial. For the proof of the converse part assume that
D + (AM + B)(AM + B)′ ∈ Rm for every M ∈ Rn×p and suppose that D ∈ Rm.
Then there exists q ∈ Rm such that q′Dq < 0 and q′A /= 0 (if q′A = 0, then replace
q by q˜ = q + αp for p ∈ Rm with p′A /= 0 and sufficiently small α ∈ R). Further,
observe that the matrix equation q′AM = −q′B is solvable with respect to M if and
only if the range of q′B is contained in the range of q′A. Since both ranges are
1-dimensional it is clear that this is always the case when q′A /= 0. Taking its solu-
tion M0 ∈ Rn×p, we get
q′
[
D + (AM0 + B)(AM0 + B)′
]
q = q′Dq < 0,
which contradicts our assumption. Therefore D must be nonnegative definite, i.e.,
D ∈ Rn . 
Theorem 1. Let D ∈ Rsm,A1,A2 ∈ Rm×n,B1,B2 ∈ Rm×p, and let A2 /= 0. Then
D + (A2M + B2)(A2M + B2)′ − (A1M + B1)(A1M + B1)′ L 0
for every M ∈ Rn×p (3)
if and only if
A1 = cA2 and
(
D B1 − cB2
B′1 − cB′2 (1 − c2)Ip
)
L 0 (4)
for some c ∈ [−1, 1]. Moreover,
D + (A2M + B2)(A2M + B2)′ − (A1M + B1)(A1M + B1)′ = 0
for every M ∈ Rn×p
if and only if D = 0 and either (A1 : B1) = (A2 : B2) or (A1 : B1) = −(A2 : B2).
Proof. Let F(M) = D + (A2M + B2)(A2M + B2)′ − (A1M + B1)(A1M + B1)′.
Observe for the direct part that for c ∈ {−1, 1} in view of Lemma 1, conditions (4)
imply Ec = B1 − cB2 = 0, F (M) = D, and D is nonnegative definite. Further, for
c ∈ (−1, 1) conditions (4) imply
F(M)= D − 1
1 − c2 EcE
′
c + (1 − c2)
×
(
A2M + 11 − c2 Fc
)(
A2M + 11 − c2 Fc
)′
, (5)
where Fc = B2 − cB1. By Lemma 1 we get
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D − 1
1 − c2 EcE
′
c L 0,
and therefore, by Lemma 4, F(M) L 0.
For the converse part of the proof, assume that F(M) is nonnegative definite
for every M ∈ Rn×p and suppose that A1 /= cA2 for every c ∈ [−1, 1]. Then by
Lemma 3 there exist x ∈Rm and M0 ∈Rn×p such that x′(A2M0M′0A′2 −A1M0M′0 ×
A′1)x < 0. Now, observing that
F(αM0)= D + α2
(
A2M0M′0A′2 − A1M0M′0A′1
)
+α(A2M0B′2 + B2M′0A′2 − A1M0B′1 − B1M′0A′1)
+B2B′2 − B1B′1,
we obtain x′F(αM0)x < 0 for some α ∈ R, which contradicts our assumption.
Therefore A1 = cA2 for some c ∈ [−1, 1]. For c ∈ (−1, 1) we can write F(M) in
form (5) and from Lemma 4 it follows that
D − 1
1 − c2 EcE
′
c L 0.
Now, by Lemma 1, conditions (4) hold. For c ∈ {−1, 1} we have
F(M) = D + B2B′2 − B1B′1 + A2MF′c + FcM′A′2,
where Fc = B2 − cB1, and F(M) cannot be nonnegative definite for every M ∈
Rn×p unless Fc = 0, i.e. Ec = 0. Then D is nonnegative definite and conditions (4)
are satisfied.
For the proof of the addendum it is enough to observe that equality in (3) implies
D = 0 and then putting M = 0 we get B1 = cB2, for c ∈ {−1, 1}. 
The following theorem deals with the case A2 = 0 in (3).
Theorem 2. Let D ∈ Rsm, A ∈ Rm×n, and B1,B2 ∈ Rm×p. Then
D + B2B′2 − (AM + B1)(AM + B1)′ L 0 for every M ∈ Rn×p (6)
if and only if A = 0 and D + B2B′2 − B1B′1 L 0. Equality in (6) holds if and only
if A = 0 and D + B2B′2 = B1B′1.
Proof. The direct part is trivial. For the proof of the converse part, observe that the
necessity of D + B2B′2 − B1B′1 L 0 follows for M = 0. Now, suppose that AM0 /=
0 for some M0 ∈ Rn×p, then for M = αM0 the left-hand side of inequality (4) takes
the form
D + B2B′2 − B1B′1 − α2AM0M′0A′ − α
(
B1M′0A′ + AM0B′1
)
,
and it cannot be nonnegative definite for every α ∈ R unless A = 0. 
Note that the solution to the matrix inequality (3) for the special case when M =
m ∈ Rp is given in [3].
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3. Admissibility of linear estimators under multivariate linear model
Consider the multivariate linear model being a q-variate extension of model (1)
Mq =
{
Y,XB,⊗ V}, (7)
in which Y ∈ Rn×q is a random matrix with expectation E(Y) = XB and with co-
variance D(vec(Y)) = ⊗ V, where X ∈ Rn×p and V ∈ Rn are known, while B ∈
Rp×q and  ∈ Rq are unknown. In a univariate formulation of the multivariate
model Mq takes the form {vec(Y), (Iq ⊗ X)vec(B),⊗ V}, i.e. on using vec opera-
tor, E[vec(Y)] = vec(XB) = (Iq ⊗ X)vec(B), and D[vec(Y)] = ⊗ V. Given a
matrix of parametric functions KB specified by K ∈ Rk×p, let Fk×q(Y) denote the
following set of linear estimators of KB:
Fk×q(Y) =
{
FY + H : F ∈ Rk×n, H ∈ Rk×q
}
.
Under a multivariate linear model, two different matrix risk functions of FY + H, a
linear estimator of KB, are considered. First of them, based on a univariate formula-
tion of the model Mq and formula (2), is the following:
Mu(FY + H;KB)=M[vec(FY + H); vec(KB)]
= ⊗ FVF′ + [(Iq ⊗ (FX − K))vec(B)+ vec(H)]
×[(Iq ⊗ (FX − K))vec(B)+ vec(H)]′. (8)
The second matrix risk of reduced dimension is defined as follows:
Mr (FY + H;KB)=E
[
(FY + H − KB)(FY + H − KB)′]
= tr()FVF′ + [(FX−K)B+H][(FX−K)B+H]′. (9)
We will show that for comparisons of linear estimators of KB among the class
Fk×q(Y) over the whole parametric space the choice between matrix risks Mu and
Mr is immaterial.
Let FY + H ∈Fk×q(Y) be a linear estimator of KB, and let Mi be one of the
matrix risk defined in (8) or (9), i.e. i = u or i = r . Then F∗Y + H∗ ∈Fk×q(Y) is
said to be as good as FY + H with respect to the matrix risk Mi under the model
Mq if
Mi (FY + H;KB)−Mi (F∗Y + H∗;KB) L 0
for all  ∈ Rq and B ∈ Rp×q, (10)
and is said to be equivalent to FY + H with respect to the matrix risk Mi under the
model Mq if
Mi (FY + H;KB) =Mi (F∗Y + H∗;KB)
for all  ∈ Rq and B ∈ Rp×q . (11)
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Theorem 3. Under the model Mq, let FY + H ∈Fk×q(Y) be a given estimator
of KB. Then F∗Y + H∗ is as good as FY + H with respect to the matrix risk Mu
if and only if F∗Y + H∗ is as good as FY + H with respect to the matrix risk Mr .
Moreover, F∗Y + H∗ is equivalent to FY + H with respect to the matrix risk Mu if
and only if F∗Y + H∗ is equivalent to FY + H with respect to the matrix risk Mr .
Proof. In view of (8) and because the parameters  and B are not related one to the
other, it is clear that (10) is satisfied for i = u if and only if
FVF′ − F∗VF′∗ L 0 (12)
and [
Iq ⊗ (FX − K)vec(B)+ vec(H)
][
Iq ⊗ (FX − K)vec(B)+ vec(H)
]′
−[Iq ⊗ (F∗X − K)vec(B)+ vec(H∗)]
×[Iq ⊗ (F∗X − K)vec(B)+ vec(H∗)]′ L 0 for all B ∈ Rp×q . (13)
According to Lemma 2, inequality (13) is equivalent to[
Iq ⊗ (F∗X − K) : vec(H∗)
] = c[Iq ⊗ (FX − K) : vec(H)]
for some c ∈ [−1, 1]. (14)
Further, in view of (9) and because the parameters  and B are not related one to the
other, it is clear that (10) is satisfied for i = r if and only if
FVF′ − F∗VF′∗ L 0 (15)
and [
(FX − K)B + H][(FX − K)B + H]′
−[(F∗X−K)B+H∗][(F∗X−K)B+H∗]′ L 0 for all B∈Rp×q . (16)
According to Theorem 2, inequality (16) is equivalent to(
F∗X − K : H∗
) = c(FX − K : H) for some c ∈ [−1, 1]. (17)
Observing that conditions (12) and (15) coincide, the proof of the first part follows
from the equivalence of conditions (14) and (17). The second part of Theorem 3 fol-
lows from Lemma 2 and Theorem 2 giving the equivalent conditions for the equality
in (13) and (16), respectively. 
Corollary 1. In the problem of estimation of KB among Fk×q(Y) under the mul-
tivariate linear model (7) an estimator FY + H is admissible with respect to the
matrix risk Mu if and only if it is admissible with respect to the matrix risk Mr .
The relation between characterization of admissible estimators under model (1)
and under its extension (7) is presented in Theorem 4. For its proof we will need
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the characterization of admissible linear estimators in model (1) given in [1], which
is restated in the following two propositions. Recall that an estimator Fy + f (FY +
G) is called the best linear unbiased estimator (BLUE) of K (KB) if and only if
FX = K, f = 0 (G = 0), and R(VF′) ⊆ R(X).
Proposition 1. Let the vector of parametric functions K be not unbiasedly estima-
ble in model (1), i.e. letR(K′) ⊆ R(X′). Then an estimator Fy + f is admissible for
K among Fk(y) with respect to the matrix risk if and only if
Fy + f ∈F∗k(y) =
{
Fy + f ∈Fk : R(VF′) ⊆ R(X)
}
. (18)
Proposition 2. Let the vector of parametric functions K be unbiasedly estimable
in model (1), i.e. let K = CX for some C. Then an estimator Fy + f is admissible
for K among Fk(y) with respect to the matrix risk if and only if Fy + f is either
the BLUE of K or a biased estimator of K belonging to the set F∗k(y)\Fk(y),
where F∗k(y) is specified in (18) and
F

k(y) =
{
Fy + f ∈F∗k : D L 0,R[(F − C)W] ⊆ R(D)
}
,
with D = FVF′ − 12 (FVC′ + CVF′) and W denoting any matrix such thatR(W) =
R(X) ∩R(V).
Theorem 4. An estimator FY + H is admissible for KB among Fk×q(Y) under
multivariate linear model (7) with respect to the matrix risk Mu if and only if for
any l ∈ Rq an estimator Fy + Hl is admissible for K among Fk(y) under linear
model (1) with respect to the matrix risk M.
Proof. Observe that in the univariate formulation of the model Mq an estimator
FY + H takes the form (Iq ⊗ F)vec(Y)+ H. Now, using the following properties of
the Kronecker product:
(A ⊗ B)(C ⊗ D) = AC ⊗ BD,
and
R(A ⊗ B) ⊆ R(C ⊗ D) ⇐⇒ R(A) ⊆ R(C) and R(B) ⊆ R(D),
the proof of the theorem follows from Propositions 1 and 2. 
Using similar arguments as in [3] one can show that from Theorem 1 it follows
that the characterization of admissible estimators of KB among Fk×q(Y) under the
model Mq with respect to the matrix risk Mu (or Mr ) remains unchanged when the
dispersion matrix  ∈ Rq is known.
From Propositions 1 and 2 it follows that if Fy is not BLUE of K, then admis-
sibility of Fy + f for K with respect to the matrix risk M does not depend on f,
i.e., if Fy + f is admissible for K for some f, then Fy + f is admissible for K for
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any f. Similarly, admissibility of FY + H for KB with respect to the matrix riskMu
(or equivalently Mr ), unless FY is not BLUE of KB, does not depend on G. The
result given in Theorem 4 means that the class of matrices F yielding admissible
estimators is exactly the same under the univariate and the multivariate model.
4. Comparison of linear experiments
Let y be a random vector related to model (1). Then we will say that y realizes
the linear experiment L(X, σ 2V). Consider two experiments L(X1, σ 2V1) and
L(X2, σ 2V2) with the same parameters  ∈ Rp and σ 2 > 0 but possibly with dif-
ferent sample spaces Rm and Rn, respectively. Ste¸pniak [5] introduced a new or-
dering of linear experiments based on the matrix risk function (2). Its definition is
restated in the following.
Definition 1. LetL1 =L(X1, σ 2V1) andL2 =L(X2, σ 2V2) be experiments
realized by random vectors y1 ∈ Rm and y2 ∈ Rn, respectively. Then L1 is said to
be at least as good as L2 with respect to k-vector estimation under the matrix risk
M (for short L1 L2) if for any vector of parametric functions K,K ∈ Rk×p,
and for any matrix G ∈ Rk×n there exists a matrix F ∈ Rk×m such that
M(Gy2;K)−M(Fy1;K) L 0 for all  ∈ Rp and σ 2 > 0. (19)
Let Y be a random matrix related to model (7). Then we will say that Y realizes
the q-variate linear experiment Lq(XB,⊗ V). Consider two linear experiments
Lq(X1B,⊗ V1) andLq(X2B,⊗ V2) with the same parameters B ∈ Rp×q and
 ∈ Rq but possibly with different sample spaces Rm×q and Rn×q , respectively.
Following [5], we introduce new orderings of multivariate linear experiments based
on matrix risk functions (8) and (9) defined as follows.
Definition 2. Let E1 =Lq(X1B,⊗ V1) and E2 =Lq(X2B,⊗ V2) be exper-
iments realized by random matrices Y1 ∈ Rm×q and Y2 ∈ Rn×q , respectively. Then
E1 is said to be at least as good as E2 with respect to k × q-matrix estimation:
(a) Under the matrix risk Mu (for short E1 u E2) if for any matrix of para-
metric functions KB,K ∈ Rk×p, and for any matrix G ∈ Rk×n there exists a matrix
F ∈ Rk×m such that
Mu(GY2;KB)−Mu(FY1;KB) L 0 for all B∈Rp×q and ∈Rq . (20)
(b) Under the matrix risk Mr (for short E1 r E2) if for any matrix of para-
metric functions KB,K ∈ Rk×p, and for any matrix G ∈ Rk×n there exists a matrix
F ∈ Rk×m such that
Mr (GY2;KB)−Mr (FY1;KB) L 0 for all B ∈ Rp×q and  ∈ Rq .
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Now consider for arbitrary linear experiments L1 =L(X1, σ 2V1) and L2 =
L(X2, σ 2V2) their q-variate extensions E1 =Lq(X1B,⊗ V1) and E2 =Lq
(X2B,⊗ V2). The relation between orderings ≺, ≺u, and ≺r is given in the fol-
lowing theorem.
Theorem 5. The following statements are equivalent:
(a) L1 is at least as good asL2 with respect to k-vector estimation under the matrix
risk M;
(b) E1 is at least as good as E2 with respect to k × q-matrix estimation under the
matrix risk Mu;
(c) E1 is at least as good as E2 with respect to k × q-matrix estimation under the
matrix risk Mr .
Proof. The equivalence (b) ⇐⇒ (c) follows from Theorem 3, and the equivalence
(a) ⇐⇒ (b) follows from Lemma 2 and Theorem 1 by using the similar arguments
as in the proof of Theorem 4 and by observing that for given matrices G ∈ Rk×n and
F ∈ Rk×m (19) holds if and only if (20). 
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