The Grid and its related technologies enable large-scale sharing of resources of various types. We envision that in the near future applications will be completely built in a bottom-up fashion using software components deployed on various locations and interconnected to form a workflow graph. In this paper, we make some proposals on the design of a component search service, enabling users to locate the components they need to deploy an application.
INTRODUCTION
More and more, today's business and scientific applications are built as a complex network of services offered by different providers, on heterogeneous resources, constrained by administrative problems when crossing the borders of different organizations. Applications are no longer monolythic kernels running on a large computing cluster, but rather dynamic collections of computing entities.
This makes the age-old problem of component searching more important and central than ever: developers must be able to find the correct software component for their needs, choosing from a variety of vendors, service providers, computing departments, outsourcing firms. While FORTRAN programmers had to choose from a palette of library calls for their tasks, now Grid developers can potentially make use of any computer on the Internet.
Component searching for Grid-aware applications plays two major roles.
1. At design time, programmers want to find the component that best fits with the structure of their application. The component must be the most appropriate and trusted for the job at hand.
• First of all, we believe that Open Source Grid applications will naturally appear. Their code could be made available through portals such as SourceForge ‡ , GridForge § , or FreshMeat ¶ .
• Moreover, on the Web there are many examples of popular services that publicize their use of other important and effective services, therefore the same will happen for Grid applications, in order to attract users' trust: AOL, for instance, claims that it uses the Open Directory Project (ODP [3] ) as its backbone for offering its search service. Translated to the Grid, the importance of an application could grow when it uses another popular component.
• Lastly, by publishing the links to external components, an application developer can support or promote standards and competition among vendors. This could have a very high commercial value.
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In other words, we want to use the composition graph of Grid applications to rank software components. The idea is rather simple: the more a component is referred to by other applications, the more important it is considered. This concept is very close to the well-known PageRank [4] measure used by Google to rank the pages it stores.
In this introduction, we did not specify precisely the meaning of service or software component. In general terms, 'a component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A component can be deployed independently and is subject to composition by third parties' [5] . The reader familiar with Globus and WSRF can think of a software component as a service available on the Grid in the form of a Grid service. This is clearly only one example. In our experiments, we used Java classes due to their simplicity and high-quality standard of documentation. Other authors used ActiveX applets, or refer to the CORBA Component Model and the Common Component Architecture.
The rest of this paper is structured as follows. The next section discusses the concept of workflows and compositions. Then, Section 3 describes a number of studies focused on search engines for software components. Section 4 presents our ideas on search engines for components and introduces our prototype work. Finally, in Section 5, we conclude.
WORKFLOWS
Modern Grid application programming relies heavily on the concept of workflow. In general, a workflow can be described as 'a process description of how tasks are done, by whom, in what order and how quickly. Workflow can be used in the context of electronic systems or people, i.e. an electronic workflow system can help automate a physician's personal workflow, or to perform the so called in-silico experiments' .
In the Grid research community, workflows are seen as a viable technique to specify applications. Coordination languages are the languages used to specify workflows. They express the interactions among processes.
Research in workflow covers many interesting aspects. For instance, there are many researchers that are looking for novel models to effectively represent workflows. Others focus on the way programmers can specify applications (i.e. the language that can be used), or perform studies on how workflows can be effectively annotated (possibly by using semantic ontologies) in order to make their management easier.
In BPEL4WS [6] , workflows are described using a language for the formal specification of business processes and business interaction protocols. The main disadvantage of BPEL4WS is that it is a very low level language and it requires too much user effort in order to specify even a very simple workflow. Many projects try to solve this issue, and mainly two different ways are followed: the first is to try to simplify BPEL4WS by creating a new higher-level language (possibly inheriting some features from BPEL4WS); the second is to build a Graphical User Interface (GUI) that helps users specify workflows in a visual manner and generates appropriate BPEL4WS code.
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Obviously a combination of these is possible. For instance, Taverna [7] , developed for the my Grid project, provides both a language and the software tools to facilitate the use of workflow and distributed computing technology within the e-Science community. Taverna consists of a very user-friendly visual toolkit (called SCUFL workbench) to create and enact workflows. The workbench is a sort of container which provides various views of the workflow being created and a controller to manipulate it. In addition to using BPEL4WS as the coordination language, they created SCUFL (Simple Conceptual Unified Flow Language), a user-oriented abstraction over general graph languages, which hides the details of service invocation and control flow.
A recent workshop, held in conjunction with the Tenth Global Grid Forum [8], focused on the issues that need to be faced when dealing with Grid and workflows. The main concern of workflow in the Grid is that its specification should allow specific activities implemented by individual services to be exported and successively reused. It should also allow the exported activity to trigger a chain of other activities. When this is realized, there will also be a strong need for a service that helps users choose from the vast number of services that will be available.
RELATED WORK
In the last few years, thanks to technologies like the Internet and the Web, a number of interesting works [9, 10] have studied the problem of discovering, indexing and searching for software components. Also, a number of interesting papers have analyzed new and existing solutions [11, 12] .
Spidering
The Agora components search engine is described in [10] . Agora is a prototype developed by the Software Engineering Institute at the Carnegie Mellon University. The object of this work is to create an automatically generated, indexed, worldwide database of software products classified by component type (e.g. JavaBean, CORBA or ActiveX control). Agora combines introspection with Web search engines in order to reduce the cost of bringing software components to, and finding components in, the marketplace. It supports two basic functions: the location and indexing of components, and the search and retrieval of a component.
For the first task, Agora uses a number of agents which are responsible for retrieving information through introspection. At the time the paper was written, Agora supported only two kinds of components: JavaBeans, and CORBA components. One of the most interesting features of Agora is its capability of automatically discovering the sites containing software components. The technique adopted to automatically find components is quite straightforward but appears to be effective. Agora simply crawls the Web, as a typical Web crawler does, and whenever it encounters a pages containing an <APPLET> tag, it downloads and indexes the related component. Searching through this database is then performed using a keyword-based search, followed by a refinement process driven by the user.
Search
Several different approaches have been used to perform searches through a base of known components. The Odyssey search engine [9] is an agent system responsible for domain information (i.e. domain items) search within the Odyssey infrastructure. It is composed of an interface agent (IA), filtering agents (FAs), and retrieval agents (RAs). The IA is the agent responsible for displaying the search results according to the users' profile. These profiles are modeled by identifying groups of users with similar preferences, stereotypes and so forth. The FAs match user keywords and the textual description of each component, returning those with the greatest number of occurrences of user keywords. Finally, the RAs are the agents responsible for searching for relevant components among different domain descriptions.
Prospector * * is a search engine able to seek out code examples that use any or all of J2SE 1.4, Eclipse 3.0, and Eclipse GEF (Graphical Editing Framework) code. Prospector searches the graph for paths from the 'have' class to the 'want' class and then converts the paths into legal Java source code. This is a very interesting strategy to choose components that are the best match in a complex graph of component connections.
The Knowledge Grid project [13] at the University of Calabria also has an interesting strategy. It offers a development environment, called VEGA, where the user can sketch a Data Mining application to be run on a set of resources known as the Knowledge Grid. Using an ad hoc ontology for data-mining application (representing data sources, algorithms and so on), the system can show users a set of databases and tools that they can utilize to build their application. Our approach differs in that we want to limit the introduction of standards (i.e. ontologies) from above, but rather we want to utilize naturally emerging social patterns and links among existing software.
Within the my Grid project Feta, a Grid component discovery service has been developed. The main context from which Feta arises is bioinformatics [14] . Applications related to this field are characterized by the use of computational and mathematical techniques to store, manage and analyze the data from molecular biology in order to answer questions about biological phenomena. The main concern of Feta is to answer queries such as 'who has performed an experiment x, when, where and why?' or 'where can I find a service suitable to compute experiment x?', etc. The main innovation of Feta is the use of semantic information to annotate and describe a service. The my Grid project is focused on bioinformatics and so is the taxonomy developed using the DAML-S formalism. In fact, it starts from the general assumption that many service providers would be willing to adopt a 'standard' representation for data and services. The main disadvantage, though, is that such an approach cannot be used to describe components in general because of the need to have a taxonomy available for doing so. That is the reason why we have decided not to use semantic information within our discovery engine. However, the two approaches are not exclusive and can be integrated whenever necessary.
Ranking
In [12] , the authors cite an interesting technique for ranking components within a given set of programs. Ranking a collection of components simply consists of finding an absolute ordering according to the relative importance of components. The method followed by the authors is very similar to the method used by the Google search engine to rank Web pages: PageRank [15] . In ComponentRank, in fact, the importance of a component † † is measured on the basis of the number of references (imports, and method calls) made by other classes to it within the given source code.
Comparative works
In [11] , Frakes and Pole analyze the results of an empirical experiment with a real component search application, called Proteus. The study compares four different methods to represent reusable software components: attribute value, enumerated, faceted, and keyword. The authors tested both the effectiveness and the efficiency of the search process. The tests were conducted on a group of 35 subjects that rated the different methods used, in terms of preference and helpfulness in understanding components. Searching effectiveness was measured with recall, precision, and overlap values drawn from the Information Retrieval theory [16] . The most important conclusion cited in the paper is that no method performed more than moderately well in terms of search effectiveness, as measured by recall and precision.
A SEARCH ENGINE FOR SOFTWARE COMPONENTS
To date, we can observe that there has been very limited work on Grid-specific programming languages. This is not too surprising since automatic generation of parallel applications from high-level languages usually works only within the context of well-defined execution models [17] , and Grid applications have a more complex execution space than parallel programs. Some interesting results on Grid programming tools have been reached by scripting languages such as Python-G [18] , and workflow languages such as DAGMAN [19] . These approaches have the additional benefit that they focus on coordination of components written in traditional programming languages, thus facilitating the transition of legacy applications to the Grid environment.
This workflow-centric vision of the Grid is the one we are going to investigate in this work. We envision a Grid programming environment where different components can be adapted and coordinated through workflows, also allowing hierarchical composition. According to this approach, we thus may compose metacomponents, in turn obtained as a workflow that uses other components. An example of a workflow graph is shown in Figure 1 . Even if this graph is flat, it has been obtained through composing different metacomponents, in particular 'flight reservation' and 'hotel reservation' components. As you may note, we have not chosen a typical scientific Grid application, but rather a business-oriented one. This is because, at the present time, we are witnessing the convergence of these two worlds, and because we would like to show that such Grid programming technologies could also be used in this case.
The strength of the Grid should be the possibility of picking up components from different sources. The question is now, where are the components located? In the following we are going to present some preliminary ideas on this issue. † † Only Java classes are supported in this version. Figure 1 . An example of a workflow-based application for arranging a conference trip. The user must reserve two flights (outward and return) before reserving the hotel for the conference. Note that, in the case that only the third hotel has available rooms, a car is needed and must be booked too.
Application development cycle
In our vision, the application development should be a three-staged process, which can be driven not only by an expert programmer, but also by an experienced end-user, possibly under the supervision of a problem solving environment (PSE). In particular, when a PSE is used, we would give the developer the capability of using components coming from:
• a local repository, containing components already used in past applications, as well as others we may have previously installed; • a search engine, which is able to discovery the components that fit users' specifications. Hence, the three stages which drive the application development process are:
1. application sketching; 2. components discovering; 3. application assembling/composition. Starting from stage 1 (i.e. sketching), developers may specify an abstract workflow graph or plan. The abstract graph would contain what we call place-holder components and flow links indicating the way information passes through the application's parts.
A place-holder component represents a partially specified object that just contains a brief description of the operations to be carried out and a possibly inaccurate description of its functions. The place-holder component, under this model, can be considered as a query submitted to the component search module, in order to obtain a list of (possibly) relevant components.
Obviously, the place-holder specifications can be as simple as specifying only some keywords related to non-functional characteristics of the component (e.g. its description in natural language), but it can soon become complex if we also include functional information. For example, the 'Flight Reservation' component can be searched through a place-holder query based on the keywords: airplane, reserve, flight, trip, take-off, but we can also ask for a specific method signature to specify the desired destination and take-off time.
The discovery phase we imagine is made up of two steps. First we try to resolve the place-holder by using the components contained in the local repository. If a suitable component is found locally, then this is promptly returned to the user without searching on remote sites. On the other hand, if it cannot be found locally, a Query Session is started. The goal is to retrieve a ranked list of components that are relevant to the specification given in the place-holder plan graph.
As an example, let us consider the above steps in the development process of the example depicted in Figure 1 . In a Grid software development environment a programmer could have sketched the abstract workflow plan graph depicted in Figure 2 .
Starting from here, the process would be as follows. First, the developer would look for a flight reservation component matching the place-holder. Let us suppose that such a component is available locally. The search module will automatically return a pointer to it and expand the place-holder with the found component (binding). Figure 3 shows the workflow graph as it appears at this point of development. In the picture we can see that the found component has been instantiated twice, for both the outward and return flights. Moreover, note that the matching component is a metacomponent, i.e. it is composed of several (interconnected) components.
Then, the user selects the 'Hotel Reservation' place-holder. Since this is not available in the local repository, a query session is initiated. As for the discovery phase, the search process is composed of Figure 3 . The abstract workflow graph as it appears after the 'flight reservation component' has been found. two different steps. In the first part, we try to find an initial (possibly inaccurate) list of components. The user then has to refine it until a shorter, and more relevant, list of components is obtained. From this, the user would pick up the most suitable component to replace the corresponding placeholder (binding). Finally, when all the components are fully specified, the developer will continue refining the application until it meets his/her original requirements.
The binding phase may be as simple as forwarding the output channel of a component to the input of the next (as for Unix pipes), but it may be more complex if data and/or protocol conversions are needed. In this latter case, a user-driven, framework-assisted procedure is needed. The framework should try to determine the type and the semantics of components' input/output ports, using any available header, XML and textual descriptions, Web ontologies, pattern matching and naming conventions. With this information, the programmer should choose the best chain of conversions, and ask the framework to instantiate an ad hoc filter, performing the transformation needed (for instance, the output of a component needs to be converted from a chain of strings into a Java array of double, and sent over HTTP/SOAP).
If needed, the developer should also be able to describe more complex filtering with some programming language, which should be compiled and deployed with the rest of the application. In our vision, this should be as simple as writing a Perl script to match the input and output of two commandline Unix executables, if we want Grid components to be easily and widely available. This is a field open to research, and we do not want to speculate further on this opportunity here. In the rest of the work, we will assume that components can be made to interact with some user-driven computer-aided effort.
The goal of the search engine module is clear, but what are the possible techniques that can be used to reach this goal? 
GRIDLE: the search module
In the last few years, study of the Web search engine has become a new and important research topic. In particular, several researchers' efforts have been spent on Web models suitable for ranking results of a query to a search engine [20] .
We would like to approach the problem of searching software components using this mature technology. We would like to exploit the concept of an ecosystem of components to design a solution able to discover and index applications' building blocks, and allowing the search for the most relevant components for a given query. Figure 4 shows the overall architecture of our component search engine called GRIDLE: Google TMlike Ranking, Indexing and Discovery service for a Link-based Eco-system of software components. The main modules are the Component Crawler, the Indexer and the Query Analyzer.
The Component Crawler module is responsible for automatically retrieving new components: (1) a pre-compiled list of repositories, and (2) an incremental list of repositories continuously updated on the basis of the linking information contained within the crawled metacomponents. Consider that, in our vision, these metacomponents are workflows referring to other lower-level components provided by other repositories. Note that our ecosystem of components lives and evolves due to the links present among components. Obviously, in order to make these links significant, we must define how a component can be referred (i.e. Unique Identifier, URL, URI, etc.). 
Our prototype
In our first few experiments, we collected and analyzed a large set of components in the form of Java classes. Clearly, Java classes are a very simplified model of software components, because they are supported by only one language, they cannot cooperate with software developed, using other languages, but they also support some very important features including the following: their interface can be easily manipulated by introspection; they are easily distributed in the form of single JAR files; they have a very consistent documentation in the form of JavaDocs; and they can be manipulated visually in some IDEs (BeanBox, BeanBuilder etc.).
We collected information about approximately 50 000 Java classes * . We were able to retrieve very high-quality Java Docs for the Java API (Java 1.4.2 API and Java 1.5.0 API), and for some very popular projects including Apache Struts; Globus 3.9.3 MDS; Globus 3.9.3 Core and Tools; Tomcat Catalina; JXTA; Apache Lucene; Apache Tomcat 4.0; DBXML; ANT; and Nutch.
For each class, we determined which other classes it used and which other classes used it. With usage, we mean the fact that a class A has methods returning, or using as an argument, objects of another class B: in this case, we record a link from A to B. This way, we generate a directed graph describing the social network of the Java library.
Out of our preliminary results, we developed a very simple search engine, able to find high-relevance classes out of our repository. Classes can be ranked by TF.IDF (a common information retrieval method, based on a metric that takes into account both the number of occurrences of a term within each document and the number of documents in which the term itself appears) or by Class Rank, our version of PageRank for Java classes, based on the class usage links. Figure 5 shows the first Web interface of our tool.
Class Rank is a very simple algorithm that builds on the popular PageRank algorithm used in Google [15] . To determine the rank of a class C, we iterate the following formula:
where inlinks C is the set of classes that use C (with a link into C), #outlinks i is the number of classes used by i (the number of links out of i), and λ is a small factor, usually around 0.15.
We were able to observe some very interesting results. The highest-ranking classes are clearly some basic Java API classes, such as String, Object and Exception. Nonetheless, classes from other projects are apparently very popular among developers: #7 is Apache MessageResources, #11 is Tomcat CharChunk, #14 is DBXML Value and #73 is JXTA ID. These classes are very general, and are used by developers of unrelated applications.
We could verify that in many cases Class Rank is more relevant than TD.IDF, especially when the class name is not textually similar to the function being searched for. For instance, if the developer is trying to write data to a file, and performs a query such as 'file writer', TF.IDF will return, in order:
CONCLUSIONS
In this contribution, we presented our vision of a new tool allowing the design of workflow-based Grid applications where a composition of different workflows can be seen as a single autonomous metacomponent. The main issue presented in the work is the component search service, which allows users to locate the components they need. We believe that in the near future there will be a growing demand for ready-made software services, and current Web search technologies will help in the deployment of effective solutions. The search engine in our opinion should be able to rank components on the basis of their similarity with the place-holder description, their popularity among developers (something similar to the hit count), their use within other services (similarly to PageRank) etc.
Clearly, it is of primary importance that there exists a quick, efficient, automatic way to deploy software components out of existing code. In our opinion, there is the need for automatic tools able to extract signature information from legacy code, and able to create the bridging code needed to make the component communicate with other entities, designed with different languages or running on different platforms.
When all these services become available, building a Grid application will become a straightforward process. A non-expert user, aided by a graphical environment, will give a high-level description of the desired operations, which will be found, and possibly paid for, out of a quickly evolving market of services. At that point, the whole Grid will become like a virtual machine, tapping the power of a vast number of resources.
