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Vorwort
Die Professur für Verkehrsleitsysteme und -prozessautomatisierung beschäftigt sich in Lehre
und Forschung mit innovativen intermodalen Verkehrslösungen, wie operativen Verkehrs-
managementsystemen, Verkehrsleit- und -steuerungssystemen im Schienen- und straßenge-
bundenen Verkehr. Um die Ergebnisse einem breiten Publikum zugänglich zu machen, wurde
2012 die Reihe „Verkehrstelematik“ ins Leben gerufen, in der Publikationen in Fachzeitschrif-
ten ebenso vorgestellt werden, wie Dissertations- und Habilitationsschriften.
Der vorliegende Band beschäftigt sich mit Konfliktlösungen im Eisenbahnverkehr. Frau Dr.
Birgit Jaekel stellt hier den Brückenschlag her zwischen tiefgreifenden theoretischen, mathe-
matischen Ansätzen, dem Eisenbahnbetrieb und praktischen Anwendungen. Sie wendet sich
damit einer Thematik zu, die durch die Digitalisierung eine neue Dimension erreicht hat. In
die Dissertationsschrift sind Ergebnisse intensiver Forschungstätigkeit eingeflossen, die die
Autorin in europäischen Projekten und weiteren, eigenverantwortlichen Arbeiten erreicht
hat.
Fahrerassistenzsysteme mit dem Hauptfokus des energiesparenden Fahrens kommen im
Eisenbahnbetrieb in zunehmenden Maße in unterschiedlichen Reife- und Entwicklungsstu-
fen zum Einsatz. Diese Systeme berechnen das zu empfehlende Fahrregime in der Regel
heuristisch oder auf wissenschaftlicher Grundlage (Maximumprinzip nach Pontrjagin). Vor-
aussetzung sind (nahezu) pünktliche und definierte Fahrten. Bei Fahrplanabweichungen bis
hin zu Veränderungen der Zugreihenfolge fehlt den Fahrerassistenzsystemen die Kenntnis
der aktuellen gesamten betrieblichen Situation auf den betrachteten Streckenabschnitten.
Eine sinnvolle Optimierung des Fahrregimes ist daher nicht möglich. Weitere Informationen
zu den Streckenbelegungen, Durchfahrzeitpunkten (-zeitintervallen) können die Wirksam-
keit der Fahrerassistenzsysteme deutlich erhöhen.
Der in der vorliegenden Arbeit verfolgte Lösungsweg besteht darin, realistische und da-
mit fahrbare Fahrlinien zu erzeugen, die der Konfliktvermeidung dienen. Diese bilden die
Basis für Durchfahrzeitintervalle mit Potenzial zum Energie sparenden Fahren zur Nutzung
durch Fahrerassistenzsysteme. Eine Evaluierung wird anhand eines schwach eines sehr stark
belasteten Streckennetzes vorgenommen.
Liebe Leser, ich wünsche Ihnen viel Spaß beim Lesen dieses Bandes und stehe Ihnen
selbstverständlich mit meinem gesamten Team für forschungsfragen zum o. g. Thema und
zu weiteren Themen rund um die Verkehrstelematik zur Verfügung.
Dresden im September 2018 Prof. Dr.-Ing Jürgen Krimmling
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1 Einführung
1.1 Einordnung in das Gebiet Eisenbahnverkehrsmanagement
Der Schienenverkehr stellt einen Grundpfeiler des europäischen Binnenmarktes dar, der be-
sonders vor der Verbreitung des Straßengüterverkehrs zur Verteilung von Waren und Gütern
und damit zu möglichem Wachstum des Wirtschaftsraumes beigetragen hat. Heute beträgt
der Anteil des Schienengüterverkehrs an der Gesamttransportleistung 8,9%. Zunehmende
Transportentfernungen, die Wahl des Verkehrsmittels nach ökologischen Gesichtspunkten
sowie die steigende Aus- und Überlastung wichtiger europäischer Straßenverkehrskorridore
bei mittlerem bis gutem Wirtschaftswachstum begünstigen dabei eine Zunahme des Schie-
nengüterverkehrsaufkommens [Ick07].
Eine auf diesen Gegebenheiten aufsetzende und im Auftrag des Bundesministeriums für
Verkehr, Bau und Stadtentwicklung durchgeführte Studie des Schweizer Institutes progTrans
[Ick07] gibt eine Steigerung des Schienengüterverkehrsaufkommens im Zeitraum 2020 bis
2050 um 45% als wahrscheinliches Szenario an. Dabei wird von einer Erhöhung des Gü-
terverkehrsaufkommens ausgegangen, die sämtliche Modi (inklusive Rohrfernleitungen) be-
trifft, jedoch kaum Änderungen im Modal Split verursacht. Gemäß [Eur11] sind diese Stei-
gerung und eine Verlagerung von Verkehrsaufkommen auf die Schiene ein Ziel der euro-
päischen Verkehrsentwicklung. Ein solches Wachstum in der Nachfrage hat jedoch zur Folge,
dass insbesondere gut ausgebaute, zugleich oft auch hochbelastete Strecken noch stärker un-
ter Druck geraten und eine Steigerung der Netzleistungsfähigkeit nötig wird. Da monetäre
Mittel zur Finanzierung von Streckenneubau derzeit nur in geringem Maße zur Verfügung
stehen, suchen Eisenbahninfrastrukturunternehmen, Gütertransportunternehmen und Per-
sonenverkehrsunternehmen (im Weiteren als Eisenbahnverkehrsunternehmen bezeichnet)
nach Möglichkeiten zur Erhöhung der Kapazität bei gleichzeitiger Vermeidung bzw. Entlas-
tung hochbelasteter Streckenquerschnitte.
Jeder dieser Akteure hat in der Vergangenheit Mittel entwickelt, um sich diesen Zielen
anzunähern: Fahrerassistenzsysteme sorgen für pünktlichen, kostengünstigen Betrieb bei
Eisenbahnverkehrsunternehmen, während Konfliktlösungssysteme der Eisenbahninfrastruk-
turunternehmen helfen, Anzahl und Auswirkung von Behinderungen auch bei einer höheren
Anzahl von Zügen zu verringern. Dabei können bei der Nutzung dieser Systeme wechsel-
seitig Vorteile für die jeweils anderen Akteure entstehen. Dies ist beispielsweise der Fall,
wenn durch die Nutzung von Fahrerassistenzsystemen hochbelastete Querschnitte schneller
durchfahren werden. Damit solche Effekte nicht nur zufällig auftreten, ist es sinnvoll, beide
Systeme miteinander zu verknüpfen.
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Die Regelung des Eisenbahnbetriebs durch beide Akteure erfolgt hierbei gemäß dem in
Abbildung 1.1 gegebenen Regelkreis: Nach erfolgter Trassenbestellung wird durch das Ei-
senbahninfrastrukturunternehmen ein Fahrplan entwickelt, der nun unter Einbeziehung der
Eisenbahnverkehrsunternehmen durchgeführt werden soll. Zur Überwachung des Betriebs
wird der Zustand des Bahnsystems gemessen und eine Prognose erstellt. Auf deren Grund-
lage kann eine Konflikterkennung erfolgen. Konflikte werden von der Konfliktlösung bear-
beitet, soweit möglich gelöst und ein operativer Fahrplan erstellt. Dieser Fahrplan bildet nun
Grundlage des Betriebs, das heißt die danach folgende Optimierung der Zugfahrten und der
weitere Betrieb basieren auf ihm. Daraufhin werden Fahrempfehlungen an die Züge bzw.
Triebfahrzeugführer im Bahnsystem versandt, wo die weitere Ausführung erfolgt.
-
PSfrag replacements
RegelstreckeRegler
Konflikt-
lösung
Energie-
optimierung
Zugfahrten
Bahnsystem
MessungPrognose
Fahrplan
operativer
Fahrplan
Konflikt-
erkennung
Fahr-
empfeh-
lungen
Verkehrs-
zustand
s̄(t)
prognostizierte
Fahrplanlage
Fahrplanung
Trassen-
bestellungen
Messglied
Abbildung 1.1: Regelkreis des Eisenbahnverkehrsmanagements.
Im Bereich des Straßenverkehrs kennt man den Begriff des Grünbandes, der diejenige
Abfolge von Zeiträumen bezeichnet, in der einem Verkehrsstrom an mehreren aufeinander-
folgenden Lichtsignalanlagen Grünzeiten zugewiesen wurden (siehe [Lad02]). Dabei kann
ein Fahrzeug, das sich innerhalb des Grünbandes bewegt, seine Fahrt ohne Behinderung
durch Rothalte vornehmen. Solch ungehinderte Fahrten sind auch im Bahnbereich erstre-
benswert, weshalb der Begriff „Grünband“ im Folgenden analog zu der im Straßenverkehr
üblichen Bedeutung auch in Betrachtungen zum Schienenverkehr genutzt werden soll.
Im Schienen- wie im Straßenverkehr liegt die Verantwortlichkeit für das Steuern der
Fahrzeuge derzeit bei Fahrern beziehungsweise Triebfahrzeugführern und damit im Fall des
Schienenverkehrs klar bei den Eisenbahnverkehrsunternehmen, die wiederum ein Interes-
se daran haben, Behinderungen im Verkehrsprozess zu vermeiden, da hiervon auch eigene
Fahrten profitieren. Sie können über den konkreten Fahrtablauf entscheiden und haben da-
mit direkten Einfluss auf das Fahren innerhalb oder außerhalb der Grünbänder. Wenn jedoch
nur die Eisenbahninfrastrukturunternehmen über Informationen über die Bewegung aller
Züge im Netz und die Signalzustände verfügen, so sind die Eisenbahnverkehrsunternehmen
nicht in der Lage, unnötige Rothalten durch vorausschauendes Fahren (vgl. Abbildung 1.2)
zu vermeiden, und erzeugen so ihrerseits eine verlängerte Haltindikation für nachfolgende
Züge ([Alb08]). Daher ist es sinnvoll, die Eisenbahnverkehrsunternehmen zu befähigen, ih-
re Züge innerhalb der berechneten Grünbänder zu bewegen, was in erster Linie durch die
Übergabe von Inhalten der Konfliktlösung an die Eisenbahnverkehrsunternehmen und deren
Systeme – allen voran die Fahrerassistenzsysteme als umsetzender Instanz – geschehen sollte
[SBB17; Sof14].
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Abbildung 1.2: Vorausschauendes Fahren im Vergleich zu herkömmlicher Fahrweise (aus
dem Englischen, nach [Alb08]).
Um die eingangs zitierte erwartete Steigerung des Schienengüterverkehrsaufkommens
zu ermöglichen, ist das Vergrößern der Kapazität des Schienennetzes nötig, die nötigen In-
frastrukturinvestitionen für Gleisneubau sind jedoch bislang nicht absehbar. Zum Erhöhen
der Kapazität eines Eisenbahnnetzes ohne Gleisneubau ist das Einführen von Technologien
zur Echtzeitverkehrssteuerung ein wesentlicher Ansatzpunkt. Konfliktlösungssysteme und
Fahrerassistenzsysteme bilden Schlüsseltechnologien auf diesem Gebiet. Beide erfahren in
jüngerer Vergangenheit einen immer größeren Verbreitungsgrad, insbesondere Fahrerassis-
tenzsysteme werden bereits erfolgreich im Produktivbetrieb eingesetzt.
Diese Arbeit befasst sich daher damit, eine Schnittstelle zwischen Konfliktlösungssyste-
men und Fahrerassistenzsystemen zu schaffen, mit dem Ziel, die Ausgaben der Konfliktlö-
sungssysteme in Eingaben für Fahrerassistenzsysteme zu überführen und diese so zu gestal-
ten, dass eine optimale Grundlage für die Anwendung der Fahrerassistenz geschaffen wird.
Mit einer solchen Schnittstelle soll erreicht werden, dass beide Unternehmensgruppen ihren
Zielen gerecht werden können.
Dadurch kann die Fahrbarkeit der Konfliktlösung gewährleistet und zugleich durch die
Nutzung der Fahrerassistenz für eine genauere Fahrzeiteinhaltung gesorgt werden. Damit
vergrößert sich die Planungssicherheit, was zusätzliche Konflikte vermindert und so die
Durchführbarkeit der berechneten Konfliktlösung verbessert. Zudem wird durch die Beach-
tung betrieblicher Einflüsse bei der Optimierung im Fahrerassistenzsystem eine zusätzliche
Energieeinsparung zu erzielen sein.
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1.2 Einbindung in das Projekt ON-TIME
Ein Großteil der in dieser Arbeit dargestellten Forschung wurde im Rahmen des EU-FP7-
Projektes ON-TIME vorgenommen, das von 2011 bis 2014 durchgeführt wurde. Die Einbin-
dung der in dieser Arbeit entwickelten Schnittstellenlösung soll hier kurz erläutert werden.
Ein Zusammenschluss von internationalen Partnern aus Bahnindustrie, Forschung, Sys-
temintegratoren sowie kleineren Unternehmen verfolgte in diesem Projekt das Ziel des Er-
höhens der Kapazität der Eisenbahnstrecken durch verbesserten Verkehrsfluss und die Re-
duktion von Verspätungen. Dieses Ziel sollte vor allem durch den Einsatz einer Plattform
zur Integration von Softwaremodulen, die der Fahrplanung, der Konfliktlösung sowie der
Fahrerassistenz dienen, erreicht werden [ONT14].
Zur Integration der Softwarebestandteile war es nötig, Schnittstellen zu entwickeln, die
den elektronischen Datenaustausch ermöglichen (eine Darstellung des Integrationskonzep-
tes findet sich in [Qua16]). Dabei ergibt sich an der Schnittstelle zwischen Konfliktlösungs-
system und Fahrerassistenzsystem die Aufgabe, Daten elektronisch zu übermitteln und zu-
dem die bereitgestellten Daten so zu bearbeiten, dass eine Verarbeitung im Fahrerassistenz-
system möglich wird und optimale Bedingungen für die nachfolgende Optimierung herge-
stellt werden [Alb14b].
Zur Bewältigung dieser Aufgabe wurde zunächst systematisch ermittelt, welche Varian-
ten von Schnittstellen zwischen diesen beiden Systemen bereits in Anwendung sind und
welche vorstellbar sind (publiziert in [Alb13a; Alb14b; ONT13a]). Abbildung 1.3 dient der
Verdeutlichung dieser Schnittstellenvarianten. Dargestellt ist der Teilprozess, bei dem aus
dem operativen Fahrplan als Ausgabe der Konfliktlösung nach mehreren Teilschritten eine
Ausgabe der Fahrempfehlung an den Triebfahrzeugführer erfolgt.
Dabei kann die Übergabe der Prozessdaten je nach Typ des verwendeten Fahrerassistenz-
systems nach jedem der Teilschritte Konfliktlösung, Trajektorienoptimierung oder Empfeh-
lungsgenerierung erfolgen. Bei einem Fahrerassistenzsystem (FAS), das auf der Stufe FAS-O
(O von englisch on-board) operiert, werden alle nach der Konfliktlösung benötigten Schrit-
te auf dem Fahrzeug ausgeführt. Damit erhält der Betreiber den größtmöglichen Spielraum
FAS-O
FAS-I
FAS-C
Konflikt-
lösungs-
systeme
Optimierung
Trajektorie
Generierung
Empfehlung
Darstellung
Empfehlung
Fahrplan Traj. Empf.
Abbildung 1.3: Verschiedene Konzepte zur Anbindung von Fahrerassistenzsystemen an ein
Konfliktlösungssystem (nach [ONT13a]).
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FAS-Typ Produktbeispiele
FAS-O Gekko/Greenspeed, Fassi, InlineFAS, CATO, LEADER, TCAS,
Trainguard/CBTC, Metromiser, Freightmiser, Energymiser,
ENAFLEX-S, Driving Style Manager, ATO AVV
FAS-I Zuglaufregelung, FARE
FAS-C AdmiRail AF, ADL, SIRO
Tabelle 1.1: Übersicht zu FAS-Architekturkonzepten und deren bisherige Umsetzung in
Fahrerassistenz-Anwendungen.
und Gelegenheit zur Einflussnahme. Zudem wird so eine Reaktion des Fahrerassistenzsys-
tems auf Änderungen der direkt auf die Fahrdynamik wirkenden Einflussgrößen wie z. B.
Wetter oder Zugparameter ermöglicht. Ein FAS-O benötigt zur Berechnung eine Vorgabe des
Fahrweges sowie anzustrebender Durchfahrzeiten.
Ein FAS-I (I von englisch intermediate) setzt erst nach der Trajektorienoptimierung an und
benötigt daher eine Trajektorie als Eingabe und ermittelt daraus die Fahrempfehlung sowie
deren Darstellung, wohingegen ein System der Kategorie FAS-C (C von englisch central)
lediglich die Darstellung der zentral berechneten Empfehlungen übernimmt. Damit besteht
bei letzterem nur die Möglichkeit der Einflussnahme durch den Betreiber, in dem sich dessen
Personal für oder gegen eine Befolgung der Empfehlungen entscheidet, da die Art der Emp-
fehlung von zentraler Stelle – dies wird meist der Infrastrukturmanager sein – vorgegeben
ist.
Wie Tabelle 1.1 zeigt, werden alle drei Konzepte im Produktivbetrieb genutzt. In der Zeile
„FAS-O“ sind auch diejenigen Produkte enthalten, die auf Basis von Fahrplänen optimieren
und bei denen genaugenommen keine Verknüpfung mit einer Konfliktlösung besteht. Bei der-
artigen Verfahren ist es jedoch möglich, eine Einbeziehung der Konfliktlösung vorzunehmen,
ohne den Fahrerassistenzalgorithmus zu ändern, indem z. B. die Konfliktlösung als Fahrplan
übergeben wird. Da dies die größte Gruppe von Fahrerassistenzsystemen betrifft, wurde im
Projekt ON-TIME entschieden, ein Verfahren zur Anwendung an der Schnittstelle FAS-O zu
entwickeln, das in dieser Arbeit beschrieben werden soll. Zudem konnte auf diesem Wege
ein von der TU Dresden als Partner zur Verfügung gestelltes Fahrerassistenzsystem genutzt
werden. Im Rahmen des Projektes wurde eine prototypische Implementierung einer Midd-
leware entwickelt, die zum Datenaustausch zwischen Akteuren des Bahnbetriebsmanage-
ments genutzt werden kann und zu Test- und Validierungszwecken eine Betriebssimulation
anschließt. In diesem Rahmen wurde auch das prinzipielle Funktionieren der in dieser Arbeit
entwickelten Schnittstelle erfolgreich erprobt.
1.3 Vorgehensweise
Die Arbeit fußt auf den Erkenntnissen von Lidén (siehe [Lid13]) und Mazzarello (siehe
[Maz07]) und dient dem Ziel der Kopplung von Fahrerassistenz und Verkehrsmanagement,
wie sie in [Alb13a] und [Oet14] dargestellt wird. Es wird in dieser Arbeit jedoch ein von
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1 Einführung
[Oet14] abweichender Ansatz verfolgt, da die Wahl der Fahrweisen und damit auch die Er-
mittlung von Fahrempfehlungen in der Verantwortung der Eisenbahnverkehrsunternehmen
verbleiben soll. Daher wird hier ein Verfahren zur Anwendung an der Schnittstelle zu FAS-O
entworfen, implementiert und getestet, wohingegen das in [Oet14] vorgestellte Konzept ein
FAS-C unterstützt.
Zunächst wird in Kapitel 2 eine Literaturrecherche zu Optimierungsverfahren mit dem Fo-
kus auf Konfliktlösungssystemen und der Betrachtung von Ein- und Ausgaben bei Konflikt-
lösungs- und Fahrerassistenzsystemen vorgenommen. Danach erfolgt eine Studie zu Algo-
rithmen und Modellen der Fahrdynamikrechnung (Kapitel 3). Diese bildet die Grundlage
für viele Berechnungen im Betriebsmanagement, so auch für die zu entwickelnde Schnitt-
stelle. In Kapitel 4 werden wesentliche Definitionen zusammengefasst und die Konzepte der
Zugfahrtkorridore und des Zuglaufoptimierungsplans (englisch: train path envelope (TPE))
erläutert. Darauf aufbauend wird in Kapitel 5 ein dreistufiges Verfahren entwickelt, das nach
einer Vorverarbeitungsphase in zwei verschiedenen Optimierungsschritten zunächst die en-
ergieoptimalen Pfade aller Züge berechnet und danach die Pufferzeiten zwischen den Zügen
festlegt. In Abschnitt 5.4 werden Varianten des Algorithmus der Schnittstelle vorgestellt, die
durch eine Vereinfachung in der Modellierung kürzere Rechenzeiten erzielen. Die Wirkungs-
weise des Algorithmus soll in einem Simulationsexperiment gezeigt werden. Dazu wurden
zwei Fallstudien vorgenommen, die in Kapitel 6 erläutert werden. Schließlich folgt mit Ka-
pitel 7 die Zusammenfassung.
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2 Nichtlineare Optimierung in
Konfliktlösungssystemen und
Fahrerassistenzsystemen
Zur Transformation von Konfliktlösungen in Eingaben für Fahrerassistenzsysteme wird zu-
nächst ein Überblick benötigt, in welcher Art und Qualität Konfliktlösungen an die Schnitt-
stelle übergeben werden können und welche Form von Eingaben Fahrerassistenzsysteme
benötigen, um darauf operieren zu können. Es soll ein kurzer Abriss über nichtlineare Op-
timierungsverfahren gegeben werden, auf dessen Grundlage dann untersucht werden kann,
welche Verfahren im Verlauf der Entwicklung von automatischen Konfliktlösungsverfahren
eingesetzt wurden. Diese Verfahren stellen dann Kandidaten auch für die Nutzung in dem
zu entwickelnden Schnittstellealgorithmus dar, da dieser durch seine Anwendung auf Netz-
ausschnitten ähnliche Anforderungen an Optimierungsverfahren und an Problemmodellie-
rung stellt wie die Konfliktlösung. Das Kapitel schließt mit einem Abschnitt zu Bewertung
und Auswahl eines Optimierungsverfahrens sowie der Auswahl einer Modellierungsvariante,
vorgenommen auf der Grundlage der vorangestellten Betrachtungen.
2.1 Verfahren zur nichtlinearen Optimierung
2.1.1 Globalisierung von Verfahren zur lokalen Optimierung
Da Verfahren zur nichtlinearen Optimierung das Auffinden der globalen Lösung nicht sicher-
stellen können, soll hier kurz diskutiert werden, wie sie mit Hilfe entsprechender Globali-
sierungsstrategien trotzdem zur Lösung des Optimierungsproblems herangezogen werden
können, um eine möglichst gute Näherung für das globale Optimum zu finden.
Dabei sind viele Optimierungs- und Modellierungsverfahren eng miteinander verbunden,
so dass für eine Form der Modellierung nur eines oder wenige Optimierungsverfahren in
Frage kommen. So geht eine Modellierung mittels eines Agentensystems oft mit der Lösung
des Problems durch ein Business- oder Auktionsverfahren einher oder soll ein evolutionärer
Algorithmus genutzt werden, so müssen Individuen, deren Fortpflanzungsverhalten sowie
das Vererben ihrer Eigenschaften modelliert werden. Daher werden Modellierungs- und Op-
timierungsverfahren im Folgenden gemeinsam dargestellt.
Bei allen deterministischen Optimierungsalgorithmen hängt die berechnete Lösung des
Problems, die meist einem lokalen Minimum entspricht, vom Initialzustand ab. Daher kann
eine Globalisierungsstrategie beispielsweise im Auswählen mehrerer Startwerte bestehen.
7
2 Nichtlineare Optimierung in Konfliktlösungssystemen und Fahrerassistenzsystemen
Diese Auswahl kann zufällig oder nach bestimmtem Gesichtspunkten, z. B. raumfüllend, er-
folgen. Während der Optimierung kann durch die Wahl der Schrittweite oder das Anpassen
der Suchregion oder Suchrichtung eine Globalisierung erfolgen. Werden auch sich zwischen
den Iterationen verschlechternde Näherungen an die Lösung akzeptiert, ist ein Verlassen
lokaler Minima möglich. Daher sind Algorithmen, die dies erlauben, besonders zur Optimie-
rung auf Flächen mit mehreren lokalen Optima geeignet.
Stochastische Verfahren haben durch den ihnen innewohnenden Zufallscharakter die
Möglichkeit, lokale Minima wieder zu verlassen, was im Hinblick auf das Finden eines glo-
balen Optimums von Vorteil sein kann.
2.1.2 Verfahren zur nichtlinearen Optimierung
Zur Lösung eines nichtlinearen, nichtganzzahligen Optimierungsproblems stehen verschie-
dene Algorithmen zur Verfügung, von denen hier einige beispielhaft aus der Menge der
möglichen Algorithmen herausgegriffen und dargestellt werden. Darauf folgt in Abschnitt
2.2 eine Betrachtung von in Konfliktlösungssystemen bereits genutzten Algorithmen und
schließlich wird entschieden, welches Verfahren für die Schnittstelle zum Einsatz kommen
soll. Eine Übersicht über nichtlineare Optimierungsverfahren, die im Folgenden kurz erläu-
tert werden sollen, zeigt Abbildung 2.1. Die hier dargestellten Verfahren wurden so gewählt,
dass für jede Kategorie der dritten Ebene mindestens ein Beispiel vertreten ist.
2.1.2.1 Heuristik
Bei Verfahren, die mit Heuristiken arbeiten, werden Annahmen über die Beschaffenheit des
Lösungsraumes und die Bewertung von dessen Elementen getroffen. Diese werden direkt
genutzt, um vielversprechende Kandidaten für die optimale Lösung zu ermitteln oder um in-
direkt ungünstige auszuschließen. So kann die Suche oft erheblich beschleunigt werden. Da
Heuristiken jedoch mit beschränkten Informationen und vereinfachenden Annahmen arbei-
ten, besteht das Risiko, dass das globale Optimum nicht gefunden wird. Daher werden solche
Verfahren meist dann eingesetzt, wenn andere Verfahren wegen der Größe des Suchraumes
versagen oder zu hohe Laufzeiten zeigen.
2.1.2.2 Graphensuche
Mit der Modellierung des Suchraumes als einen Graphen ergeben sich verschiedene mögli-
che Optimierungsverfahren, die in der Lage sind, für bestimmte Klassen von Graphen opti-
male Lösungen zu ermitteln. Für Graphen mit ausschließlich nicht-negativen Kantengewich-
ten bietet sich beispielsweise der A*-Algorithmus oder der Dijkstra-Algorithmus an. Mittels
dynamischer Programmierung (DP) findet man die optimale Lösung auch bei negativen Kan-
tengewichten, wenn der Graph die Markov-Eigenschaft besitzt. Ein weiteres übliches Verfah-
ren ist das Branch-and-Bound-Verfahren, das auf Bäumen agiert. Dabei wird für jeden Ast,
meist mittels einer Heuristik, eine Abschätzung vorgenommen, ob eine Suche darin zum
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Optimum führt. Es werden zunächst die aussichtsreichsten Äste durchsucht und einige so-
gar ganz verworfen, sodass der Suchraum verkleinert und dadurch die Effizienz der Suche
erhöht werden kann. Bei der Anwendung solcher Verfahren auf einen geeigneten Graphen
wird das globale Optimum gefunden.
2.1.2.3 Petri-Netze und Max-Plus-Algebra
Petri-Netze sind ein Mittel zur Darstellung diskreter Systeme. Mit Hilfe der Max-Plus-Alge-
bra können so beispielsweise Fahrplanoptimierungen vorgenommen werden. Dazu wird das
Ausgangsproblem in ein Eigenwertproblem umgeformt wird, wodurch übliche Methoden der
Numerik nutzbar werden. [Gov98]
2.1.2.4 Spieltheoretische Algorithmen
Die Spieltheorie bietet mit kooperativen sowie nicht-kooperativen Verfahren zwei Klassen
von Lösungsmethoden, die sich vor allem zur Lösung von Problemen eignen, die mittels
Agentenmodellen dargestellt worden sind. Dabei versuchen kooperativ agierende Agenten,
eine möglichst gute Gesamtlösung zu erzielen (Verhandlungslösung), während diese bei
nicht-kooperativen Auktionslösungen ausschließlich darauf bedacht sind, für sich selbst das
optimale Ergebnis zu erzielen – dabei gleichzeitig auf eine gute Gesamtlösung hoffend.
2.1.2.5 Methoden der Künstlichen Intelligenz
Verfahren der Künstlichen Intelligenz werden vor allem bei komplexen Problemen ange-
wandt, da sie meist keine optimale Lösung garantieren, jedoch in kurzer Zeit zu einer Lö-
sung kommen. Zu unterscheiden sind vor allem Künstliche Neuronale Netze (KNN) und
Expertensysteme. Bei ersteren werden basierend auf wichtigen Eigenschaften des Unter-
suchungsgegenstandes menschliche Entscheidungsprozesse modelliert, das Modell trainiert
(dazu benötigt man also schon eine Menge von Lösungen) und dann eingesetzt. Dabei bleibt
die eigentliche Lösungsfindung im Nachhinein kaum zu durchschauen und bei der Model-
lierung muss auf ein ausgewogenes Training geachtet werden, da dies entscheidend für das
Finden guter Lösungen ist.
Expertensysteme agieren dagegen auf einer Basis aus Regeln, sodass Entscheidungen
nachvollzogen werden können. Sie benötigen jedoch einen immensen Aufwand in der Be-
fragung von Entscheidungsträgern und der Modellierung ihrer Regeln und sind somit immer
nur so gut wie das Abbild der Regeln, nach denen Menschen (vermeintlich) handeln.
2.1.2.6 Mathematische Modellierung
Eine weitere Möglichkeit der Darstellung eines Problems ist die mittels mathematischer For-
mulierung, wie beispielsweise als Mixed-Integer-Linear-Programm (MILP) oder auch Sto-
chastisches Programm (SP) oder Constraint-Programm (CP). Aufgrund der formalisierten
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Darstellung eignen sich zur Lösung derartiger Probleme auch gradientenbasierte determinis-
tische Verfahren oder deterministische Heuristiken. Diese Gruppe lässt sowohl in Modellfor-
mulierung als auch in der Wahl der Lösungsalgorithmen großen Spielraum.
2.1.2.7 Linesearch-Methoden
Die Linesearch-Methoden bieten einen iterativen Ansatz zur Optimierung, bei dem der Such-
raum in jedem Schritt unter Einsatz des Gradienten bzw. einer Näherung desselben entlang
der Richtung des (größten) Abstieges durchsucht wird. Dazu wird zur festgelegten Abstiegs-
richtung eine Schrittweite bestimmt, mit der man zu dem nächsten Punkt der Iterationsfolge
gelangt. Um die Wahrscheinlichkeit des Gefangenwerdens in lokalen Minima zu verringern,
kann diese Methode mit globalisierenden Metaheuristiken (wie SA) kombiniert werden. Für
den Einsatz bei beschränkten Optimierungsproblemen sollten Randbedingungen mit Barrie-
refunktionen modelliert werden. [Jar04]
2.1.2.8 Trustregion-Verfahren
Verfahren dieser Klasse modellieren die Umgebung des im aktuellen Iterationsschritt zu un-
tersuchenden Punktes mit Hilfe eines einfachen Modells, dem innerhalb eines gewissen Be-
reichs vertraut wird. Die Schrittweite (der Vertrauensbereich) hängt dabei vom Verhältnis
der vorhergesagten zur berechneten Verbesserung im vergangenen Schritt ab. Die Richtung
des Abstiegs wird dabei durch das Näherungsmodell vorgegeben. Der populärste Vertreter
dieser Verfahrensgruppe ist die Sequenzielle Quadratische Programmierung. [Alt02]
2.1.2.9 Downhill-Simplex-Methode
Die Downhill-Simplex-Methode ist eine ableitungsfreie Methode zur Lösung beschränkter
Optimierungsprobleme, bei der iterativ der Eckpunkt des Simplex mit dem jeweils schlech-
testen Funktionswert durch einen anderen ersetzt wird. Das Simplex weitet sich dabei oder
zieht sich zusammen und bewegt sich durch den Suchraum. Der Abbruch erfolgt, wenn das
Simplex eine vorgegebene Größe unterschreitet. Diese Methode kann in ungünstigen Fällen
in nicht-stationären Punkten konvergieren. [Alt02]
2.1.2.10 Innere-Punkte-Verfahren
Im Gegensatz zum Simplex-Verfahren nähern sich Innere-Punkte-Verfahren nicht über die
Ecken eines Simplex, sondern über Punkte im Inneren der Lösung des COP. Meist erfolgt
eine Umformung des Optimierungsproblems in ein Problem mit logarithmischen Barrieren,
auf dem dann iterativ nach dem Optimum gesucht wird. [Jar04]
2.1.2.11 Genetische und Evolutionäre Algorithmen
Diese Algorithmengruppe arbeitet auf Mengen von Suchpunkten, die als Individuen in einer
Fortpflanzungsgemeinschaft agieren. Natürliche Vorgänge wie Fortpflanzung mit Vererbung,
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Kreuzung, Mutation und Selektion werden nachgebildet, wobei die Fortpflanzungsfähigkeit
eines Individuums von der Bewertung durch die Zielfunktion abhängt. Da diese Algorithmen
keine Voraussetzungen an die Zielfunktion stellen, können sie zur Lösung beliebiger Opti-
mierungsprobleme mit Darstellung der Randbedingungen als Straf- oder Barrierefunktionen
genutzt werden. [Ger04]
2.1.2.12 Teilchenschwarmoptimierung
Wie Evolutionäre Algorithmen gehen auch Algorithmen der Teilchenschwarmoptimierung
von einer Menge Suchpunkte aus, die Individuen repräsentieren. Dabei wird die Bewegung
der Individuen und des Schwarms simuliert, indem Individuen eigenständig agieren, Kennt-
nisse über ihre lokale und globale Umgebung erhalten und ihre Position mit diesen Infor-
mationen bewerten und sich entsprechend der Schwarmregeln Kohäsion, Separation und
Alignment bewegen. Diese Methoden eignen sich, um unter Nutzung sehr vieler Funktions-
auswertungen globale Lösungen zu ermitteln.[Cle10]
2.1.2.13 Modellgestützte Optimierung
Verfahren der modellgestützten Optimierung werden eingesetzt, wenn die zur Bestimmung
der Lösung notwendige Anzahl an Funktionsauswertungen gering gehalten werden soll. Da-
zu wird ein (stochastisches) Modell der Zielfunktion konstruiert. In jedem Schritt wird der
auszuwertende Punkt, bspw. derjenige mit der größten zu erwartenden Verbesserung, an-
hand des Modells approximiert. Daraufhin kann eine Funktionsauswertung erfolgen und
das Modell angepasst werden. Wegen der aufwändigen Modellkonstruktion und der Opti-
mierung auf dem Modell sind diese Verfahren vor allem für Probleme mit sehr aufwändi-
ger Zielfunktionsauswertung bei gleichzeitig nur geringer bis mittlerer Variablenzahl geeig-
net. Weitere Informationen zu dieser Verfahrensklasse finden sich in [Stö07; Sch09; Sas02;
Kno05; Jon01]
2.1.2.14 Metaheuristiken
Metaheuristiken sind Verfahren, bei denen eine schrittweise Verbesserung des Initialwertes
erzielt werden soll, jedoch zur Vermeidung der Konvergenz in lokalen Minima auch eine zeit-
weise Verschlechterung in Kauf genommen wird. Bekannt sind das Verfahren der simulierten
Abkühlung (SA), bei der die Wahrscheinlichkeit dafür, dass eine Verschlechterung akzeptabel
ist, im Verlauf der Optimierung abnimmt, sowie der Toleranzschwellen-Algorithmus (TA) mit
vorgegebener maximaler Verschlechterung. Des Weiteren sind die Sintflut-Methode (SM),
bei der Punkte akzeptiert werden, deren Zielfunktionswerte besser als ein sich schrittweise
verringerndes Maximum sind, und das Verfahren der Tabu-Suche (TS), bei der bestimm-
te Punkte für eine gewisse Zeit von der Suche ausgeschlossen werden, bekannt geworden.
[Suh13]
12
2.2 Analyse aktueller Konfliktlösungssysteme und Fahrerassistenzsysteme
2.1.2.15 Hybridverfahren
Bei Hybridverfahren werden Kombinationen aus mehreren Algorithmen genutzt, um Vorteile
der Einen besser ausspielen und Nachteile der Anderen kompensieren zu können.
Aus Sicht der Autorin stellen die Optimierungsverfahren aus der Gruppe der mathemati-
schen Optimierung wegen ihres hohen Grades an Flexibilität die vielversprechendsten Ver-
fahren dar. Eine abschließende Wahl der Modellierung soll nach Betrachtung des Standes
der Technik auf dem Gebiet der Optimierungsverfahren in Konfliktlösungssystemen sowie
der Betrachtung der Art der benötigten Eingaben für Fahrerassistenzsysteme erfolgen.
2.2 Analyse aktueller Konfliktlösungssysteme und
Fahrerassistenzsysteme
Konfliktlösungssysteme und Fahrerassistenzsysteme bilden die Anknüpfungspunkte für die
zu erstellende Schnittstelle, in dem Sinne, dass Konfliktlösungssysteme die Eingaben produ-
zieren und Fahrerassistenzsysteme die Ausgabe der Schnittstelle verarbeiten. Zudem ähneln
die Anforderungen an Algorithmen der Konfliktlösungssysteme denen der in dieser Arbeit
zu beschreibenden Schnittstelle, weshalb diese hier betrachtet werden sollen. Insbesondere
der Umgang mit der durch die netzweite Betrachtung des Bahnsystems verursachten Kom-
plexität und Instanzgröße der Optimierungsprobleme stellt eine wesentliche Einschränkung
bei der Algorithmenauswahl dar. Zudem müssen bahnsystemtypische Randbedingungen und
Prozesse modelliert werden. Es sollen daher zunächst Anforderungen und Funktionsweise
von Konfliktlösungssystemen erörtert und danach auch für Fahrerassistenzsysteme betrach-
tet werden. Auf dieser Grundlage erfolgt abschließend die Wahl des Optimierungsverfahrens.
Eine Zusammenfassung der Entwicklung von Konfliktlösungssystemen wurde in [dAr08b;
Tör06] veröffentlicht. Demnach ermöglichen aktuelle Ansätze sowohl das Umleiten als auch
das Ändern der Zugfolgen und das Biegen von Zügen in komplexen Konfliktsituationen na-
hezu in Echtzeit. Als Ausgabe dient in den meisten Fällen eine Darstellung der Zugfolge auf
kritischen Infrastrukturelementen oder allen Elementen des betrachteten Teilsystems, ge-
planten Halten und Routen der Züge. Viele Forschungsansätze werden seit Jahren bearbeitet
und die entwickelten Verfahren wurden prototypisch implementiert. Daher ist zu erwarten,
dass derartige Systeme in den kommenden Jahren in die Ausstattung von Verkehrssteue-
rungszentralen der Infrastrukturmanager integriert werden. In Abschnitt 2.2.1 wird gezeigt,
wie Konfliktlösungssysteme arbeiten und welche Lösungsverfahren bei ihnen Verbreitung
gefunden haben.
Fahrerassistenzsysteme wurden ursprünglich entwickelt, um Triebfahrzeugführer beim
energieeffizienten Fahren zu unterstützen, aber ermöglichen ebenfalls, geplante Fahrzeiten
genauer einzuhalten, als es ohne ein solches System möglich wäre. Verschiedene Fahreras-
sistenzsysteme sind bereits im produktiven Betrieb. [Mit09] bietet einen Überblick.
Seit kurzem gibt es Bestrebungen, Konfliktlösungssysteme und Fahrerassistenzsysteme zu
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koppeln, um zu erreichen, dass Vorbeifahrten an restriktiven Signalbegriffen und Rothalte
vermieden . Damit sind eine Erhöhung der Kapazität, eine Verringerung des Energiever-
brauchs und auch ein größerer Fahrkomfort verbunden. Nur wenige Fahrerassistenzsyste-
me arbeiten bereits mit Netzinformationen – meist aus Netzwerken geringer Komplexität.
Beispiele dafür sind CATO und AdmiRail AF [Lag11; Mon09]. Es gibt eine Reihe von For-
schungsarbeiten, die sich damit beschäftigen, wie zusätzliche Zielpunkte (Zeiten, Geschwin-
digkeiten für gegebene Positionen) oder Zeitintervalle – Geschwindigkeits- und Zeitinter-
valle zur Durchfahrt an bestimmten Lokationen – im Prozess der Trajektorienoptimierung
genutzt werden können (siehe dazu [Alb13b; Pud01]). Diese Funktionalität ist auch für
eine Netzbetrachtung nützlich, da durch das gezielte Nutzen von günstigen Durchfahrzeiten
oder -intervallen Sperrzeiten für verschiedene Züge eingehalten oder restriktive Signalpha-
sen vermieden werden können. Daher soll in Abschnitt 2.2.2 untersucht werden, welche
Fahrerassistenzsysteme heute schon derartige Funktionen bieten und sich zum Einsatz in
einem solchen System eignen.
2.2.1 Aufgaben und Funktionsweise von Konfliktlösungssystemen
Zunächst soll mit der Diskussion von Aufgaben und Funktionsweise von Konfliktlösungssys-
temen begonnen werden. Dabei wird besonderes Augenmerk auf die genutzten Optimie-
rungsverfahren gelegt.
Seit den Anfängen des Eisenbahnbetriebs erfolgt dieser auf Grundlage eines Fahrplans.
Diente er zunächst noch der Zugsicherung, so bildete er mit Zunahme der Fahrten bald die
Basis für den Vertrieb. Solange Bahnbetrieb existiert, wirken jedoch auch Störungen auf ihn
ein, die zu Verzögerungen im Betrieb führen. War dies zunächst vor allem ein Problem der
Sicherheit, so ergab sich aus dem Kundenbedürfnis nach Pünktlichkeit bald auch ein ver-
triebliches Problem, da große Verzögerungen durch Prozesse der Verspätungsfortpflanzung
Fahrplaninstabilität (also eine langfristige Abweichung vom Fahrplan) zur Folge hat, die ne-
ben der eigentlichen Initialverspätung zu noch größerer Kundenunzufriedenheit führt. Da
Störungen im Bahnbetrieb nicht ausgeschlossen werden können, weil sie aus dem Betrieb
selbst, aber auch aus der Umwelt oder dem Kundenverhalten resultieren und somit als Zu-
fallsereignisse anzusehen sind, wird darauf mit Disponierungsmaßnahmen reagiert. Solche
Maßnahmen führen unter Umständen zu Änderungen im Fahrplan oder wirken sich auf
Anschlüsse aus. In Deutschland werden diese von einem Disponenten beschlossen, dessen
Entscheidungsfindung durch Konfliktlösungssysteme unterstützt werden könnte ([Fay00]).
Für Maßnahmen ohne Auswirkungen auf betreiberseitige Zuständigkeitsbereiche wäre sogar
eine automatische Konfliktlösung denkbar, sofern Sicherheitsbedenken ausgeräumt werden
können.
2.2.1.1 Aufgaben
Aufgabe eines Konfliktlösungssystems ist es, die von anderen Systemen oder Menschen er-
kannten Konflikte, mit ihren daraus resultierenden Fahrplanabweichungen zu beheben. Als
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Konflikt wird dabei jedes Beanspruchen von nicht verfügbarer Infrastruktur oder auch Per-
sonal angesehen. Es kann mit der Konfliktlösung entweder begonnen werden, sobald ein
zukünftiger Konflikt erkannt wurde – also insbesondere noch, bevor Fahrplanabweichungen
auftreten – oder während ein Konflikt besteht. In beiden Fällen wird mit Dispositionsmaß-
nahmen reagiert mit dem Grobziel, Abweichungen vom Fahrplan und dadurch auftretende
Störungen zu beseitigen. Feinziele können beispielsweise die schnellstmögliche Rückkehr
zum Fahrplan, die geringstmögliche Verlängerung der Gesamtfahrzeit aller Züge oder Rei-
senden oder das Verringern der Betriebskosten (inklusive Pönalen) sein.
2.2.1.2 Funktionsweise
Bislang ist die Disponierung ein manuell ausgeführter Prozess, der nach [ONT13b] mit Mit-
teln wie
• dem Ändern der Zugfolge,
• dem Umleiten von Zügen,
• dem Streichen von Halten,
• dem Verlegen von betrieblichen Halten,
• dem Verlängern/Verkürzen von Halten,
• dem Streichen von Zügen,
• dem Verlängern/Verkürzen von Fahrzeiten oder
• dem Verlegen von Überholungen/Kreuzungen
arbeitet. Die Bewertung der Handlungen erfolgt meist subjektiv auf Erfahrung basierend.
Seit 1973 gibt es erste Veröffentlichungen, deren Algorithmen auf sehr kleinen Netzaus-
schnitten – oft eingleisigen Abschnitten – operierten. In der Folge konnten immer komplexere
Netze mit geeigneten Optimierungsverfahren und -modellierungen bearbeitet werden.
Heutige Systeme stellen mögliche Lösungsvarianten aus Kombinationen der oben ge-
nannten Dispositionshandlungen auch für größere Netze selbstständig auf und bewerten
diese hinsichtlich verschiedener Kriterien (beispielsweise den unter 2.2.1.1 genannten). Da-
bei wird eine Vielzahl von Fahrplan-Varianten berechnet und eine günstige Variante, jedoch
meist kein Optimum, ermittelt. Daraufhin erfolgt eine Auswahl oder die Präsentation der Va-
rianten für die Auswahl durch den Disponenten zur automatisierten Umsetzung. Es werden
neue operative Fahrpläne generiert, die sowohl Routen als auch Zugfolgen und Fahrzeiten
enthalten.
Da zur Bewertung der Lösungen sehr viele verschiedene Varianten aufgestellt werden
müssen, arbeiten viele Konfliktlösungssysteme mit einer vereinfachten Fahrzeitrechnung, so
wird oft von Beschleunigungs- und Bremsvorgängen abstrahiert. Seltener, z. B. bei ROMA,
werden noch fahrdynamische Berechnungen angeschlossen. Aufgrund dieser Vereinfachun-
gen sollen Fahrzeiten aus der Konfliktlösung zur Weitergabe an Fahrerassistenzsysteme nicht
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einfach übernommen, sondern mittels mikroskopischer Simulation berechnet und die darauf
basierenden Sperrzeittreppen im Rahmen der Schnittstelle ermittelt werden.
Hinsichtlich der verwendeten Modellierungsansätze und Algorithmen zeigt sich mit Ta-
belle 2.1 und der daraus resultierenden Abbildung 2.2, dass eine Vielzahl von Optimierungs-
verfahren getestet, genutzt und vielfach über längere Zeiträume entwickelt und an die Spe-
zialanwendung angepasst wurde. Heuristiken und Expertensysteme erfreuen sich aufgrund
ihrer vergleichsweise geringen Ansprüche an die Rechenleistung schon lange großer Beliebt-
heit, wohingegen aufwändigere Verfahren, die auf mathematischer Modellierung basieren,
wie MILP, CP und auch SP erst mit der Jahrtausendwende anwendbar wurden. Andere Ver-
fahren, wie Auktionsverfahren und DP, wurden offenbar nicht weiter verfolgt. Die Modellie-
rung mit speziellen Graphen, sowohl den Alternative Arcs Graphen als auch den Petri-Netzen
zur Nutzung von Verfahren zur Graphensuche oder heuristischer Ansätze, wurde ebenfalls
seit der Jahrtausendwende untersucht.
Die hier aufgeführten Verfahren kommen prinzipiell auch für den in dieser Arbeit zu ent-
wickelnden Algorithmus in Frage. Sieht man jedoch von Heuristiken wegen ihrer Vereinfa-
chungen und von Expertensystemen wegen des unüberschaubaren Aufwandes bei unklarer
Lösungsgüte ab, bleiben Graphenmodelle und mathematische Modellierung die geeignete
Grundlage für Verfahren, die mit leistungsstarker Rechentechnik Optimierungen auf Such-
räumen hoher Dimensionalität ermöglichen und die Nutzbarkeit im Bereich der Konfliktlö-
sung bereits im Rahmen langjähriger Entwicklungsstränge unter Beweis gestellt haben.
Tabelle 2.1: Veröffentlichungen zu Konfliktlösungssystemen mit Angabe des Jahres der
(Erst-)Veröffentlichung, der genutzten Modellierung und/oder des Lösungsal-
gorithmus.
Jahr Algorithmus Quellen
1990 Auktion, Heuristik [Ver90]
1991 Branch & Bound [Jov91]
1991 Expertensystem [Kom91]
1993 Heuristik, Fuzzy-Mengen [Jia94]
1994 Expertensystem, Heuristik [Gra95; Pfe95]
1995 Auktionsmodell [Iye95]
1996 Genetische Algorithmen, Heuristik [Che96; Che99]
1996 Heuristik [Cho96]
1996 Expertensystem [Lar96]
1997 Dynamische Programmierung [Ho97]
1997 Heuristik [Lam97]
1997 Metaheuristiken (Hillclimbing, A*) [Mis98]
1997 Expertensystem [Mis98]
1999 MILP, Heuristik [Ade99]
Fortsetzung auf Folgeseite
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Jahr Algorithmus Quellen
1999 Heuristik [Sah99]
1999 Fuzzy-Regelung, Heuristik, Knowledge Based [Vie99]
2000 Fuzzy Petri-Netz, Expertensystem [Fay00]
2000 Alternative Arcs Graph, Heuristik [Mas00; Mas02]
2001 Genetische Algorithmen, Metaheuristiken [Ho01]
2001 Genetische Algorithmen [Pin01]
2002 Model Predictive Control [Sch02a; Sch02b]
2002 Genetische Algorithmen [Lam02]
2002 Agentenmodell, Handelsmodell [Tör02]
2002 A* [Koc02]
2003 Branch & Bound, Genetische Algorithmen [Weg03]
2005 Alternative Arcs Graph, Heuristik [Pra05]
2005 Fuzzy-Regelung [Taz05]
2006 Integer Programming, Heuristiken [Şah06]
2006 Database Management System [Sak10; Sak11]
2006 Genetische Algorithmen [Tak06]
2005 Integer Programming, Branch & Bound, Metaheu-
ristik
[Zho05; Zho07]
2005 Alternative Arcs Graph, Model Predictive Control [Mas08; Maz07]
2007 IP, Branch-and-Bound [Tör07]
2007 Constraint-Programmierung [Rod07; Rod11]
2007 MILP, Metaheuristiken [Tör07]
2007 Model Predictive Control, Max-Plus-Algebra [Boo07]
2008 Alternative Arcs Graph, Metaheuristik, Branch &
Bound
[Cor11; Cor10b; Cor10a;
Cor09; dAr09; dAr08a]
2008 Petri-Netze [Ric08]
2009 Expertensystem, fuzzy Petri-Netze [Che09]
2010 Alternative Arcs Graph, Model Predictive Control [Wan10]
2010 Agentensystem [Zhu10]
2011 Graphenmodell, vmtl. Graphensuche [Ber11]
2011 Stochastische Programmierung [Men11]
2012 Heuristiken [Iqb12]
2012 MILP, Branch & Bound [Kra12]
2012 Genetische Algorithmen [Yan12]
2013 MILP [Nar13]
2013 Genetische Algorithmen, künstliche neuronale
Netze
[Dün13]
2013 Constraint-Programmierung [Lid13]
Fortsetzung auf Folgeseite
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Jahr Algorithmus Quellen
2014 Genetische Algorithmen [Sic14]
2016 Constraint-Programmierung [Wan16a]
2016 Petri-Netze, adaptierter A*, Heuristik [Wan16b]
2.2.2 Aufgaben und Funktionsweise von Fahrerassistenzsystemen
Da die Schnittstelle die Arbeit der angeschlossenen Fahrerassistenzsysteme unterstützen soll,
werden nun Aufgaben und Funktionsweise von Fahrerassistenzsystemen diskutiert. Auf die-
ser Basis kann geschlossen werden, in welcher Art und Gestaltung die Ausgaben der Schnitt-
stelle zur Verfügung gestellt werden sollten.
Eine Masse in Bewegung zu setzen und gegen Widerstandskräfte zu halten, benötigt En-
ergie. Aufgabe eines Fahrerassistenzsystems ist es, Triebfahrzeugführern Hinweise zu ge-
ben, wie der Geschwindigkeitsverlauf einer Zugfahrt gestaltet werden sollte, um energetisch
günstig zu fahren. Um dieses Ziel zu erreichen, wurden zunächst statische Fahrerassistenz-
systeme entwickelt. Bei U-Bahnen wurde mit fest installierten Tafeln entlang der Strecke, die
den Ort des Ausrollbeginns (El 7, Schaltsignal) anzeigten, gearbeitet [Kri09]. Die U-Bahn
war auch deshalb besonders geeignet, da während der Fahrt praktisch keine Einflüsse von
außen, sei es durch Witterung oder Verkehrsteilnehmer, bestehen und das Neigungsprofil
der Strecken sehr einfach ist. Aufgrund der Art der Installation war die so gegebene Ausroll-
empfehlung jedoch nur für planmäßige Fahrten gültig.
Ab den 1970er Jahren wurde das Maximumprinzip nach P O N T R J A G I N1 zur Berechnung
von energieoptimalen Ausrollpunkten genutzt. Mit Hilfe dieses Verfahrens ergibt sich – für
eine geeignete Modellierung – eine energieoptimale Fahrt durch maximales Beschleunigen,
Beharren, evtl. Rollen und maximales Bremsen, wie in Abbildung 2.3 dargestellt. Damit
war die Grundlage für dynamische Fahrerassistenzsysteme geschaffen, die zunächst in der
Forschung (beispielsweise in [Hor74]) und bald auch im Betrieb Beachtung fanden. Im Ge-
gensatz zu den statischen Systemen spielen dynamische Systeme ihre Stärken vor allem im
gestörten Betrieb aus, wenn selbst geübte Triebfahrzeugführer mit der Abschätzung des ge-
eigneten Ausrollpunktes überfordert wären.
2.2.2.1 Aufgaben
Aufgabe eines Fahrerassistenzsystems ist es, Triebfahrzeugführern Hinweise zu geben, wie
der Geschwindigkeitsverlauf einer Zugfahrt gestaltet werden sollte. Dadurch kann die Re-
duktion des Energieverbrauchs, die Erhöhung der Pünktlichkeit des Betriebs und die Erhö-
hung der Kapazität erreicht werden. Weitere Zielstellungen, wie die Minimierung des Ver-
schleißes oder der Lärmreduktion sind denkbar, aber bislang nicht zielgerichtet erforscht und
haben keine Verbreitung erfahren.
1 Lew Semjonowitsch Pontrjagin (1908–1988): russischer Mathematiker
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Zeit in Jahren1990 2000 2010
Stochastische Programmierung
CP
DBMS
Agenten
MPC
GA
A*
Fuzzy
MILP
Metaheuristik
DP
Expertensystem
B&B
Heuristik
Auktionsverfahren
Abbildung 2.2: Nutzung verschiedener Optimierungsalgorithmen zur Konfliktlösung im Ei-
senbahnbetrieb; Blöcke sind jeweils zwischen dem Jahr der ersten und der
letzten Nennung aufgetragen; orange: Verfahren mit Heuristik; grün: deter-
ministische Verfahren; blau: nicht-deterministische Verfahren; grau: andere.
Zeit
W
eg
Beschleunigen
Beharren
Rollen
Bremsen
Abbildung 2.3: Typische Regimefolge einer energieoptimalen Fahrt nach [Hor74].
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2.2.2.2 Funktionsweise
Bei dem Problem der Berechnung der energieoptimalen Fahrten bei vorgegebener Fahrzeit,
in Abhängigkeit von Streckenprofil und Zugcharakteristik, handelt es sich um die Lösung
eines Differenzialgleichungssystems, die nur näherungsweise ermittelt werden kann. Dazu
wurden unterschiedliche Modellierungs- und Lösungsvarianten erforscht, so dass mit heu-
tigen Fahrerassistenzsystemen energieoptimale Trajektorien mit mikroskopischem Detaillie-
rungsgrad (mindestens sekundengenau) zur Verfügung gestellt werden können, die mittels
entsprechender Simulationen ermittelt werden. Oft orientieren sich mögliche Fahrregime
der optimalen Trajektorie an den mit dem Maximumprinzip nach P O N T R J A G I N ermittelten
Regimen. Die aus den berechneten Trajektorien generierten Empfehlungen werden als Ge-
schwindigkeit, relative Fahrzeit, Beschleunigung oder Regimeempfehlung meist optisch mit
einem Display an den Fahrer übermittelt.
Dynamische, zugbasierte Systeme betrachten dabei die Fahrt eines Zuges ohne Zwischen-
stopp bis zum nächsten Halt. Einschränkungen der Fahrweise ergeben sich dabei aus dem
Fahrverhalten des Zuges, aus Geschwindigkeitsrestriktionen, sowie Betriebsregeln beispiels-
weise einer minimalen Rollgeschwindigkeit oder einem Maximum an Fahrempfehlungsän-
derungen pro Zeit oder Fahrt.
Den jüngsten Entwicklungszweig des Gebietes stellt die Betrachtung betrieblicher Ein-
flüsse auf die optimale Fahrt dar. Hierbei geht es um die Vermeidung unnötiger Rothalte
durch vorherige Geschwindigkeitsanpassung. Damit ist eine solche Optimierung nicht mehr
auf den Einzelzug beschränkt, sondern operiert auf meist kleinen Netzausschnitten. An die-
sem Punkt wird die Verbindung zu den Konfliktlösungssystemen deutlich, da es sich um
zwei Systeme handelt, die auf gleichen Infrastruktur-Dimensionen agieren, allerdings mit
unterschiedlicher Zielsetzung. Solche netzbasierten Fahrerassistenzsysteme arbeiten oft so,
dass in der Betrachtung des Eisenbahnsystems einige Züge als priorisiert angenommen und
deren freie Fahrt vorausgesetzt wird. Die Fahrten weiterer Züge sollen sich dann in den
frei bleibenden Grünfenstern einordnen. Dies führt zu einer gegenüber zugbasierten Sys-
temen abgewandelten Problemstellung für die Berechnung der energieoptimalen Fahrt, da
zur Vorgabe der Fahrzeit weitere Beschränkungen des Lösungsraumes hinzukommen und
die Durchfahrzeiten der Lösung an Signalen nun in bestimmten Zeitintervallen liegen muss.
Abgesehen von wenigen Ausnahmen (AdmiRail AF, ADL) arbeiten alle weiteren untersuch-
ten Systeme ohne Netzinformation, sodass in Tabelle 2.2 auf diese Angabe verzichtet wurde.
Eine Zusammenfassung des Gebietes findet sich in [Alb14a].
Tabelle 2.2 wurde mit Hilfe einer möglichst umfassenden Recherche zur regen Forschungs-
tätigkeit auf dem Gebiet der Fahrerassistenzsysteme erstellt und führt auf, welche Form von
Eingabedaten die verschiedenen Systeme benötigen. Es zeigt sich, dass weit die Mehrheit
der Fahrerassistenzsysteme mit Zielpunkten von Zeit, Weg und manchmal auch Geschwin-
digkeit arbeitet. Daher soll eine Schnittstelle, welche Eingangsdaten für bestehende Systeme
liefert, in der Lage sein, derartige Zielpunkte auszugeben. Einige Systeme arbeiten auch mit
Zielintervallen der Zeit und/oder der Geschwindigkeit. Obwohl bisher nur wenige Systeme
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diese Art der Eingangsdaten nutzen, sollen diese ebenfalls in die Ausgabe der Schnittstel-
le integriert werden, da sie eine zukunftsfähige Möglichkeit zur Einbeziehung betrieblicher
Randbedingungen bei gleichzeitiger Beibehaltung von Flexibilität und Simulierungs- und
damit Optimierungsgenauigkeit darstellen. So kann ein möglichst großer Gestaltungsspiel-
raum für Eisenbahnverkehrsunternehmen offen gehalten werden, ohne Kapazitätseinbußen
hinnehmen zu müssen. Neben der Nutzung für Systeme der FAS-O-Architektur, soll es für
alle Systeme, die Intervalle als Eingangsdaten unterstützen, möglich sein, das entwickelte
Verfahren innerhalb einer zentralen Komponente einzusetzen, wenn eine Schnittstelle diese
Daten zugspezifisch für alle Fahrzeuge im Netzabschnitt zur Verfügung stellt.
Tabelle 2.2: Nutzung von Zielpunkt (ZP)/ einseitig begrenztes Intervall (EI)/ zweiseitig be-
grenztes Intervall (ZI) als Eingangsdaten für Algorithmen von Fahrerassistenz-
systemen. Angegeben sind zudem wesentliche Quellen und die Produktbezeich-
nung, sofern vorhanden.
Eingabe Quellen Produktbezeichnung
ZP [Ich68]
ZP [Hor70; Hor90; Zin91;
Tch80; Str74; Str84]
ZP [Kra81a; Kra81b]
k. A., vmtl. ZP [MysOA; AZD13] ATO AVV
ZP [How93; Ben88; Eng90] (TEKNIS) Metromiser
ZP [Chu93]
ZP [Gen93]
EI [Fir95]
k. A. [Fer96] SIRO
k. A. [Vos96]
ZP [Mur96]
ZP [Cha97; Cha96]
ZP [Ber97]
ZP [Töp97]
k. A., vmtl. ZP [Gor98]
EI (nur Fahrzeit) [Han99]
ZP [Dua99]
ZP [Khm00]
ZP [Pud01]
ZP [Lin02] Metromiser (Siemens)
ZP [Med02]
ZP [Fra02; Mey09; Mey97;
HusOA]
Driving Style Manager
Fortsetzung auf Folgeseite
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Eingabe Quellen Produktbezeichnung
ZP [Liu03]
k. A. [Asu03] ATO
ZP [Net05; San01; San99] ESF
ZP [Alb05; Oet05; Alb08] ENAFLEX-S
ZP [Col05b; Col05a]
ZP [Lüt07a] PULS 90
ZI (nur für Fahrzeit) [Boc07]
k. A., vmtl. ZP [Lüt09; Lüt08; Lüt07b] FARE
ZP (+ ZI) [Alb08; Alb09; Alb13b] InlineFAS
ZP [Oet08; OetOA; Böt12] FreeFloat Zuglaufregelung
ZP [Açı08]
ZP [Kin08; TMG08; How08] Freightmiser, Energymiser
ZP [Hoo09] BEA Online
ZP [Buc09; Ber12] GEKKO, Greenspeed
k. A., vmtl. ZP [Rah11] Trainguard/CBTC
ZP [Che11]
ZP/EI [Lag11; TRA09; Olo07] CATO
ZP [Joh10] Halcrow TCAS
ZP [Lec10] OptiDrive
ZP [Brü10]
ZP [Noc10; Cha13] LEADER
ZP [Rao15; Rao13; Meh10] AdmiRail AF
ZI [Bol16; Völ12] ADL
2.3 Wahl des Optimierungsverfahrens
Abschnitt 2.2.2 hat gezeigt, dass Fahrerassistenzsysteme mit Ziel-Zeitpunkten oder Interval-
len arbeiten, die diskreten Punkten im Netz oder Streckenverlauf der Zugfahrt zugeordnet
werden. Dabei kann sekundengenaue Fahrzeiteinhaltung theoretisch erreicht werden, sodass
eine Diskretisierung der Zeit im Sekundenbereich oder eine Modellierung als stetige Variable
hinsichtlich der angestrebten Genauigkeit sinnvoll erscheint.
Die in dieser Arbeit zu bearbeitende Optimierungsaufgabe unterliegt gewissen Beschrän-
kungen und wird auf Netzbereichen betrachtet. Es muss also ein Verfahren gewählt werden,
das mit feiner Diskretisierung oder stetigen Variablen bei zeitgleich hoher Anzahl von Varia-
blen und erwartungsgemäß aufwändiger Funktionsauswertung umgehen kann. Im Rahmen
dieser wissenschaftlichen Studie soll zudem auf Heuristiken verzichtet werden.
Mit Abschnitt 2.1 zeigte sich, dass es eine Vielzahl an Verfahren gibt, die sich prinzipiell
zur Lösung globaler Optimierungsprobleme eignen und sich hinsichtlich Determiniertheit,
der Möglichkeit lokale Minima wieder zu verlassen, aber auch in der Art und Komplexität
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der zur Nutzung notwendigen Modellierung und Vorbereitung unterscheiden. Dabei wurde
deutlich, dass Verfahren, die auf Prozessen natürlicher Vorgänge basieren, im Allgemeinen
eine dafür spezifische Modellierung benötigen, was bei einmal erfolgter Modellierung einen
Wechsel des Verfahrens erschwert.
Abschnitt 2.2.1 macht deutlich, dass seit 1990 eine Reihe von Optimierungsverfahren für
Aufgaben der Konfliktlösung erprobt wurden. Expertensysteme und Heuristiken stellen dabei
einen lang verfolgten Zweig der Forschung dar, sollen aber in dieser Arbeit keine Anwendung
finden. Auch auf die Nutzung stochastischer Verfahren wird im Sinne der Interpretierbarkeit
der Ergebnisse zunächst verzichtet. In jüngerer Vergangenheit zeigte sich die Constraint-
Programmierung – wie in [Rod07; Lid13] dargestellt – als Möglichkeit um effizient restrin-
gierte Optimierungsprobleme zu modellieren und verschiedene Lösungsmethoden darauf
anzuwenden. Dabei wurden meist kommerzielle Optimierer zur Lösung der so modellier-
ten Aufgaben eingesetzt. Deshalb soll diese Art der Modellierung in Kombination mit dem
Matlab-Constraint-Löser (der Innere-Punkte und Trust-Region-Verfahren anbietet) in dieser
Arbeit eingesetzt werden.
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3 Zuglaufrechnung als Voraussetzung für
Interoperabilität
Seit dem Beginn des zwanzigsten Jahrhunderts war die Zuglaufrechnung Forschungsgebiet
und wurde im Rahmen der Fahrplanerstellung genutzt [Brü11]. Heute wird sie auch in an-
deren Gebieten eingesetzt, wie bei
• dynamischen Verkehrssteuerungsalgorithmen zur Simulation von Dispatching-lösun-
gen (zum Beispiel zur Ermittlung der Verspätung von Zügen). Diese Anwendung hat
sehr hohe Ansprüche an die Rechenzeit, aber auch an die Präzision, da ungenaue Vor-
hersagen von Zuglaufzeiten zu nicht-optimalen Konfliktlösungen führen können;
• dynamischen Fahrerassistenzsystemen zum energieeffizienten Fahren, die besonders
hohe Anforderungen an die Genauigkeit der Simulationsergebnisse stellen, um die an-
gestrebten Energiespareffekte zu erreichen und eine breite Nutzerakzeptanz zu erzie-
len;
• Algorithmen zum automatischen Fahren, die eine hohe Präzision insbesondere zum
punktgenauen Anhalten benötigen.
In den vergangenen Jahren wurde die Verknüpfung von Fahrerassistenz mit zentralisierten
Verkehrsmanagementsystemen als vielversprechende Möglichkeit zum Erhöhen der Stre-
ckenkapazität erkannt. In diesem Kapitel sollen daher verschiedene Möglichkeiten zu Mo-
dellierung und Simulation von Zugläufen diskutiert und miteinander verglichen werden mit
dem Ziel, eine Variante zu finden, die den Anforderungen beider Systeme genügt und so ei-
ne optimale Kooperation zwischen beiden Systemen ermöglichtz. Wesentliche Aspekte dieses
Kapitels, einschließlich der Modellierung sowie der Fallstudienergebnisse, wurden bereits in
[Jae14] veröffentlicht.
3.1 Begriffsbestimmung
Unter Zuglaufrechnung versteht man das Berechnen von zwei der drei Zustandsgrößen eines
Zuges – Position se, Geschwindigkeit ve oder Zeit te ausgehend von einem Anfangszustand
(sa, va, ta), vorgegebenem Fahrverhalten und dem Wert der dritten Größe. Damit findet sie
in vielen Bereichen der Simulation und Optimierung von Zugläufen, aber auch von Fahrplä-
nen Anwendung. Zur Fahrplanung und in Dispatchinganwendungen (siehe dazu [dAr07])
wird die minimale Laufzeit eines Zuges benötigt. Außerdem werden früheste Ankunftszeiten
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und Durchfahrzeiten an Zwischenpunkten der Strecke für planerische Zwecke ausgewer-
tet und Blockzeiten [Pac08] wie Signalpassierzeiten und Abschnittsfreigabezeiten berech-
net. Fahrerassistenzsysteme benötigen zusätzliche Zeit- und Geschwindigkeitsinformationen,
beispielsweise für die Positionen, an denen das Fahrregime geändert werden soll. Der Trak-
tionsenergieverbrauch und die mögliche Rekuperation von Energie wird zur Geschwindig-
keitsoptimierung ebenfalls benötigt, um verschiedene Fahrprofile miteinander vergleichen zu
können und so das energetisch günstigste zu finden. Wie in [Alb09] dargestellt kann es auch
für Fahrplanung und Dispatchinganwendungen nützlich sein, den Energieverbrauch der ver-
schiedenen potenziellen Fahrpläne oder Dispatchinglösungen zu kennen und mit diesem ein
weiteres Bewertungskriterium nutzbar zu machen.
3.2 Anforderungen
In allen Nutzungsgebieten der Zuglaufrechnung kommen jedoch einige oder alle der in Ab-
schnitt 2.2.2 dargestellten Regime maximale Beschleunigung, Beharrung, Rollen sowie ma-
ximales Bremsen zum Einsatz (u. U. wird jedoch zur Vereinfachung auf einige davon verzich-
tet). Daher müssen zur Berechnung von Zugfahrten dieser Regime Algorithmen vorliegen,
die sowohl den verkehrlichen Anforderungen wie dem unbedingten Einhalten der zulässigen
Höchstgeschwindigkeiten als auch den aus den unterschiedlichen Anwendungsbereichen der
Zuglaufrechnung erwachsenden, unterschiedlichen rechentechnischen Anforderungen genü-
gen.
Bei der Optimierung von Fahrplänen und in Dispositions-Anwendungen ist die Rechen-
zeit einer Zuglaufrechnung das entscheidende Kriterium, da hier sehr viele Berechnungen
durchgeführt werden müssen, die die Grundlage für die Optimierung bilden. Für die An-
wendung in einem Fahrerassistenzsystem ist ein anderes Kriterium entscheidend. Dort sol-
len die berechneten Ergebnisse so exakt wie möglich sein, damit beispielsweise berechnete
Fahrzeiten eingehalten werden können oder der optimierte Ausrollpunkt auch dem tatsäch-
lichen Zugverhalten entspricht. Für die zeitliche Präzision wird in [Alb05; dAr07] ein Wert
von einer Sekunde angegeben, eine Geschwindigkeit sollte damit einhergehend nicht um
mehr als 3 km/h von der exakten Lösung abweichen. Ein ungenaues Rechenergebnis könnte
dazu führen, dass am Ende der Rollphase noch einmal beschleunigt werden muss und da-
durch mehr Energie verbraucht wird, als mit optimaler Fahrweise nötig gewesen wäre und
damit die Optimierung der Einzelzugfahrt ad absurdum führen. Will man die Geschwindig-
Tabelle 3.1: Anforderungen an Rechenzeit und Präzision nach Anwendung.
Anwendung Rechenzeit Präzision
FAS Einzelzug, echtzeitfähig Zeit: 1 Sekunde
ca. 103 Rechnungen Geschwindigkeit: 3 km/h
KLS Netzrechnung, echtzeitfähig Zeit ca. 30 Sekunden
ca. 106 Rechnungen
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keitsoptimierung so vornehmen, dass der Zug immer nur auf fahrtzeigende Signale zufährt,
so kann schon eine Differenz von wenigen Sekunden zwischen der berechneten und der
tatsächlichen Fahrzeit dazu führen, dass aufgrund eines dann noch gezeigten restriktiven
Signalbegriffs dennoch eine Bremsung eingeleitet werden muss. Solch ein Verhalten wäre
wegen des gegenüber der optimalen Fahrweise erhöhten Energiebedarfes unerwünscht und
soll durch die hohe Genauigkeit der Zuglaufrechnung vermieden werden. Eine zusammen-
fassende Darstellung der Anforderungen an die Zuglaufrechnung finden Sie in Tabelle 3.1.
Da sich in der Literatur keine Daten zur Anzahl der Fahrdynamikrechnungen in Fahrerassis-
tenzsystemen und Konfliktlösungssystemen finden, wurde mit 103 bzw. 106 Rechnungen pro
Optimierung eine eigene Abschätzung der Größenordnung vorgenommen.
Ziel dieses Kapitels ist es, Verfahren zur Zuglaufrechnung hinsichtlich ihrer Brauchbarkeit
für die dargestellten Anwendungsbereiche zu vergleichen. Dazu muss die Anwendbarkeit
verschiedener Verfahren durch eine geeignete Modellierung von Fahrzeug und Strecke si-
chergestellt werden.
3.3 Modellierung von Fahrzeug und Strecke
Gemäß dem zweiten N E W T O Nschen Gesetz wird die Bewegungsänderung eines Körpers
durch die auf ihn einwirkenden Kräfte verursacht. Die Bewegung eines Zuges der Masse m
kann mittels
ẋ1(t) =x2(t) (3.1)
ẋ2(t) =
1
m
· (FZ − FR − FH) (3.2)
dargestellt werden. Dabei entsprechen x1(t) der Zugposition und x2(t) der Geschwindigkeit
des Fahrzeuges zum Zeitpunkt t. Die Bewegung eines Zuges wird also im Wesentlichen von
den drei Kräften Fahrzeugwiderstandskraft FR, Streckenwiderstandkraft FH und Zugkraft FZ
beeinflusst, welche auf unterschiedliche Art und Weise modelliert werden können. Hierbei
ist die Fahrzeugwiderstandskraft hauptsächlich durch Reibung bedingt und wirkt der Zug-
bewegung entgegen, wohingegen Streckenwiderstandskraft und Zugkraft auch in Richtung
der Zugbewegung wirken können. Eine umfassende Darstellung der auf den Zug wirkenden
Kräfte findet sich in [Wen03].
Da die auf die Zugbewegung wirkenden Kräfte die entscheidenden Variablen der Fahrdy-
namik darstellen, ist es notwendig, diese Kräfte und deren Wirkungen zu modellieren, was
im Verlauf dieses Abschnitts vorgenommen werden soll.
3.3.1 Fahrzeugwiderstandsmodell
Fahrzeugwiderstandskräfte setzen sich aus der Grundwiderstandskraft – beispielsweise der
Rollwiderstandskraft und der Anfahrwiderstandskraft – der inneren und der äußeren Luftwi-
derstandskraft und der Antriebswiderstandskraft zusammen und wirken der Zugbewegung
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entgegen. Dabei hängt der Luftwiderstand quadratisch mit der Geschwindigkeit des Zuges
zusammen und ist zudem von der Windgeschwindigkeit und -richtung abhängig. Der Im-
pulswiderstand bewegter Luftmassen als Teil des inneren Luftwiderstandes hingegen verhält
sich proportional zur Geschwindigkeit. Bei anderen Kräften wie dem Rollwiderstand wird
für gewöhnlich von einer Geschwindigkeitsabhängigkeit abstrahiert. In [Brü11; Wen03] sind
verschiedene Modellierungsmöglichkeiten der genannten Kräfte beschrieben. Üblicherweise
werden alle Fahrzeugwiderstandskräfte in der D AV I S-Formel zusammengefasst und parabo-
lisch geschwindigkeitsabhängig mit den drei rollmaterialabhängigen Parametern c0, c1 und
c2 modelliert, sodass für einen Zug der Masse m gilt
FR = m(c2v
2 + c1v + c0). (3.3)
Die Natur der verschiedenen Fahrzeugwiderstandskräfte bringt eine gewisse Variabilität auch
über den Verlauf einer Fahrt mit sich. In [Ste92; Bes13] wurde untersucht, wie auch die
Fahrzeugwiderstandsparameter beispielsweise je nach Windverhältnissen oder witterungs-
bedingtem Zustand der Schienenoberfläche innerhalb eines Zuglaufes schwanken können.
Da die Ermittlung und Abbildung von sich ändernden Fahrzeugwiderstandsparametern ein
eigenständiges Forschungsthema bilden, wird, dem Stand der Technik entsprechend, im Fol-
genden jedoch von zumindest abschnittsweise konstanten Verhältnissen und damit auch
Fahrzeugwiderstandsparametern ausgegangen werden.
3.3.2 Zugkraftmodell
Wie in [Wen03] beschrieben wird die maximale Zugkraft bei Geschwindigkeiten v unterhalb
einer gewissen Übergangsgeschwindigkeit durch den Kraftschlussbeiwert bestimmt. Die so-
genannte Kraftschlusszugkraft verhält sich proportional zum Kraftschlussbeiwert, welcher
mit einer verschobenen Hyperbel modelliert wird. Im Unterschied dazu stellt im oberen Ge-
schwindigkeitsbereich, z. B. bei der häufig eingesetzten Drehstromasynchronmaschine, die
maximale Motorleistung P den begrenzenden Faktor dar. Diese ist im höheren Geschwindig-
keitsbereich konstant, sodass mit
FZ =
P
v
(3.4)
ein hyperbolischer Verlauf der maximalen Zugkraft angenommen werden kann.
Zur effizienten Verarbeitung und Berechnung der Zugkraft wird eine kompakte Reprä-
sentation derselben benötigt, die die nötigen Informationen zugleich möglichst exakt wie-
dergeben soll. Die physikalisch exakte, hyperbolische Zugkraftfunktion genügte diesen An-
forderungen, steht jedoch in den meisten Fällen nicht zur Verfügung. Statt dessen ist die
Zugkraftkurve oft als quadratischer Spline über der Geschwindigkeit oder als Menge von Ge-
schwindigkeits-Zugkraft-Punkten gegeben, wobei letztere Variante zudem Teil des railML®-
rollingstock-Modells [rML16] ist.
Abbildung 3.1 zeigt den Graphen der hyperbolischen Zugkraftfunktion, die angenäherte
Parabel und den Polygonzug mit ihren dazugehörigen Residuen. Anhand dieses Beispiels mit
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Abbildung 3.1: Vergleich der Zugkraftmodelle; blau: hyperbolisch, grün: linear, rot: para-
bolisch; absolute Werte und dazugehörige Residuen ∆F der approximierten
Funktionswerte gegenüber dem idealen hyperbolischen Verlauf.
gleichabständigen Stützstellen wird deutlich, dass sich der Verlauf der Zugkraft-Geschwin-
digkeitskurve mit Hilfe des quadratischen Modells bei gleicher Stützstellenanzahl genauer
darstellen lässt. Zudem ist ersichtlich, dass bei derartiger Interpolation die Zugkraft in den
Bereichen zwischen zwei benachbarten Stützpunkten jeweils mal über- und mal unterschätzt
wird, so dass sich dadurch entstehende Ungenauigkeiten wenigstens teilweise aufheben kön-
nen. Dies ist bei linearer Interpolation nicht der Fall, da die Zugkraft hier im gesamten
Funktionsverlauf überschätzt wird. Auch bei gezielterer Wahl der Stützstellen behalten die-
se Grundaussagen ihre Gültigkeit. Da die Parabel bei gleicher Genauigkeit über ein größeres
Geschwindigkeitsintervall gültig ist, reduziert sich damit der Rechenaufwand. Das Nutzen
des Polygonzuges brächte zudem keine Vereinfachung der Rechnung mit sich, da die resul-
tierende Differentialgleichung durch die quadratischen Fahrzeugwiderstandskräfte in jedem
Fall zweiten Grades wäre. Daher soll die Zugkraft im Folgenden mit Hilfe des quadratischen
Splines modelliert werden, so dass für einen Zug der Masse m auf einem Abschnitt zwischen
zwei aufeinanderfolgenden Stützpunkten für zugspezifische Koeffizienten a0, a1 und a2 gilt
FZ = m(a2v
2 + a1v + a0). (3.5)
3.3.2.1 Berechnung der Zugkraftparabel
Um die gewünschte Darstellung zu erhalten, soll die Zugkraft im Folgenden mittels einer
Parabel so interpoliert werden, dass die Summe der mittleren Differenzen minimal ist. Zur
Berechnung einer Interpolierenden mit minimalen Abweichungen von der Originalfunktion
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wird ein stetiger quadratischer Spline
si(v) = a0,i + a1,iv + a2,iv
2 (0 ≤ i ≤ n) (3.6)
berechnet, der die stetige Variante der mittleren quadratischen Abweichung (engl. mean
square error - MSE)
MSE(F, F̃ ) =
∫ ve,i
va,i
(
F − F̃
)2
dv, (3.7)
mit F als exaktem Zugkraftwert und F̃ als Näherung an F auf den n betrachteten Geschwin-
digkeitsintervallen [vs,i, ve,i] minimiert. Wird nun die mittlere quadratische Abweichung auf
dem Gesamtintervall minimiert, so auch die Summe der mittleren quadratischen Abweichun-
gen der einzelnen Spline-Abschnitte
n∑
i=0
(∫ ve,i
va,i
(
P
v
− si(v)
)2
dv
)
. (3.8)
Um nun einen stetigen Parabelspline zu bestimmen, werden die zwei Interpolationsbedin-
gungen si(vi−1) = F (vi−1) = Fi−1 und si(vi) = F (vi) = Fi betrachtet. Damit erhält man für
die Koeffizienten des Splines⎛⎜⎝ a0,ia1,i
a2,i
⎞⎟⎠ = (vi−1vi(vi − vi−1))−1
⎛⎜⎝ 0−(v2i−1Fi − v2i Fi−1)
(vi−1Fi − viFi−1)
⎞⎟⎠+ ζi
⎛⎜⎜⎝
1
−(v    i-1+vi)
1
vi-1vi
⎞⎟⎟⎠
= r+ ζiu = m. (3.9)
Es bleibt mit ζi ein Freiheitsgrad, der zur Minimierung der mittleren quadratischen Abwei-
chung genutzt wird. Dazu wird zunächst die mittlere quadratische Abweichung berechnet.
∫ ve,i
va,i
(
P
v
− si(v)
)2
dv =
∫ ve,i
va,i
⎛⎝P
v
−
2∑
j=0
mjv
j
⎞⎠2 dv
=
⎡⎣ 2∑
j=0
(
2∑
k=0
mjmk
j + k + 1
vj+k+1
)
−2P
⎛⎝ 2∑
j=1
(
mj
j
vj
)
+m0 ln |v|
⎞⎠− P 2
v
⎤⎦vi . (3.10)
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Die Minimierung erfolgt durch Nullsetzen der ersten Ableitung der mittleren quadratischen
Abweichung aus Gleichung 3.10 nach ζi
dMSE(F, F̃ )
dζi
=
⎡⎣ 2∑
j=0
(
2∑
k=0
ujmk +mjuk
j + k + 1
vj+k+1
)
− 2P
⎛⎝ 2∑
j=1
(
uj
j
vj
)
+ ln |v|
⎞⎠⎤⎦vi
def.
= 0. (3.11)
Mit der Lösung dieser Gleichung nach ζi
ζi =
⎡⎣2P
(∑2
j=1
(
uj
j v
j
)
+ ln |v|
)
−∑2j=0 (∑2k=0 ujrk+rjukj+k+1 vj+k+1)
2
∑2
j=0
(∑2
k=0
ujuk
j+k+1v
j+k+1
)
⎤⎦vi , (3.12)
eingesetzt in Gleichung 3.9, können nun die Koeffizienten des Splines berechnet werden.
3.3.3 Streckenmodell
3.3.3.1 Wesentliche Streckenparameter
In Abhängigkeit der Beschaffenheit der Strecke beeinflussen neben der Fahrzeugwiderstands-
kraft weitere äußere Kräfte die Zugbewegung. Die wichtigste, weil stärkste dieser Kräfte ist 
die Hangabtriebskraft, die von der Hangneigung in Fahrtrichtung α, jedoch nicht von der 
Geschwindigkeit abhängt. Sei g die Fallbeschleunigung, so gilt bei konstanter Neigung
FH = mg sinα ≈ mg tanα. (3.13)
Je nach wirksamer Neigung kann diese Kraft mit der Zugbewegung oder ihr entgegenwirken.
Kurven- und Weichenwiderstandskräfte als weitere Streckenwiderstandskräfte sind abhängig
von der Konstruktion der Strecken, wie z. B. Kurvenradien, oder von der Zugkonstruktion,
wie z. B. Achsabständen. Diese Kräfte sind jedoch im Allgemeinen sehr gering und wirken
der Fahrt in jedem Falle entgegen [Wen03]. Im Folgenden soll von diesen - meist geringe-
ren - Einflussgrößen auf den Streckenwiderstand abstrahiert und nur die Hangabtriebskraft
als Hauptkomponente der Streckenwiderstandskraft betrachtet werden. Eine Einbeziehung
wäre jedoch analog zur Integration des Gradientenprofils möglich.
3.3.3.2 Bearbeitung des Gradientenprofils
Informationen über die Streckeneigenschaften liegen meist in Geoinformationssystemen vor,
in denen die Höheninformation in Form eines Polygonzuges gegeben ist. Das Gradientenpro-
fil eines solchen stetigen Höhenprofils ist also eine Abfolge unstetiger, abschnittsweise kon-
stanter Gradienten. Stützpunkte des Polygonzuges sind typischerweise in kurzen Abständen
von etwa 10 Metern gespeichert. In [Wen03] wird empfohlen, dass die Differenzen der Gra-
dienten zweier benachbarter Abschnitte nicht unter ein gewähltes, festes Minimum fallen
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sollen, um zu häufige Änderungen der aus den fahrdynamischen Berechnungen resultie-
renden Kräfte zu vermeiden und die Rechengeschwindigkeit zu erhöhen. Außerdem sollten
Abschnitte eine bestimmte Mindestlänge nicht unterschreiten. Das Erfüllen dieser beiden
Anforderungen kann bei Vorliegen eines diskretisierten Höhenprofils durch den in [Tho11]
beschriebenen Algorithmus, der hier kurz skizziert werden soll, in drei Schritten erreicht
werden.
Schritt 1: Abschnitte konstanter Gradienten ermitteln Gradientenprofilabschnitte wer-
den von je einem Datenpunkt am Anfang und einem weiteren am Ende des Abschnittes be-
grenzt. Dabei ist die Wahl der Position dieser Punkte von entscheidender Bedeutung für die
Genauigkeit des unter Einbeziehung eines solchen Gradientenprofils simulierten Fahrtver-
laufs. Um aus einem Höhenprofil geeignete Positionen zu ermitteln, werden die Nullstellen,
die Minima und die Maxima der ersten Ableitung des Höhenprofils als Datenpunkte gewählt.
In den beiden folgenden Arbeitsschritten werden jeweils so lange benachbarte Abschnitte
zusammengefasst, bis alle Abschnitte den oben beschriebenen Anforderungen genügen. Da-
bei wird ein neues Gradientenprofil generiert, das nur aus den verbliebenen Datenpunkten
besteht. Alle anderen Datenpunkte werden verworfen und für die verbliebenen Datenpunk-
te wird der dazugehörige Gradient erneut berechnet. Dadurch verringert man neben der
Komplexität des Gradientenprofils jedoch auch seine Genauigkeit. Daher soll der Einfluss
des Verfahrens auf die Genauigkeit der Lösung der Zuglaufrechnung in Abschnitt 3.8.1.2
untersucht werden.
Schritt 2: Minimale Länge eines Gradientenabschnittes Um ein Gradientenprofil zu er-
halten, das keine Abschnitte mit geringerer Länge als einer frei wählbaren Mindestsegment-
länge dmin enthält, wird so lange das kürzeste der Gradientensegmente mit dem kürzeren
seiner beiden Nachbarsegmente zusammengefasst, bis alle Abschnitte mindestens Mindest-
länge besitzen. Die Länge des n-ten Abschnittes ergibt sich aus dem Abstand der beiden
Intervallgrenzen xn und xn+1. Gelten
ln = d(xn, xn+1) < dmin < li ∀i ∈ N (3.14)
und
ln+1 = d(xn+1, xn+2) < ln−1, (3.15)
so wird xn+1 nicht länger betrachtet und ein neues Segment der Länge ln + ln+1 gebildet. Der
neue Neigungswert ergibt sich aus dem gewichteten arithmetischen Mittel der Neigungen
der Ausgangssegmente.
Schritt 3: Minimale Länge eines Gradientenabschnittes Um ein Gradientenprofil zu
erhalten, das keine aufeinanderfolgenden Abschnitte enthält, deren Gradientenunterschied
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ein Minimum hmin unterschreitet, werden so lange die beiden Gradientensegmente mit der
geringsten Gradientendifferenz zusammengefasst, bis obiges Kriterium erfüllt ist. Sei also hi
Gradient des Abschnittes i und
|hn − hn+1| < hmin ≤ hi ∀i ∈ N, (3.16)
so wird xn+1 nicht länger betrachtet, sondern ein neues Segment der Länge ln+ ln+1 gebildet.
Der neue Neigungswert ergibt sich wie oben aus dem gewichteten arithmetischen Mittel der
Neigungen der Ausgangssegmente.
Im Folgenden sollen Profile, bei denen eine Vereinfachung mit dem vorgestellten Ver-
fahren vorgenommen wurde, mit dem Zusatz der zur Vereinfachung genutzten Parameter
dmin − hmin gekennzeichnet werden. So bedeutet ein Zusatz 0− 0, dass keine Vereinfachung
vorgenommen wurde, und ∞−∞ weist auf Durchschnittsbildung über der gesamten Stre-
cke hin. Abbildung 3.2 zeigt Gradientenprofile, die nach einer Reihe GPS-barometrischer
Messungen unter Anwendung des obigen Algorithmus mit verschiedenen Parameterkonfigu-
rationen gewonnen worden sind.
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Abbildung 3.2: Einfluss der Parameter der Gradientenprofilvereinfachung auf das berech-
nete Gradientenprofil für blau: Originalprofil 0− 0, rot: 100− 0, 5 und grün:
250− 1 (Notation dmin − hmin).
3.3.4 Massemodell
Bei der Berechnung der auf einen Zug wirkenden Hangabtriebskraft spielen sowohl die Be-
schaffenheit und Modellierung der Strecke als auch die Modellierung der Verteilung der
Zugmasse m auf die Fahrzeuglänge l eine entscheidende Rolle. Bei Letzterem wird zwischen
Masseband- und Massepunktmodellierung unterschieden, die im Folgenden erläutert wer-
den.
33
3 Zuglaufrechnung als Voraussetzung für Interoperabilität
3.3.4.1 Zug als Masseband
Die Masse eines Zuges ist ungleichmäßig auf die gesamte Zuglänge verteilt. Die Hangab-
triebskraft ergibt sich also aus dem mit der Zugmassenverteilung gewichteten Integral der
Hangneigungsfunktion. Wird ein solcher Zug auf einer Strecke, deren Hangneigung durch
eine Abfolge konstanter Hangneigungen modelliert ist, simuliert, so wird die effektive Hang-
neigung als gewichtetes Mittel der Neigungen der Einzelabschnitte berechnet. Seien also hi
die konstante Hangneigung des Abschnitts i, mi die sich darauf befindende Zugmasse und l̃i
die dazugehörige Zuglänge, n bezeichne die Anzahl der Abschnitte unter dem Zug. Dann be-
rechnet sich die Hangabtriebskraft des Zuges mit der Zugkopfposition sk für das inhomogene
Massebandmodell mittels
FH(sk) = g
n∑
i=1
(himi) = g
n∑
i=1
⎛⎝h
⎛⎝sa − i−1∑
j=1
l̃j
⎞⎠mi
⎞⎠ (3.17)
mit h(s) : s ↦→ hi für s ∈ [xi, xi+1) bzw.
FH(sk) =
gm
l
n∑
i=1
(
hi l̃i
)
=
gm
l
n∑
i=1
⎛⎝h
⎛⎝sk − i−1∑
j=1
lj
⎞⎠ l̃i
⎞⎠ (3.18)
für das homogene Masseband. Durch eine solche Modellierung erhält man also aus der Trep-
penfunktion des Gradienten eine stetige Funktion FH(sk). Die Glättung des vorgegebenen
Gradientenprofils ist dabei umso stärker, je größer die Zuglänge ist (siehe Abbildung 3.3).
PSfrag replacements
G
ra
di
en
t i
n 
Pr
om
ill
e
Position in m
11.4 11.6 11.8 12 12.2 12.4 12.6 12.8 13 13.2 13.4
−15
−10
−5
0
Abbildung 3.3: Einfluss der Zuglänge auf das effektive Gradientenprofil für blau: Mas-
sepunktmodell, rot-gestrichelt: 250–m–Massebandmodell, grün-gestrichelt:
27–m–Massebandmodell, blau-gepunktet: 628–m–Massebandmodell.
3.3.4.2 Zug als Punktmasse
Neben der Betrachtung des Zuges als Masseband ist die Annahme gebräuchlich, die Masse
sei in einem Punkt, dem sogenannten Massepunkt sp, konzentriert. Diese Form der Masse-
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modellierung vereinfacht die Berechnung der Hangabtriebskraft erheblich, denn es gilt bei
abschnittsweise konstanten Hangneigungen hi
FH = mgh(sp) = mghi für sp ∈ [xi, xi+1). (3.19)
Damit ist die Hangneigungskraft abschnittsweise konstant, also insbesondere innerhalb ei-
nes Abschnittes unabhängig vom Weg, was die Anwendung einer Reihe anderenfalls nicht
nutzbarer Algorithmen zur Simulation der so modellierten Zugdynamik ermöglicht. Daher
wird im weiteren Verlauf der Arbeit auf dieses Modell als Standardmodell zurückgegriffen.
3.3.5 Aggregation der Modelle
Für die Bewegung eines fahrenden Zuges auf dem Abschnitt i gilt für die Hangabtriebskraft
FH = mghi. (3.20)
Die Fahrzeugwiderstandskraft wird mit drei rollmaterialabhängigen Parametern c0, c1, c2 po-
lynomiell geschwindigkeitsabhängig modelliert.
FR(v) = m(c2v
2 + c1v + c0). (3.21)
Die Zugkraft wiederum soll hier mit einem quadratischen Spline interpoliert werden.
FZ(v) = m(a2v
2 + a1v + a0). (3.22)
Da alle drei Polynome vom Grade kleiner gleich zwei sind, kann man sie zu einem Polynom
zweiten Grades zusammenfassen.
FT (v) = FZ(v)− FR(v)− FH(s) (3.23)
= m
[
(a2 − c2)v2 + (a1 − c1)v + a0 − c0 − ghi
]
(3.24)
= m(γv2 + βv + α)
= ma(v). (3.25)
Es handelt sich um eine Form des zweiten N E W T O Nschen Grundgesetzes mit geschwin-
digkeitsabhängiger Beschleunigung a, aus dem man durch Teilung durch m die Anfangs-
wertaufgabe für die Beschreibung der Bewegung eines Zuges mit punktförmiger Masse und
abschnittweise konstanten Hangneigungen erhält:
dv
dt
= γv2 + βv + α, v(0) = va. (3.26)
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Zudem gilt
s(t) =
∫ t
0
v(τ)dτ + s(0), s(0) = sa. (3.27)
Gleichung 3.26 wind in Anlehnung an ihre Herleitung aus der Grundgleichung der Mechanik
im Weiteren als „Fahrdynamische Grundgleichung“ bezeichnet.
3.4 Verfahren zur Lösung der Fahrdynamischen
Grundgleichung
Zur Lösung des Differentialgleichungssystems (Gleichungen 3.26 und 3.27) der Bewegung
mit den Anfangswerten sa und va sind zahlreiche Ansätze in der Literatur veröffentlicht
wurden, von denen vier verglichen werden sollen:
1. die analytische Lösung der Differentialgleichung mittels Infinitesimalrechnung, vorge-
stellt in [Sch11],
2. ein diskretes Zeitschrittverfahren nach E U L E R, wie in [Wen03] vorgeschlagen, sowie
3. die Lösung der zur Integralgleichung umgeformten Fahrdynamischen Grundgleichung
mittels G A U SS-Quadratur, wie in [Brü11] vorgeschlagen und
4. die Lösung der zur Integralgleichung umgeformten Fahrdynamischen Grundgleichung
mittels S I M P S O N-Regel [Ric17].
Das analytische Lösen der geeignet formulierten Differentialgleichung der Bewegung ist
ein exakter Ansatz, der mit drei etablierten Methoden verglichen werden soll. Das E U -
L E Rsche Zeitschrittverfahren findet beispielsweise im Fahrerassistenzsystem FAS [Alb13b]
Anwendung, die G A U SS-Quadratur wird in der Zuglaufrechnung der Schweizerischen Bun-
desbahnen (SBB) genutzt und die S I M P S O N-Regel wird für Berechnungen des Simulators
HERMES [Qua16] eingesetzt. Im ersten Teil werden diese Ansätze unter einem Massepunkt-
modell genutzt, zusätzlich dazu soll in einem späteren Abschnitt der Arbeit ermittelt wer-
den, ob sich die Algorithmen auch für die Umsetzung eines Massebandmodells eignen. An-
gewandt auf Strecken mit verschiedenen Neigungsprofilen wird im Folgenden untersucht
werden, welchen Einfluss die verfahrensspezifischen Eigenschaften – wie Diskretisierungsge-
nauigkeit beziehungsweise der Grad der polynomiellen Näherung – auf Berechnungsfehler
und Rechenzeiten haben. Da diese systematischen Fehler insbesondere in Beschleunigungs-
und Bremsphasen vom Fahrverhalten des genutzten Zuges abhängen, werden für jedes Zug-
modell Parameterkonfigurationen mit unterschiedlichem Fahrverhalten genutzt.
3.4.1 Analytische Lösung mittels Infinitesimalrechnung
Zunächst soll mit der analytischen Lösung der Aufgabe auch die exakte Lösung ermittelt
werden. Die analytische Lösung der Fahrdynamischen Grundgleichung erhält man mittels
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Trennung der Veränderlichen aus Gleichung 3.26∫
1
γv2 + βv + α
dv = t. (3.28)
Sei nun ∆ = 4αγ − β2, so folgt
t(v) =
⎧⎨⎩ 2√∆ arctan
2γv+β√
∆
∆ ̸= 0,
−2
2γv+β ∆ = 0.
(3.29)
Man beachte, dass es möglich ist, dass ∆ negative Werte annimmt, so dass man nicht um-
hinkommt, im Körper der komplexen Zahlen zu rechnen. Für v(t) folgt nun
v(t) =
⎧⎨⎩
1
2γ
(√
∆ tan
√
∆t
2 − β
)
∆ ̸= 0,
− 1γ
(
1
t +
β
2
)
∆ = 0.
(3.30)
s(t) ergibt sich aus dem Integral der Geschwindigkeit nach der Zeit:
s(t) =
⎧⎨⎩−
1
2γ
(
2 ln
(
cos
√
∆t
2
)
+ βt
)
∆ ̸= 0,
− 1γ
(
ln t+ βt2
)
∆ = 0.
(3.31)
Da eine analytische Lösung der Fahrdynamischen Grundgleichung nur auf Abschnitten
konstanter Hangneigung und konstanter Rahmenbedingungen wie Geschwindigkeitsrestrik-
tionen berechenbar ist, werden Funktionen benötigt, mit denen die Fahrzeit in Abhängigkeit
von Anfangsgeschwindigkeit und Endgeschwindigkeit oder Anfangs- und Endposition be-
rechnet werden kann. Damit wird es möglich zu berechnen, wie viel Zeit ein Zug benötigt,
um eine bestimmte Strecke – zum Beispiel bis zur nächsten Gradientenänderung – zurückzu-
legen, und welche Geschwindigkeit er dann erreicht haben wird. Außerdem kann ermittelt
werden, welche Strecke er zurücklegt und wie viel Zeit er dafür benötigt, um bis zu einer
bestimmten Geschwindigkeit, beispielsweise der Höchstgeschwindigkeit, zu beschleunigen.
Dabei kann man Zeiten und Wege in Abhängigkeit von Anfangs- und Endgeschwindigkeit
leicht ermitteln, eine Funktion der Zeit von dem Weg lässt sich jedoch analytisch nicht auf-
lösen, sodass Zeiten bei gegebenen Zielpositionen se mit Hilfe einer Nullstellensuche über
s(ta, t) − se = 0 ermittelt werden müssen, wobei ta = t(va) gilt. Dazu kann beispielsweise
die in [Got10] vorgestellte Regula-Falsi-Methode mit einer Kombination aus Bisektion und
direkter quadratischer Approximation Anwendung finden.
t(va, v) = t(v)− ta, (3.32)
s(ta, t) = s(t+ ta)− s(ta). (3.33)
Gleichung (3.32) ist also Lösung der obigen Anfangswertaufgabe.
Im Folgenden wird von dieser Lösung als „Lösung mittels Infinitesimalrechnung“ und der
dazugehörigen algorithmischen Umsetzung als „analytischem Algorithmus“ gesprochen.
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3.4.2 Numerische Lösung mittels Zeitschrittverfahren
Ein weiteres, verbreitetes Verfahren zur Lösung der Bewegungsdifferentialgleichung ist das
explizite Zeitschrittverfahren nach E U L E R1, dass von einer stückweisen Konstanz der Be-
schleunigung ausgeht. Bei der sogenannten Vorwärtsrechnung wird angenommen, dass die
Beschleunigung des Fahrzeuges in jedem Zeitschritt, der Beschleunigung entspricht, die der
Geschwindigkeit am Anfang des Schrittes zugeordnet wird. Daraus resultiert für jeden Schritt
eine gleichmäßig beschleunigte Bewegung, die mit den Gesetzen der N E W T O Nschen Mecha-
nik beschreib- und berechenbar ist. So können für gegebene Anfangswerte t0 = ta, v0 = va
und die Schrittweite h iterativ Folgepunkte berechnet werden:
vi = vi−1 + ha(vi−1), (3.34)
ti = ti−1 + h, (3.35)
si = si−1 + vi−1h+
a(vi−1)
2
h2. (3.36)
Diese Berechnungschritte müssen so lange durchgeführt werden, bis die gewünschte Ge-
schwindigkeit oder Wegstrecke als Abbruchbedingung erreicht ist. Dabei muss der letzte
Schritt zur Annäherung an die Abbruchbedingung meist verkürzt werden.
Dieses Verfahren ist erster Ordnung, d. h. der globale Diskretisierungsfehler hat Ordnung
O(h), damit wächst der globale Diskretisierungsfehler linear mit h, sodass große Schrittwei-
ten zu vergleichsweise großen Fehlern führen.
Beim impliziten Zeitschrittverfahren, auch als Rückwärtsrechnung bezeichnet, wird im
Gegensatz zur Vorwärtsrechnung der Punkt am Ende eines jeden Schrittes als Ausgangspunkt
betrachtet. Man nimmt also an, es gelte für jeden Schritt diejenige Beschleunigung, die der
Geschwindigkeit am Endzustand zugeordnet wird.
vi−1 = vi − ha(vi) (3.37)
ti−1 = ti − h, (3.38)
si−1 = si − vih−
a(vi)
2
h2. (3.39)
Rückwärtsrechnung wird vor allem dann eingesetzt, wenn die Geschwindigkeit des in
der Simulation zeitlich davor liegenden Zustandes nicht bekannt ist, also beispielsweise bei
der Frage, welche Höchstgeschwindigkeit noch zulässig sein darf, damit innerhalb einer ge-
wissen Wegstrecke bis zum Halt gebremst werden kann. Daher werden in den folgenden
Betrachtungen Vorwärts- oder Rückwärtsrechnung je nach Anwendungsfall einander ergän-
zend eingesetzt.
Im Folgenden wird dieser Algorithmus als „E U L E R-Verfahren“ bezeichnet.
1 Leonhard Euler (1707–1783): Schweizer Mathematiker
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3.4.3 Numerische Lösung mittels G AU SS - L E G E N D R E-Quadratur
Bei einer numerischen Quadratur handelt es sich um ein Verfahren zur Berechnung eines
Flächeninhaltes, der oft mit einem Integral dargestellt wird. Formt man die Fahrdynamische
Grundgleichung zu einer Integralgleichung um, wie es mit Gleichung 3.28 bereits getan
worden ist, kann man eine numerische Quadratur2 zur Berechnung des bestimmten Integrals∫ ve
va
1
γv2 + βv + α
dv = t (3.40)
anwenden, wobei va die Geschwindigkeit des Zuges im Anfangszustand und ve die des End-
zustandes bezeichnet.
Grundidee der numerischen Quadratur ist es, den Integranden f durch eine leicht inte-
grierbare Funktion, meist ein Polynom, anzunähern. Dieses Annähern erfolgt üblicherweise
durch eine Interpolation. Bei der Quadratur nach G A U SS3 bietet sich die Verwendung von
L A G R A N G Eschen4 Basispolynomen zur Interpolation an, da hier mit festen Stützstellen ope-
riert werden soll. Die Nutzung anderer Basispolynome wäre ebenfalls möglich, jedoch haben
sich L A G R A N G Esche Basispolynome für diese Nutzung bewährt. Eine Einführung zum The-
ma „Numerische Quadraturen“ findet sich in [Sch91].
3.4.3.1 L AG R A N G E-Interpolation
Hat man n+ 1 paarweise verschiedene Stützstellen v0, . . . , vn gegeben, so werden die dazu-
gehörigen n+ 1 L A G R A N G Eschen Basispolynome mittels
L
(n)
k :=
n∏
j=0
j ̸=k
v − vj
vk − vj
, k = 0, . . . , n (3.41)
dargestellt. Wegen
L
(n)
i (vl) = δil :=
⎧⎨⎩1 für k = l,0 für k ̸= l (3.42)
können L A G R A N G E-Polynome zur Interpolation einer Funktion genutzt werden. Es gilt
pn(vk) =
n∑
i=0
f(vi)L
(n)
i (v) = f(vk). (3.43)
2 Die Bezeichnung „Quadratur“ geht auf den Versuch zurück, zu einem Kreis ein flächengleiches Quadrat zu
konstruieren. Dieser Vorgang wird als „Quadratur des Kreises“ bezeichnet und ist wegen der Transzendenz
von π zum Scheitern verurteilt.
3 Johann Carl Friedrich Gauß (1777–1855): deutscher Mathematiker, Astronom und Physiker
4 Joseph-Louis Lagrange (1736–1813): italienischer Mathematiker und Astronom
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Ein Polynom n-ten Grades pn(v) besitzt also die L A G R A N G E-Darstellung
pn(v) =
n∑
i=0
f(vi)L
(n)
i (v). (3.44)
Man spricht dann von einer L A G R A N G E-Interpolation. Der Fehler einer solchen Interpo-
lation kann für Funktionen f ∈ Cn+1[va, ve] abgeschätzt werden. Es gilt, dass zu jedem
v ∈ [va, ve] ein ξ ∈ (va, ve) existiert. Demzufolge gilt:
f(v)− pn(v) =
fn+1(ξ)
(n+ 1)!
n∏
j=0
(v − vj) (3.45)
≤
maxξ∈(va,ve) |fn+1(ξ)|
(n+ 1)!
n∏
j=0
|v − vj |. (3.46)
3.4.3.2 G AU SS - L E G E N D R E-Quadratur
Wegen der Basiseigenschaft der L A N G R A N G Eschen Basispolynome gilt für beliebige Polyno-
me vom Grade n ∫ ve
va
pn(v)dv =
n∑
i=0
f(vi)
∫ ve
va
L
(n)
i (v)dv. (3.47)
Die Integrale der rechten Seite hängen also nur noch von den Stützstellen vi ab, sodass
sie für alle Polynome aus dem Vektorraum der Polynome vom Grad kleinergleich n Pn
identisch vorausberechnet werden können. Daher kann man diese Integrale als Gewichte
wi =
∫ vb
va
L
(n)
i (v)dv interpretieren, so dass gilt:∫ ve
va
pn(v)dv =
n∑
i=0
f(vi)wi. (3.48)
Unter einer numerischen Quadratur n-ten Grades versteht man nun eine Näherung
I(f) :=
∫ ve
va
f(v)dv ≈ In(f) :=
n∑
i=0
f(vi)wi. (3.49)
Da mittels einer Polynominterpolation n-ten Grades, die als Grundlage für die Quadratur
diente, Polynome n-ten Grades exakt interpoliert werden, hat die G A U SS-Quadratur n-ten
Grades immer mindestens Ordnung n + 1, integriert also Polynome n-ten Grades exakt.
Wesen der G A U S S-Quadratur ist es nun, durch geschickte Wahl der Stützstellen die Ordnung
bis auf ihr Maximum 2n+ 2 zu erhöhen.
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Für eine numerische Quadratur 2n+ 1-ten Grades gilt jedoch
I(f)− I2n+1(f) = I(f)−
2n+1∑
i=0
f [v0, . . . , vi]
∫ ve
va
i−1∏
j=0
(v − vj)dv (3.50)
= I(f)− In(f)−
2n+1∑
i=n+1
f [v0, . . . , vi]
∫ ve
va
i−1∏
j=0
(v − vj)dv. (3.51)
Ziel ist es also, die Stützstellen so zu wählen, dass der Subtrahend aus Gleichung 3.51 iden-
tisch null ist. Dazu wählt man v0, . . . , vn so, dass∫ ve
va
n∏
i=0
(v − vi)q(v)dv = 0 ∀q ∈ Pn, (3.52)
gilt. Daraus folgt auch
∫ ve
va
i−1∏
j=0
(v − vj)dv =
∫ ve
va
n∏
j=0
(v − vj)
i−1∏
j=n+1
(v − vj)dv (3.53)
= 0.
Eingesetzt in 3.51 folgt sofort das gewünschte Ergebnis
I(f)− I2n+1(f) = I(f)− In(f). (3.54)
Die Stützstellen v0, . . . , vn der Quadratur nach G A U SS sind also genau die Nullstellen eines
Polynoms pn+1 ∈ Pn+1, das orthogonal bezüglich des L2([a, b])-Skalarproduktes auf allen
Polynomen aus Pn steht.
Da die L E G E N D R E-Polynome5
Ln(v) =
1
2nn!
dn
dvn
(v2 − 1)n (3.55)
diese Bedingung auf dem Intervall [−1, 1] erfüllen, können sie zur Ermittlung der Stützstellen
und Gewichte der G A U SS-Quadratur herangezogen werden. Man spricht in diesem Fall von
der G A U SS - L E G E N D R E-Quadratur. [Ric17]
Im Allgemeinen müssen die Nullstellen ni dieser Polynome numerisch angenähert wer-
den, da sie nicht analytisch berechenbar sind. In Tabelle 3.2 finden sich die genutzten Ge-
wichte und Nullstellen bis zur Ordnung n = 5, welche in den weiteren Betrachtungen ge-
nutzt werden. Quadraturen, die Nullstellen höherer Ordnung benötigen, werden wegen der
zu erwartenden hohen Rechenzeiten nicht betrachtet.
Wegen der Definition der L E G E N D R E-Polynome auf dem Intervall [−1, 1] liegen die Null-
5 Adrien-Marie Legendre (1752–1833): französischer Mathematiker
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Tabelle 3.2: Nullstellen ni der L E G E N D R E-Polynome bis zum Grad 5 und Gewichte der
G A U SS - L E G E N D R E-Quadratur.
Ordnung Stützstellen Gewichte
1 0 2
2 −
√
3/3 1√
3/3 1
3 −
√
15/5 5/9
0 8/9√
15/5 5/9
4 −
√
525 + 70
√
30/35 0,347854854
−
√
525− 70
√
30/35 0,652145145√
525− 70
√
30/35 0,652145145√
525 + 70
√
30/35 0,347854854
5 −
√
245 + 14
√
70/21 0,236926885
−
√
245− 14
√
70/21 0,478628670
0 0,568888889√
245− 14
√
70/21 0,478628670√
245 + 14
√
70/21 0,236926885
stellen ebenfalls in diesem Intervall. Man kann sie mittels
vi =
(va + ve) + ni(ve − va)
2
(3.56)
auf das gewählte Geschwindigkeitsintervall [va, ve] abbilden. Damit erhält man die gesuch-
ten Stützstellen innerhalb der Integrationsgrenzen und kann die G A U SS - L E G E N D R E-Qua-
dratur unter Anwendung der Gleichung 3.49 zur näherungsweisen Berechnung des aus
der Fahrdynamischen Grundgleichung erhaltenen Integrals nutzen. Eine Approximation der
Wegstrecke, die ein Zug benötigt, um seine Geschwindigkeit von va auf ve zu ändern, erhält
man, indem man die G A U SS-Quadratur nochmals mit t(v) als Integranden anwendet.
Da alle Gewichte positiv sind, ist die G A U SS-Quadratur numerisch stabil und konvergiert
auch bei steigendem Polynomgrad gegen I(f). Der Fehler ergibt sich dabei aus der Integra-
tion des Fehlers der L A G R A N G E-Interpolation.
I(f)− In(f) = f
n+1(ξ)
(n+ 1)!
∫ vb
va
n∏
j=0
(v − vj)dv (3.57)
≤
maxξ∈(va,ve) |fn+1(ξ)|
(n+ 1)!
∫ vb
va
n∏
j=0
|v − vj |dv. (3.58)
Der Fehler ist also von der Wahl der Stützstellen und damit insbesondere von der Länge des
Abschnittes konstanter Bedingungen, auf dem operiert wird, abhängig. Der Einfluss dieser
Länge auf den Rechenfehler soll im Rahmen der Fallstudie abgeschätzt werden. Weil das
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Integral im vorliegenden Fall analytisch berechenbar ist, soll im Weiteren die exakte Lösung
zur Fehlerermittlung herangezogen werden.
3.4.4 Numerische Lösung mittels S I M P S O N-Regel
Die S I M P S O N-Regel6, auch als K E P L E Rsche Fassregel7 bezeichnet, ist als numerische Qua-
dratur der im vorangehenden Abschnitt beschriebenen G A U SS-Quadratur sehr ähnlich. Eine
numerische Quadratur ist ein Integrationsverfahren, bei dem der Integrand f durch eine
leicht zu integrierende Funktion angenähert und so eine Approximation des Wertes des be-
stimmten Integrals in den Grenzen va und ve berechnet wird. Bei der G A U SS-Quadratur wird
der Integrand durch ein Polynom n-ten Grades interpoliert, die S I M P S O N-Regel hingegen
arbeitet stets mit quadratischen Polynomen:
I(f) ≈ I2(f) =
∫ ve
va
p2(v)dv =
2∑
i=0
f(vi)wi. (3.59)
Der wesentliche Unterschied zur G A U SS - L E G E N D R E-Quadratur besteht jedoch in der Wahl
der Stützstellen vi. Hier werden anstelle der zum Erreichen einer möglichst hohen Fehler-
ordnung optimalen Stützstellen die beiden Integrationsgrenzen va = v0 und ve = v2 und der
Mittelpunkt zwischen diesen beiden va+ve2 = v1 gewählt. Da eine polynomielle Quadratur
zweiten Grades Polynome zweiten Grades exakt integriert, muss∫ ve
va
p2(v)dv =
∫ ve
va
k2v
2 + k1v + k0dv
=
1
3
k2(v
3
e − v3a) +
1
2
k1(v
2
e − v2a) + k0(ve − va) (3.60)
= f(va)w0 + f
(
va + ve
2
)
w1 + f(ve)w2 (3.61)
gelten (k0, k1, k2 sind hier Polynomkoeffizienten). Es ergeben sich also drei Unbekannte
w0, w1 und w2, zu deren Bestimmung drei Gleichungen benötigt werden. Durch Einsetzen
der Funktionswerte der Stützstellen
f(va) =p2(va) = k2v
2
a + k1va + k0,
f(ve) =p2(ve) = k2v
2
e + k1ve + k0,
f
(
va + ve
2
)
=p2
(
va + ve
2
)
= k2
(
va + ve
2
)2
+ k1
va + ve
2
+ k0
(3.62)
6 Thomas Simpson (1710–1761) englischer Mathematiker
7 Johannes Kepler (1571–1630) deutscher Mathematiker und Astronom
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in Gleichung 3.61 folgt∫ ve
va
p2(v)dv =
(
k2v
2
a + k1va + k0
)
w0
+
(
k2
(
va + ve
2
)2
+ k1
va + ve
2
+ k0
)
w1 +
(
k2v
2
e + k1ve + k0
)
w2
= k2
(
v2aw0 +
1
4
(
v2a + 2vave + v
2
e
)
w1 + v
2
ew2
)
+ k1
(
vaw0 +
va + ve
2
w1 + vew2
)
+ k0 (w0 + w1 + w2) .
(3.63)
Führt man einen Koeffizientenvergleich mit Gleichung 3.60 durch, erhält man ein Glei-
chungssystem mit den drei Unbekannten w0, w1 und w2 in drei Gleichungen.
w0 + w1 + w2 = (ve − va),
vaw0 +
va + ve
2
w1 + vew2 =
1
2
(
v2e − v2a
)
,
v2aw0 +
1
4
(
v2a + 2vave + v
2
e
)
w1 + v
2
ew2 =
1
3
(
v3e − v3a
)
.
Die Lösung dieses Gleichungssystems lautet
w0 = w2 =
ve − va
6
,
w1 = 4
ve − va
6
.
Durch erneutes Einsetzen in Gleichung 3.61 erhält man die S I M P S O N-Regel
I(f) ≈ ve − va
6
(
f(va) + f(ve) + 4f
(
va + ve
2
))
, (3.64)
die nun zur Lösung der Fahrdynamischen Grundgleichung eingesetzt werden kann. Wie auch
bei der G A U SS-Quadratur erhält man Werte der Funktion s(v) durch Integration von t(v),
also durch nochmaliges Anwenden des Verfahrens auf t(v).
Der Fehler der S I M P S O N-Regel kann mit
∃ ξ ∈ (va, ve) :
∫ ve
va
f(v)dv = I(f)− I2(f) ≤ f
(4)(ξ)
2880
(ve − va)5 (3.65)
abgeschätzt werden. Seine Größe hängt wie auch die des Fehlers der G A U SS - L E G E N D R E-
Quadratur wesentlich von der Intervalllänge ve − va ab. Es ist also davon auszugehen, dass
die Länge der Streckenabschnitte konstanter Bedingungen einen Einfluss auf die Güte der
berechneten Ergebnisse haben wird. Dies wird im Rahmen der Fallstudie überprüft werden.
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3.5 Verfahren zur Anwendung bei Wahl des Massebandmodells
In Abschnitt 3.4 wurden Verfahren vorgestellt, mit deren Hilfe man die Fahrdynamische
Grundgleichung bei als konstant betrachteter Hangneigung lösen kann. Nun soll dargestellt
werden, wie sich das Problem durch die Wahl einer stetigen Hangneigungsfunktion verän-
dert und welche Lösungsansätze daraus erwachsen.
Eine Modellierung der Hangneigung mittels einer stetigen reellen Funktion h(s), wie sie
durch Modellierung der Zugmasse als Masseband entsteht, führt durch
FH = mgh(s) (3.66)
nach Rechnungen wie in Abschnitt 3.4.1 zu dem Differentialgleichungssystem
dv
dt
= γv2 + βv + α+ gh(s), v(0) = va, s(0) = sa, (3.67)
ds
dt
= v. (3.68)
Der einzige, aber wesentliche Unterschied zur Massepunktmodellierung auf konstanten Gra-
dientenabschnitten mit Gleichung 3.26 besteht also in der Wegabhängigkeit der Gleichung
3.67. Es ergibt sich also ein nichtlineares Differentialgleichungssystem, das sich in eine nicht-
lineare Differentialgleichung 2. Ordnung umformen lässt:
ds
d2t
= gh(s) + γ
(
ds
dt
)2
+ β
ds
dt
+ α, v(0) = va, s(0) = sa. (3.69)
Um diese Gleichung besser handhabbar zu machen, wird – wie in [Wen91] vorgeschlagen –
die Substitution
ds
dt
(t) =
ds
dt
(t(s)) =: p(s) (3.70)
vorgenommen. Man erhält damit
dp
dt
= γ (p(s))2 + βp(s) + gh(s) + α, v(0) = va, s(0) = sa. (3.71)
Durch Gleichsetzen der nach 1/dt umgestellten Gleichungen 3.70 und 3.71 erhält man
dp
ds
=
f(s, p)
p
. (3.72)
Die Lösung dieser Differentialgleichung sowie von
(ds/dt)(t) = p(s) (3.73)
nach t führt zur Lösung des Differentialgleichungssystems.
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Die sich daraus ergebende Integralgleichung
p =
∫
γp+ β +
gh(s) + α
p
ds (3.74)
sperrt sich jedoch gegen eine analytische Lösung, so dass nach einer numerischen Lösungs-
methode für eines der obigen Probleme gesucht werden muss.
Dabei ist es zur Vermeidung einer Fehlerfortpflanzung sinnvoll, beim Ausgangsproblem
3.67 anzusetzen. Zur Lösung dieser Gleichung kommt ein explizites E U L E R-Verfahren für
DGL-Systeme 1. Ordnung oder ein E U L E R-Verfahren für Differentialgleichungen 2. Ordnung
in Frage, deren Funktionsprinzip als Schrittverfahren mit abschnittweise als konstant ange-
nommenen Variablen sich jedoch in einer Linearisierung des Höhenprofils niederschlägt und
damit wieder eine Treppenfunktion als Gradientenverlauf generiert.
Das in Abschnitt 3.4.2 beschriebene Verfahren ist mit der Erweiterung um Gleichung 3.18
zu diesem Zweck einsetzbar. Eine weitere Möglichkeit, deren Praktikabilität im Rahmen die-
ses Kapitels genauer untersucht wird, ist die der Vorverarbeitung des Hangneigungsprofils
nach Massebandgesichtspunkten mit anschließender Massepunktmodellrechnung der Fahr-
dynamik. Dazu wird zunächst in Einmeterschritten der aktuelle gewichtete Hangneigungs-
wert gemäß Formel 3.18 ermittelt und dieses Profil dann unter Anwendung des Verfahrens
von T H O N I G vereinfacht. Nach dieser Vorverarbeitung sind die im vorangegangenen Ab-
schnitt vorgestellten Verfahren auf das Problem anwendbar. So gewonnene Gradientenpro-
file werden in der Folge als vorverarbeitete „effektive“ Gradientenprofile bezeichnet.
3.6 Berechnung des Energieverbrauchs
Neben der Bewegung der Fahrzeuge ist für einige Anwendungen auch der Energieverbrauch,
der für diese Bewegung aufgewandt wird, von Bedeutung. Daher soll die Berechnung des
Energieverbrauchs mit Blick auf die verschiedenen Verfahren hier beschrieben werden.
Die Energie, die benötigt wird, um einen Zug von Zustand (sa, va, ta) in Zustand (se, ve, te)
zu überführen, setzt sich aus der Differenz der kinetischen Energien der Geschwindigkeiten
der beiden Zustände va und ve , dem Unterschied in der potentiellen Energie abhängig von
der Höhendifferenz h(se)− h(sa) sowie der zum Überwinden der Widerstandskräfte nötigen
Energie zusammen.
Sie kann berechnet werden, indem man die vom Motor aufgebrachte Kraft F (v(t)) be-
trachtet, die zur Überwindung der Widerstandskräfte und zur Realisierung der Beschleuni-
gung dient. Da in dieser Arbeit in den Beschleunigungs- bzw. Bremsphasen stets von größt-
möglicher Beschleunigung bzw. Verzögerung ausgegangen wird, entspricht F (v(t)) in diesen
Phasen der maximal bzw. minimal möglichen Zugkraft und gleicht in der Beharrungsphase
der Summe der Widerstandskräfte. In der Rollphase ist sie identisch null.
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Mit Gleichung 3.30 folgt:
W =
∫ te
ta
F (v(t))v(t)dt (3.75)
= m
∫ te
ta
(a2v(t)
2 + a1v(t) + a0)v(t)dt (3.76)
= m
∫ te
ta
a2
(
1
2γ
(
√
∆ tan
√
∆t
2
− β
))3
+ a1
(
1
2γ
(
√
∆ tan
√
∆t
2
− β
))2
+ a0
(
1
2γ
(
√
∆ tan
√
∆t
2
− β
))
dt
(3.77)
=
m
(2γ)3
[
a2∆
(
tan
√
∆t
2
)2
+ 2
√
∆ (3a2β − 2a1γ) tan
√
∆t
2
+
((
∆− 3β2
)
a2 + 4a1βγ − 4a0γ2
)
ln
(
tan
(√
∆
2
t
))2
+
((
β3 − 3∆β
)
a2 +
(
2∆− 2β2
)
a1γ + 4a0βγ
2
)
t
]te
ta
.
(3.78)
Die G A U SS-Quadratur und das S I M P S O N-Verfahren können wie gewohnt auf das obige
Integral angewandt werden. Für das E U L E R-Verfahren wird der Energieverbrauch abschnitt-
weise mittels W = F (v(t))∆s berechnet.
Der Einfluss des Motorwirkungsgrades auf den Energieverbrauch ist nur gering und ent-
sprechende Daten stehen oft nicht zur Verfügung. Daher findet der Motorwirkungsgrad hier
keine Beachtung, obgleich ein Einbeziehen bei Vorliegen entsprechender Daten durch Mul-
tiplikation des Integranden mit einer zugkraft-geschwindigkeitsabhängigen Wirkungsgrad-
funktion bei ansonsten analogem Vorgehen rechnerisch möglich wäre.
Die berechnete Energie beinhaltet hier also weder Wirkungsgradverluste noch Nebenver-
braucher, sondern ausschließlich die für die Bewegung eines idealen (verlustfreien) Fahr-
zeuges benötigte Energie. Eine mögliche Rekuperation von Energie in Bremsphasen wird
ebenfalls nicht betrachtet. Daher ist es unerheblich, ob das Fahrzeug elektro-mechanisch
oder rein mechanisch angetrieben wird.
3.7 Fallstudie
Die Genauigkeiten und Rechenzeiten der verschiedenen Methoden zur Lösung der Bewe-
gungsgleichungen hängen in großem Umfang von den Szenarien ab, auf die sie angewendet
werden. Um zufällige, durch die Wahl des Szenarios bedingte Artefakte als solche zu identifi-
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Abbildung 3.4: Höhenprofile und Geschwindigkeitsbegrenzungen der Strecken.
zieren, müssen die betrachteten Methoden unter Nutzung mehrerer Zugkonfigurationen auf
Strecken mit unterschiedlicher Länge und verschiedener Streckencharakteristik angewandt
werden. In diesem Abschnitt werden zunächst Streckenprofile und Zugkonfigurationen vor-
gestellt, die bei der Umsetzung genutzten Werkzeuge erläutert und zuletzt Bewertungsmaße
beschrieben.
3.7.1 Streckenprofile
Um die Anwendbarkeit der dargestellten Algorithmen in einer Umgebung von praktischer
Relevanz zu ermitteln, ist es unerlässlich, sie auf realistischen Streckenprofilen anzuwenden.
In dieser Arbeit wurden einige Strecken inklusive ihres Geschwindigkeits- und Gradienten-
profils deutscher Regionalbahnen mit Längen von zehn, zwanzig und sechzig Kilometern
und minimalen Fahrzeiten bis zu etwa zweitausend Sekunden ausgewählt. Um die Gradi-
entenprofile dieser Strecken zu erhalten, mussten zunächst die Höhenprofile, die mittels
GPS-Messung ermittelt wurden, mit dem unter 3.3.3.2 skizzierten Algorithmus bearbeitet
(siehe in [Tho11]) werden. Je geringere Werte für dmin oder hmin gewählt werden, desto
mehr Gradientenänderungen enthält das ausgegebene Profil. Betrachtet man nun verschie-
dene Werte für dmin und hmin, kann ermitteln werden, welchen Einfluss der Detailierungs-
grad des Neigungsprofils auf die berechneten Geschwindigkeiten, Fahrzeiten und auch die
dafür benötigten Rechenzeiten hat. In Abbildung 3.4 sind die aus den so erhaltenen Gradi-
entenverläufen berechneten Höhenprofile der Strecken dargestellt. Sie verdeutlicht zudem
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Tabelle 3.3: Überblick über Zugkonfigurationen.
DTW IC GZ7 GZ9 SGZ
Gewicht in t 48, 80 653, 16 405, 00 497, 00 2083, 00
Höchstgeschwindigkeit in kmh 150 235 140 140 140
Länge in m 27, 26 259, 70 203, 00 255, 00 628, 00
D AV I S-Parameter c0 in m/s2 0, 01612 0, 01305 0, 02045 0, 02029 0, 01228
D AV I S-Parameter c1 in 1/s 0, 00069 0, 0 0, 00042 0, 00038 0, 00034
D AV I S-Parameter c2 in 1/m 0, 00005 0, 00002 0, 00003 0, 00002 0, 00005
die unterschiedlichen Charaktere der Strecken. Goslar–Halberstadt verfügt über ein beweg-
tes Höhenprofil, während die Strecke zwischen Halberstadt und Wegeleben im Wesentlichen
flach verläuft und mit Wegeleben–Thale ist ein Streckenprofil gegeben, das fast ausschließ-
lich Anstiege bzw. in der Rückrichtung Gefälle beinhaltet.
Im weiteren Verlauf dieses Kapitels werden aus Gründen der Übersichtlichkeit und, um
unnötige Dopplungen zu vermeiden, vor allem Ergebnisse der Simulationen der Strecke
Goslar–Halberstadt (HGS–LHB) dargestellt. Die Ergebnisse der Gegenrichtung Halberstadt–
Goslar (LHB–HGS) sowie der Strecken Halberstadt–Wegeleben (LHB–LWEG) und Wegeleben–
Thale (LWEG–LTL) bestätigen, soweit nicht ausdrücklich angegeben, die dargestellten Er-
kenntnisse. Weitere Abbildungen und Tabellen dazu findet der interessierte Leser im Anhang.
3.7.2 Zugkonfigurationen
Um zugbedingte Einflüsse auf Rechenzeiten und -genauigkeiten zu untersuchen, wurden
fünf verschiedene Zugtypen genutzt. Mit einer IC-Standardkonfiguration (IC), bestehend aus
einer Lokomotive und neun Passagierwaggons und einem kurzen Dieseltriebwagen (DTW)
mit deutlich geringerer Motorleistung, standen zwei sehr unterschiedliche Personenzugkon-
figurationen zur Verfügung. Um den Einfluss sehr schwerer und langer Züge mit unterschied-
licher Motorisierung untersuchen zu können, wurden zusätzlich drei Güterzugkonfiguratio-
nen untersucht, die gemeinsam mit den vorgenannten in Tabelle 3.3 aufgeführt sind. Dabei
handelt es sich um einen Güterzug mit 7 Waggons (GZ7), einen mit 9 Waggons (GZ9) und
einen besonders langen, schweren Güterzug (SGZ), der dazu dient, die Verwendbarkeit des
Massepunktmodells auf Brauchbarkeit auch für Güterzüge zu überprüfen.
3.7.3 Werkzeuge zur Umsetzung
Um die Durchführung der Fallstudie zu ermöglichen, wurde ein Programm entwickelt, mit
dessen Hilfe verschiedene Strecken und Zugkonfigurationen im railML®-Format [rML16]
importiert werden und Zuglaufrechnungen durchgeführt werden können. Die verschiedenen
Algorithmen zur Lösung der Bewegungsdifferentialgleichung wurden in C# unter Nutzung
der Math- und der Complex-Bibliothek im .NET-Framework Version 4.0 implementiert. Alle
Rechnungen wurden zur Rechenzeitersparnis soweit möglich in den reellen Zahlen ausge-
führt. Bei der Berechnung komplexer Streckenprofile wird auf eine Rahmenmethode zur
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Rahmenmethode zum Streckenmanagement
Strecke mit Geschwindigkeitsbeschränkungen
max. Zugkraft Rollen min. Zugkraft
Schnittstelle zur Fahrdynamikrechnung
Infinitesimalrechnung E U L E R-Verfahren G A U S S-Quadratur S I M P S O N-Regel
Abbildung 3.5: Funktionales Konzept des entwickelten Programms zur Zuglaufrechnung.
Bildung von Streckenabschnitten mit konstanten Parametern zurückgegriffen. Wie in Abbil-
dung 3.5 dargestellt, werden die jeweiligen Algorithmen zur Lösung der Bewegungsdifferen-
tialgleichung über eine Schnittstelle aufgerufen. Dadurch ist der durch die Rahmenmethode
verursachte Zeitaufwand für alle Methoden identisch. Weil die Eingaben für die Methoden
zur Fahrzeitrechnung so ebenfalls identisch sind, kann auch ausgeschlossen werden, dass
dadurch Unterschiede in der Genauigkeit verursacht werden.
Die Rechenzeiten wurden mittels C# „stopwatch“ mit einer Auflösung von etwa 1/3 Mi-
krosekunde gemessen. Für jedes Szenario wurde jede Fahrzeitenrechnung eintausend Mal
durchgeführt und der Median der Rechenzeiten betrachtet. Alle Rechnungen, die unter dem
Gesichtspunkt der Rechenzeit getätigt worden sind, enthielten nur die Berechnung der für
die Ermittlung der Laufzeit der vollständigen Zugfahrt zwingend nötigen Zustände mit ihren
Zeit-, Positions- und Geschwindigkeitswerten. Dies sind Zustände der Regimewechsel sowie
Zustände an Positionen der Änderung von Gradienten oder Geschwindigkeitsbeschränkun-
gen. Beim E U L E R-Verfahren mussten wegen seiner Natur als Schrittverfahren wesentlich
mehr Zwischenzustände berechnet werden als bei den anderen Verfahren.
Um eine gute Näherung der mit den Szenarien erreichbaren Genauigkeit und eine glatte
Darstellung der Funktionsgraphen zur Illustration der Unterschiede zwischen den Lösungen
zu erhalten, wurden im Rahmen dieser Betrachtung für alle Algorithmen außer dem E U L E R-
Verfahren zusätzliche Zwischenzustände berechnet, die auf die Messung der Rechenzeit je-
doch keinen Einfluss nahmen.
Bei der analytischen Lösung mittels Infinitesimalrechnung gemäß Gleichung (3.29) kann
es vorkommen, dass t(v) komplexe Werte annimmt, eine Fahrzeit t(va, ve) ist jedoch immer
reell. Um nicht unnötig Rechenzeit durch das Instanziieren komplexer Klassen zu verlieren,
kann es je nach Implementation der Klassen in den einzelnen Programmiersprachen nötig
sein, alle Rechnungen, die im Körper der reellen Zahlen ausgeführt werden können, auch
nur auf diesem durchzuführen.
Jedes der Verfahren wurde auf allen Strecken mit den gewählten Zugkonfigurationen,
unter Nutzung der Massemodellierungen Massepunkt und vorverarbeitetes effektives Gra-
dientenprofil ausgeführt. Massebandrechnungen wurden ausschließlich für das E U L E R-Ver-
fahren vorgenommen. Des Weiteren wurden Vereinfachungen der Gradientenprofile durch-
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Tabelle 3.4: Überblick über die genutzten Modelle und Verfahren sowie deren Parameter.
Verfahren und E U L E R-Verfahren mit dt ∈ {0,5 s, 1 s, 2 s, 3 s, 4 s, 5 s}
Parameter G A U SS-Quadratur mit n ∈ {0. . .4}
S I M P S O N-Regel
Infinitesimalrechnung
Strecken HGS–LHB, LHB–LWEG, LWEG–LTL, LHB–HGS
Gradientenprofil- ∆dmin ∈ {0 m, 100 m, 250 m, 500 m}
vereinfachung ∆hmin ∈ {0,1 ‰, 0,5 ‰, 1 ‰, 2 ‰}
Zugkonfigurationen DTW, IC, GZ7, GZ9, SGZ
Massemodellierung Massepunkt, Masseband, vorverarbeitet
geführt und deren Einfluss auf die Ergebnisse der genannten Szenarien untersucht. Eine
Übersicht der angewandten Modelle und gewählten Parameter findet sich in Tabelle 3.4.
Zusätzlich wurde überprüft, wie die angewandten Methoden auf das Fehlen von Zwischen-
lösungspunkten reagieren. Damit konnte ermittelt werden, wie sich die Abwesenheit von
Geschwindigkeits- und Gradientenprofil auf die Brauchbarkeit der Ergebnisse auswirkt.
Beispielhaft seien in Abbildung 3.6 die Zugläufe simulierter Fahrten des IC über die ge-
wählten Strecken dargestellt. Um solche Berechnungen zu ermöglichen, muss neben dem
Anfangszustand (sa, va, ta) auch das Fahrverhalten des Zuges bekannt sein. Im Rahmen die-
ser Arbeit wurde angenommen, dass Bremsungen nur erfolgen, falls sie zum Einhalten der
Geschwindigkeitsbegrenzung oder zum Einleiten eines Haltes nötig sind, und anderenfalls –
wenn möglich – beschleunigt bzw. mit der zulässigen Höchstgeschwindigkeit beharrt wird.
Um auch das Rollregime als viertes, vor allem für die Energieoptimierung in Fahrerassis-
tenzsystemen wichtiges Regime zu integrieren, wurden den Fahrten der Strecken Goslar–
Halberstadt bei Kilometer 26 und Wegeleben–Thale bei Kilometer 20 Rollphasen hinzuge-
fügt. Die Auswahl der Positionierung der Rollphasen erfolgte so, dass aufgrund der gege-
benen Anfangsgeschwindigkeit lange Rollphasen mit jeweils dem Gradientenprofil entspre-
chenden fallenden bzw. steigenden Geschwindigkeiten ermöglicht wurden.
3.7.4 Bewertungsmaße für den Rechenfehler
Sei yi der exakte Wert an der Stelle xi (i ∈ 1 . . . n) und ỹi eine Approximation dessen,
dann versteht man unter der Abweichung di die absolute Differenz des exakten und des
angenäherten Wertes |ỹi − yi|. Wie in der Statistik üblich, sollen Median und Maximum der
n Differenzen zwischen je zwei zusammengehörigen Werten betrachtet werden:
d̄ =
1
n
n∑
i=1
(di), max d = maxi=1..n di. (3.79)
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Abbildung 3.6: IC; beispielhafte Position-Geschwindigkeitsgraphen der Zugläufe auf den
untersuchten Strecken.
Als weiteres Maß für die mittlere Abweichung wird eine Variante des Fehlerquadratmittels
genutzt. Die Berechnung erfolgt über alle Stützpunkte mittels
MSE =
1
xn − x1
n−1∑
i=1
(
1
2
(xi+1 − xi)(yi − ỹi + yi+1 − ỹi+1)
)2
. (3.80)
Median und Maximum der Berechnungsfehler sollten sich, um die Anforderungen der
vorgesehenen Anwendungen zu erfüllen, in einem Rahmen von nicht mehr als 3 Sekunden
und 5 km/h bewegen.
3.8 Ergebnisse der Fallstudie
Für die Zuglaufrechnung wurden Anforderungen hinsichtlich Rechengenauigkeit und Re-
chenzeit aufgestellt. Die Einflüsse, welche die Gradientengenauigkeit, die Wahl des Verfah-
rens und der Massemodellierung auf diese beiden Größen ausüben, sollen im Folgenden
erörtert werden.
3.8.1 Einflussgrößen auf die Rechengenauigkeit
Durch die Anwendung numerischer Verfahren zur Lösung der Fahrdynamischen Grundglei-
chung ergeben sich gegenüber der exakten, analytischen Lösung Rechenfehler. Die Größe
dieser Rechenfehler hängt von den gewählten Verfahrensparametern ab. Dies sind beim
E U L E R-Verfahren die Zeitschrittweite dt und beim G A U SS-Verfahren der Grad n der po-
52
3.8 Ergebnisse der Fallstudie
lynomiellen Interpolation. Einen weiteren Einflussfaktor für die Genauigkeit dieser beiden
Verfahren sowie für die des S I M P S O N-Verfahrens stellt das Beschleunigungs- bzw. Brems-
verhalten des Zuges dar. Weil die drei numerischen Verfahren den Integranden durch ein
Polynom annähern, ist es für die Genauigkeit dieser Verfahren von Bedeutung, wie sehr das
Verhalten des Integranden von dem gewählten Polynom abweicht.
3.8.1.1 Einfluss des verwendeten Verfahrens auf die Rechengenauigkeit
Für die zwei Varianten des E U L E R-Verfahrens, der Vorwärts- und der Rückwärtsrechnung
kann die Qualität des Einflusses des Beschleunigungs- und Bremsverhaltens eines Zuges auf
die Rechengenauigkeit beschrieben werden. Da die Beschleunigung beim E U L E R-Verfahren
als stückweise konstant angenommen wird, ist die Abweichung bei der Vorwärtsrechnung
umso größer, je steiler die Beschleunigungskraftkurve verläuft. Die höchstmögliche Beschleu-
nigung ist für geringe Geschwindigkeiten im Allgemeinen größer als für hohe, was zu ei-
nem Überschätzen der Geschwindigkeit und damit zum Unterschätzen der Fahrzeit während
Beschleunigungsphasen führt. In Bremsphasen wird bei Vorwärtsrechnung eine der hohen
Anfangsgeschwindigkeit zugehörige geringere Bremsbeschleunigung angenommen, so dass
das Fahrzeug für eine vergleichsweise lange Zeit im hohen Geschwindigkeitsbereich fährt
und die Bremszeit überschätzt wird. Bei Rückwärtsrechnung gilt das Gegenteil, so dass dar-
auf geachtet werden sollte, ein Aufsummieren solcher Diskretisierungsfehler durch gezielten
Einsatz von Vorwärts- und Rückwärtsrechnung zu vermeiden.
Es hat sich für alle Verfahren herausgestellt, dass, wie in Abbildung 3.7 zu sehen ist, Fehler
in der Zeit über die Fahrt hinweg addiert werden, während Abweichungen der Geschwindig-
keit in den Beharrungsphasen wieder zurückgesetzt werden. Positionsfehler werden eben-
falls über dem Fahrtverlauf summiert. Dabei sind Ungenauigkeiten in der Berechnung der
Geschwindigkeiten ursächlich für Fehler der Position und der Zeit.
Die Unterschiede der numerischen gegenüber den analytischen Lösungen sind jedoch in
jedem Fall sehr gering und liegen im Maximum für den IC unter 2 km/h und unter 1,5 s
(vgl. Tabelle A.18 im Anhang A). Beim Dieseltriebwagen verhalten sich die Verfahrensfehler
ähnlich, wenngleich die Abweichungen in der Geschwindigkeit im Maximum bis zu 5 km/h
betragen können. Treten solche Abweichungen nur kurzzeitig auf, führen sie jedoch nicht zu
stark erhöhten Abweichungen in Weg und Zeit.
Bei der Anwendung des E U L E R-Verfahrens werden die Fahrzeiten geringfügig unter-
schätzt. Dieser Effekt nimmt mit steigender Schrittweite zu, ist aber auch für die größte
untersuchte Schrittweite mit etwa einer halben Sekunde über dem gesamten Fahrweg noch
vernachlässigbar. Bei der Simulation noch längerer Wegstrecken wächst der maximale Fehler
weiter an, so dass dieses Verhalten dazu führen kann, das die gesetzten Anforderungen nicht
mehr erfüllt werden. Im Rahmen der in dieser Arbeit vorgesehenen Anwendungen sind solch
lange Fahrwege allerdings nicht zu erwarten.
Die sich bei den Energiewerten ergebenden Maximalabweichungen sind nicht größer als
drei Prozent des Gesamtenergieverbrauches für die geringste untersuchte Zeitdiskretisierung
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Abbildung 3.7: Unterschiede der Simulationen des IC über Goslar–Halberstadt; dargestellt
ist jeweils diejenige Parameterwahl, aus der die größten Abweichungen re-
sultieren.
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von fünf Sekunden. Im Mittel liegen die Unterschiede im Energieverbrauch bei unter einem
Prozent des berechneten Gesamtenergieverbrauches.
3.8.1.2 Einfluss der Gradientendiskretisierung auf die Rechengenauigkeit
Die Genauigkeit der Gradientendiskretisierung beeinflusst die Genauigkeit der Lösung durch
zwei verschiedene Wirkungsweisen. Zum einen führt die geringere Genauigkeit des Gradi-
entenprofils auch bei exakter Lösung der Differentialgleichung zu ungenaueren Ergebnissen,
zum anderen enthält das Gradientenprofil bei geringerer Genauigkeit weniger Stützstellen,
sodass weniger Funktionsaufrufe erfolgen, was vor allem bei Anwendung numerischer Qua-
draturverfahren wie der S I M P S O N-Regel und der G A U SS-Quadratur zu steigenden Rechen-
ungenauigkeiten führt, da deren Genauigkeit von der Länge des Integrationsintervalls ab-
hängt (siehe Gleichungen 3.58 und 3.65). In diesem Abschnitt werden die Art und Größe
der einzelnen Auswirkungen der Genauigkeit der Gradientendiskretisierung untersucht, in-
dem Lösungen mittels Infinitesimalrechnung betrachtet werden. Das Maß, in dem sich die
beiden beschriebenen Wirkmechanismen gegenseitig beeinflussen, soll in Abschnitt 3.8.1.3
gesondert untersucht werden.
Bei ausreichender Motorisierung ist der Einfluss der Gradienten auf den Verlauf der Zug-
fahrt gering. Gleichung 3.23 macht deutlich, dass der Einfluss des Gradienten und damit der
Hangabtriebskraft dann wesentlich ist, wenn die Zugkraft und die Fahrzeugwiderstandskraft
gering sind. Dies ist insbesondere in Rollphasen der Fall, denn dann ist die größte auf die
Zugbewegung wirkende Kraft, die Zugkraft, identisch null. Dabei zeigt sich, dass die Lösun-
gen des Rollregimes vor allem dann stark mit Fehlern behaftet werden, wenn man gänzlich
auf das Neigungsprofil verzichtet. 50 s Abweichung durch nur eine Rollphase und 30 km/h
Unterschied zwischen der Lösung des Originalprofils und der Strecke HGS-LHB 0− 0 (siehe
Tabelle A.76 in Anhang A) liegen deutlich außerhalb der gesetzten Mindestanforderungen.
Zudem kann bei vernachlässigtem Gradientenprofil der Energieverbrauch nicht mehr zuver-
lässig berechnet werden. Daher sollte bei Nutzung des Rollregimes sowie bei Rechnungen
zur Energieoptimierung nicht auf das Neigungsprofil verzichtet werden.
Geringe Vereinfachungen des Gradientenprofils führen zu einem Unterschätzen der Fahr-
zeit auf dieser Strecke, das mit zunehmendem Gradientenwechselabstand zunächst anzu-
wachsen scheint und dann in ein Überschätzen übergeht. Es bleibt aber für die nicht kon-
stanten Profile bei Zeitabweichungen von weniger als einer Sekunde Differenz. Simuliert
man die Fahrten über diese Strecke in der entgegengesetzten Richtung, ergibt sich durch
Gradientenvereinfachung tendenziell ein Überschätzen der Fahrzeit. Auch die Abweichun-
gen in der Geschwindigkeit bleiben, außer für die Strecke mit konstanter Neigung, mit einer
mittleren Abweichung von 3 km/h vernachlässigbar. Die Differenzen des Energieverbrauchs
betragen im Mittel nicht mehr als zwei Prozent des Gesamtverbrauches.
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Abbildung 3.8: Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchsberech-
nung für Goslar–Halberstadt nach Gradientengenauigkeit (ohne Durch-
schnittsprofil).
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Tabelle 3.5: Maximale und mittlere Abweichungen bei Simulation einer langen Rollphase
von 200 km/h bis 0 km/h; IC.
Verfahren und Parameter d̄i(v(s)) in km/h maxdi(v(s)) in km/h
E U L E R-Verfahren dt = 0, 5 0,023 76 0,080 30
E U L E R-Verfahren dt = 1 0,047 53 0,160 65
E U L E R-Verfahren dt = 2 0,095 08 0,321 22
E U L E R-Verfahren dt = 3 0,142 66 0,481 92
E U L E R-Verfahren dt = 4 0,190 26 0,642 42
G A U SS-Quadratur n = 0 14,020 61 40,511 00
G A U SS-Quadratur n = 1 0,718 24 4,810 51
G A U SS-Quadratur n = 2 0,269 64 1,484 27
G A U SS-Quadratur n = 3 0,009 94 0,068 20
G A U SS-Quadratur n = 4 0,004 04 0,034 51
Verfahren und Parameter d̄i(t(s)) in s maxdi(t(s)) in s
E U L E R-Verfahren dt = 0, 5 0,127 0,221
E U L E R-Verfahren dt = 1 0,255 0,444
E U L E R-Verfahren dt = 2 0,510 0,888
E U L E R-Verfahren dt = 3 0,765 1,334
E U L E R-Verfahren dt = 4 1,020 1,780
G A U SS-Quadratur n = 0 397,236 506,275
G A U SS-Quadratur n = 1 34,687 53,720
G A U SS-Quadratur n = 2 8,492 10,082
G A U SS-Quadratur n = 3 1,221 1,521
G A U SS-Quadratur n = 4 0,150 0,177
Verfahren und Parameter d̄i(E(s)) in Nm/kg maxdi(E(s)) in Nm/kg
E U L E R-Verfahren dt = 0, 5 1,238 1,239
E U L E R-Verfahren dt = 1 2,477 2,479
E U L E R-Verfahren dt = 2 4,955 4,961
E U L E R-Verfahren dt = 3 7,431 7,444
E U L E R-Verfahren dt = 4 9,908 9,928
G A U SS-Quadratur n = 0 813,539 813,730
G A U SS-Quadratur n = 1 86,142 86,162
G A U SS-Quadratur n = 2 22,886 22,982
G A U SS-Quadratur n = 3 1,052 1,053
G A U SS-Quadratur n = 4 0,532 0,533
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3.8.1.3 Zusammenwirken von Verfahren und Gradientenprofil im Hinblick auf die
Rechengenauigkeit
Die ausgewählten numerischen Verfahren reagieren unterschiedlich auf das Vergröbern der
Gradientendiskretisierung. Erfolgt durch die Vereinfachung des Gradientenprofils ein Über-
schätzen der Fahrzeit, kann dieses bei Anwendung des E U L E R-Verfahrens durch dessen ver-
fahrensbedingtes Unterschätzen der Fahrzeit teilweise wieder ausgeglichen werden. Zusätz-
liche Verfahrensfehler treten nicht auf, da der Fehler des E U L E R-Verfahrens nicht von der
Intervalllänge, sondern von der gewählten Zeitschrittweite dt abhängt. Die Quadraturver-
fahren zeichnen ein anderes Bild, denn ihre Genauigkeit hängt direkt mit der Größe der
Integrationsintervalle zusammen, so dass ein Vergrößern der Abschnitte konstanter Hang-
neigung auch zu einem Vergrößern der Verfahrensfehler führt.
Um zu erkennen, ob dieses Verhalten zu schwerwiegenden Simulationsfehlern führt, wur-
de eine Betrachtung der Einzelregime vorgenommen, bei der Geschwindigkeitsbeschränkun-
gen und Gradientenänderungen im Streckenprofil und somit auch alle Zwischenpunkte bei
der Berechnung entfernt wurden. Es erfolgte also nur ein einziger Methodenaufruf pro Sze-
nario. Die Infinitesimalrechnung liefert auch hier die exakte Lösung als Grundlage zur Be-
rechnung der auftretenden Differenzen.
Hierbei wird am Beispiel des Rollens deutlich, dass es bei der Verwendung konstanter und
linearer Interpolationspolynome für die G A U SS-Quadratur zu erheblichen Ungenauigkeiten
kommen kann, bis hin zur offensichtlich fehlerhaften Berechnung negativer Fahrzeiten. Der
mittels G A U SS-Verfahren simulierte Zug beginnt für Polynomgrade kleiner zwei deutlich frü-
her zu rollen als die anderen Fahrten und hat deshalb eine deutlich verlängerte Fahrzeit und
einen geringeren Energieverbrauch. Erst ab einem Grad von vier liegen die Fehler unterhalb
derer, die mit dem E U L E R-Verfahren erzeugt werden (vgl. Tabelle 3.5). Die mittleren Fehler
liegen dann unterhalb 2 Sekunden und 1 km/h. Da die Rechenzeit aber für große Polynom-
grade deutlich ansteigt, ist das G A U SS-Verfahren zur Berechnung von längeren Rollphasen
nicht zu empfehlen.
Die mittleren Abweichungen für das Beschleunigungsregime für das E U L E R-Verfahren
und Quadraturverfahren mit mindestens quadratischer Polynominterpolation (n > 1) betra-
gen weniger als 2 Sekunden bzw. 3 km/h und für das Bremsen weniger als 1 Sekunde und
1 km/h. Bei der Energieberechnung ergeben sich für alle drei Regime bei Wahl von Polynom-
graden größer drei nur Unterschiede von nicht mehr als zwei Prozent, wobei das Rollregime
auch hier eine Sonderrolle einnimmt, da für die anderen Regime schon Ordnung n größer
als eins ausreichend wäre, um diese Genauigkeit zu erzielen.
Die Wesentliche Schlussfolgerung aus dieser Betrachtung ist die Feststellung, dass man
bei der Verwendung der G A U SS-Quadratur mit niedrigen Polynomgraden und damit auch
beim S I M P S O N-Verfahren nicht auf die Berechnung von Zwischenpunkten verzichten kann.
Diese Zwischenpunkte wirken wie die Verwendung einer summierten Quadraturformel und
steigern die Genauigkeit dementsprechend wesentlich. Liegt der Simulation ein Gradien-
tenprofil zugrunde, dass wenigstens alle 500 m bis 1000 m Stützstellen enthält, so ist das
Hinzufügen weiterer Zwischenpunkte nicht nötig.
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3.8.1.4 Abschätzung des Einflusses der Massemodellierung auf das
Gesamtergebnis
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Abbildung 3.9: Mittlere und maximale Abweichung in der Zeit bei Simulation einer Fahrt
der Strecke Goslar–Halberstadt mit unterschiedlicher Massemodellierung.
Grundlage der Fehlerberechnung der Simulationen unter verschiedenen Massemodellie-
rungen ist eine Lösung der Infinitesimalrechnung auf einem vorverarbeiteten effektiven Gra-
dientenprofil mit Stützstellenabständen von einem Meter. Im Verlauf der Simulationsauswer-
tungen wurde deutlich, dass die Qualität der Neigungsdiskretisierung einen ebenso großen
Einfluss auf die Genauigkeit der Rechnung wie die Art der Massemodellierung. Schon bei
geringer Vereinfachung des Gradientenprofils sind die Abweichungen der simulierten Fahrt
größer als bei der Massebandrechnung. Es zeigte sich, dass der zweite Teil des in Abschnitt
3.3.3.2 skizzierten Algorithmus von T H O N I G, also das Zusammenfassen nach Abschnittlän-
ge, auf vorverarbeitete Profile mit gleichabständigen Stützstellen nicht angewandt werden
kann, ohne dabei erhebliche Ungenauigkeiten in den Lösungen zu bedingen. Daher wurde
für Vereinfachungen der vorverarbeiteten Gradientenprofile der Parameter dmin = 0 gesetzt.
Abbildung 3.9 verdeutlicht, dass Rechnungen auf derart vorverarbeiteten Neigungsprofi-
len bei hoher Genauigkeit sowie die Massebandrechnung selbst für Simulationen des IC die
besten Ergebnisse mit Abweichungen kleiner als drei Sekunden und mittleren Abweichun-
gen von etwa einer Sekunde bieten. Beim Rechnen mit stark vereinfachten Neigungsprofilen
scheint dieser Vorteil jedoch – wie sich auf allen geprüften Strecken zeigt – verloren zu
gehen und die Massepunktrechnung mit feinerem Gradientenprofil nahezu gleichwertig zu
einer Massepunktrechnung auf vereinfachtem vorverarbeitetem Profil zu sein. Die Vorverar-
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Abbildung 3.10: Abweichung in der Zeit bei Simulation einer Fahrt der Strecke Goslar–
Halberstadt mit unterschiedlicher Massemodellierung; SGZ.
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beitung bringt gegenüber dem Massepunktmodell dann keine Vorteile, weder in Genauigkeit
noch im Rechenzeitverhalten, und auch die Abweichungen der Massepunktmodellrechnung
von der Massebandrechnung sind im Mittel gering. Die Fehler liegen im Mittel unter 2,5 s
bzw. 1 km/h, die Berechnungszeiten sind für die genaueste Rechnung gegenüber der mit der
geringsten Rechenzeit jedoch verachtfacht.
Da das Fahrzeug SGZ eine größere Länge aufweist, sind die verzeichneten Fehler des Mas-
sepunktmodells gegenüber dem Massebandmodell etwas größer; die grundlegenden Aussa-
gen bezüglich der Lösungen der Massebandsimulationen und derer, die mit einem vorver-
arbeiteten Gradientenprofil arbeiten, zeigen sich aber auch hier. Ein Anwenden der Masse-
punktmodellierung führt für solch lange Züge zu erheblichen Abweichungen, vor allem in
der Berechnung der Fahrzeiten, die mit etwa sieben Sekunden mittlerer Abweichung bzw.
circa 12 Sekunden Maximalabweichung die Mindestanforderungen nicht mehr erfüllt. Abbil-
dung 3.10 zeigt außerdem, dass durch unterschiedliche Massemodellierung auch bei gerin-
gen Abweichungen in Geschwindigkeit oder Zeit Fehler in der Energieberechnung entstehen,
die sich jedoch bis zum Streckenende wieder ausgleichen.
3.8.2 Einflussgrößen auf die Rechenzeit
3.8.2.1 Einfluss des verwendeten Verfahrens auf die Rechenzeit
Die Rechenzeit für die Berechnung der Fahrzeit auf einer Strecke hängt für die untersuchten
Algorithmen von den Faktoren Anzahl der Gradientenänderungen, Anzahl der Änderungen
in der Geschwindigkeitsbeschränkung sowie Anzahl der Änderungen im Zugkraft-Spline ab,
wobei mit einer Zunahme der Werte der vorgenannten Faktoren auch ein Anwachsen der
Rechenzeit folgt. Wegen dessen Natur als Schritt-verfahren beeinflussen die genannten Fak-
toren das E U L E R-Verfahren weniger als die drei anderen Verfahren. Die Anzahl der Schritte
des Zeitschrittverfahrens hängt von der Zeit ab, die der Zug benötigt, um die Strecke zu-
rückzulegen. Daher wird dieses Verfahren noch zusätzlich durch die Länge der Strecke, die
Geschwindigkeit des Zuges sowie durch die Diskretisierungsschrittweite beeinflusst.
Abbildung 3.11 lässt sich entnehmen, dass die Verfahrensparameter die Rechenzeit unab-
hängig von den gewählten Zugparametern in charakteristischer Art und Weise beeinflussen.
Die Rechenzeit des G A U SS-Verfahrens verhält sich für G A U SS-Ordnung n gemäß O(n). Die
des E U L E R-Verfahrens nimmt zunächst logarithmisch ab und nähert sich später einem kon-
stanten Verhalten.
Abbildung 3.12 zeigt, dass das G A U SS-Verfahren für geringe Polynomgrade etwa genau-
so schnell ist wie der analytische Algorithmus. Bei der Nutzung linearer Polynome beträgt
die Rechenzeit der G A U SS-Quadratur sogar nur das 0,9-fache von der des analytischen Al-
gorithmus. Das E U L E R-Verfahren ist ab einer Schrittweite von etwa einer Sekunde schnel-
ler als die analytische Lösung. Der Rechenzeitvorteil des E U L E R-Verfahrens gegenüber den
anderen Algorithmen verringert sich mit sinkender Anzahl der Gradientenabschnitte und
sinkender Zeitschrittweite.
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Abbildung 3.11: Rechts: Rechenzeitverhältnis innerhalb des G A U SS-Verfahrens nach An-
zahl Stützstellen n; links: Rechenzeitverhältnis innerhalb des E U L E R-Ver-
fahrens nach Schrittweite dt.
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HGS–LHB; IC; verschiedene Gradientendiskretisierungen).
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Abbildung 3.13: Rechenzeiten in Abhängigkeit der Detailliertheit des Gradientenprofils.
3.8.2.2 Einfluss des Gradientenprofils auf die Rechenzeit
Durch den relativ großen Aufwand, der durch eine einzelne Rechnung der analytischen Lö-
sung oder durch eine G A U SS-Quadratur höheren Grades verursacht wird, profitieren diese
Verfahren am meisten von Vereinfachungen im Gradientenprofil, die ja von Änderungen der
Geschwindigkeitsbegrenzung abgesehen, direkt zu einer verminderten Anzahl von Rechnun-
gen führen. Das Verfahren nach E U L E R zieht daraus wegen seiner Konstruktion als Schritt-
verfahren den prozentual geringsten Nutzen.
Abbildung 3.13 zeigt, welche große Streuung die angewandten Verfahren in der Rechen-
zeit über der Wegdiskretisierung erzeugen. Durch die Vereinfachung des Gradientenprofils
kann die Rechenzeit auf etwa ein Zehntel reduziert werden. Sieht man von dem Rohda-
tenszenario 0 − 0 ab, beträgt der Unterschied zwischen der höchsten und der geringsten
Schrittweite noch etwa eins zu drei, bzw. eins zu zwei für das E U L E R-Verfahren.
3.8.3 Zusammenfassung
Die beobachteten Effekte zeigen ein über die Wahl der Strecke und des Zuges stabiles Verhal-
ten. Wie der Abbildung 3.14 zu entnehmen ist, variieren die Fehler nur in geringem Maße,
sodass man davon ausgehen kann, dass für die betrachteten Strecken alle Lösungsvarianten
eine ausreichende Genauigkeit erreichen. Massepunktlösungen stellen gegenüber den Mas-
sebandrechnungen die für die gestellten Anforderungen beste Wahl dar, denn sie sind im
Mittel 160 Mal schneller zu berechnen als die genauestmögliche Lösung und benötigen auch
nur ein Vierzigstel der Rechenzeit. Zugleich ist deren Fehlerquadratmittel geringer als das
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Abbildung 3.14: Rechenzeiten und Fehler der Verfahren (IC).
der Rechnungen mit der Masseband-Vorverarbeitung des Gradientenprofils.
Bei der Wahl des Algorithmus ist zu beachten, dass die G A U SS-Quadratur wegen ihres
kritischen Verhaltens in Rollphasen nur ab Ordnung vier genutzt werden kann oder einer
zusätzlichen Summierung bedarf. Für die anderen Regime ist sie ab Ordnung zwei zu emp-
fehlen, hat dann jedoch keinen signifikanten Rechenzeitvorteil gegenüber der analytischen
Lösung. Die S I M P S O N-Regel verhält sich, wie aufgrund seiner algorithmischen Nähe zur
G A U SS-Quadratur zu vermuten war, ähnlich dem G A U SS-Verfahren ersten Grades. Das E U -
L E Rsche Zeitschrittverfahren bietet eine gute Alternative und ist vor allem in der Rechenzeit
den anderen Algorithmen überlegen. Ein weiterer Vorteil, den das Verfahren nach E U L E R
bietet, ist seine Adaptierbarkeit an Modellierungsvarianten oder die Nutzbarkeit bei der Be-
rechnung der Zustandsgrößen elektrischer Netzwerke wie in [Ste10]. Durch das Berechnen
der Zwischenschritte ist es zudem möglich, ohne weiteren Aufwand eine Darstellung des
Verlaufes der simulierten Fahrt zu erhalten.
Aufgrund der positiven Eigenschaften des E U L E R-Verfahrens hinsichtlich Rechenzeit, Ge-
nauigkeit und der Möglichkeiten, die es zur Erweiterung und Analyse bietet, wird dieses
Verfahren in der weiteren Arbeit zur Zuglaufrechnung verwendet werden.
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Diese Arbeit widmet sich der Frage, wie Zeitfenster zur Nutzung in Fahrerassistenzsystemen
unter Einsatz der Ausgabe gängiger Konfliktlösungssysteme berechnet werden können, ei-
nem Gebiet, das nach Kenntnis der Autorin bisher nicht in der Literatur beschrieben worden
ist. Dazu wird im Verlauf dieses Kapitels zunächst die gestellte Aufgabe anhand von Anforde-
rungen und Zielsetzungen beschrieben. Anschließend werden ausgewählte Modellierungs-
verfahren erläutert, die zum Bearbeiten der Aufgabe genutzt werden können. Daraufhin
werden mögliche Gütekriterien für Korridore vorgestellt. Zuletzt erfolgt eine detaillierte Be-
schreibung der Modellierung der für die Aufgabe relevanten Teile des Schienenverkehrssys-
tems, wodurch die Grundlage für die Anwendung eines Optimierungsverfahrens geschaffen
wird.
4.1 Definitionen
Zunächst sollen wesentliche Begriffe wie Zuglaufoptimierungsplan und Kapazität definiert
werden, die für die weiteren Betrachtungen zum Schnittstellenalgorithmus von Bedeutung
sind.
Wie in Abschnitt 2.2.2 deutlich wurde, arbeiten Fahrerassistenzsysteme (FAS) oft auf der
Grundlage von (s, v, t)-Zielpunkten (dabei ist s Position, v Geschwindigkeit und t Zeit), selte-
ner von [(s, t1), (s, t2)]-Intervallen beziehungsweise [(s, v1, t1), (s, v2, t2)]-Intervallen, um Tra-
jektorien für eine Zugfahrt zu ermitteln. Konfliktlösungssysteme (KLS) optimieren hingegen
netzbasiert Zugfolgen und Fahrwege. Daraus ergibt sich zur Kopplung beider Verfahren die
Notwendigkeit, das Ergebnis der Konfliktlösungssysteme zugbasiert in einer Art und Wei-
se darzustellen, die es nachgelagerten Zügen mit FAS ermöglicht, auch ohne Kenntnis des
Betriebszustandes im Gesamtnetz konfliktarm, d. h. nur mit den unter Umständen in der
Lösung des Konfliktlösungssystems verbliebenen Konflikten, zu agieren.
Konfliktlösungssysteme lösen die ihnen gegebene Aufgabe unter Betrachtung der Gege-
benheiten der Zugsicherungssysteme. Das heißt, Züge, die sich im Netz aufhalten, nutzen
die Gleisinfrastruktur gemeinsam, jedoch gleiche Infrastrukturbestandteile gebrauchen sie
immer nur sequenziell, nie gleichzeitig (der Sonderfall der Einfahrt in ein besetztes Gleis
beim Starken von Personenzügen sei hier ausgenommen). Um eine parallele Nutzung zu
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unterbinden, wird das Signal- und Sicherungssystem genutzt, das heißt, ist ein Fahrzeug im
Begriff, einen Abschnitt zu nutzen, wird dieser reserviert und erst wieder zur Nutzung durch
andere Fahrzeuge freigegeben, wenn sich kein Fahrzeug mehr darin befindet.
Das Konfliktlösungssystem legt hierbei für jeden Abschnitt eines Gleisnetzes die Zugfolge
sowie die Routen aller Züge fest. Auf diesen Informationen basierend werden im Rahmen
des entwickelten Algorithmus Zeit und Geschwindigkeitsintervalle berechnet, die den Zug-
laufoptimierungsplan mit seinen Zugfahrtkorridoren bilden.
Zusätzlich werden von einigen Konfliktlösungssystemen Durchfahrzeiten für die jeweili-
gen Abschnitte ausgegeben. Durch die Nutzung stark vereinfachter Fahrdynamikmodelle ist
jedoch nicht sichergestellt, dass die so berechneten Fahrzeiten auch tatsächlich technisch
unter den Bedingungen des Sicherungssystems, des Rollmaterials sowie äußerer Einflüsse
realisierbar sind. Daher sind solche Fahrzeiten nur als Schätz- oder Richtwerte zu verstehen.
Zudem müssen für diejenigen Konfliktlösungssysteme, die nur die Zugfolge ausgeben, die da-
zugehörigen Durchfahrzeiten ermittelt werden. Es sollen also unabhängig vom eingesetzten
Konfliktlösungsverfahren für jeden Zug Durchfahrzeiten an den wesentlichen Infrastruktur-
elementen ermittelt werden. Diese sollen, um zu verhindern, dass unnötig Rothalte erzeugt
werden, soweit möglich disjunkt in dem Sinne von überschneidungsfrei sein, so dass es mit
Hilfe des Fahrerassistenzsystems bei optimaler „Einhaltungs-Treue“ zu keinen anderen als
den schon ermittelten unvermeidbaren und im Sinne des Konfliktlösungssystems notwendi-
gen Halten kommt.
Um dieses Verknüpfen von Konfliktlösungssystemen und Fahrerassistenzsystemen vorneh-
men zu können, wird im Folgenden anhand einiger Definitionen das im Rahmen der Arbeit
entwickelte und bereits in [Qua16; Jae16] veröffentlichte Konzept der Zuglaufoptimierungs-
pläne vorgestellt.
Definition 1 (Zeitfenster) Ein Zeitfenster ist ein Zeitintervall, das angibt, wann ein Zug einen
bestimmten Ort (Position) oder Bereich befahren darf. Zeitfenster werden Zügen und Positionen
zugeordnet, so dass ein solcher Zug den gegebenen Ort zu jeder Zeit innerhalb des Intervalls
durchfahren und das zugehörige Gleiselement belegen darf.
Definition 2 (Zugfahrtkorridor) Ein Zugfahrtkorridor ist eine Sequenz von Zeitintervallen
oder Zeit- und Geschwindigkeitsintervallen sowie einer Abbildung, die die Elemente dieser Se-
quenz Orten im Streckennetz eindeutig zuordnet.
Definition 3 (Pfad) Ein Pfad ist eine Sequenz von Zeitwerten oder Zeit- und Geschwindigkeits-
werten sowie einer Abbildung, die die Elemente dieser Sequenz Orten im Streckennetz eindeutig
zuordnet.
Definition 4 (Zuglaufoptimierungsplan) Eine Menge von Zugfahrtkorridoren wird in einem
Zuglaufoptimierungsplan zusammengefasst. Dieser enthält Zugfahrtkorridore für diejenigen Zü-
ge, die die gewählten Streckenabschnitte innerhalb eines vorgegebenen Zeitraumes befahren.
Das heißt auch, dass jedem Ort mindestens eine Folge von Zeitintervallen sowie gegebe-
nenfalls eine Folge von Geschwindigkeitsintervallen zugeordnet wird.
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Mit dem ermittelten Zuglaufoptimierungsplan wird zum einen die Fahrbarkeit der an das
Fahrerassistenzsystem übersandten Durchfahrzeiten sichergestellt (d. h. realistische, tech-
nisch machbare Durchfahrzeiten ermittelt bzw. eine Anpassung der Durchfahrzeiten an rea-
lisierbare Zeiten durchgeführt), zum Anderen eine Optimierung hinsichtlich bestimmter As-
pekte, z. B. des Energieverbrauchs, vorgenommen. Der Zuglaufoptimierungsplan umfasst
Zugfahrtkorridore, von denen wiederum jeder eine Menge von Pfaden enthält, von denen
wenigstens einer fahrbar sein sollte (siehe Abschnitt 4.2.3).
Zuglaufoptimierungspläne sollen so berechnet werden, dass sie maximalen Durchsatz
durch Engstellen erlauben und wenn möglichst viel Freiraum zur Energieoptimierung lassen.
Erfolgt die weitere Optimierung der Zugfahrten innerhalb der den Korridor bestimmenden
Zeitfenster, kann die auf der Optimierung basierende Zugfahrt ohne (weitere) Beeinträchti-
gung der Kapazität der Strecke vorgenommen werden.
Der Begriff Kapazität wird im Verkehrsbereich abweichend von der Wortbedeutung (capa-
citas = Fassungsvermögen) genutzt und analog der wirtschaftswissenschaftlichen Definition
im Sinne der Leistungsfähigkeit eines Systems verwendet [Roo06]. Eine Definition könnte
demzufolge folgendermaßen lauten:
Definition 5 (Kapazität) Unter der Kapazität eines Gleisnetzes versteht man die größte Ver-
kehrsstärke, die ein Verkehrsstrom bei gegebenen Weg- und Verkehrsbedingungen an dem für
ihn bestimmten Querschnitt erreichen kann.
Je nach Anwendungsfeld wird Kapazität jedoch unterschiedlich interpretiert, definiert
und berechnet. Dabei werden neben infrastrukturellen Parametern wie der Art der Leit- und
Sicherungstechnik, der Netzstruktur und Geschwindigkeitsbegrenzungen auch verkehrliche
Parameter, z. B. die Heterogenität der Zugarten, Priorisierung und betriebliche Einflussfak-
toren , z. B. Zugfolgezeiten und Betriebsprogramme. Zu unterscheiden sind nach [Abr08]
theoretische und praktische Kapazität, wobei theoretische Kapazität die maximal erreichba-
re Verkehrsstärke bei optimalen Bedingungen (also einheitlichen Zugarten und Rollmaterial
sowie minimalen Zugfolgezeiten) darstellt. Dieser Wert bildet eine obere Schranke für die
praktische Kapazität, die die erreichbare Verkehrsstärke bei realistischen Bedingungen wie
Mischverkehr und dem Einsatz von bestimmten Betriebsprogrammen mit einer „marktorien-
tierten Betriebsqualität“ [Int04] darstellt.
Die Berechnungsmethoden für Kapazität sind so vielfältig wie deren Interpretationen.
[Abr08] gliedert diese in analytische Methoden, Simulation und Optimierung. Dabei bieten
analytische Methoden die Möglichkeit, mit geringem Aufwand eine Näherung der Kapazität
zu ermitteln, bei der jedoch bestimmte betriebliche Randbedingungen unbeachtet bleiben
können [Nie17]. Dem Transportcharakter der Eisenbahn wird dabei oft durch die Verwen-
dung von Person, Tonne oder der Leistung, also
Kapazität=Fahrzeuge · Weg
Zeit
(4.1)
als Maß für die Kapazität Rechnung getragen. Viele zum Teil betriebsprogrammabhängige
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Ansätze ermitteln die Kapazität als diejenige Verkehrsmenge, die eben noch in einen Fahr-
plan integriert werden kann (siehe [Roo06]).
[Int04] definiert neben dem eigentlichen Kapazitätsbegriff die Terme ungenutzte Kapa-
zität (unused capacity), nutzbare Kapazität (usable capacity) und verlorene Kapazität (lost
capacity), wobei ungenutzte Kapazität sich in nutzbare und verlorene Kapazität aufteilt und
den Teil des gewählten Zeitraums bezeichnet, der nicht bereits durch geplante Züge blockiert
ist.
Im Gegensatz dazu wird der Kapazitätsbegriff in der aktuellen Version des Code 406
[Int13] als Größe im Spannungsfeld von Zuganzahl, Durchschnittsgeschwindigkeit, Stabi-
lität und Heterogenität beschrieben, die vielen Ungenauigkeiten unterliegt und zu deren
Berechnung viele Vorannahmen nötig sind. Daher ging man dazu über, von der Kapazitäts-
auslastung ka zu sprechen, die aus Belegungszeit Tocc, Pufferzeiten Tp und betrachteter Zeit-
periode Tk mittels
ka = 100
Tocc + Tp
Tk
(4.2)
berechnet werden kann.
Damit ist die Kapazität eines Eisenbahnsystems nicht allein infrastrukturabhängig, son-
dern oft sogar von der konkreten Nachfrage abhängig, da im Personenverkehr häufig regel-
mäßige Fahrten in Hin- und Rückrichtung geplant werden müssen. Ein derartiges Maß für
Kapazität, dessen Berechnung auf einem Fahrplan beruht, bringt jedoch das Problem mit
sich, nicht gut übertragbar zu sein. So wird beispielsweise im frachtverkehrsdominierten
Eisenbahnverkehr Nordamerikas die Mehrzahl der Züge nicht fest im Fahrplan verankert,
sondern nach Bedarf eingesetzt. [Lin10] schlägt vor mit einem virtuellen Fahrplan zu arbei-
ten, der sehr schwach besetzt sein kann.
Dabei ist im Kontext dieser Arbeit eine praktische Interpretation der Kapazität relevant.
Auf die aktuelle Definition der Kapazitätsauslastung nach [Int13] bezogen, heißt das, dass
das Vermindern von Rothalten und damit schnellere Durchfahren stark belasteter Strecken-
abschnitte die Belegungszeit und damit auch den Auslastungsgrad verringert. Mit der Ver-
ringerung des Anteils der verbrauchten an der Gesamtkapazität erhöht sich der Anteil der
ungenutzten Kapazität. Je nach Lage der frei gewordenen Zeiten kann sich damit auch die
nutzbare Kapazität erhöhen.
Die in diesem Abschnitt eingeführten Begriffe werden im Folgenden zur Beschreibung der
Ausgabedaten und bei der Diskussion der Gütefunktion genutzt. Zunächst soll jedoch darge-
stellt werden, welche übergeordneten Anforderungen an die Schnittstelle gestellt werden.
4.2 Anforderungen an eine Schnittstelle zwischen KLS und FAS
Der Einsatzzweck der Schnittstelle zur Verarbeitung von Daten eines Systems zum Einspeisen
in ein weiteres bringt Anforderungen hinsichtlich der Syntax und Semantik von Ein- und
Ausgaben mit sich, die in diesem Abschnitt diskutiert werden sollen.
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So sollte das entwickelte System als Schnittstelle zwischen Konfliktlösungssystem und
Fahrerassistenzsystem Eingaben verschiedener Konfliktlösungssysteme aufnehmen und so
verarbeiten können, dass von vorgelagerten Systemen getroffene Entscheidungen auch mit
der Ausgabe der Schnittstelle gültig bleiben. Damit gibt es zwei Anforderungen hinsichtlich
der Eingabe in die Schnittstelle:
Anforderung 1 (Syntax-Eingabe) Ausgaben von Konfliktlösungssystemen sollen in wenigs-
tens einer Darstellungsform als Eingaben dienen.
Anforderung 2 (Semantik-Eingabe) Eingaben des Konfliktlösungssystems sind bindend, d. h.,
alle Entscheidungen, die zuvor getroffen wurden, sind in der Ausgabe wieder enthalten.
Heutige Fahrerassistenzsysteme sind in der Lage, Zeitintervalle oder Zielpunkte – beste-
hend aus Zeit(-intervallen), Position und Geschwindigkeit – während der Optimierung des
Fahrspiels so zu berücksichtigen, dass die dadurch gesetzten Restriktionen eingehalten wer-
den. Zugleich dienen Zielpunkte als „Fixpunkte“ der Optimierung (siehe Abschnitt 2.2). Sie
sind also zum Ermitteln der optimalen Fahrt unerlässlich, da sie bei gegebener Infrastruktur
die bestimmenden Größen für den Optimierungsalgorithmus darstellen. Daher soll mit vor-
gegebener Infrastruktur wie Rollmaterial, Gleisdaten sowie Haltezeiten aus dem Fahrplan,
mit der Zugfolge, ermittelt durch das Konfliktlösungssystem, und mit dem Verkehrszustand
(aktuellen Geschwindigkeiten und Positionen der Fahrzeuge) eine Abfolge von Zeitinterval-
len und Geschwindigkeiten, der Zuglaufkorridor, erzeugt werden. Dieser kann dann entwe-
der direkt oder nach Extraktion von Zielpunkten daraus als Eingabewert genutzt werden.
Um dem Fahrerassistenzsystem nicht nur das Verarbeiten der Eingabedaten, sondern auch
das Lösen des ihm gestellten Optimierungsproblems zu ermöglichen, ist es unabdingbar, dass
der übergebene Korridor so gestaltet wird, dass er wenigstens eine Lösung des Optimie-
rungsproblems enthält. Es gibt also zwei grundlegende Anforderungen an die Ausgaben der
Schnittstelle:
Anforderung 3 (Syntax-Ausgabe) Die Ausgabe soll von Fahrerassistenzsystemen als Eingabe
verarbeitet werden können.
Anforderung 4 (Semantik-Ausgabe) Die Menge der im durch den ausgegebenen Korridor
aufgespannten, Suchraum enthaltenen Lösungen des Optimierungsproblems der Fahrerassis-
tenzsysteme (also im Wesentlichen der Simulation einer Zugfahrt) sollte nichtleer sein.
Damit operiert das entwickelte System genau an der Schnittstelle zwischen Konfliktlö-
sungssystemen und Fahrerassistenzsystemen (siehe Abbildung 4.1) und es kann dazu die-
nen, die Lücke zwischen beiden Systemen zu schließen und so marktüblichen FAS-O eine
Anbindung an eine zentrale Komponente zu ermöglichen.
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Abbildung 4.1: Stellung des entwickelten Systems im Bereich des operativen Verkehrsma-
nagements.
4.2.1 Nichtberühren von KLS-Entscheidungen
Konfliktlösungen enthalten eine Vielzahl von Daten mit unterschiedlichem Verpflichtungs-
grad. In diesem Abschnitt soll daher diskutiert und festgelegt werden, welche dieser Infor-
mationen als bindend angesehen werden und bei welchen Änderungen zulässig oder gar
gewünscht sind.
Konfliktlösungssysteme bearbeiten umfangreiche Instanzen einer NP-vollständigen Opti-
mierungsaufgabe. Daher nutzen einige Konfliktlösungssysteme zur Vorhersage der Zugbewe-
gungen statische Fahrzeiten, bei denen Beschleunigungs- und Bremsphasen vernachlässigt
werden. Dies führt, wie in [Sob11] gezeigt, nur zu geringen Einflüssen auf die Qualität der
Lösung hinsichtlich der Gesamtverspätung. Die berechneten Durchfahrzeiten und Blockzei-
ten, die einen Teil der Ausgabe des Konfliktlösungssystems bilden, könnten jedoch so stark
mit Fehlern behaftet sein, dass sie für einen Zug nicht realisierbar wären. Daher wird nur
der Teil der Ausgabe zur Berechnung des Zuglaufoptimierungsplans genutzt, der wesentli-
che Entscheidungen des Konfliktlösungssystems darstellt. Dies sind Fahrwege, Zugfolgen auf
Gleisabschnitten sowie Informationen über geplante Halte. Dabei sind einige Entscheidun-
gen zwingend beizubehalten, während andere eine gesonderte Kennzeichnung für bindende
Entscheidungen benötigen. So können beispielsweise betriebliche Halte ausgelassen werden,
wenn sie nur dem Überholvorgang dienen und dieser nun „fliegend“ vorgenommen werden
kann. Fahrzeiten sind wegen der beschriebenen Ungenauigkeiten im Allgemeinen nicht bin-
dend in der Ausgabe des Konfliktlösungssystems enthalten. Eine Ausnahme davon können
Ankunfts- und Abfahrzeiten kommerzieller Halte bilden, soweit sie im Fahrplan enthalten
sind. Dabei soll – wie im Personenverkehr üblich – nicht nach der Ankunftszeit angekommen
und auch nicht vor der Abfahrzeit abgefahren werden sowie aus energetischen Gründen
nicht vor der Ankunftszeit angekommen werden.
Daten, die von Konfliktlösungssystemen bereitgestellt werden, sind in Tabelle 4.1 zusam-
mengefasst und müssen entsprechend der dortigen Klassifizierung beachtet werden.
4.2.2 Anforderungen eines FAS an die Gestaltung eines Korridors
Neben den Anforderungen, die durch die Anbindung an die Konfliktlösung entstehen, wer-
den weitere durch die Nutzung der Ergebnisse der Schnittstelle in Fahrerassistenzsystemen
relevant. Diese Anforderungen, die in erster Linie durch die am Prozess beteiligten Menschen
und deren Ansprüche und Bedürfnisse entstehen, sollen hier kurz diskutiert werden.
Fahrerassistenzsysteme verfügen über eine Mensch-Maschine-Schnittstelle, deren Ausga-
be vom Triebfahrzeugführer interpretiert werden muss und umgesetzt werden sollte. Da-
durch kommt es zu weiteren Anforderungen an die Gestaltung des Zugfahrkorridors. Dazu
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Tabelle 4.1: Entscheidungstypen und Wertigkeit.
Entscheidungstyp Modus
Zugfolgen bindend
Routen bindend
kommerzielle Halte bindend
betriebliche Halte kennzuzeichnen
Ankunftszeiten an kommerziellen Halten bindend, soweit möglich
Abfahrzeiten von kommerziellen Halten bindend, soweit möglich
Ankunftszeiten an betrieblichen Halten kennzuzeichnen
Abfahrzeiten von betrieblichen Halten nicht bindend
Fahrzeiten nicht bindend
zählen solche, die aus Gründen der Kunden- und Fahrerzufriedenheit entstehen. So ist das
Einführen einer Mindestgeschwindigkeit üblich, die nur in Brems- und Beschleunigungspha-
sen unterschritten werden sollte. Aus ergonomischen Gründen soll die Maximalanzahl von
Regimewechseln während einer Zugfahrt limitiert sein, um eine Überlastung des Triebfahr-
zeugführers zu vermeiden. Da das Einführen einer Minimalgeschwindigkeit die möglichen
Fahrzeiten beeinflusst, sollte diese schon bei der Erstellung des Korridors betrachtet wer-
den. Einschränkungen hinsichtlich der Regime oder der Regimewechsel benötigen keine ge-
sonderte Behandlung bei der Ermittlung des Korridors, da sie keinen Einfluss auf kritische
Parameter wie die minimale oder maximale Fahrzeit auf einer Strecke haben.
4.2.3 Fahrbarkeit eines Korridors
Zusätzlich zu den zuvor angesprochenen Anforderungen stellt die Fahrbarkeit des Zugfahrt-
korridors das wichtigste Kriterium für die Nutzbarkeit der Schnittstelle auch unabhängig
von der Umsetzung durch den Menschen dar. Daher soll dieser Aspekt in diesem Abschnitt
ausführlich diskutiert werden.
Intuitiv bezeichnet Fahrbarkeit eines Korridors die physikalische Machbarkeit einer Fahrt
in den durch den Korridor vorgegebenen Zeitfenstern. Da im Rahmen einer theoretischen Be-
trachtung jedoch nicht gefolgert werden kann, dass ein reales Fahrzeug in der Lage ist, die
vorgesehene Strecke innerhalb eines Korridors zurückzulegen, soll im Folgenden von Fahr-
barkeit im Rahmen der Modellierungsgenauigkeit gesprochen werden. Wurde für eine Fahrt
eine Mindestgeschwindigkeit vorgegeben, so gibt es eine Fahrt an dieser Grenzgeschwin-
digkeit, die als die langsamste Fahrt bezeichnet wird. Diese gibt mit der schnellstmöglichen
Fahrt den prinzipiellen Fahrzeitbereich für die einzelnen Intervalle vor.
Für die Fahrbarkeit im hier verwendeten Sinne, ist es jedoch wichtig, dass die Folge der
Durchfahrzeitintervalle nicht nur innerhalb der physikalisch machbaren Fahrzeiten liegen,
sondern es soll auch die Folge der Intervallzeiten mit ihren Übertrittsgeschwindigkeiten be-
trachtet werden. Das hier verwendete Konzept der Fahrbarkeit wurde in [Jae13] vorgestellt.
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Abbildung 4.2: Fahrbarer Korridor; Rechtecke: Korridor-Zeitfenster, rot gestrichelt: lang-
samster Pfad des Abschnittes, blau gestrichpunktet: schnellster Pfad des Ab-
schnittes.
Definition 6 (Fahrbarkeit) Fahrbarkeit eines Korridors bezeichnet die Möglichkeit, eine Fahrt-
trajektorie gemäß der gegebenen Fahrzeug- und Streckenmodellierung durch die in dem Korridor
gegebenen zulässigen Durchfahrzeitintervalle zu legen.
Die Fahrbarkeit eines Korridors hängt von den gegebenen Fahrzeitintervallen und Geschwin-
digkeitsbeschränkungen ab. Um in Engpässen den maximalen Durchfluss zu erzielen, soll-
ten die Geschwindigkeiten der Züge in diesen Bereichen möglichst hoch, also gleich den
Geschwindigkeitsbeschränkungen sein [Alb13b]. Die Möglichkeit, dies zu erreichen, hängt
maßgeblich von der Zugkraft der Züge und der Streckencharakteristik ab.
Um die Fahrbarkeit zur bestimmen, werden die schnellste sowie die langsamste Fahrt
des Zuges auf allen Abschnitten bestimmt. Dabei handelt es sich bei der schnellsten Fahrt
um die Fahrt mit möglichst hohen Geschwindigkeiten, also den Streckenhöchstgeschwin-
digkeiten, oder, wenn vorgegeben, mit der durch den Korridor vorgegebenen Maximalge-
schwindigkeit (soweit erreichbar) am Beginn und am Ende des Abschnittes. Die langsamste
Fahrt wird hingegen mithilfe operativer Regeln wie dem Einführen einer Minimalgeschwin-
digkeit ermittelt, die nur in Antriebs- oder Bremsphasen unterschritten werden darf. Wie
auch bei der schnellsten Fahrt wird hier von vorgegebenen Start- und Endgeschwindigkeiten
ausgegangen, die Fahrt dazwischen jedoch statt mit der höchstmöglichen, mit der niedrigst-
möglichen Geschwindigkeit simuliert. Zwischen Phasen unterschiedlicher Geschwindigkeit
werden Beschleunigungs- oder Bremsvorgänge mit dem in Kapitel 3 gewählten E U L E R-Ver-
fahren berechnet. Für jedes Fahrzeitintervall des Korridors können so früheste und späteste
Ankunftszeit für den nachfolgenden Abschnitt ermittelt werden.
In Abbildung 4.2 ist eine Abfolge von Zeitfenstern entlang eines Zuglaufes als wesentli-
cher Teil eines Korridors abgebildet. Dabei liegen alle Zeitfenster des Korridors zwischen den
dazugehörigen frühesten und spätesten Ankunftszeiten des Zuges. Damit gilt dieser Korridor
als fahrbar.
Abbildung 4.3 hingegen zeigt beispielhaft einen nicht fahrbaren Korridor. Um das Zeit-
fenster am Ende von Abschnitt a2 zu erreichen, das im Bereich der spätestmöglichen Durch-
fahrt liegt, kann es nötig sein, dass der Zug im Abschnitt a2 sehr langsam fahren muss, sich
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Abbildung 4.3: Nicht fahrbarer Korridor; Rechtecke: Korridor-Zeitfenster, rot gestrichelt:
langsamster Pfad des Abschnittes, blau gestrichpunktet: schnellster Pfad des
Abschnittes.
1
also nahe der langsamsten Fahrt ohne Halt in diesem Abschnitt bewegt, dargestellt durch die 
rot-gestrichelte Linie. Ist auch die Ankunftsgeschwindigkeit an Position 2000 m sehr gering, 
kann das folgende Zeitfenster auch mit schnellstmöglicher Fahrt nicht erreicht werden. In 
Abbildung 4.3 ist dies dadurch verdeutlicht, dass die kürzeste Fahrt im Abschnitt a3, darge-
stellt mit der blau-gestrichpunkteten Linie, das Abschnittsende erst kurz nach dem Ende des 
Zeitfensters erreicht. Daher ist der dargestellte Korridor nicht fahrbar.
Umgekehrt gilt ebenfalls: Ist die für einen Abschnitt vorgesehene Fahrzeit sehr gering, 
so muss der Zug diesen Abschnitt mit hoher Geschwindigkeit durchfahren. Das wirkt sich 
auf die möglichen Fahrzeiten in den Abschnitten davor und danach aus, die dann ebenfalls 
geringer ausfallen müssen. Daher resultiert aus Anforderung 4, die Aufgabe der Schnittstel-
le, die im Korridor ausgegebenen Durchfahrzeiten und -geschwindigkeiten so auf einander 
abzustimmen, dass Fahrbarkeit (gemäß Fahrzeitenrechnung) gegeben ist. Analog zur Fahr-
barkeit eines Korridors gelte ein Pfad als fahrbar, wenn die enthaltene Folge von Weg-Zeit-
Geschwindigkeitspunkten theoretisch eingehalten werden kann.
Der Nachweis der Fahrbarkeit erfolgt mittels mikroskopischer Simulation. Fahrbarkeit be-
zieht sich in dieser Definition a lso n icht auf d ie Fahrbarkeit im S inne von physikalischer 
Umsetzbarkeit auf der Strecke zum Zeitpunkt der Durchführung oder im Sinne der Durch-
führbarkeit durch den Triebfahrzeugführer.
Allgemein lässt sich feststellen, dass sich in einem betrachteten Netzbereich n Züge auf m 
Abschnitten bewegen. Diese Abschnitte sind durch die Anforderungen und Möglichkeiten der 
heute üblichen Leit- und Sicherungstechnik begrenzt, das heißt, pro Gleisfreimeldeabschnitt 
j gibt es (wie dargestellt in Abbildung 4.5) zwei Abschnitte. Der erste dieser Abschnitte be-
ginnt mit sEj , der Einfahrt in den Bereich, der den darauf folgenden Block reserviert, und
endet an der Position sAj-1 , die zur Auflösung der Reservierung des vorangegangenen Blo-
ckes führt. Dort beginnt sogleich der zweite Abschnitt, der an der Position sEj+ endet, die für
das Einstellen des folgenden Gleisfreimeldeabschnitts wesentlich ist. Daraus ergibt sich, dass
ein durchfahrender Zug i den Gleisfreimeldeabschnitt j für den Zeitraum t(sEj ) bis t(sAj )
für sich beansprucht. Da bei der Einfahrt in einen Abschnitt das Überfahren der Position
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Position
Zeit
Fahrstraßen-
bildungszeit
Sichtzeit
Annäherungszeit
Fahrzeit
Räumzeit
Fahrstraßen-
auflösezeit
Fahrstraßen-
auflösepunkt
Sichtpunkt Vorsignal Hauptsignal
Abbildung 4.4: Bestandteile der Belegungszeit nach [Pac16].
sEj mit der Zugspitze gewertet wird, bei der Freigabe des Abschnitts jedoch das Verlassen
des Bereiches, also das Überfahren der Position sAj mit dem Zugende, ist für die Berech-
nung der dafür benötigten Zeit die Kenntnis der Zuglänge notwendig. Daraus folgt auch,
dass man – will man feste Abschnittswechselposition beibehalten – beide Betrachtungswei-
sen benötigt, die der Position des Zugendes und die des Zuganfanges. Anderenfalls müssten
die Abschnittsenden sAj abhängig von der Zuglänge festgelegt, also um die Zuglänge in
Fahrtrichtung verschoben werden. Stattdessen soll in dieser Arbeit jedoch unter Betrach-
tung der Fahrzeuglänge mit festen Abschnittsgrenzen gearbeitet werden. Pufferzeiten sollen
genutzt werden, um neben der Fahrstraßenbilde- und -auflösezeit weitere Bestandteile der
Belegungszeit (dargestellt in Abbildung 4.4) wie Sicht- und Annäherungszeit sowie die fahr-
zeugabhängige Räumzeit in die Betrachtung einbeziehen zu können.
sEj sAjsAj−1 sEj+1
Abbildung 4.5: Prinzipskizze zur Einteilung der Strecke in relevante Abschnitte.
Ein Korridor gelte als fahrbar oder realisierbar, wenn die für den Zug geplanten Durch-
fahrzeiten tmin(sEj ), t
max(sEj ), t
min(sAj ) und t
max(sAj ) dem im Modell angenommenen phy-
sikalischen Verhalten der Züge entsprechen, wenn also für die an Position sEj erreichbaren
Fahrzeiten t̃min(sEj ) und t̃
max(sEj ) (∀j ∈ {1 . . .m}) gilt
t̃min(sEj ) ≤ tmin(sEj ) ≤ t̃max(sEj ) (4.3)
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oder
t̃min(sEj ) ≤ tmax(sEj ) ≤ t̃max(sEj ), (4.4)
sowie für die erreichbaren Fahrzeiten t̃min(sAj ) und t̃
max(sAj ) an Position sAj gilt
t̃min(sAj ) ≤ tmin(sAj ) ≤ t̃max(sAj ) (4.5)
oder
t̃min(sAj ) ≤ tmax(sAj ) ≤ t̃max(sAj ). (4.6)
Ist Tminj die minimale Fahrdauer des Zuges auf dem Abschnitt j, stehen Einstell- und Auflö-
sezeiten in folgendem Verhältnis:
t̃min(sEj ) + T
min
j ≤ t̃min(sAj ). (4.7)
Ist in einem Gleisfreimeldeabschnitt j ein Halt zulässig, so gelte t̃max(sAj ) = ∞. Anderenfalls
repräsentiert die Fahrzeit t̃max(tEj ) die bei vorgegebener Mindestgeschwindigkeit erreichba-
re maximale Fahrzeit.
Es bleibt offen, ob ein Zuglaufoptimierungsplan mit betrieblichen Halten, die nur der
Konfliktvermeidung dienen, als konfliktfrei gelten darf. Da das heutige Verständnis von Kon-
fliktfreiheit solche Fälle zulässt, wird auch in dieser Arbeit von einem derartigen Verständnis
von Konfliktfreiheit ausgegangen werden. Es soll jedoch darauf hingewiesen werden, dass
ein solcher Zuglaufoptimierungsplan noch über Optimierungspotential verfügt und das Ein-
führen von betrieblichen Halten zur Konfliktlösung nur dann genutzt werden sollte, wenn
alle anderen Mittel ausgeschöpft sind.
Da diese Form der Modellierung auf der Reservierung von Blockabschnitten für einzel-
ne Fahrzeuge beruht, soll an dieser Stelle zudem darauf hingewiesen werden, dass diese
Modellierung mit der Abkehr vom Fahren im festen Blockabstand hin zum Fahren im Brems-
wegabstand überdacht werden sollte.
Ist die Fahrbarkeit der Zugfahrtkorridore sichergestellt, so ist die prinzipielle Nutzbarkeit
der Schnittstelle als Eingabe für Fahrspieloptimierungen gegeben. Um die Syntax-Anforderungen
zu erfüllen, dass Ausgaben von Konfliktlösungssystemen als Eingaben in die Schnittstelle die-
nen sollen und deren Ausgaben in Fahrerassistenzsystemen eingelesen werden können, muss
nun die Struktur dieser Daten festgelegt werden.
4.3 Strukturen der Ein- und Ausgabedaten der Schnittstelle
Um die Kommunikation mit Konfliktlösungssystemen und Fahrerassistenzsystemen zu er-
möglichen, werden in diesem Abschnitt Informationsstrukturen in mathematischer Notation
vorgestellt, deren XML-Varianten (zu finden in den Anhängen B und C) zum Datenaustausch
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Infrastruktur Sicherungstechnik Rollmaterial Fahrplan Echtzeitfahrplan
Schnittstelle zur Zuglaufoptimierungsplanermittlung
Zuglaufoptimierungsplan
Abbildung 4.6: Funktionales Konzept des entwickelten Programms zur Berechnung des
Zuglaufoptimierungsplans.
genutzt werden können.
Die Schnittstelle soll Eingaben als RTTP verarbeiten und Ausgaben im Format eines TPE
generieren. Die Inhalte beider Formate sollen im Folgenden beschrieben werden. Die wei-
teren Eingaben (siehe Abbildung 4.6), wie Infrastrukturdaten, Eigenschaften des Rollmate-
rials, der Gleisfreimeldeabschnitte und Fahrplandaten, werden mit dem Datenaustauschfor-
mat railML®durchgeführt.
4.3.1 Ausgabe der Konfliktlösungssysteme als Eingabedaten der
Schnittstelle
Die Ausgabe der verschiedenen Konfliktlösungssysteme findet als Stopping, Routing- und Ti-
ming-Plan Eingang in die Schnittstelle. Als Eingabe dient hierbei der sogenannte mikroskopi-
sche Echtzeitfahrplan (RTTP – von engl. Real Time Traffic Plan; veröffentlicht in [Qua16]),
der für den gewählten Netzausschnitt die vollständigen Informationen über die geplanten
Zugfolgen, Zugläufe sowie Art und Ort von Halten mit ihren Ankunfts- und Abfahrzeiten
enthält und dessen Struktur hier beschrieben werden soll. Da Konfliktlösungssysteme oft
mit vereinfachten Zuglaufmodellen arbeiten, werden die von ihnen ermittelten Fahrzeiten
jedoch nicht übernommen.
Der Echtzeitfahrplan spiegelt einen räumlichen und zeitlichen Ausschnitt des Schienen-
verkehrssystems wider. Seien Z die Menge aller Züge und A die Menge der Abschnitte sowie
zi ∈ Z (i = 1 . . . n) Züge und (4.8)
aj ∈ A (j = 1 . . .m) Gleisabschnitte . (4.9)
Es werden im Echtzeitfahrplan für alle Züge zi ∈ Z (i ∈ {1 . . . |Z|}) und alle dazuge-
hörigen Abschnitte aj ∈ A Tupel tij = (tres, tocc, trel) der Reservierungs-, Belegungs- und
Auflösezeiten gegeben. Weiterhin gibt es für jeden Zug eine Menge von Abschnitten AH,i, an
denen ein Halt geplant ist. Daher werden für alle Züge zi und alle dazugehörigen Abschnit-
te aj ∈ SH,i Tupel hij = (tanij , tabij ) sowie eine Abbildung der Tupel auf Fahrplanelemente
gegeben und so eine Zuordnung der Halte zu geplanten kommerziellen Halten ermöglicht.
Die Fahrt eines Zuges zi über einen Abschnitt aj bildet ein Ereignis eij . Alle Ereignisse wer-
den in der Ereignismenge E zusammengefasst. Jeder Zug kann jeden Abschnitt höchstens
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Tabelle 4.2: RTTP; links: Zugsicht; rechts: Infrastruktursicht.
Zug 1 Zug 2 Zug 3
Abschnitt 1 Abschnitt 3 Abschnitt 1
Abschnitt 2 Abschnitt 2 Abschnitt 2
Abschnitt 3
Abschnitt 1 Abschnitt 2 Abschnitt 3
Zug 1 Zug 1 Zug1
Zug 3 Zug 2 Zug2
Zug 3
einmal befahren. Der RTTP enthält zwei Sichten auf die Abfolge von Ereignissen: Während
die Zugsicht für jeden Zug zi eine geordnete Folge πz,i : A ↦→ N von zu durchfahrenden Ab-
schnitten bietet, zeigt die Infrastruktursicht eine geordnete Folge πs,j : Z ↦→ N von Zügen,
die den Abschnitt aj nutzen. Beide Ansichten sind in Tabelle 4.2 beispielhaft dargestellt. Eine
Umsetzung des RTTP als XML-Datei, wie sie als Eingabe der Schnittstelle dient, findet sich
in Anhang B.
Für jeden Zug, der im betrachteten Zeitraum Netzelemente befahren wird, werden vorge-
sehene Fahrtverläufe wie die vorgesehene Strecke und die Halte gespeichert. Darüber hinaus
wird, wie dargestellt, die Zugreihenfolge für jedes Gleiselement für die weitere Verarbeitung
zur Verfügung gestellt.
4.3.2 Fahrzeit-Geschwindigkeit-Korridor als Ausgabedaten
Für jeden Zug wird genau ein Zuglaufkorridor ermittelt. Für die betrachteten Abschnitte ent-
hält dieser reservierte Fahrzeitintervalle und zulässige Geschwindigkeiten. Fahrzeitintervalle
sind überschneidungsfrei und entlang eines Zuglaufes so angeordnet, dass unter Einbezie-
hung der Geschwindigkeiten wenigstens ein fahrbarer Pfad enthalten ist.
Die Ausgabe erfolgt als Menge von Tupeln (Zug zi, Abschnitt aj , tmin, tmax, vmin, vmax) für
alle Ereignisse eij in E (mit vmin, vmax als empfohlene Geschwindigkeitsschranken). Damit
kann jedes Zeitfenster eindeutig einem Zug und den dazugehörigen Abschnitten zugeordnet
und so ein Zuglaufkorridor konstruiert werden. Zudem können, analog zur Darstellung des
RTTP mittels Zug- und Infrastruktursicht, alle Zugfolgen eines Abschnittes dargestellt wer-
den. Zusätzlich kann für jeden Zug ein Zuglaufpfad (Zug zi, Abschnitt aj , t∗, v∗) mit t∗ und v∗
als optimale Zeiten und Geschwindigkeiten ausgegeben werden. Die Ausgabe der berechne-
ten Zuglaufoptimierungspläne erfolgt in der vorliegenden Implementierung als XML-Datei.
Ein Beispiel findet sich in Anhang C.
Mit den in Abschnitt 4.3 beschriebenen Ein- und Ausgabestrukturen besteht nun die Mög-
lichkeit, Daten auszutauschen. Im Folgenden soll nun darauf eingegangen werden, wie die
dortigen Informationen in einem Ereignismodell dargestellt werden können.
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4.4 Beschreibung der Aufgabe – Topologisches Gleismodell
und Ereignisgraph
Im Folgenden wird ein Modell zur Darstellung von Zugfahrten auf der Schieneninfrastruktur
mit ihren Abfolgen und Randbedingungen entwickelt. Eine Veröffentlichung, die wesentliche
Aspekte daraus vorstellt, ist [Jae13]. Die Schnittstelle soll für einen Ausschnitt aus dem Ei-
senbahnsystem für die betrachteten Züge und Abschnittswechselpunkte mögliche Durchfahr-
zeiten oder Durchfahrzeitintervalle und Geschwindigkeitsintervalle ermitteln. Daher werden
Variablen für Züge und Gleisabschnitte benötigt. Es seien also wie gehabt
zi ∈ Z(i = 1 . . . n) Züge und (4.10)
aj ∈ A(j = 1 . . .m) Gleisabschnitte . (4.11)
Überfährt ein Zug zi einen Abschnittswechselpunkt aj , so wird das als Ereignis bezeich-
net. Die Menge E beinhaltet alle geplanten Ereignisse, deren Elemente mit eij bezeichnet
werden sollen. Außerdem wird mit <z,i eine Relation definiert, mit deren Hilfe sich Tupel
nacheinander stattfindender Ereignisse eines Zuges zi darstellen lassen. Analog bringt <s,j
die Ereignisse auf Abschnitt j in eine zeitliche Reihenfolge.
E = {eij | zi ∈ Z nutzt aj ∈ A} (4.12)
Relation <z,i= {(eij , eik) | eij soll vor eik stattfinden } (4.13)
Relation <a,j= {(eij , elj) | eij soll vor elj stattfinden } (4.14)
Um die zeitliche Nacheinanderausführung dieser Ereignisse darstellen zu können, werden
Relationen direkter Nachfolger so definiert, dass gilt:
Rz,i = {(eij , eik) ∈ E2 | πz,i(ak) = πz,i(aj) + 1}, (4.15)
Ra,j = {(eij , elj) ∈ E2 | πa,j(zl) = πa,j(zi) + 1}. (4.16)
Damit enthält R−1 als Inverse der obigen Relation R Tupel, die aus einem Ereignis sowie
dessen Vorgänger bestehen.
Die Mengen Z,A und E sowie die Relationen Rz,i und Ra,j werden durch die Eingabe-
werte des Konfliktlösungssystems vorgegeben sein. Mit Abbildung 4.7 sei die Anwendung
der Relationen anhand zweier Züge z1 und z2 dargestellt, von denen z1 die Gleisabschnitte
a1 sowie a3 bis a6 befährt, z2 hingegen a2 bis a4 und a7 befährt. Relation Rz,1 enthält Ele-
ment (e1,1, e1,3) und gibt hiermit an, dass Zug z1 nach Abschnitt a1, Abschnitt a3 befährt.
e1,4Ra,4e2,4 gibt an, dass auf Abschnitt a4 auf z1 der Zug z2 folgt.
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z1a1 z1a3 z1a4 z1a5 z1a6
z2a2 z2a3 z2a4 z2a7
e1,1Rz,1e1,3
e1,4Ra,4e2,4
Abbildung 4.7: Ereignisgraph eines einfachen Beispielsystems.
Zusätzlich werden für jedes Ereignis eij definiert:
maximale Zeit tmaxij , (4.17)
minimale Zeit tminij , (4.18)
maximale Geschwindigkeit vmaxij und (4.19)
minimale Geschwindigkeit vminij . (4.20)
Dabei soll die maximale Zeit geplanter Ereignisse größergleich der minimalen Zeit sein,
es gelte also
tminij ≤ tmaxij . (4.21)
Die Prozessdauer, also die Zeit zwischen zwei aufeinanderfolgenden Ereignissen, sei für
alle Ereignistupel (eij , eik) in Rz,i mit der
maximalen Dauer Tmaxi,jk und der (4.22)
minimalen Dauer Tminj,il mit (4.23)
Tminj,il ≤ Tmaxi,jk (4.24)
und für alle Ereignistupel (eij , elj) in Rs,j die
minimale Pufferzeit (nachgelagert) σij (4.25)
vorgegeben.
Ist durch Vorgaben des Fahrerassistenzsystems auch eine Geschwindigkeit gegeben, die
nur während Beschleunigungs- und Bremsphasen unterschritten werden darf, wird auch die
maximale Dauer als Nebenbedingung gesetzt.
Die vorgestellte Modellierung der Vorgänge auf dem Schienennetz ermöglicht eine Opti-
mierung nach zahlreichen Gütekriterien, deren Auswirkungen auf die berechneten Zugfahrt-
korridore im folgenden Abschnitt diskutiert werden sollen.
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4.5 Gütekriterien zur Optimierung der Zuglaufkorridore
Bei der Ermittlung der Zuglaufoptimierungspläne sind verschiedene Gütekriterien denkbar.
Daher soll in diesem Abschnitt untersucht werden, wie sich unterschiedliche Gütekriterien
bei der Gestaltung von Zugfahrtkorridoren auswirken, und es wird eine Festlegung erfolgen,
welche möglichen Kriterien in die Gütefunktion einfließen.
Die Schnittstelle bietet, wie das in [Sof14] beschriebene System RCS-ADL, neben der
Möglichkeit, Dispatching-Entscheidungen gezielt umzusetzen, das Potenzial, im Zusammen-
spiel der verschiedenen Zugfahrtkorridore eines Zuglaufoptimierungsplans weitere Kapazi-
tätssteigerungen zu erzielen, indem unnötige Halte vermieden werden, beispielsweise an
Kreuzungsstellen und Überholstellen oder solche, die anderenorts durch Heranfahren an re-
striktive Signale entstehen. Zusätzlich kann durch Haltvermeidung eine Energieverbrauchs-
reduktion erzielt werden. Voraussetzungen für das Erzielen dieses Nutzeffektes bilden Zu-
standsinformationen über die sich im Netz befindenden Züge in ausreichender Frequenz und
Güte und eine hohe Zahl der durch Fahrerassistenzsysteme beeinflussten Züge. Anderenfalls
könnten unbeeinflusste Züge die Umsetzung des durch den Zuglaufoptimierungsplan vorge-
gebenen Ablaufs stören und erneut zu Halten und dadurch zu erhöhtem Energieverbrauch
und erhöhter Kapazitätsauslastung führen.
4.5.1 Gestaltung eines Korridors zur Kapazitätserhöhung
Die Erhöhung der Kapazität ist vor allem ein Effekt, der durch das Vermindern von Rothalten
und langsamen Durchfahrten auf Abschnitten mit hoher Kapazitätsauslastung erzielt wird.
Dabei sind für Ein- und Ausfahrten aus den jeweiligen Abschnitten die frühesten Einfahr-
zeiten und die spätesten Ausfahrzeiten von Bedeutung, da es nicht um die Generierung von
festen Durchfahrzeitpunkten gehen soll, sondern um Intervalle, die zur Durchfahrt genutzt
werden sollen.
Um nun zu erreichen, dass sich Züge nicht gegenseitig behindern, müssen die Zeitfenster
für verschiedene Züge, die sich auf einem Abschnitt bewegen, so gewählt werden, dass sie
sich nicht überschneiden. Außerdem wird so dafür gesorgt, dass das nachgelagerte Fahrer-
assistenzsystem immer nur auf freie Fahrt optimiert und den Zug nicht unerwartet in einen
Rothalt steuert.
Im Falle einer angestrebten hohen Kapazitätsauslastung sollen möglichst viele Ereignisse
in einer vorgegebenen Zeitspanne stattfinden und die Intervalllängen der möglichen Pro-
zessdauern müssen klein gehalten werden. Da jedoch die Anzahl geplanter Ereignisse im
Vorhinein bekannt ist, sollten die Intervalllängen zugunsten der Resilienz möglichst groß,
jedoch auch ausgeglichen sein.
4.5.2 Gestaltung eines Korridors zur Energieoptimierung
Die Nutzung von Zeitintervallen als Stellgröße ist bei gleichzeitiger Sicherstellung des Ein-
haltens der Nebenbedingungen wie der Fahrplantreue ein geeignetes Mittel, um den Gesamt-
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energieverbrauch zu optimieren. Daher soll hier diskutiert werden, wie der Energieverbrauch
vom Zusammenspiel der Zugfahrtkorridore beeinflusst werden kann und wie einzelne Kor-
ridore gestaltet werden können, um energiesparendes Fahren zu ermöglichen.
So führt das Vermeiden von Rothalten oftmals zu einer Energieeinsparung [Alb14a]. Al-
lerdings ist es möglich, dass andere Züge dabei wesentlich mehr Energie verbrauchen, wenn
sie bspw. wegen eines nachfolgenden Zuges beschleunigen müssen. Das Verhältnis von zu-
sätzlich verkürzter und verlängerter Fahrzeit zweier solcher Züge muss ausgewogen im Sinne
des Energieverbrauchs sein. Ein Beschleunigen des vorausfahrenden Zuges ist beispielsweise
dann nicht anzustreben, wenn nur eine geringe Verspätungsverringerung des vorausfahren-
den Fahrzeugs zu erwarten ist, der Betriebsablauf (beispielsweise Personalwechsel) und die
Kundenzufriedenheit nur geringfügig verbessert würden, zugleich aber durch erheblichen
Mehrverbrauch Zusatzkosten zu erwarten sind.
Neben dem Vermeiden von Rothalten kann das Anstreben von Zeitfenstern für Fahrwei-
sen mit wenigen Beschleunigungs- und Bremsphasen und das Konstruieren möglichst großer
Korridorzeitfenster zu Energieverbrauchsreduktionen führen. Denn nur, wenn ein Korridor
genügend Raum für die Geschwindigkeitsoptimierung lässt, kann das Fahrerassistenzsystem
wirkungsvoll agieren. Deshalb ist es sinnvoll, neben der eigentlichen Sicherstellung der Fahr-
barkeit nicht fahrbare, späte Fahrzeitbereiche dem Folgezug zuzuschlagen, der damit einen
größeren Optimierungsspielraum erhält, bzw. nicht fahrbare, frühe Fahrzeitbereiche dem
Vorgängerzug zuzuschlagen.
Kann ein Zug auch größere oder kleinere Fahrzeiten realisieren als zunächst angenom-
men, könnten diese so noch nutzbar gemacht werden. Daher ist abzuwägen, ob auch Fahr-
zeiten, die für einen Zug zunächst als nicht fahrbar gelten, den Korridorfenstern dieses Zuges
zugeschlagen werden sollten. Es geht also im Sinne der Gestaltung hinsichtlich der Energie-
optimierung darum, die Zeitfenster zunächst möglich groß zu gestalten. Zudem kann nicht
sichergestellt werden, dass der tatsächliche Fahrtverlauf des Zuges der berechneten optima-
len Trajektorie entspricht, jedoch kann durch möglichst große Zeitfenster verhindert werden,
dass ein zu häufiges Neuberechnen nötig wird.
Außerdem soll untersucht werden, wie Korridore gestaltet werden müssen, um die Ener-
gieoptimierung nicht nur zu ermöglichen, sondern um ihr gezielt zuzuarbeiten – zum Bei-
spiel, indem Geschwindigkeitsschwankungen vermieden werden oder Korridore schon den
optimalen Fahrtverlauf widerspiegeln.
In [SMA14] findet sich eine ausführliche Betrachtung der betrieblichen und nicht-betrieblichen
Möglichkeiten zur Energieeinsparung, leider wurden die Potenziale der Ausnutzung des Gra-
dientenprofils dort nicht aufgeführt, obwohl es unstrittig sein dürfte, dass dadurch Ener-
gieeinsparungen zu erzielen sind. Eine betriebliche Energieoptimierung kann für einzelne
Fahrzeuge vor allem durch
• Geschwindigkeitsreduktion bei Fahrzeitverlängerung [SMA14; Sch15],
• Reduktion der Geschwindigkeitsschwankungen [SMA14] oder
• Ausnutzung des Gradientenprofils [Tho11]
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erreicht werden. Im Folgenden soll darauf eingegangen werden, wie Korridore konstruiert
sein müssen, um diese Maßnahmen gezielt zu ermöglichen.
Energieeinsparung durch Fahrzeitverlängerung
Werden Zeitfenster so gewählt, dass sie eher am unteren Rand der möglichen Zeiten lie-
gen, kann die Energieoptimierung des Fahrerassistenzsystems geringere Geschwindigkeiten
empfehlen. Durch die Kopplung mit betrieblichen Restriktionen kann es im Gesamtzusam-
menhang jedoch dazu kommen, dass ein erhöhter Energieverbrauch resultiert. Dies kann
beispielsweise der Fall sein, wenn durch das Zusammenspiel mit anderen Zügen ein erneu-
tes Beschleunigen nötig wird. Zudem sollte das Hinzufügen zusätzlicher Halte vermieden
werden. Fahrzeitverlängerungen sind energetisch also vor allem dann sinnvoll, wenn zusätz-
liche Fahrzeiten gleichmäßig über den Fahrtverlauf verteilt werden können.
Energieeinsparung durch Geschwindigkeitsausgleich
Da ein Großteil der für die Translation aufgewendeten Energie für Beschleunigungsvorgänge
benötigt wird, die so erlangte kinetische Energie jedoch nur unter erheblichen Verlusten
wieder zurückgewonnen werden kann, ist es sinnvoll, derartige Energieumwandlungen zu
vermeiden. Dies kann geschehen, indem Zeitfenster so gewählt werden, dass Fahrten mit
etwa gleichbleibender Geschwindigkeit möglich sind, diese Zeitfenster also im Weg-Zeit-
Diagramm auf einer Geraden liegen.
Energieeinsparung unter Betrachtung des Gradientenprofils
Einige Abschnitte sind aufgrund ihres Gradientenprofils besonders gut zum Beschleunigen
geeignet. Der Korridor sollte also die Möglichkeit vorsehen, dass die Geschwindigkeit in
solchen Bereichen mit Gefälle erhöht werden kann und andere Abschnitte zur Beharrung
oder zum Bremsen genutzt werden können.
4.5.3 Mehrkriterielle Optimierung
In der umgesetzten Modellierung soll mit dem Fokus auf Kapazitätserhöhung gleichzeitig
eine Reduktion des Energieverbrauchs erzielt werden. Dabei wird in der Zielfunktion allein
der Energieverbrauch betrachtet. Eine Kapazitätserhöhung soll implizit durch die Zuweisung
von Zeitfenstern und der damit verbundenen Verminderung von Rothalten und der schnellen
Durchfahrt von hochbelasteten Streckenteilen erfolgen. Fahrplantreue als wichtigstes Krite-
rium dieser Optimierung muss ebenfalls als Randbedingung in der Gütefunktion betrachtet
werden, da Lösungen auch bei Nichteinhalten der Fahrplanzeiten beispielsweise im Falle von
Störungen und stark verspäteten Fahrten berechnet werden sollen.
4.6 Wahl des Modellierungsverfahrens
Nachdem die funktionalen Anforderungen beschrieben wurden, gilt es nun, eine geeigne-
te Modellierung zu finden, um diese in das Ereignismodell zu integrieren. In diesem Ab-
schnitt werden zunächst Möglichkeiten zur Einschränkung des Suchraums vorgestellt und
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ausgewählt. Schließlich wird die Formulierung des Modells inklusive der dort darstellbaren
Nebenbedingungen vorgenommen.
4.6.1 Möglichkeiten zur Einschränkung des Suchraums
Die zwei wesentlichen Anforderungen an die Schnittstelle sind die Konfliktfreiheit der Aus-
gabekorridore, deren Fahrplantreue sowie deren Fahrbarkeit. Um sicherzustellen, dass diese
Randbedingungen durch die Lösung erfüllt werden, können sie
• direkt im Systemmodell (siehe [Weg03]),
• mittels Nebenbedingungen (siehe [Jar04]),
• Barrierefunktionen (siehe [Ulb12]) oder
• Straffunktionen (siehe [Ulb12])
modelliert werden. Diese Varianten sollen im Verlauf des Abschnitts beschrieben werden.
Daraufhin wird entschieden, wie die unterschiedlichen Anforderungen modelliert werden
können.
4.6.1.1 Integration im Systemmodell
In [Weg03] wird ein Verfahren vorgestellt, bei dem Randbedingungen wie Konfliktfreiheit
bereits im Systemmodell integriert sind und bei der Optimierung keiner gesonderten Be-
trachtung bedürfen. Die Modellierung erfolgt dort mittels zeitbehafteter Petri-Netze, deren
Regeln die Nichtgleichzeitigkeit der Belegungszeiten verschiedener Züge eines Abschnittes
sicherstellen. Das in der vorliegenden Arbeit beschriebene Systemmodell eignet sich hierfür
jedoch nicht.
4.6.1.2 Nebenbedingungen
Sollen Randbedingungen als Nebenbedingungen mittels Constraint-Programmierung model-
liert werden, können Anforderungen direkt als Gleichungen oder Ungleichungen formuliert
werden. Konfliktfreiheit könnte beispielsweise hergestellt werden, indem man Überschnei-
dungsfreiheit für alle Belegungszeitintervalle der Züge zi, zk ∈ Z (i ̸= k) eines Abschnit-
tes j fordert oder indem man Zugfolgezeiten σ und die Bedingung tij ≤ tkj + σ für alle
(ekj , eij) ∈ Rs,j festlegt.
Zur Lösung solcher Constraint-Optimierungsprobleme werden spezielle Constraint-Lö-
ser herangezogen, die zunächst eine Vereinfachung der Nebenbedingungen vornehmen und
dann in einem Iterationsverfahren unter Nutzung üblicher Verfahren der nichtlinearen Op-
timierung eine Näherungslösung ermitteln. Diese Darstellung der Randbedingungen als Ne-
benbedingungen in Form von Gleichungen und Ungleichungen soll für Konfliktfreiheit und
Fahrplantreue gewählt werden, da sie sich bei ähnlichen Problemstellungen bereits bewährt
hat.
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Abbildung 4.8: Prinzipieller Verlauf von Straffunktionen (links) und Barrierefunktionen
(rechts).
4.6.1.3 Barrierefunktionen
Bei der Nutzung von Barrierefunktionen werden die gegebenen Randbedingungen in einen
Funktionsterm ν(x) überführt, der mit einem Wichtungsfaktor µ versehen zur eigentlichen
Zielfunktion f addiert wird. Durch Verwendung der so erhaltenen Hilfsfunktion als Zielfunk-
tion kann das restriktive Optimierungsproblem in ein Optimierungsproblem ohne Nebenbe-
dingungen überführt werden.
f(x) → min
gi(x) ≤ 0
}
⇒ f(x) + µν(x) → min (4.26)
Dabei kommt man einer zulässigen Lösung umso näher, je kleiner µ gewählt wird. Barrie-
refunktionen mit unendlich großen Funktionswerten außerhalb und Werten gleich null in-
nerhalb des zulässigen Bereiches sind zwar wünschenswert, da sie die Gültigkeit der Lösung
bei gleichzeitiger voller Ausnutzung des Lösungsraumes sicherstellen, sie sind aber aufgrund
der Unstetigkeit für Berechnungen in der Praxis ungeeignet. Daher werden Funktionen wie
in Abbildung 4.8 genutzt, die am Rand des zulässigen Bereiches asymptotisch gegen unend-
lich gehen. Barrierefunktionen werden ausschließlich zur Darstellung von Ungleichungsne-
benbedingungen verwendet. Eine Einführung zu Barrierefunktionen bietet [Ulb12].
Bei Annäherung an die Grenze des zulässigen Bereichs geht der Funktionswert und da-
mit der Wert der Zielfunktion gegen unendlich. Damit ist ein Überschreiten dieser Grenze
praktisch ausgeschlossen. Barrierefunktionen eignen sich daher nicht für Probleme, bei de-
nen Lösungen außerhalb des angestrebten Bereichs zwar zulässig, aber zu vermeiden sein
sollen, was jedoch das beim Kriterium der Fahrplantreue der Fall ist.
4.6.1.4 Straffunktionen
Straffunktionen werden ähnlich den Barrierefunktionen genutzt, indem man sie zur Ziel-
funktion addiert. Im Unterschied zu diesen werden hier jedoch stetige Funktionen verwen-
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det, die am Rand des zulässigen Bereiches gegen null gehen (siehe Abbildung 4.8) und deren
Werte im Äußeren größer null sind. Diese Funktionen können sowohl zur Darstellung von
Ungleichungsnebenbedingungen als auch von Gleichungsbedingungen verwendet werden.
Dabei kommt man der optimalen Lösung umso näher, je größer µ gewählt wird.
f(x) → min
gi(x) ≤ 0
hj(x) = 0
⎫⎪⎬⎪⎭⇒ f(x) + µν(x) → min (4.27)
Eine Einführung zu Straffunktionen findet sich ebenfalls in [Ulb12].
Wichtigstes Kriterium der Optimierung ist die Fahrplantreue, das für Abschnitte mit vor-
gegebener Ankunfts- oder Abfahrtszeit als gewichtete Differenz aus geplanter und optimier-
ter Zeit im Sinne einer Straffunktion in die Zielfunktion eingehen kann. Eine Beschränkung
des Suchraumes mit Hilfe der Fahrplanzeiten als Ungleichungsnebenbedingungen ist nicht
möglich, da das System auch im gestörten Betrieb und dort auch in Situationen, bei denen
eine pünktliche Ankunft oder Abfahrt nicht mehr möglich ist, eingesetzt werden soll.
4.6.2 Formulierung der Nebenbedingungen als Constraint-Programm
Im Weiteren sollen auftretende Nebenbedingungen mathematisch formuliert werden. Damit
kann mit einem geeigneten Constraint-Löser das Einhalten der Randbedingungen sicherge-
stellt werden, ohne den Suchraum unnötig einzuengen.
Um die Fahrbarkeit der Korridore eines Zuglaufoptimierungsplans sicherzustellen, wurde
ein nichtlinear-Constraint-Ansatz gewählt (vorgestellt in [Jae13; Jae16]). Dabei werden für
jedes Ereignis eij in E optimale Zeiten t∗ij und Geschwindigkeiten v
∗
ij berechnet, mit denen
man fahrbare Korridore konstruieren kann.
optimale Zeit nach Ereignis eij : t∗ij
optimale Geschwindigkeit nach Ereignis eij : v∗ij
Der Zuglaufoptimierungsplan wird dann in der Art gestaltet, dass die so gebildeten optima-
len Pfade darin enthalten sind.
Diese optimalen Zeiten sollen in Intervallen liegen, die durch die minimale Fahrzeit tmin
und die maximale Fahrzeit tmax, berechenbar durch Ankunftszeiten des Fahrplans, begrenzt
sind. Des Weiteren bilden die minimale Geschwindigkeit ṽminij [Alb13b], wenn sie existiert,
und die maximale Geschwindigkeit, also die Geschwindigkeitsbegrenzung, Intervallgrenzen
für die Werte der Geschwindigkeitsvariablen. Sollen ungeplante Zwischenhalte möglich sein,
können die maximale Fahrzeit und die minimalen Geschwindigkeiten unbeschränkt bleiben.
t̃minij ≤ t∗ij ≤ t̃maxij (4.28)
ṽminij ≤ v∗ij ≤ ṽmaxij (4.29)
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Da die minimale Pufferzeit jeweils zwischen zwei Zügen definiert wird, bildet sie eine
lineare Nebenbedingung:
∀j∀(i, l) ∈ Rs,j : t∗ij + σij ≤ t∗lj (4.30)
und die Fahrzeit, die von Start- und Zielgeschwindigkeit abhängt, wird als nichtlineare Ne-
benbedingung
∀i∀(j, k) ∈ Rz,i : t̃minik (vij , vik) ≤ t∗ik − t∗ij ≤ t̃maxik (vij , vik) (4.31)
in das Optimierungsproblem eingebracht.
Umsetzung des Gütekriteriums „Fahrbarkeit“ der Zielfunktion
Mit der gegebenen Modellierung ist es möglich, während der Nutzung der Schnittstelle zur
Generierung von Eingabedaten für Fahrerassistenzsysteme, die Fahrbarkeit der Konfliktlö-
sung zu prüfen. Dazu gibt die Zielfunktion 4.32 das Maß an, in dem die Lösung die gegebe-
nen Randbedingungen verletzt. Bei gültigen (fahrbaren) Konfliktlösungen wird Null zurück-
gegeben. Wird keine gültige Lösung gefunden, wird diejenige mit der geringsten Verletzung
der Vorgaben ausgewählt. Diese Lösung kann dann als Rückgabe an das Konfliktlösungssys-
tem übersandt werden, um das Erzeugen einer fahrbaren Konfliktlösung zu unterstützen.
min
∑
ei,j∈E
((
max(0, t̃∗ij − t̃maxij )
)2
+
(
max(0, t̃minij − t̃∗ij)
)2)
+
∑
ei,j∈E
((
max(0, ṽ∗ij − ṽmaxij )
)2
+
(
max(0, ṽminij − ṽ∗ij)
)2)
+
∑
l∈A
∑
(ej,l,ek,l)∈Ra,l
(
max(0, t̃∗ik − t̃∗ij − σjk)
)2
.
(4.32)
Eine Veranschaulichung des Modells ist mit Abbildung 4.9 gegeben, in der Variablen und
Nebenbedingungen beispielhaft für einen Abschnitt aj dargestellt sind. Dabei ergibt sich
der schwarze, zulässige Bereich aus der Schnittmenge der Intervalle von – hinsichtlich des
Fahrplans – zulässigen Zeiten und fahrbaren Zeiten und Geschwindigkeiten, berechnet mit
Hilfe der Fahrzeitenrechnung.
4.6.3 Zusammenfassung der Modellbildung
In Kapitel 4 wurde deutlich, dass sowohl Anforderungen an die Datenstrukturen als auch
an die Funktionalitäten der zu entwickelnden Schnittstellenlösung bestehen. Daher wurden
mit dem Echtzeitfahrplan und dem Zuglaufoptimierungsplan Datenstrukturen für Ein- und
Ausgabe beschrieben, deren Daten von Konfliktlösungssystemen geliefert und Fahrerassis-
tenzsystemen gelesen werden können. Die relevanten Prozesse des Bahnbetriebs wurden in
einem Ereignismodell dargestellt, auf dessen Grundlage ein Constraint-Programm entwickelt
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Abbildung 4.9: Darstellung von Lösungsraum und Nebenbedingungen; rot gestrichelt:
längste Fahrt; grün gepunkt-strichelt: kürzeste Fahrt; schwarz gestrichelt:
zeitlich folgendes Ereignis; schwarze Flächen: zulässiger Lösungsbereich.
worden ist, das das Einhalten der Nebenbedingungen hinsichtlich Fahrzeiten und Geschwin-
digkeiten sicherstellt. Damit kann die Anforderung der Fahrbarkeit erfüllt werden. Es zeig-
te sich jedoch, dass die Fahrplantreue nicht mittels Nebenbedingungen modelliert werden
kann. Sie soll durch einen Straffunktionsterm in die Gütefunktion eingebunden werden.
Das entworfene Constraint-Programm kann nun mit einem geeigneten Contraint-Löser
genutzt werden, um eine Optimierung durchzuführen. Im folgenden Kapitel werden alle
Schritte, die zur Vorbereitung und Durchführung der Optimierung nötig sind, beschrieben
und Möglichkeiten zum Verkürzen des Optimierungsaufwands dargestellt.
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Auf Basis des im vorangegangenen Kapitel vorgestellten Constraint-Programms soll ein Ver-
fahren zur Berechnung von Fahrzeit-Geschwindigkeit-Korridoren entwickelt werden. Dazu
werden nötige Eingangsdaten mit ihrer Modellierung vorgestellt und die Verarbeitungs-
schrittfolge erläutert. Zuletzt werden andere Modellierungsvarianten diskutiert, die sich im
Rahmen der in diesem Kapitel vorgestellten Constraint-Programmierung umsetzen lassen.
Das Erstellen des Zuglaufoptimierungsplans erfolgt, wie in Abbildung 5.1 dargestellt, in
drei Schritten. Mit dem ersten Schritt werden die zur Optimierung nötigen Daten zur Ver-
fügung gestellt. Er kann von den beiden anderen abgekoppelt als Vorverarbeitungsschritt
durchgeführt werden. Während des zweiten Schrittes werden für alle Züge fahrbare Pfade
ermittelt. Da der Zuglaufoptimierungsplan energiesparendes Fahren unterstützen soll, stellt
neben der Fahrplantreue der Energieverbrauch der Züge das entscheidende Kriterium für
die Optimierung während der Konstruktion der Pfade dar. Im dritten Schritt werden Zeit-
intervalle um die ermittelten Pfade geformt. Um den Zuglaufoptimierungsplan zu erhalten,
werden die verfügbaren Zeiten zwischen aufeinanderfolgenden Zugpfaden den jeweiligen
Zügen zugewiesen. Eine Veröffentlichung dieser Abfolge erfolgte in [Alb14c].
5.1 Vorverarbeitung – Bereitstellung der Fahrzeit- und
Energieverbrauchsdaten auf einem Abschnitt
Da zur Ermittlung optimaler Fahrzeiten das Kriterium „Energieverbrauch“ herangezogen
wird, müssen zum Durchführen der Optimierung mögliche Fahrzeiten t̃min sowie t̃max und
der jeweilige Energieverbrauch Eij für jedes Ereignis, also jede Zugfahrt auf einem Stre-
ckenabschnitt, bekannt sein. In diesem Abschnitt wird beschrieben, wie die Werte berechnet
werden und welche Modellierungsvarianten für deren Darstellung gewählt worden sind.
Vorver-
arbeitung
Berechnung
Fenster
Berechnung
Pfade
RTTP
Eingangs-
daten
Eij ,
tminij , t
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ij ≤ t∗ij ≤ tmax∗ij
Abbildung 5.1: Prinzipskizze Verfahrensablauf.
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Fahrzeiten können zum einen simulativ und zum anderen rechnerisch durch Integration
der fahrdynamischen Grundgleichung (siehe Kapitel 3) ermittelt werden. Zur Vermeidung
rechenintensiver Simulationen werden Fahrzeiten oft auch näherungsweise durch konstante
Fahrzeiten, fixed-speed-Modelle oder durch Annahme einer konstanten Fahrzeit unter Hin-
zunahme von Aufschlägen für Beschleunigung und Bremsen ermittelt. In dieser Arbeit soll
jedoch eine mikroskopische Simulation (siehe Kapitel 3) der Fahrzeiten zum Einsatz kom-
men. Durch eine solche Vorgehensweise können immer nur Fahrzeiten für konkrete Wertaus-
prägungen in den die Dauer einer Zugfahrt beeinflussenden Parametern berechnet werden.
Die auf den erhaltenen Daten ausgeführten Verfahren arbeiten jedoch mit kontinuierlichen
Variablen, wodurch eine approximierende Darstellung von einer Menge durch Simulatio-
nen erhaltener Daten nötig wird. Diese Approximation soll neben der wertkontinuierlichen
Darstellung auch für eine speichereffiziente Darstellung der Daten und für einen schnellen
Zugriff auf die Daten sorgen.
Zur Berechnung von Durchfahrzeiten benötigt man für jeden betrachteten Punkt Funk-
tionen gemäß Gleichungen 5.1 bzw. 5.2, die zugspezifisch angeben, welche Fahrzeit in Ab-
hängigkeit von der Anfangsgeschwindigkeit maximal bzw. minimal erreicht werden kann.
Zusätzlich werden Funktionen benötigt, die für jede Fahrzeit angeben, welche Endgeschwin-
digkeit ein Zug annehmen kann (Gleichungen 5.3 und 5.4), um zusätzlich zu Durchfahrzei-
ten auch Durchfahrgeschwindigkeiten bestimmen zu können. Der prinzipielle Verlauf dieser
Fahrzeiten ist in Abbildung 5.2a dargestellt, die Ergebnisse für die Geschwindigkeitsbetrach-
tung finden sich beispielhaft für eine Fahrzeug-Abschnitts-Kombination in Abbildung 5.2b.
tmin : R
2 → R
(va,ve)↦→tmin(va,ve)
(5.1)
tmax : R
2 → R
(va,ve)↦→tmax(va,ve)
(5.2)
vmin : R
2 → R
(t,va)↦→vmin(t,va)
(5.3)
vmax : R
2 → R
(t,va)↦→vmax(t,va)
(5.4)
Zur Berechnung von Funktionswerten zu gegebenen Eingangsdaten wurde entsprechend
den Ausführungen in Kapitel 3 eine Computersimulation erstellt, mit deren Hilfe Fahrzeiten
berechnet werden können. Da diese Rechnungen diskrete Ergebnisse erzeugen, soll zwischen
den Ausgabewerten approximiert werden, um stetige Funktionen zu erhalten. Dazu werden
Datenpaare, bestehend aus Stützstellen und dazugehörigen Funktionswerten, ermittelt und
ein darauf aufbauendes Approximationsmodell erstellt, das zur Prädiktion von Werten auch
an vorher nicht untersuchten Stellen genutzt wird. Um das Approximationsmodell zu erstel-
len, sind zwei prinzipielle Vorgehensweisen zu unterscheiden: Approximation und Interpo-
lation der Daten. Daher soll im Folgenden näher auf Möglichkeiten der Approximation und
Interpolation von Flächen eingegangen werden.
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Abbildung 5.2: Darstellung von tmin und vmax anhand der simulativen Ergebnisse von bei-
spielhaften Zugfahrten auf einem Abschnitt.
5.1.1 Interpolationsverfahren
Da beim gewählten Optimierungsverfahren mit kontinuierliche Werten gearbeitet wird, die
Berechnung der Fahrzeiten und Energieverbräuche jedoch im Vorfeld der eigentlichen Opti-
mierung stattfinden soll, werden Interpolationsverfahren benötigt. Damit wird es zur Lauf-
zeit der Optimierung möglich, zwischen gegebenen, in der Vorverarbeitung berechneten
Stützpunkten zu interpolieren und so Werte für beliebige Stellen der Funktionen zu berech-
nen. Daher werden hier Verfahren vorgestellt und nach einer Betrachtung ihrer Eigenschaf-
ten und Approximationsgüte ausgewählt.
Interpolationsfunktionen sind Funktionen f , die für gegebene Punkte (xi, yi) i ∈ {1, . . . , n}
die sogenannten Interpolationsbedingungen f(xi) = yi erfüllen. Obwohl viele bekannte In-
terpolationsverfahren uni- oder bivariate Funktionen nutzen, gibt es immer auch die Mög-
lichkeit einer Erweiterung auf multivariate Funktionen mit mehr als zwei Variablen, bei-
spielsweise mit der Tensorproduktmethode. Alle hier exemplarisch aufgeführten Methoden
eignen sich zur Flächeninterpolation, wie sie für die Interpolation der Fahrzeit in Abhän-
gigkeit von Start- und Endgeschwindigkeit benötigt wird. In Abschnitt 5.1.2 soll eine Be-
trachtung der durch ausgewählte Verfahren verursachten Interpolationsfehler vorgenommen
werden.
Es werden folgende Verfahren untersucht, die sich hinsichtlich Rechenaufwand und Fle-
xibilität, aber auch der Anzahl der benötigten Stützstellen unterscheiden und daher verglei-
chend untersucht werden sollen:
• das Kriging-Verfahren zur Flächeninterpolation,
• die Tensorproduktmethode,
• bikubische Splines,
• die Polynomapproximation.
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5.1.1.1 Kriging-Verfahren zur Flächeninterpolation
Kriging ist ein aus der Geostatik bekannt gewordenes Verfahren, das auf Grundlage einiger
Stützpunkte und eines angenommenen statistischen Zusammenhangs Werte in der Umge-
bung der Stützpunkte interpoliert. Das Verfahren ist zur Verarbeitung mehrdimensionaler
Eingangsdaten geeignet, insbesondere, wenn die Berechnung der Stützwerte teuer ist, da
das Verfahren selbst recht aufwändig ist, dafür aber durch das Nutzen von Vorinformationen
über den Kurvenverlauf eine gute Näherung bietet. Allerdings sollte die Anzahl der Stütz-
punkte gering bleiben, da Rechenzeit sowie Speicherbedarf sonst zu groß sind. Auch Ein-
zelauswertungen sind so zeitaufwändig, dass eine Anwendung unter Echtzeitanforderungen
nicht in Frage kommt. Die Methode soll aber als Matlab-DACE-Toolbox dennoch zum Ver-
gleich der Approximationsgüte mit denen anderer Verfahren herangezogen werden. [Stu88;
Jon98; Jon01]
5.1.1.2 Flächeninterpolation mit einer Tensorproduktmethode
Mit der Tensorproduktmethode führt man die Interpolation einer Fläche, also reellwertiger
Funktionen zweier Variablen f(x, y), auf die Interpolation von reellen Funktionen einer Va-
riablen zurück. Das Verfahren ist in [Lan90] beschrieben. Die Funktionsweise des Verfahrens
basiert auf folgendem Ansatz:
Gegeben seien Stützstellen (x0, . . . , xn)× (y0, . . . , xm), die ein Rechteckgitter bilden sowie
eine Basis von interpolierenden Funktionen ϕi und ψi mit
ϕi(xj) =
⎧⎨⎩1 für i = j,0 sonst (i ∈ {0, . . . , n}) (5.5)
bzw. ψi(yj) =
⎧⎨⎩1 für i = j,0 sonst (j ∈ {0, . . . ,m}) . (5.6)
Dann definiert
f(x, y) =
n∑
i=0
m∑
j=0
f(xi, yj)ϕi(x)ψj(y) (5.7)
eine Interpolationsfunktion. Die Vorgabe eines Rechteckgitters ist jedoch oft nicht umsetzbar
und auch im konkreten Fall muss geprüft werden, ob man diese Methode anwenden kann,
ohne zu große Abstriche bei der Interpolationsgenauigkeit machen zu müssen.
Bikubische Splines
Ein kubischer Spline ist eine abschnittsweise definierte glatte Funktion minimaler Krüm-
mung. Er eignet sich besonders zur Interpolation glatter Funktionen und neigt, anders als
beispielsweise Interpolationspolynome, nicht zum Überschwingen. Bei der Berechnung bi-
kubischer Splines werden zu einer aufsteigenden Folge von Stützstellen x1, . . . , xn die Koef-
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x
y
x1 x2 x3 x4 x5
Abbildung 5.3: Prinzipskizze B-Spline-Basisfunktionen.
fizienten von Polynomen
pi(x) = k3x
3 + k2x
2 + k1x+ k0 (5.8)
so ermittelt, dass die daraus gebildete Funktion
s(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p0 ∈ [x0, x1]
. . .
pn−1 ∈ [xn−1, xn]
(5.9)
eine zweimal stetig differenzierbare Funktion ist, die die Interpolationsbedingungen erfüllt.
Dazu ist das Lösen eines Gleichungssystems mit 4n Unbekannten nötig. Der Aufwand da-
für beträgt mindestens O(n2) (das G A U SSverfahren hat Ordnung n3). Durch Hinzunahme
weiterer Voraussetzungen wie der Verwendung uniformer Stützstellen kann der Aufwand
allerdings erheblich verringert werden. Weiterführende Literatur findet sich bspw. in [Ric17;
Spe07].
B-Splines
B-Splines (Basis-Splines) bilden eine Basis für kubische Splines, das heißt jeder kubische
Spline ist als Linearkombination der Basis-Splines darstellbar.
Dabei werden Funktionen mit
Bj−2(xi) =
⎧⎨⎩fi für i ∈ {j − 1, j, j + 1},0 sonst, (5.10)
die außerhalb des Intervalls (xj−2, xj+2) verschwinden, als B-Spline-Basisfunktionen Bj−2
bezeichnet. Aufgrund ihrer Konstruktion sind außer an den Rändern an jedem Punkt x ∈
[xi, xi+1] genau 4 B-Spline-Basisfunktionen ungleich null (siehe Abbildung 5.3). Auf einem
uniformen Gitter lassen sich durch Verschieben und Summation solcher Basisfunktionen be-
liebige kubische Splines mittels
∑n
i=−3 aiBi(x) darstellen, wobei die Koeffizienten ai durch
Lösung eines Gleichungssystems mit Triagonalmatrix (Aufwand O(n)) ermittelt werden kön-
nen. Durch den im Vergleich zu kubischen Splines geringeren Rechenaufwand und ihre Ba-
siseigenschaft eignen sich B-Splines besonders zum Einsatz mit der Tensorproduktmethode.
Eine ausführliche Darstellung entnehmen Sie bitte [Boo93].
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5.1.1.3 Approximation mit Polynomen
Funktionen zweier Variablen können mit bivariaten Polynomen verschiedener Ordnung an-
genähert werden. Eine solche Interpolation ist mit weniger Aufwand in Modellierung oder
Auswertung der Näherung verbunden als die beiden vorgenannten Verfahren und soll daher
hier Betrachtung finden.
Biquadratische Polynome Bei der Approximation mit biquadratischen Polynomen wer-
den Funktionen
f(x, y) =
2∑
i=0
2∑
j=0
kijx
iyj (5.11)
gemäß den Interpolationsbedingungen ermittelt. Zur Berechnung werden neun Punkte be-
nötigt. Der Aufwand gleicht demzufolge der Lösung eines linearen Gleichungssystems mit
neun Unbekannten.
Bilineare Polynome Eine weitere Vereinfachung wird durch die Verwendung bilinearer
Funktionen erreicht:
f(x, y) =k11xy + k01y + k10x+ k00. (5.12)
Zur Berechnung werden nur vier Punkte benötigt. Der Aufwand der Auswertung beschränkt
sich auf drei Additionen und drei Multiplikationen.
5.1.1.4 Wahl der Stützstellen nach Anzahl und Verteilung
Bei Energieverbrauch und Fahrzeit auf einem Abschnitt handelt es sich um glatte monotone
Funktionen, die auf Basis einer Menge von Stützpunkten approximiert werden sollen. Für
die Wahl dieser Stützpunkte sind verschiedene Vorgehensweisen denkbar, beispielsweise:
• das Ermitteln charakteristischer Punkte, beispielsweise t(vmin, vmin), t(vmin, vmax), t(vmax, vmin)
und t(vmax, vmax),
• das Nutzen eines faktoriellen Versuchsplans zum Erzeugen von n ·m gleichverteilten
Stützpunkten t(k,j) mit
t(k,j) = t
(
k
vmax − vmin
n
+ vmin, j
vmax − vmin
m
+ vmin
)
und k = {1, . . . , n}, j = {1, . . . ,m}
(5.13)
berechnen oder
• der Einsatz von Latin-Hypercubes [McK79] oder anderen Space-Filling Designs zum
Generieren nicht gleichverteilter Stützpunkte.
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Dabei ist die Wahl der Stützstellen auch vom Interpolations- bzw. Approximationsverfahren
abhängig. So erfordern einige Verfahren eine regelmäßige Verteilung, wie sie ein Rechteck-
gitter oder ein faktorieller Versuchsplan bietet, wohingegen andere Verfahren keine beson-
deren Anforderungen an die Verteilung der Stützstellen stellen. Um die Nutzbarkeit für alle
betrachteten Approximationsverfahren zu ermöglichen, soll daher mit den gleichmäßig ver-
teilten Stützstellen des beschriebenen faktoriellen Versuchsplans gearbeitet werden.
5.1.2 Vergleich der Approximationsverfahren am Beispiel Fahrzeiten
Im Folgenden sollen Approximationsverfahren anhand der Fahrzeit-Funktion miteinander
verglichen werden, um Aussagen bezüglich des zu wählenden Approximationsverfahrens
und des Stützstellenabstandes treffen zu können.
Da die Fahrbarkeit eines Korridors von den möglichen Fahrzeiten in Abhängigkeit der
Start- und Endgeschwindigkeiten für einen Zug auf seinen Streckenabschnitten beeinflusst
wird, müssen Funktionen tmin(va, ve) und tmax(va, ve) verfügbar sein, um diese sicherzustel-
len. Im Rahmen der Schnittstelle werden diese in einem Vorverarbeitungsschritt für alle
Abschnitte eines jeden Zuges ermittelt, die für ihn in der aktuellen Planung (RTTP) vorgese-
henen sind. Dazu werden einige Punkte dieser Funktionen mittels Zuglaufsimulation berech-
net. Um die Optimierung der Fahrzeiten als kontinuierliche Variablen va, ve zu ermöglichen,
wird aus den so gewonnenen Datenpunkten eine Interpolationsfläche erstellt.
 
Startgeschwindigkeit
in m/s
En
dg
es
ch
w
in
di
gk
ei
t
in
m
/s
Zeit in s
0
100
200
300
400 0
5 10
15 20
25
−20
−10
0
10
20
30
(a) Spline-Approximation.
Startgeschwindigkeit
in m/s
En
dg
es
ch
w
in
di
gk
ei
t
in
m
/s
Zeit in s
0
100
200
300
400 0
10
20
30−10
0
10
20
30
(b) Kriging-Approximation.
genäherte Werte Originalwerte Stützstellen
Abbildung 5.4: Überschwingen der Spline-Interpolierten bei Verwendung kubischer Splines
ohne Betrachtung der Randableitungen und Kriging-Approximation im Ver-
gleich.
Zur Verdeutlichung der Unterschiede zwischen den Interpolationsverfahren sind in Ab-
bildung 5.4 eine Spline-Interpolation, eine Kriging-Approximation sowie die Fläche der Aus-
gangsdaten abgebildet. Die Diagramme machen deutlich, dass bei der Verwendung von Spli-
nes Überschwingeffekte auftreten können, die bei der Verwendung des Kriging-Algorithmus
nicht vorkommen. Dieses Überschwingen kann bei zusätzlicher Einbeziehung vorgegebener
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Randableitungen in die Spline-Berechnung (nachzulesen bspw. in [Sch91]) vermieden wer-
den. Tabelle 5.1 zeigt, dass die maximale Abweichung beim Spline mit Randableitungen nun
sogar unter der des Kriging-Verfahrens liegt, die mittlere Abweichung ist jedoch noch immer
eine Größenordnung höher, wenngleich in allen drei Fällen sehr gering.
Tabelle 5.1: Genauigkeitsmaße verschiedener Interpolationsverfahren am Beispiel der ma-
ximalen Fahrzeit (Angaben in Sekunden).
Spline Spline mit Randableitungen Kriging
min. Abweichung -19,1298 -4,6844 -4,4332
max. Abweichung 4,7342 4,7342 7,1543
mittlere Abweichung -0,0057 -0,0016 -0.0002
Optimierungsalgorithmen benötigen oft entweder sehr viele Funktionsauswertungen oder
können nur mit einer mittelgroßen Anzahl Variablen in angemessener Zeit operieren. Die
Anzahl der benötigten Funktionsauswertungen wiederum ist abhängig von der Zahl der Va-
riablen und steigt mit dieser. In der gegebenen Modellierung sind die maximalen und mini-
malen Durchfahrzeiten wenigstens für Konfliktstellen freie (wenn auch gewissen Randbedin-
gungen unterliegende) Variablen. Es ist damit zu rechnen, dass dies je nach Netzinfrastruktur
und -auslastung eine große Anzahl von Variablen ist. Daher sind Algorithmen vorzuziehen,
die mit einer Vielzahl von Variablen operieren können.
Das Kriging-Verfahren ermöglicht eine beliebige Verteilung der Stützstellen sowie die Mi-
nimierung von deren Anzahl. Sie ist jedoch in der Auswertung und vor allem in der Null-
stellensuche deutlich aufwändiger und benötigt daher mehr Rechenzeit. B-Splines wiederum
arbeiten auf gleichabständigen Stützstellen, haben einen ähnlichen Speicheraufwand, jedoch
eine schnellere Auswertung und Nullstellensuche als Kriging-Modelle. Da an den Vorverar-
beitungsschritt keine Echtzeitanforderungen gestellt werden, die Auswertung jedoch sehr
häufig im Optimierungsablauf und damit in einer zeitkritischen Anwendung vorgenommen
wird, werden in der Folge B-Splines mit Randableitungen zur Interpolation der Fahrzeiten
genutzt.
Letztlich wird also ein bikubischer Spline mit vorgegebenen Randableitungen erstellt, ge-
speichert und in den weiteren Schritten zur Interpolation der möglichen Fahrzeiten genutzt.
Ein Beispiel einer solchen Splinefläche ist mit Abbildung 5.5 gegeben. Dafür wurde für einen
Abschnitt mit einer minimalen Fahrzeit von tmin = 385 Sekunden ein Spline mit Stützstellen
aller 10 km/h in beiden Dimensionen ermittelt. Er weist gegenüber den simulierten Fahr-
zeiten mit 1 km/h Diskretisierung ein Fehlerquadratmittel von etwa 2 Sekunden auf, was
5,3 Promille der geringsten Fahrzeit entspricht.
Tabelle 5.2 zeigt Fehlerquadratmittel der Spline-Interpolation für verschiedene Schritt-
weiten. Dort wird deutlich, dass die Fehler ab ca. 10 km/h Schrittweite sprunghaft anstei-
gen. Da sich Werte unter 8 km/h mit einem Fehlerquadratmittel unterhalb von einer Sekun-
de noch im akzeptablen Bereich bewegen, soll im Rahmen dieser Arbeit eine Schrittweite
von 7,2 km/h gewählt werden. Die sichtbaren Schwingungen des Splines führen zum ab-
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wechselnden Über- und Unterschätzen der Fahrzeiten, was jedoch auf Grund des geringen
mittleren Fehlers als akzeptabel angesehen wird.
Es soll also bei der Darstellung der Fahrzeiten auf die Tensorproduktmethode mit ei-
nem B-Spline mit Randableitungen zurückgegriffen werden. Der Stützstellenabstand betrage
7,2 km/h.
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Abbildung 5.5: Minimale Zielgeschwindigkeit in Abhängigkeit der Startgeschwindigkeit so-
wie der angestrebten Fahrzeit; Originaldaten und Spline mit vorgegebenen
Randableitungen.
5.1.3 Vergleich der Approximationsverfahren am Beispiel Energieverbrauch
Anschließend an die Betrachtung der Fahrzeiten sollen zudem das Verhalten und die Abhän-
gigkeit des Energieverbrauchs von verschiedenen Größen mit dem Ziel der Auswahl eines
Approximationsverfahrens untersucht werden.
Der Energieverbrauch einer energieoptimierten Fahrt hängt von den Faktoren
• Start- und Endgeschwindigkeiten,
• Fahrzeit,
• Streckencharakteristik,
• Streckenlänge,
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Tabelle 5.2: Fehlerquadratmittel spline-interpolierter Fahrzeiten in Abhängigkeit der
Schrittweite.
Schrittweite in kmh MSE in Sekunden MSE in % von t
min
5 0,1479 0,038
6 0,4549 0,12
7,2 0,7460 0,19
8 1,0375 0,27
9 1,5163 0,39
10 2,0529 0,53
15 6,3923 1,66
20 20,0340 5,20
• Fahrzeugeigenschaften sowie
• der Möglichkeit zur Rekuperation
ab. Für die in dieser Arbeit vorgenommenen Betrachtungen werden für jeden Zug auf je-
dem Streckenabschnitt optimale Energieverbräuche in Abhängigkeit der Start- und Endge-
schwindigkeiten sowie der Fahrzeit in einem Vorverarbeitungschritt unter Nutzung eines
selbst entwickelten Ansatzes mit dynamischer Programmierung ermittelt. Die aus diesen
Berechnungen gewonnenen Punkte des Energieverbrauchs bilden eine Hyperebene in R4.
Dabei beeinflussen die Abschnittslänge und die Fahrzeugparameter im Wesentlichen die Hö-
he dieser Fläche, während der Verlauf der Fläche stark von der Differenz zwischen Start-
und Endgeschwindigkeit abhängt. Fahrten zweier Fahrzeuge, die sich lediglich hinsichtlich
der Fahrzeugmasse unterscheiden, resultieren also in Flächen mit ähnlichen Verläufen bei
unterschiedlich hohem Energieverbrauch.
Es zeigt sich, dass die Geschwindigkeiten einen wesentlich ausgeprägteren Einfluss auf
den Energieverbrauch haben als die Fahrzeiten (siehe Abbildung 5.6 und Abbildung 5.7).
Die mit wachsender Fahrzeit exponentiell fallende Energieverbrauchskurve kann hier bei
sehr geringen Start- und Endgeschwindigkeiten beobachtet werden. Mit steigender Zielge-
schwindigkeit nimmt der Energieverbrauch mehr als linear zu und fällt umgekehrt mit zu-
nehmender Startgeschwindigkeit (siehe Abbildung 5.7).
Der Energieverbrauch verhält sich allerdings in grober Näherung linear (Abbildung 5.8)
zur Differenz aus Start- und Endgeschwindigkeit. Tabelle 5.3 zeigt, dass der Korrelations-
koeffizient ρ (berechnet mittels 5.15) der simulierten Daten xi und der mit Hilfe der Aus-
gleichsgerade berechneten Daten yi mit jeweils N Beobachtungen bis auf wenige Ausnahmen
bei sehr kurzen Abschnitten größer als 0, 9 und der Wert für p, also der Wahrscheinlichkeit,
dass die Hypothese der Unkorreliertheit zutrifft, kleiner als 0, 01 ist. Das heißt, eine positi-
ve lineare Korrelation liegt vor und die Wahrscheinlichkeit dafür, dass die Korrelation nicht
vorliegt und diese Beobachtungen nur zufällig gemacht wurden, ist gering. Eine Einführung
in statistische Signifikanzprüfungen findet sich in [Bam15].
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Abbildung 5.6: Energieverbrauch in Abhängigkeit von der Fahrzeit.
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Abbildung 5.7: Energieverbrauch in Abhängigkeit von der Startgeschwindigkeit.
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Abbildung 5.8: Energieverbrauch in Abhängigkeit von der Geschwindigkeitsdifferenz.
S =
√ 1
N − 1
N∑
i=1
(xi − x̄)2 (5.14)
ρ =
1
N − 1
N∑
i=1
(
xi − x̄
Sx
)(
yi − ȳ
Sy
)
(5.15)
Hohe Start- und geringe Endgeschwindigkeiten führen wegen der hohen kinetischen
Energie am Start zu geringeren Verbräuchen als andere Kombinationen. Niedrige Startge-
schwindigkeiten in Verbindung mit hohen Endgeschwindigkeiten erzeugen die höchsten Ver-
bräuche. Ein Auszug zu dieser Betrachtung der Energieverbräuche findet sich in [Jae13].
Um die auftretenden Abhängigkeiten zur Nutzung mit kontinuierlichen Variablen zu mo-
dellieren, wird im Folgenden ein multivariates Kriging-Modell genutzt (siehe [Lop02]), da
diese Form der Modellierung keine Bedingungen an die Verteilung der Stützstellen stellt und
auch bei geringer Stützstellenanzahl gute Ergebnisse liefert. Da Energieberechnungen für
energieoptimierte Fahrten wesentlich rechenintensiver sind als Berechnungen der Fahrzeiten
einzelner Fahrtverläufe, ist letzteres hier das ausschlaggebende Kriterium. Stehen mögliche
Fahrzeiten sowie der dazugehörige Energieverbrauch fest, so kann mit dem Ermitteln der
fahrbaren Pfade begonnen werden.
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ρ p Abschnittslänge in m
0,92 0,00 · 100 373
0,94 0,00 · 100 3.162
0,94 0,00 · 100 3.988
0,82 4,26 · 10−20 101
0,91 1,72 · 10−165 249
0,93 0,00 · 100 895
0,90 6,94 · 10−98 200
0,92 2,48 · 10−64 150
0,94 0,00 · 100 3.538
0,79 3,11 · 10−4 51
0,95 0,00 · 100 2.495
0,95 0,00 · 100 1.903
0,90 2,58 · 10−31 100
0,95 0,00 · 100 1.245
0,93 0,00 · 100 771
0,95 1,35 · 10−137 341
0,91 4,11 · 10−280 3.347
0,92 4,32 · 10−315 2.365
0,92 1,92 · 10−189 1.101
0,94 7,92 · 10−229 1.238
0,94 4,94 · 10−103 507
0,94 7,84 · 10−246 285
0,92 0,00 · 100 5.207
0,94 0,00 · 100 3.342
0,92 0,00 · 100 706
0,93 0,00 · 100 972
0,92 4,92 · 10−235 446
0,94 0,00 · 100 3.065
0,94 0,00 · 100 3.780
Tabelle 5.3: Korrelationsgüte von linearer Regression und Energieverbrauch über Geschwin-
digkeitsdifferenz für verschiedene Streckenabschnitte.
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5.2 Ermitteln fahrbarer Pfade aller Züge
Um fahrbare Pfade mit Potenzial für energieoptimales Fahren für alle Züge zu berechnen,
wird das in Abschnitt 4.6.2 vorgestellte, nichtlineare Constraint-Programm genutzt. Für jedes
Ereignis eij aus E werden optimale Zeiten und Geschwindigkeiten ermittelt.
Dabei spiegelt die Zielfunktion den angenäherten Energieverbrauch der Fahrten über alle
Pfade wieder. Die Zeit-Geschwindigkeitstupel werden hier als Zielpunkte für eine Fahrer-
assistenzsystem-Optimierung angesehen. Zusätzlich werden Geschwindigkeiten, die niedri-
ger sind als die durch das Fahrerassistenzsystem empfehlbare Mindestgeschwindigkeit vFAS
unter Nutzung der Wichtung ω, mit Strafwerten belegt. Da Fahrplanzeiten nicht als feste
Randbedingungen modelliert werden können, werden Abweichungen von Ankünften und
Abfahrten gegenüber dem Fahrplan in der Zielfunktion bewertet. Dabei muss darauf ge-
achtet werden, dass η und χ genügend groß gewählt werden, damit Fahrplantreue hier als
Hauptkritierium agiert.
min
∑
eij∈EA
χ(tanij − tij)2 +
∑
eij∈ED
η(tabij − tij)2
+
∑
eij∈E
(
Eij(tij , vik, vij) + ωmax(0, vFAS − vij)2
)
.
(5.16)
Die Energiewerte Eij(tij , vik, vij), die zur Summierung genutzt werden, sind dabei die vor-
ab beschriebenen, genäherten minimalen Energieverbräuche von energieoptimierten Zug-
läufen mit gegebener Startgeschwindigkeit vij , Zielgeschwindigkeit vik und Fahrzeit tij auf
den jeweils vom Zug befahrenen Abschnitten mit gegebenem Höhenprofil und Verlauf der
zulässigen Streckenhöchstgeschwindigkeit.
Neben dem beschriebenen Einfluss der Geschwindigkeiten führen auch bestimmte Fahr-
zeiten zu besonders geringem Energieverbrauch. Dies sind vor allem hohe Fahrzeiten in
Kombination mit niedrigen Geschwindigkeiten. Generell lässt sich sagen, dass der Energie-
verbrauch geringer ist, wenn wenig Energie durch Bremsverluste umgesetzt wird.
5.3 Ermitteln der Fahrzeit-Geschwindigkeit-Korridore
Um Korridore zu erhalten, die einen möglichst großen Spielraum für die Optimierung durch
das Fahrerassistenzsystem lassen, sollten die enthaltenen Zeitintervalle möglichst groß sein.
Um dies zu erreichen, kann die folgende Zielfunktion genutzt werden:
max
∑
(i,j)∈E
(
tmax∗ij − tmin∗ij
)
. (5.17)
Für Ereignisse (Zugfahrten auf einem Abschnitt), die nicht von anderen beeinflusst wer-
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den, können Zeitintervalle mit maximaler Ausdehnung direkt mittels
((i, l) ∈ Rs,j ∧ tminlj ≥ tmaxij + σij) ∨Rs,j = ∅ ⇒ tmax∗ij = tmaxij , tmin∗ij = tminij (5.18)
konstruiert werden.
In allen anderen Fällen muss die Optimierung unter Nutzung von Formel (5.18) als Ziel-
funktion durchgeführt werden. Dabei werden für jedes Ereignis eij in E optimale minimale
und maximale Zeiten tmin∗ij und t
max∗
ij gesucht . Um sicherzustellen, dass der so erzeugte
Zuglaufoptimierungsplan mindestens einen fahrbaren Pfad enthält, werden die Grenzen des
Suchraumes so gezogen, dass die zuvor berechneten Zeiten t∗ij in jedem Fall enthalten sind.
tminij ≤ tmin∗ij ≤ t∗ij ≤ tmax∗ij ≤ tmaxij (5.19)
Wie zuvor bildet die minimale Zugfolgezeit auch hier lineare Randbedingungen für die be-
troffenen Variablen.
∀j∀(i, l) ∈ Rs,j : tmax∗ij + σij ≤ tmin∗lj (5.20)
Mit dem Durchführen dieses Optimierungsschrittes erhält man den gesamten Zuglaufopti-
mierungsplan.
Zusammengefasst gestaltet sich der Ablauf des gesamten Verfahrens wie folgt:
1. Vorverarbeitung
2. Optimieren der möglichen Durchfahrzeiten und -geschwindigkeiten
3. Zeitfenster für Zuglaufoptimierungsplan erstellen
Mit der beschriebenen Modellierung hängt die Rechenzeit sehr stark von der Instanzgröße
der zu lösenden Aufgabe ab. Zusätzlich bedingt der Einsatz nichtlinearer Randbedingungen
hohe Aufwände bei der Ermittlung der Zulässigkeit der Lösung sowie beim Finden eines
(globalen) Optimums. Daher soll untersucht werden, wie eine Reduktion der Variablenzahl
oder der Komplexität der Nebenbedingungen vorgenommen werden kann. Dazu soll eine
zweite Modellierungsebene eingefügt werden, die das Berechnen der Durchfahrzeiten und -
geschwindigkeiten mit einem Ersatzmodell ermöglicht. Im folgenden Abschnitt werden Mög-
lichkeiten zur Modellvereinfachung betrachtet, bewertet und schließlich ausgewählt sowie
das beschriebene Verfahren daran angepasst.
5.4 Mögliche Simplifikation des Modells
Um die Rechenzeit des Verfahrens gering zu halten, sollen verschiedene Varianten der Cons-
traint-Modellierung diskutiert werden (in Grundzügen veröffentlicht in [Jae16]). Dazu soll
zunächst erörtert werden, welche Möglichkeiten zur Reduktion der Komplexität des Mo-
dells bestehen. Eine durch eine Simplifikation verringerte Komplexität ist vor allem dann
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von Vorteil, wenn aus dem vormals nichtlinearen Problem ein (immer noch nichtlineares)
quadratisches Problem wird, das mit speziellen, leistungsfähigen Algorithmen (z. B. SQP)
bearbeitet werden kann.
5.4.1 Repräsentation möglicher Fahrzeiten
Da Fahrzeiten für unterschiedliche Geschwindigkeitskombinationen während der Optimie-
rung in hoher Zahl berechnet werden müssen, soll hier betrachtet werden, wie sich eine
Änderung der Fahrzeitmodellierung auswirken wird.
Stellt man die erreichbaren Fahrzeiten nicht mit einem kubischen Spline, sondern mit ei-
ner biquadratischen Funktion dar, kann die Auswertungsdauer für diese Funktion auf unge-
fähr die Hälfte der zuvor benötigten Zeit reduziert werden (0,02 s zu 0,01 s; bei Windows7
3,1 GHz PC mit 8 GB RAM). Da solche Funktionsauswertungen sehr häufig durchgeführt
werden, bringt diese Form der Darstellung einen nicht zu vernachlässigenden Geschwindig-
keitsvorteil. Dabei ist es wichtig, dass die Approximation so durchgeführt wird, dass die Lage
von Maximum und Minimum nicht verändert wird und die so modellierte Fläche nicht un-
terhalb der Fahrzeit-Fläche liegt, da sonst zu geringe Fahrzeiten errechnet werden könnten,
die jedoch nicht fahrbar sind.
5.4.2 Variablenreduktion
Eine weitere wesentliche Einflussgröße auf die Laufzeit ist die Anzahl der Variablen und Ne-
benbedingungen des Optimierungsproblems. Wenn es gelingt, diese zu reduzieren, kann die
Rechenzeit signifikant verringert werden. Daher soll die Möglichkeit zur Variablenreduktion
hier ausführlich diskutiert werden.
Bisher wurden für alle Signalabschnitte und Auflösepunkte Variablen zur Repräsentation
der Fahrzeit und der Geschwindigkeit definiert. In [Vak02] werden sogenannte Teilfahrstra-
ßenknoten zur effizienten Modellierung genutzt. Dort wird damit die größtmögliche Menge
zusammenhängender Infrastrukturelemente bezeichnet, deren Verkettungszahl – also (nach
[Pot72]) der Kehrwert gleichzeitig zulässiger Ereignisse auf den Elementen – eins beträgt.
An dieses Konzept angelehnt, jedoch aufbauend auf der tatsächlichen Belegungsanforderung
nach dem Echtzeitfahrplan (RTTP) statt nach der Beschaffenheit von Infrastruktur und Si-
cherungstechnik, sollen in dieser Arbeit zusammenhängende Abschnitte definiert werden.
Diese werden dabei so angelegt, dass im betrachteten Zeitausschnitt keine Änderung der
Zugfolge auf dem zusammenhängenden Abschnitt erfolgt. Dazu werden Variablen und Ne-
benbedingungen nur für diejenigen Signalpositionen definiert, an denen ein Wechsel der
Zugfolge vorliegt. Damit verringert sich die Variablenanzahl, es ergeben sich jedoch auch
Schwierigkeiten in der Berechnung der relevanten Energieverbräuche und Geschwindigkei-
ten. Der Energieverbrauch kann dann nicht länger direkt aus den in einem vorgelagerten
Rechenschritt ermittelten Werten ermittelt werden. Da die kritischen Stellen und damit die
Länge der zusammengefassten Abschnitte nicht im Voraus bekannt sind, muss eine Möglich-
keit gefunden werden, um aus den Daten der Einzelabschnitte zu ermitteln, auf welchen
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Abschnitten eine Geschwindigkeitsreduktion oder eine Erhöhung der Fahrzeit besonders en-
ergiesparend sein kann. Da eine Variablenreduktion jedoch vor allem in stark belasteten,
in Einrichtungsverkehr betriebenen Bereichen zu einer erheblichen Rechenzeitverringerung
führen kann, soll in der Folge eine Möglichkeit zur Handhabung der beschriebenen, dadurch
verursachten Fragestellungen gegeben werden.
5.4.2.1 Ermitteln der kritischen Punkte
Zur Verringerung der Ereignisanzahl wird ausgehend von der in Abschnitt 4.4 vorgenom-
menen Modellierung ein Vereinfachungsschritt vorgenommen. Dazu werden, basierend auf
der RTTP-Zugsicht für jeden Zug diejenigen Positionen ermittelt, an denen sich Zugfolgen,
gegeben in der RTTP-Infrastruktursicht, ändern. Ereignisse mit den dazugehörigen Variablen
und Randbedingungen werden nun für alle Abschnitte zwischen je zwei benachbarten dieser
Punkte definiert. Es wird also nur noch auf der Untermenge Ukrit ⊆ E
Ukrit =
⋃
z,i∈Z
Uz,i (5.21)
der relevanten Ereignisse
Uz,i = {eij ∈ E|∃(eij , eik) ∈ Rz,i : Rs,j(eij) ̸= Rs,k(eij) ∨R−1s,j (eij) ̸= R−1s,k(eij)} (5.22)
operiert. Mit dieser Ereignismenge können Überhol- und Kreuzungsvorgänge modelliert wer-
den. Um auch flüssige Folgefahrten zu erreichen, werden diese in einem späteren Verarbei-
tungsschritt getrennt betrachtet. Dazu wird die Menge
UFolge = {eij ∈ E | ∃(eij , ekj) ∈ Rs,j : Rz,i(eij) = Rz,k(eij) (5.23)
∨ ∃(elj , eij) ∈ Rs,j : Rz,i(eij) = Rz,l(eij)}, (5.24)
also die Streckenabschnitte mit einander folgenden Zügen, betrachtet.
5.4.2.2 Folgefahrten
Hat man die Pfadoptimierung auf den zusammengefassten Abschnitten gleicher Zugfolge
vorgenommen, können in einem zweiten Schritt Fahrzeiten für Folgefahrten ermittelt wer-
den. Dabei werden zunächst nur die Punkte der Folgefahrten sowie deren Nachbarschaft im
Hinblick auf Fahrbarkeit betrachtet und die fahrbare Lösung mit der geringsten Abweichung
von der ursprünglichen gesucht. Sei also
N(eij) = {eik ∈ Ukrit|(eij , eik) ∈<z,i ∨(eik, eij) ∈<z,i} (5.25)
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die Menge der dem Ereignis eij folgenden oder vorausgehenden Ereignisse (Nachbarereig-
nisse) eines Zuges. Die Nachbarschaft einer Ereignismenge U sei
N(U) =
⋃
eij∈U
N(eij). (5.26)
Im p-ten Iterationsschritt wird auf der Menge UpFolge operiert. Es seien
U0Folge =UFolge (5.27)
Up+1Folge =U
p
Folge ∪N(U
p
Folge). (5.28)
Ist es bei der Optimierung nicht möglich, die Fahrzeiten der Randpunkte N(Up−1Folge) zu belas-
sen (weil keine Lösung gefunden wird), so muss die Optimierung erneut unter Hinzunahme
der Nachbarpunkte der geänderten Randpunkte durchgeführt werden. Für fahrbare RTTP-
Varianten wird so nach endlich vielen Schritten eine Lösung gefunden.
5.4.2.3 Fahrbare Korridore
Im dritten Schritt wird den betrachteten Zügen eine Sequenz von Durchfahrzeitintervallen
zugewiesen. Um sicherzustellen, dass diese Zuglaufkorridore tatsächlich fahrbar sind, wer-
den die Randbedingungen für Durchfahrzeiten in diesem Schritt so gesetzt, dass die Lösung
des ersten Schrittes in den so entstehenden Intervallen enthalten ist.
tmin∗ij < t
∗
ij < t
max∗
ij (5.29)
Die Berechnung der Durchfahrzeitintervalle ändert sich nicht, die Optimierung erfolgt je-
doch in diesem Schritt für alle Ereignisse Ukrit ∪ Un+1Folge. Um den Spielraum einer anschlie-
ßenden Fahrspieloptimierung offen zu halten, sollen den einzelnen Zügen möglichst große
Zeitfenster zugewiesen werden, ohne unnötig große Unterschiede in der Länge der Durch-
fahrzeitintervalle zu erzeugen. Dazu wird die Zielfunktion
−
∑
eij∈E
√
tmaxij − tminij (5.30)
minimiert.
5.4.2.4 Programmablauf mit Variablenreduktion
Abbildung 5.9 verdeutlicht die Folge der Ausführungsschritte bei Nutzung der Variablenre-
duktion, die zur Berechnung des Zuglaufoptimierungsplans durchgeführt werden müssen.
Dabei erfolgt gesteuert durch den TPEController nach einer Initialisierungsphase, in der
Kommunikationsverbindungen aufgebaut und Variablen initialisiert werden, zunächst die
Berechnung der kritischen Punkte und der Folgefahrten mit ihren möglichen Fahrzeiten. In
diesem Schritt werden die Modelle der minimalen und maximalen Fahrzeit erstellt. Danach
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folgt in einem Zyklus die eigentliche Optimierung. Am Beginn des Zyklus wird mit Hilfe der
Nachbarschaftsrelation die Menge bestimmt, auf der optimiert werden soll. Auf dieser erfolgt
dann die Zugpfadoptimierung, wobei die benötigten Energiedaten aus einer Datenbank ge-
lesen werden. Das Ergebnis dieses Zyklus wird als Randbedingung in die nachfolgende Op-
timierung der Fahrzeitfenster eingespeist. Nach Abschluss dieser letzten Optimierung stehen
sowohl Zugpfade als auch Fahrzeitfenster zur Verfügung, die dann als TPE versandt werden
können.
5.4.3 Vereinfachung der Darstellung des Energieverbrauches
Die Berechnung der Güte einer Lösung wird während der Optimierung sehr oft ausgeführt.
Dennoch birgt dieser Schritt kaum Potenzial zur Verringerung der Rechenzeit, eine Verein-
fachung der Repräsentation des Energieverbrauchs könnte aber den vorbereitenden Schritt
deutlich verkürzen und soll daher hier diskutiert werden.
Nach der Variablenreduktion wird eine erneute Energieverbrauchsberechnung nötig, da
nun Energieverbräuche von Zugfahrten über zusammengefasste Abschnitte benötigt wer-
den. Neben der in der Folge angewandten Neuberechnung kommen verschiedene weitere
Möglichkeiten in Frage, um mit der Anforderung anderer Streckenlängen auf gleicher Infra-
struktur umzugehen:
1. Energieverbrauch neu simulieren,
2. ein Maß für das „Energiesparpotenzial“ bzw. den Energieverbrauch für zusammenge-
fasste Abschnitte und Werte für diese ermitteln,
3. Werte eines Maßes für das „Energiesparpotenzial“ bzw. den Energieverbrauch für Ab-
schnitte ermitteln und diese so zusammenfassen, dass sie als Maß für zusammenge-
setzte Abschnitte nutzbar sind.
Während Variante 1 mit der kompletten Neuberechnung zwar sehr genau ist, ist sie jedoch
auch die zeit- und speicherplatzaufwändigste Variante. Mit dem Entwurf eines Maßes für das
Energiesparpotenzial zusammengefasster Abschnitte könnte man Werte schneller berechnen,
die damit zu erzielende Genauigkeit ist jedoch noch unbekannt und zudem müsste man für
jede mögliche Teilfahrstraße Werte vorhalten. Demgegenüber ermöglicht Variante 3 weitere
Vorteile, da hier sowohl kurze Rechenzeiten als auch die Möglichkeit zur Berechnung der
Werte von zusammengesetzten Abschnitten aus Einzelwerten gegeben ist. Sie eröffnet neu-
en Forschungsraum, da sie den interessanten Nebenaspekt bietet, eine Vergleichbarkeit der
Strecken hinsichtlich des Einsparpotenzials zu ermöglichen. Wie bei Variante 2 ist jedoch
auch hier die erzielbare Genauigkeit noch unbekannt.
Beispielsweise könnte für diese 2. Variante, ausgehend von dem üblichen Verlauf der En-
ergie-Fahrzeit-Funktion, der Energieverbrauch der potenziell teuersten Fahrt des Gesamtab-
schnittes aus der schnellsten Fahrt des ersten Abschnittes mit Startgeschwindigkeit Null und
der schnellsten Fahrt des Folgeabschnittes (Start- und Zielgeschwindigkeit jeweils Höchst-
geschwindigkeit) berechnet werden. Dieser Wert liegt höher als der gesuchte Mittelwert,
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da die schnellste Fahrt zugleich die teuerste ist. Die günstigste Fahrt wird näherungsweise
berechnet, indem der Energieverbrauch derjenigen Fahrt berechnet wird, bei der, von der
Höchstgeschwindigkeit ausgehend, mit Mindestgeschwindigkeit bis zum Bremsen bis zum
Stillstand am Ende des letzten Abschnittes gefahren wird. Mit beidem kann man nun eine
Geradengleichung für den Energieverbrauch in Abhängigkeit der Geschwindigkeitsdifferenz
annähern. Bei Hinzunahme weiterer Messpunkte könnte die Genauigkeit durch Modellie-
rung mit anderen Funktionsklassen gesteigert werden. Die Güte solcher Annäherungen ist
jedoch unbekannt und eine weitere Beschleunigung des Verfahrens im Rahmen dieser wis-
senschaftlichen Arbeit nicht notwendig. Daher soll Variante 1 zum Einsatz kommen.
5.4.4 Vereinfachung der nichtlinearen Randbedingungen
Neben der Quadratisierung der Splines der Fahrzeiten und Geschwindigkeiten kann man
auch eine Linearisierung vornehmen. Es ist zu erwarten, dass die Linearisierung zur erheb-
lichen Beschleunigung der Optimierung beitragen und das Nutzen spezieller Optimierungs-
software (z. B. Mosel) ermöglichen wird. Jedoch bewirkt eine vollständige Linearisierung,
dass Standzeiten beliebiger Länge nicht mehr abgebildet werden können. Daher soll das
Verhalten des Algorithmus bei Linearisierung der Randbedingungen untersucht werden, in-
dem Fahrzeiten auf Abschnitten in Abhängigkeit von Start- und Endgeschwindigkeit durch
bilineare Funktionen angenähert werden, bei der Endgeschwindigkeit null jedoch auch be-
liebige Standzeiten zugelassen werden. Die Modellierung muss daher wieder unter Nutzung
nichtlinearer Funktionen erfolgen, die jedoch in ihrer Ausprägung in fast allen Punkten line-
ar sind.
5.5 Diskussion des Verfahrens
Das vorgestellte Verfahren gliedert sich in Vorverarbeitungsschritte und mit der Pfadoptimie-
rung und der Berechnung der Zeitfenster in zwei weitere Schritte, die der eigentlichen Opti-
mierung dienen, und erlaubt es daher nicht-echtzeitrelevante Teilprozesse auszulagern. Die-
se Möglichkeit führt jedoch zu einem hohen Bedarf an Speichervolumen, auf das zudem ein
schneller Zugriff benötigt wird. Es ist positiv zu bewerten, dass Bedingungen wie die Puffer-
zeit zwischen zwei Ereignissen auf dem selben Abschnitt, als den Suchraum einschränkende
Nebenbedingungen modelliert werden können, sodass deren Einhaltung verfahrensbedingt
sichergestellt werden kann. Fahrplanzeiten wurden jedoch nicht als Nebenbedingungen mo-
delliert, sondern sind Teil der Gütefunktion. Das ermöglicht das Abweichen vom Fahrplan,
was bei Störungssituationen nötig sein kann, birgt jedoch auch die Gefahr, dass das Kriteri-
um der Fahrplantreue gegenüber anderen Kriterien nicht hoch genug bewertet wird und so
Lösungen generiert würden, bei denen das Einhalten des Fahrplans zwar möglich, jedoch zu
Gunsten der anderen Kriterien unterlassen werden würde.
Da das Optimieren auf Netzausschnitten zu sehr komplexen Problemstellungen führt,
wurden Möglichkeiten zur Beschleunigung des Verfahrens vorgestellt. Im Folgenden Kapitel
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sollen das in Kapitel 5 vorgestellte dreistufige Verfahren sowie die diskutierten Modellvarian-
ten der Variablenreduktion sowie der Vereinfachung der Modellierung der Nebenbedingun-
gen als aussichtsreiche Kandidaten zum Kürzen der Rechenzeit anhand zweier realistischer
Beispiele auf Brauchbarkeit und Echtzeitfähigkeit untersucht werden.
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6 Fallstudie zur Verknüpfung von
Konfliktlösungssystemen mit
Fahrerassistenzsystemen
In diesem Kapitel soll die Anwendbarkeit des entwickelten Algorithmus auf ein reales Pro-
blem in einer Fallstudie gezeigt werden. Zudem sollen in 5.4 vorgestellte Modellierungsvari-
anten hinsichtlich ihrer Brauchbarkeit und ihres Einflusses auf Lösungen untersucht werden.
Dazu wurden zwei verschiedene Szenarien gewählt, die es aufgrund ihrer unterschiedlichen
Natur ermöglichen, die Anwendbarkeit auf verschiedenartige Netzbereiche zu zeigen. Dabei
soll das Verhalten des Algorithmus hinsichtlich Laufzeit, Zwischenergebnissen und Optimie-
rungsergebnissen sowohl für eine eingleisige Strecke mit geringer Auslastung als auch für
einen hochbelasteten Bereich mit Fahrtrichtungsgleisen betrachtet werden.
Abbildung 6.1: Typisches Bild (Quelle: Dominik Flury) und Kartenausschnitt der Strecke
Kiruna-Narvik (Szenario 1) mit Schwerlastgüterzug.
6.1 Szenarien
Zunächst sollen beide Szenarien mit ihrem unterschiedlichen Umfang, ihren Betriebsarten
und Strecken- und Fahrzeugparametern vorgestellt werden.
6.1.1 Szenario 1 – Eisenerzlinie Schweden
Grundlage des gewählten Szenarios ist ein eingleisiger Teil der schwedischen Eisenerzlinie
Narvik-Luleå (siehe Abbildung 6.1) zwischen Narvik und Kiruna, die vorrangig von Güter-
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Tabelle 6.1: Formationen in Szenario 1.
Formation Masse in kg Länge in m Farbe
fT00009910 1719600 749,46 blau
fT00009172 4680000 429,66 rot
fT00009907 1719600 749,46 dunkelgrau
zügen befahren wird, deren Gewicht je nach Beladung starken Schwankungen unterliegt. Es
wurde ein Streckenabschnitt mit etwa 50 km Länge, mit Höchstgeschwindigkeiten von circa
60 km/h, Hangneigungen zwischen -14 ‰ und 10 ‰ und mit einer Fahrzeit von etwa einer
Stunde ausgewählt. Die Strecke ist in Gleisfreimeldeabschnitte unterteilt, die jeweils in beide
Richtungen befahren werden können. Die Fahrten zweier kreuzender Güterzüge mit elektri-
schen Lokomotiven von etwa 700 m Länge und 1500 t Gewicht sowie zirka 400 m Länge und
4500 t Gewicht wurden simuliert. Insgesamt wurden drei Züge, die über einen Zeitraum von
etwa 120 Minuten verkehren und einander kreuzen, aber auch Streckenabschnitte einander
folgend befahren, ausgewählt. Einer der Züge nutzt während des Kreuzungsvorgangs ein
Ausweichgleis. Eine Übersicht der Zugkonfigurationen sowie der in der Folge zur Darstel-
lung zugeordneten Farben findet sich in Tabelle 6.1.
6.1.2 Szenario 2 – Ballungsraum s’Hertogenbosch-Geldermalsen
Der Ballungsraum zwischen Utrecht, Geldermalsen, s’Hertogenbosch und Eindhoven mit
Streckenneigungen zwischen ±2 ‰ in den Extrema auch zwischen -8‰ und 8 ‰ und Höchst-
geschwindigkeiten zwischen 60 km/h und 130 km/h bildet die Grundlage des zweiten Sze-
narios. Der dortige Infrastrukturkorridor (Abbildung 6.2) besteht aus zweigleisigen Strecken
mit Richtungsgleisen, die nahe der Kapazitätsgrenze betrieben werden. In der als Optimie-
rungszeitraum gewählten halben Stunde wird der Streckenausschnitt von 26 S-Bahnen und
Fernverkehrszügen mit Gewichten zwischen zirka 150 Tonnen und 400 Tonnen und mit Län-
gen zwischen etwa 80 Metern und 320 Metern befahren. In Tabelle 6.2 findet sich eine
Zusammenstellung der Formationen mit den zugeordneten Farben.
6.2 Methodik
Die dargestellten Szenarien sollen genutzt werden, um die Modellierung und ihre Varianten
hinsichtlich der Qualität der Lösungen und ihrer Rechenzeit auf Brauchbarkeit in einem Echt-
zeiteinsatz zu bewerten. Dafür wird im vorliegenden Abschnitt erläutert, welche Varianten
gewählt und welche Werkzeuge und Bewertungsmaße genutzt wurden.
Wie in Tabelle 6.3 zusammengefasst, sollen die Auswirkungen verschiedener Systemmo-
delle sowie verschiedener Nebenbedingungsmodellierungen untersucht werden. Da keine
Referenzimplementierung für eine Schnittstelle zwischen Konfliktlösungs- und Fahrerassis-
tenzsystemen existiert, muss eine Bewertung der Modellierungen anhand eines Vergleichs
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Abbildung 6.2: Schematische Karte des Intercity-Netzes der Niederlande (Quelle
https://commons.wikimedia.org/wiki/File:Intercitynet_
NL_2012.png).
untereinander vorgenommen werden. Dabei wird zur Analyse des Einflusses des Systemmo-
dells mit Spline-modellierten Nebenbedingungen (Fahrzeiten und Geschwindigkeiten) gear-
beitet werden. Dieser Aspekt soll anhand des Szenarios 1 betrachtet werden, da dieses Sze-
nario aufgrund seiner geringen Komplexität eine Interpretation der Lösung ermöglicht und
es dem Lösungsalgorithmus damit möglich ist, optimale Lösungen auch bei komplexerer Mo-
dellierung zu ermitteln. Die Betrachtung der Modellierungsvarianten der Nebenbedingungen
erfolgt bei beiden Szenarien mit dem Systemmodell der Teilfahrstraßen und ermöglicht so
Vergleichbarkeit. Dabei sollen Nebenbedingungen als Splines mittels quadratischer Funktio-
nen oder mittels linearer Funktionen dargestellt werden.
6.2.1 Werkzeuge zur Modellbildung und Optimierung
Da die verwendete Rechentechnik ebenso wie die Werkzeuge, die zur Lösung der Aufgaben-
stellung herangezogen wurden, einen wesentlichen Einfluss vor allem auf die Rechenzeit
haben, soll diese hier angegeben werden. Zudem wird auf den Constraint-Löser und dessen
Laufzeitverhalten eingegangen.
Die Fallstudie wurde auf einem Rechner mit Intel core i5 Prozessor mit 3,1 GHz mit
Windows-Betriebssystem vorgenommen. Das Gerät verfügt über 8 GB RAM und entsprach
damit dem aktuellen Standard für Desktop-PCs.
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Tabelle 6.2: Formationen in Szenario 2.
Formation Masse in kg Länge in m Farbe
fT6020 288000,0 138,0 gelb
fT6023 288000,0 138,0 braun
fT6025 288000,0 138,0 rosa
fT16018 288000,0 138,0 magenta
fT13621 288000,0 138,0 aquamarin
fT13622 288000,0 138,0 olivgrün
fT13620 288000,0 138,0 violett
fT823 466400,0 216,0 orange
fT822 466400,0 216,0 schwarz
fT821 466400,0 216,0 grün
fT16025 288000,0 138,0
fT16023 288000,0 138,0
fT16020 288000,0 138,0
fT13623 288000,0 138,0
fT820 466400,0 216,0
fT6022 288000,0 138,0
fT4424 162000,0 78,9
fT4423 324000,0 156,0
fT3522 466400,0 216,0
fT3521 466400,0 216,0
fT3524 699600,0 324,0
fT3523 233200,0 108,0
fT3621 330000,0 162,0
fT3622 330000,0 162,0
fT9620 162000,0 78,9
fT9623 162000,0 78,9
Alle Schritte, die der Vorverarbeitung der im XML-Format gegebenen Eingangsdaten der
Optimierung dienen, sowie die nötigen Verarbeitungsschritte zwischen den Optimierungs-
phasen und die abschließende Ausgabe als XML-Datei werden in einer .Net-Umgebung mit
einem in der Programmiersprache C# verfassten Programm ausgeführt. Zusätzlich zu den
genannten Funktionalitäten wird im Rahmen dieser Programmstruktur auch die Berechnung
der möglichen Fahrzeiten und optimierten Energieverbräuche pro Zug und Abschnitt vorge-
nommen.
Während die Umsetzung des Prototypen mittels C# erfolgte, wurde für alle Optimierun-
gen auf MATLAB-Funktionen zurückgegriffen. Dabei wurde ein Nichtlinear-Constraint-Pro-
gramming-Löser der „MATLAB optimization toolbox“ genutzt. Es muss darauf hingewiesen
werden, dass der MATLAB CP-Löser die Optimalität von Lösungen nicht garantieren kann,
zurückgegebene Lösungen also unter Umständen nur lokale Minima sind. Eine Optimierung
des Szenarios 1 benötigt ohne vorangegangene Vereinfachung oder Parallelisierung mit der
gegebenen Modellierung zwischen ein und zwei Minuten Rechenzeit. Dazu sollte bemerkt
werden, dass dieses Szenario zwar einfach, die Anzahl der Entscheidungsvariablen jedoch
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Tabelle 6.3: Überblick über die Untersuchungsgegenstände der Fallstudien.
gewählte
Aspekt Systemmodelle Nebenbedingungen Szenarien
Systemmodelle Originalmodell,
Teilfahrstraßen
Splines IronOre
Nebenbedingungen Teilfahrstraßen Splines, quadratisch,
linear
IronOre,
Niederlande
nicht zu vernachlässigen ist. Für jeden Abschnitt müssen zur Pfadberechnung Variablen für
Durchfahrzeiten und Geschwindigkeiten sowie lineare Nebenbedingungen der Zugfolge, ma-
ximale und minimale Fahrzeit- und Geschwindigkeits-Constraints erstellt werden. Szenario
1 umfasst in den ersten zwei Schritten 442 Variablen und damit auch 442 nichtlineare Rand-
bedingungen sowie etwa 300 lineare Randbedingungen. Durch das Zusammenfassen der
Abschnitte konnte die Anzahl der Variablen und Randbedingungen nahezu halbiert werden.
Die Rechenzeit wurde dadurch etwa gezehntelt und beträgt für diese Fallstudie etwa 10
Sekunden.
Den rechenzeitintensivsten Teil stellt nunmehr die Optimierung der Folgefahrten dar.
Hierfür müssen in dieser Fallstudie 100 Variablen veranschlagt werden. Es bleibt zu prüfen,
ob hier auf nichtlineare Randbedingungen verzichtet werden sollte oder durch das Einbe-
ziehen des Zugabstandes weitere Vereinfachungen und wesentliche Rechenzeiteinsparungen
ermöglicht werden. Der dritte Schritt benötigt zur optimalen Lösung weniger als eine Sekun-
de Zeit, da er ohne nichtlineare Randbedingungen auskommt. Die Fahrbarkeit der Korridore
wird hier bereits durch das Setzen der Grenzen des Suchraumes sichergestellt.
6.2.2 Bewertungsmaße für Rechenzeit und Anforderungskonformität
Wie in Kapitel 3 sollen auch hier Median, Minimum und Maximum der Differenzen zwischen
je zwei zusammengehörigen Werten betrachtet werden. Zusätzlich wird die Standardabwei-
chung ermittelt. Als Darstellungsform für die Verteilung der Güte der Lösungen wird der
Boxplot gewählt, da hier alle wesentlichen Merkmale der Verteilung, inklusive der Ausreißer,
erfassbar sind. Zudem soll mittels der kumulierten relativen Häufigkeit der Lösungsgüten un-
tersucht werden, ob gute Lösungen auch schon bei geringer Anzahl von Optimierungen zu
erwarten sind.
6.3 Ergebnisse der Optimierung
In diesem Abschnitt werden die berechneten Ergebnisse der vorgestellten Szenarien darge-
stellt und hinsichtlich ihrer unterschiedlichen Anwendbarkeit, Güte und Rechenzeit disku-
tiert. Weitere Maßnahmen zur Beschleunigung der Verfahren werden vorgeschlagen.
Die Variabilität des Energieverbrauchs auf einem Abschnitt führt zum Vorkommen vieler
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lokaler Minima bei der energieverbrauchsminimierenden Zielfunktion, in denen der nichtli-
near-Constraint-Löser gefangen werden kann. Dies ist umso wahrscheinlicher, je mehr nicht-
lineare Randbedingungen gelten. Deshalb wird, um ein besseres Ergebnis zu erzielen, eine
Multistartfunktion genutzt, bei der die Optimierung ausgehend von verschiedenen Startlö-
sungen durchgeführt wird. Die beste der so erzeugten Lösungen wird gewählt, Optimalität
kann jedoch nicht garantiert werden.
Um das beschriebene Constraint-Programm nutzen zu können, musste mit dem Berech-
nen möglicher Fahrzeiten und Energieverbräuche zunächst eine Datengrundlage geschaffen
werden.
6.3.1 Vorverarbeitung
Da der Schritt der Vorverarbeitung eine wesentliche Zeitdauer in Anspruch nimmt, sollen
hier Rechenzeit und Möglichkeiten zur Beschleunigung der Vorverarbeitung kurz diskutiert
werden.
Die Berechnung der Fahrzeiten basiert auf der Zuglaufsimulation mittels E U L E R-Verfah-
ren (beschrieben in Kapitel 3). Die Berechnung des Energieverbrauchs Eij aller Abschnitte
benötigt mit etwa einer Stunde zur Berechnung der Energieverbrauchsflächen sämtlicher
Abschnitte mit diversen Fahrzeiten und Geschwindigkeiten sehr viel Zeit. Bei den hier vorge-
nommenen Betrachtungen wurden zahlreiche Kombinationen von Start- und Endgeschwin-
digkeiten auf einzelnen Gleisfreimeldeabschnitten wie auch auf Teilfahrtstraßen berechnet.
Die Rechendauer bewegte sich im Bereich einer Stunde. Diese kann durch Anpassen der Dis-
kretisierungsschrittweite in der dafür genutzten Dynamischen Programmierung oder durch
Annäherung des Energieverbrauchs verschiedener Zugtypen durch einige Standardtypen re-
duziert werden, zudem werden bei geeigneter Modellierung nur noch ausgewählte Punkte
dieser Flächen benötigt. Die Berechnung kann in einem Vorverarbeitungsschritt ohne Echt-
zeitanforderungen durchgeführt werden. Da die Zugmasse diejenige Zugeigenschaft mit dem
höchsten Einfluss auf den Energieverbrauch ist, sollte sie beim Arbeiten mit Standardtypen
als Wichtungsfaktor betrachtet werden. Dadurch kann ebenfalls die Menge der für die wei-
tere Nutzung zu speichernden Daten reduziert werden.
6.3.2 Ergebnisse von Szenario 1
Szenario 1 kann wegen seiner vergleichsweise geringen Komplexität dazu genutzt werden,
die Modellierungsvarianten mit und ohne Variablenreduktion miteinander zu vergleichen.
Zudem soll hier auf durch unterschiedliche Nebenbedingungsmodellierungen erzeugte Ef-
fekte hinsichtlich Güte und Rechenzeit eingegangen werden.
In Abbildung 6.3 ist eine mit dem Algorithmus erzielte Lösung eines Kreuzungsszenari-
os dargestellt. Sichtbar ist die Kreuzung des roten und blauen Zuges. Die fetten, vertikalen
Linien repräsentieren die ermittelten Zeitintervalle [tmin∗ij , t
max∗
ij ], die für die Überfahrt der
jeweiligen Position vorgesehen sind, wohingegen die ermittelten optimalen Durchfahrzeiten
entsprechend der Zugfarben miteinander zu einem Polygonzug verbunden worden sind, um
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eine Darstellung ähnlich einem grafischen Fahrplan zu erreichen. Wie zu erwarten, nutzt
der Algorithmus zulässige Fahrzeiten so aus, dass nur noch der vorgegebene Puffer zwischen
den Durchfahrzeitintervallen zweier aufeinanderfolgender Züge als nicht zugewiesene Zeit
verbleibt. Die für die Züge vorgesehenen Belegungszeiten sind mit Hilfe farbiger Rechtecke
dargestellt. Dadurch wird deren Überschneidungsfreiheit und so die prinzipielle Eignung des
Verfahrens zur Ermittlung von Zuglaufkorridoren deutlich. Wesentliche Aspekte der Ergeb-
nisse der Fallstudie von Szenario 1 wurden bereits in [Jae16] veröffentlicht.
Weg
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2000
Abbildung 6.3: Grafische Darstellung des Zuglaufoptimierungsplans mit berechneten Block-
zeiten, Durchfahrzeitintervallen und Zugpfaden an der Kreuzungsstelle;
Blockzeiten Zug eins: rot; Blockzeiten Zug zwei: gestrichelt blau.
6.3.2.1 Zusammenspiel des Optimierers mit der Problemstellung
Um das prinzipielle Funktionieren des Constraint-Programms für die Anwendung in der
Schnittstelle zu überprüfen, wurden, wie in [Jae13] beschrieben, für ein vereinfachtes Sze-
nario 1 (nur zwei kreuzende Züge) 160 Läufe mit verschiedenen Startlösungen getätigt.
Dazu wurden Startlösungen mit einem Latin-Hypercubes-Designpattern auf Intervallen von
[0, 1] erzeugt und auf das für jede Entscheidungsvariable gültige Intervall abgebildet. Die
durch die Optimierung erhaltenen Lösungen wurden gegenüber der besten dieser Lösungen
bewertet. Die Verteilung der aus allen Einzelexperimenten erhaltenen Werte ist mit Abbil-
dung 6.4 gegeben. Diese zeigt, dass etwa 95 % der Lösungen in der Zielfunktion mit nicht
mehr als 104 % der besten Lösung bewertet werden. Damit zeigt sich eine gewisse Gutmü-
tigkeit der Problemstellung, da auch bei Durchführung von wenigen Optimierungen schon
mit Lösungen hoher Güte gerechnet werden kann.
6.3.2.2 Vergleich unterschiedlicher Modellierungen des Bahnsystems
In Abbildung 6.5 sind die Ergebnisse zweier Rechnungen mit unterschiedlicher Modellierung
der Aufgabe dargestellt. Oberhalb der Weg-Achse wurde die angestrebte Zugfolge mit far-
bigen Punkten markiert. Innerhalb der Zeichenfläche wurden Punkte genutzt, um den fahr-
planmäßigen Ankunftszeitpunkt zu kennzeichnen. Es wird deutlich, dass sowohl die Variante
unter Einbeziehung aller Punkte (gestrichelt/gepunktet) als auch die Variante mit Betrach-
tung von Teilfahrstraßen zu Lösungen führen, die die gewünschte Zugfolge einhalten. Es
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Zielfunktionswert einer Lösung in Prozent der besten Lösung
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Abbildung 6.4: Verteilung der Zielfunktionswerte der unter Nutzung der Multistartfunktion
ermittelten Lösungen.
wird positiv bewertet, dass Lösungen gefunden wurden, obwohl die für den schwarzen Zug
vorgegebene Fahrplanzeit wegen der verspäteten Abfahrt des roten Zuges nicht eingehalten
werden konnte. Für diesen Zug wurde von der vorgebenen Kreuzungsstelle die schnellste
Fahrweise gewählt, da das Gütekriterium für die geringstmögliche Verspätung des schwar-
zen Fahrzeuges minimiert wird. Die Ankunftszeit des roten Zuges wurde jedoch gegenüber
der Fahrplanzeit um einige Sekunden verspätet. Dieses Verhalten könnte durch eine Justage
der Gewichtungen vermieden werden.
Dabei unterscheiden sich nicht nur die Lösungen, sondern auch die Dauer der Berech-
nungen bei beiden Varianten erheblich. Für die Berechnung ohne Vereinfachung mit Splines
werden im Minimum 30 Sekunden, maximal 30,9 Minuten und im Mittelwert 27,9 Minu-
ten zur Lösung bei einer Standardabweichung von 1148,4 benötigt. Bei 200 Berechnungen
wurden 98 Lösungen (lokale Minima) gefunden. Dabei zeigte sich, dass erfolglose Versuche
oft wesentlich schneller zum Ende kamen als erfolgreiche. Die Dauer der Berechnung ohne
Vereinfachung mit Splines betrug im Minimum 0,6 Sekunden, maximal 10,3 Sekunden, im
Mittel 1,3 Sekunden zur Lösung bei einer Standardabweichung von 1,0. Aus 200 Versuchen
konnten 196 (nicht notwendigerweise verschiedene) Lösungen ermittelt werden.
Der qualitative Unterschied zwischen Berechnungen mit und ohne Vereinfachungsschritt
wird in Abbildung 6.5 deutlich. Nur auf den Abschnitten, die von zeitlich aufeinanderfolgen-
den Zügen in gleicher Richtung befahren werden, werden Durchfahrzeiten und Intervalle
für jeden Zugfolgeabschnitt berechnet. Alle anderen werden so zusammengefasst, dass nur
jeweils eine Durchfahrzeit und ein Intervall berechnet werden muss.
Die Lösung der vollständigen Rechnung fällt durch das schlechtere Einhalten der vorgege-
benen Fahrplanzeiten auf. Da der genutzte Optimierungsalgorithmus mit Zufallselementen
arbeitet, können Unterschiede in den Lösungen auch bei identischen Initiallösungen daraus
resultieren und entziehen sich einer genauen Analyse. Dennoch gibt es einige Punkte, die als
Begründung für das schlechtere Abschneiden herangezogen werden können.
Abbildung 6.6 gibt einen Hinweis darauf, weshalb die Lösung ohne Variablenreduktion
so offensichtlich viel schlechter ausfällt als die der Variante mit Variablenreduktion. Bei der
Variante mit Teilfahrstraßen, dargestellt durch Kreise, wurden viel mehr Lösungen ermittelt
und die weitaus meisten lagen im selben Bereich wie die Lösungen des komplexeren Op-
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Abbildung 6.5: Lösungen von Szenario 1 bei Rechnung mit Vereinfachung und ohne (gestri-
chelt) bei Berechnung mit Splines; Punkte an der Weg-Achse verdeutlichen
die angestrebte Zugfolge auf den Abschnitten.
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Abbildung 6.6: Verteilung der Qualität der Lösungen zwischen 1 (bester) und 0 (schlech-
tester) bei Modellierung mit Splines, rot/Kreuze: ohne Variablenreduktion;
blau/Kreise: nach Variablenreduktion.
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Tabelle 6.4: Verteilungskenngrößen der Berechnungszeiten für verschiedene Nebenbedin-
gungsmodellierungen.
Abschnitte Maximum Mittelwert Minimum Standardabweichung
linear 0,1592 0,0754 0,0382 0,0198
Spline 10,2567 1,3072 0,6684 1,0349
Folgefahrten Maximum Mittelwert Minimum Standardabweichung
linear 9,9298 5,6680 1,3074 0,9941
Spline 813,4657 637,8024 490,4224 104,5722
timierungsproblems. Die Berechnung ohne Vereinfachung erzielte also bei der gegebenen
Konfiguration nur eine vergleichsweise geringe Menge an zulässigen Lösungen, so dass eine
Auswahl der besten Lösung aus einer kleineren Grundgesamtheit erfolgte. Um ein längeres
Suchen nach einer Lösung zu erreichen, ist ein Absenken der Abbruchkriterien in Erwägung
zu ziehen. Dies hätte allerdings ein weiteres Erhöhen der jetzt schon hohen Rechenzeiten
zur Folge. Eine weitere Lösung könnte darin liegen, Ziel-Fahrplanzeiten nicht als Bestand-
teil des Gütekriteriums, sondern als Nebenbedingungen zu modellieren. Damit würde die
Struktur der Gütefunktion vereinfacht, jedoch um den Preis zusätzlicher Nebenbedingun-
gen, die durch das Verkleinern des Suchraumes jedoch zu einer schnelleren Lösungsfindung
beitragen können. Das hätte jedoch zur Folge, dass das Lösen von Aufgabenstellungen mit
nicht-fahrbaren Vorgaben (wie im Beispiel) nicht möglich wäre und so die Anzahl an Re-
gelkreisdurchläufen unter Einbeziehung des Konfliktlösung erhöht würde. Damit müssten
striktere Voraussetzungen an Konfliktlösungsalgorithmen gestellt werden, wodurch eine ge-
nauere Fahrzeitenrechnung benötigt werden würde.
Mit dem Betrachten der Box-Plots in Abbildung 6.6 wird dieser Eindruck weiter gefestigt,
da deutlich wird, dass beide Varianten im Mittel ähnliche Werte erzielen (0,58 bzw. 0,5) und
auch die Quartile ähnlich positioniert sind, die beste Lösung also einen Ausreißer darstellt,
dessen Auftreten mit größerer Versuchszahl wahrscheinlicher wird.
6.3.2.3 Vergleich verschiedener Modellierungen der Nebenbedingungen
Neben der Anzahl der Variablen spielt auch die Modellierung der Nebenbedingungen ei-
ne entscheidende Rolle für die Rechenzeit des Optimierungsalgorithmus. Beim Vergleich
der Rechenzeiten in Tabelle 6.4 wird deutlich, wie aufwändig die Berechnung mit (nicht-
linearen) Splines ist. Die Berechnung mit nichtlinearen Randbedingungen ist im Mittel et-
wa 20 mal langsamer für die Teilfahrstraßenberechnung und über 100 mal langsamer für
die Berechnung der Folgefahrten. Dabei zeigt Abbildung 6.7, dass die Qualität der Lösun-
gen der Fensterberechnungen sich nur in geringem Maße unterscheiden. Der mittlere Un-
terschied der Fenster beträgt nur 3,15 Sekunden und der maximale Unterschied beträgt
43,68 Sekunden.
Die Lösung mit linearen Randbedingungen und die Lösung, bei deren Berechnung zu-
sätzlich nichtlineare Randbedingungen betrachtet wurden, unterscheiden sich in der Lösung
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Abbildung 6.7: Nutzung verschiedenartiger Nebenbedingungsmodellierungen: linear (ge-
strichelt) und Splines (durchgezogen).
der Pfadberechnung – vor allem den schwarzen Zug betreffend – erheblich. Durch unter-
schiedliche Modellierungen können sich unterschiedliche mögliche Fahrzeiten ergeben, die
den Optimierer zu unterschiedlichen Lösungen führen können. Erlaubt beispielsweise die
lineare Modellierung langsamere Fahrten bei gleichzeitiger Fahrplaneinhaltung, so wird der
Algorithmus diesen den Vorzug geben, da sie einen geringen Energiebedarf aufweisen. Im
ungünstigsten Fall liefert die lineare Lösung damit ein Resultat, dass nicht fahrbar wäre. Um
das zu verhindern, muss sichergestellt werden, dass die Gerade der möglichen Fahrzeiten in
der konvexen Menge möglicher Fahrzeiten liegt. Dadurch jedoch wird der Suchraum nicht
komplett ausgenutzt, was bei Kapazitätsengpässen ein Problem darstellen könnte. Um keine
Fahrzeitbereiche auszuschließen, muss die Modellierung also auf nichtlineare Randbedin-
gungen zurückgreifen. Unterschiede zwischen den Lösungen der beiden Modellierungsvari-
anten treten vor allem dann auf, wenn der Suchraum groß und nur wenig durch Überholun-
gen, Kreuzungen oder Fahrplanabhängigkeiten beschränkt ist.
In diesem Beispiel haben sich die Lösungen der vereinfachten Varianten ebenfalls nach
nicht vereinfachter Rechnung als valide erwiesen. Insgesamt sind Unterschiede die durch
den Zufallsalgorithmus und Vereinfachung entstehen, größer als die durch Unterschiede zwi-
schen linearer und Splinemodellierung bedingten. Dabei spielt der Zufall eine wesentliche
Rolle bei der Güte der Lösungen. Abbildung 6.8 verdeutlicht, dass die Art der Modellie-
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Abbildung 6.8: Lösungsgüte von Szenario 1 bei Rechnung mit zusammengefassten Ab-
schnitten; rot: Splines; blau: linear.
rung sich insofern auf die Qualität der Lösung auswirkt, als dass der Matlab-nichtlinear-
Constraint-Löser zum einen sehr oft keine Lösung findet, zum anderen nur vergleichsweise
schlechte Lösungen erreicht, wohingegen die Lösungen des linear-Constraint-Lösers alle von
fast gleichbleibend hoher Qualität sind.
6.3.3 Ergebnisse von Szenario 2
Szenario 2 unterscheidet sich von Szenario 1 vor allem durch die Nutzung der zweigleisigen
Strecke im richtungsreinen Betrieb bei Rechtsverkehr statt des Eingleisbetriebs. Die Anzahl
der Gleisfreimeldeabschnitte ist deutlich höher und die Strecken werden von mehr Zügen
befahren, was zu einer höheren Komplexität des Szenarios führt. Die dadurch verursachten
Rechenzeiten ermöglichen keine Lösung ohne vorherige Anwendung der Vereinfachungs-
schritte. Daher sollen im Folgenden die Ergebnisse der Optimierung der Rechnung nach
Variablenreduktion hinsichtlich unterschiedlicher Nebenbedingungsmodellierungen unter-
sucht werden.
6.3.3.1 Vergleich verschiedener Modellierungen der Nebenbedingungen
Abbildung 6.9 zeigt einen Ausschnitt der Lösung von Szenario 2 bei Optimierung mittels
linearer Nebenbedingungen. Dargestellt sind die Abschnitte, die von T13622 befahren wer-
den, mit sämtlichen anderen im gewählten Zeitausschnitt auf dem gleichen Streckenab-
schnitt optimierten Fahrten.
Die gewünschte Zugfolge, die auch hier mittels Punkten oberhalb der Weg-Achse auf-
getragen ist, wird eingehalten. Allerdings werden in Szenario 2 die Auswirkungen einiger
getroffener Annahmen und Vereinfachungen deutlich. So zeigt Abbildung 6.9, dass die ge-
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wählte Vorgehensweise, bei der Fahrten jeweils bis zum nächsten Halt optimiert werden, da-
zu führt, dass zwischen aufeinanderfolgenden Fahrten zum einen größere zeitliche Abstände
entstehen, die sich nicht im Betrieb widerspiegeln oder diese Zeiträume genutzt werden, um
Zeitfenster zu vergrößern. Dabei führt vor allem Letzteres dazu, dass derartig vergrößerte
Zeitfenster in späteren Iterationen wieder verkleinert werden müssen, da Fahrten von Zügen
mit Halt nach der Abfahrt bis zum nächsten Halt wieder in die Optimierung integriert wer-
den müssen. Eine so verursachte Verengung der Zeitfenster, sollte aus energetischer Sicht
jedoch vermieden werden, sodass abhängig von weiterführenden Studien zu deren Häufig-
keit ein durchgängiges Einbeziehen auch haltender Fahrzeuge (zum Beispiel unter Vorgabe
von Haltezeiten) in Betracht gezogen werden sollte.
Weiter fällt auf, dass sich die Zugpfade konsequent am oberen Rand der Zeitfenster befin-
den, was damit zusammenhängt, dass der Fahrplan nur wenig Fahrzeitreserve beinhaltete.
Die Gestaltung der Zeitfenster erfolgte oft so, dass am Beginn von Fahrtabschnitten sehr
große Fenster zugelassen wurden, die dann bis zu gewissen Zwangspunkten (den kritischen
Punkten) in der Größe abnehmen, da der Endzeitpunkt konstant bleibt, der Beginn sich
jedoch zeitlich weiter in die Zukunft verschiebt. Ein solches Verhalten kann durch ein Op-
timierungsverfahren vermieden werden, das weniger allgemeingültig und dadurch genauer
auf die Bedürfnisse des Bahnbetriebs abgestimmt ist. So könnten z. B. physisch mögliche
Fahrzeiten auch bei der Berechnung der Durchfahrzeit-Intervalle betrachtet werden.
Die quantitativen Unterschiede zwischen der Lösung mit linearen Nebenbedingungen und
denjenigen mit nichtlinearen Nebenbedingungen sind dabei bis auf einzelne Zeiten sehr ge-
ring. Bei der Pfadberechnung beträgt die Abweichung im Median 28,3 Sekunden, minimal
0,0 Sekunden und maximal 4178,9 Sekunden. Durch die nachgelagerte Berechnung der Zeit-
fenster werden diese Unterschiede weiter abgeschwächt, so dass im Median noch 1,95 Se-
kunden Differenz besteht, das Minimum -0,5 Sekunden und das Maximum 1394,6 Sekun-
den beträgt. Insgesamt liegen Lösungen der linearen Rechnung zeitlich meist vor denen der
nichtlinearen Spline-Rechnung.
Der Einfluss der größeren Unterschiede findet sich auch in der Güte der Lösung wieder,
da hier direkt ein Gütekriterium (Fahrplantreue) betroffen ist. Hier wird deutlich, dass das
Resultat eines einzelnen Optimierungslaufes nicht zur Übermittlung an ein Fahrerassistenz-
system herangezogen werden kann, da der Optimierer in Einzelfällen in sehr ungünstigen
lokalen Minima verharrt.
Betrachtet man die Güte aller berechneten Lösungen der Spline-Modellierung und der
linearen Modellierung, so zeigt Abbildung 6.10, dass bei der linearen Nebenbedingungsmo-
dellierung zwar die schlechteste aller Lösungen ermittelt wurde und auch der Mittelwert mit
0,34% Lösungsgüte deutlich unter dem der Spline-modellierten mit 0,45% liegt, hier jedoch
auch die beste aller Lösungen berechnet wurde. Wie zuvor, erlangte auch in diesem Szenario
die Rechnung mit linearen Nebenbedingungen deutlich mehr Lösungen (201) als die nichtli-
neare Rechnung (27). Die übrigen Optimierungen endeten, ohne ein (lokales) Minimum zu
erreichen.
Das Beenden der Suche nach einem Optimum hängt vor allem von der Anzahl der Ite-
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Abbildung 6.10: Lösungsgüte von Szenario 2 bei Rechnung mit zusammengefassten Ab-
schnitten; rot: Splines; blau: linear.
Tabelle 6.5: Kennwerte für die Verteilung der Berechnungszeiten für verschiedene Model-
lierungen.
Abschnitte Maximum Mittelwert Minimum Standardabweichung
linear 32,4583 5,7684 5,3793 1,9307
Spline 134880 11334 460,7317 30194
rationen des Lösungsalgorithmus sowie von den Schrittweiten zwischen Lösungsschritten
ab. Es ist dabei jedoch nicht sinnvoll, den Optimierungsalgorithmus später abzubrechen, um
häufiger Optima zu erreichen, da hierdurch die ohnehin sehr großen Rechenzeiten noch
vergrößert würden. Wie Tabelle 6.5 zeigt, dauert eine Spline-modellierte Rechnung etwa
100 bis 1000 Mal so lange wie eine mit linearer Modellierung. Die Berechnungsdauer der
linearen Rechnung ist mit 5,8 Sekunden gerade noch akzeptabel, wohingegen die Spline-
Rechnung mit über 11000 Sekunden (ca. 3 Stunden) nur für akademische Anwendungen
hinreichend ist.
6.3.4 Gesamtbeurteilung der Ergebnisse der Fallstudien
Beide Fallstudien zeigen das prinzipielle Funktionieren des Optimierungsverfahrens. Über-
gebene Zugfolgen bleiben erhalten und TPE-Strukturen werden generiert (siehe Anhang C).
Die darin enthaltenen Informationen können zugspezifisch ausgegeben oder daraus extra-
hiert werden, sodass eine Weitergabe ausschließlich relevanter Daten an Fahrerassistenzsys-
teme möglich ist.
Dabei wurde deutlich, dass komplexe Modellierungsvarianten zu schlechteren Optimie-
rungsergebnissen führen, da der genutzte Optimierungsalgorithmus dann seltener Lösungen
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6 Fallstudie zur Verknüpfung von Konfliktlösungssystemen mit Fahrerassistenzsystemen
findet. Weil die Unterschiede der berechneten Zeitfenster für die Modellierungsvarianten im
Mittel gering sind, kann eine Nutzung der vereinfachten Modellierungsansätze empfohlen
werden.
Eine weitere Beschleunigung des Optimierungsvorgangs ist erstrebenswert und sollte
durch die Entwicklung eines auf das Problem angepassten Optimierungsalgorithmus gesche-
hen. Ein weiterer Angriffspunkt kann die Approximation der Energieverbräuche, beispiels-
weise durch das Erarbeiten eines Maßes für das Energiesparpotenzial, darstellen.
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Die vorliegende Arbeit befasst sich mit der Schaffung einer Schnittstelle zwischen Konflikt-
lösungs- und Fahrerassistenzsystemen zur automatischen Übermittlung der für das Fah-
rerassistenzsystem aufbereiteten Konfliktlösung. Dazu wurde mittels einer Literaturrecher-
che zu Anforderungen an ein derartiges System gezeigt, dass die Ausgabe von Fahrzeit-
Geschwindigkeit-Intervallen oder -Punkten nötig ist, da derartige Eingangsdaten von al-
len der Autorin bekannten Fahrerassistenzsystemen verarbeitet werden können. Es wurde
zudem deutlich, dass Konfliktlösungen zwar Zugfolgen zur Verfügung stellen, Fahrzeiten
bzw. Durchfahrzeiten wegen der stark vereinfachenden Fahrdynamik der Konfliktlösungs-
systeme jedoch genauer berechnet werden sollten. Daher wurde untersucht welche Verfah-
ren zur Optimierung im Bereich der Konfliktlösung bereits etabliert sind, und es wurde
deren Anwendbarkeit auf das ähnliche Problem der Fahrzeitoptimierung geprüft. Darauf-
hin wurde das Constraint-Programm zur Modellierung des sich ergebenden Optimierungs-
problems gewählt.
Um die nötigen Eingangsdaten – insbesondere Fahrzeiten und Energieverbräuche – zuver-
lässig berechnen zu können, folgte eine Untersuchung von Algorithmen und Modellen zur
Fahrdynamikrechnung, die sich zum Einsatz in der Schnittstelle wie auch im Fahrerassistenz-
system eignen. Dabei wurde deutlich, dass vor allem das E U L E R-Verfahren die Anwendung
unterschiedlicher Zug-Strecken-Modelle bei guter Rechenzeit und Genauigkeit ermöglicht.
Die Lösung der Optimierungsaufgabe erfolgte mit einem etabliertem Solver und es wurde
eine Auswertung der Lösungen verschiedener Constraint-Modell-Varianten hinsichtlich der
Rechenzeit und ihrem Einfluss auf die Lösungsgüte vorgenommen. Bei der Auswertung der
Ergebnisse zeigte sich, dass das System in der Lage ist, Lösungen zur gewählten Aufgaben-
stellung zu ermitteln. Die Rechenzeiten sind nur mit einer linearen Modellierung hinreichend
gering, um einen Einsatz im Echtzeitbetrieb in Erwägung zu ziehen, und auch die Lösungsgü-
te der Zugpfadberechnung steigt mit der Linearisierung. Bei der Berechnung der Durchfahr-
zeitintervalle werden bestehende Abweichungen weiter nivelliert, sodass der Unterschied
für Fahrerassistenzsysteme, die Fahrzeit-Intervalle verarbeiten, geringer ausfällt. Insgesamt
sprechen Performanz und Güte für eine lineare Darstellung der Nebenbedingungen.
Die Durchführung von Fallstudien zum Vergleich der verschiedenen Modellierungsvari-
anten war durch die zuvor erfolgte Wahl des Constraint-Lösers und der komplexen nicht-
linearen Modellierung limitiert, da bei dieser Art der Modellierung oft keine Lösung gefun-
den worden ist und die Untersuchung großer Instanzen in Kombination mit detaillierter
Modellierung durch lange Laufzeiten verhindert wurde.
Mit dieser Arbeit konnte ein wesentlicher Beitrag zur Integration von streckenseitigen
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Konfliktlösungssystemen und bordgestützten Fahrerassistenzsystemen geleistet werden. Die
Anwendung des Verfahrens ist zudem im Bereich der automatischen Zugsteuerung denkbar.
Da berechnete Ausgaben als Eingaben in Fahrerassistenzsysteme dienen, sind damit hohe
Echtzeit- und Genauigkeitsanforderungen verbunden, um eine bestmögliche Akzeptanz und
Umsetzbarkeit zu erreichen und dadurch die erzielbaren Effekte umzusetzen. Hierzu wurde
ein Integrationssystem entworfen und prototypisch erprobt, das folgende neuartige Kompo-
nenten enthält:
• mehrstufiger Optimierungsansatz unter durchgängiger Nutzung konsistenter Fahrzeit-
rechnung mit dem Nachweis der Erfüllung von Genauigkeits- und eingeschränkten
Echtzeitanforderungen,
• Nachweis der Nutzbarkeit des Konzepts von Zeit- und Geschwindigkeitsfenstern zur
Definition von Zuglaufkorridoren,
• Untersuchung unterschiedlicher Approximationsmethoden zur Erreichung der Echt-
zeitfähigkeit des mehrstufigen Verfahrens,
• Nachweis der prozessualen Machbarkeit durch Integration in ein komplexes Simulati-
onssystem und Demonstration anhand zweier Fallstudien europäischer Eisenbahnkor-
ridore.
Darauf aufbauend sollten weitere Untersuchungen folgen, die das Verständnis des Zusam-
menspiels zwischen Modellierung und Optimierung vertiefen. So könnte es durch Nutzung
an das Problem angepasster Optimierungsalgorithmen ermöglicht werden, auch größere In-
stanzen echtzeitfähig zu lösen. Auch Untersuchungen zur weiteren Anpassung der Model-
lierung, beispielsweise einer Modellierung der Fahrzeiten als diskrete Größe oder der Nut-
zung eines Energieverbrauchsmaßes, stellen lohnende Forschungsgegenstände dar, die zum
Erreichen des Ziels einer uneingeschränkt echtzeitfähigen Schnittstelle beitragen können.
Zudem sollte eine Untersuchung von Effekten beim Schließen des Regelkreises, das heißt
zur Rückwirkung der Fahrweisen auf Konfliktlösungssystem-Entscheidungen, sowie der Sta-
bilität der Lösungen erfolgen. Weiterführend sollte außerdem der Einfluss der Haltezeiten
und verschiedener Technologien zur Verkehrszustandserfassung auf die Qualität der Lösung
betrachtet werden.
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Verzeichnis der Formelzeichen
Symbol Beschreibung Einheit
<s,j Relation (Ordnung) der Züge, von denen Abschnitt sj be-
fahren werden soll
–
<z,i Relation (Ordnung) der Abschnitte, die Zug zi befahren soll –
∆ Differenz zweier Werte –
∆ Radikant zur analytischen Lösung der Fahrdynamischen
Grundgleichung
–
α, β, γ zug- und abschnittsspezifische Parameter zur geschwindig-
keitsabhängigen Traktionskraftmodellierung mit Splines
–
α Neigungswinkel für Hangneigung in Fahrtrichtung Grad
χ Zielfunktionsgewicht für Abweichungen von der Abfahrtzeit 1
δij Kronecker-Delta 1
ψ,ϕ Interpolationsfunktionen des Kriging-Verfahrens 1
η Zielfunktionsgewicht für Abweichungen von der Ankunft-
zeit
1
µ Straf- oder Barrierefunktion 1
ν Gewichtung einer Straf- oder Barrierefunktion 1
πs,j Folge der Züge auf Abschnitt aj –
πz,i Folge der von Zug zi zu befahrenden Abschnitte –
ρ Korrelationskoeffizient –
σij minimale Pufferzeit zwischen den Ereignissen eij und sei-
nem Nachfolger auf Abschnitt sj
s
τ Zeit als Integrationsvariable s
ω Zielfunktionsgewicht für Unterschreitung der Minimalge-
schwindigkeit
1
ζi freie Variable zur Berechnung der Spline-Approximation der
Zugkraft
–
A Menge aller Abschnitte –
a0, a1, a2,
a0,i, a1,i, a2,i
zugspezifische Parameter zur geschwindigkeitsabhängigen
Zugkraftmodellierung mit Splines
–
AH,i Menge aller Halte von Zug zi –
Fortsetzung auf Folgeseite
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Verzeichnis der Formelzeichen
Symbol Beschreibung Einheit
ai i-ter Abschnitt –
Bi B-Spline Basisfunktionen 1
Cn+1[va, ve] Menge auf [va, ve] n+ 1 mal stetig differenzierbarer Funktio-
nen
–
c0, c1, c2 zugspezifische Parameter zur geschwindigkeitsabhängigen
Fahrzeugwiderstandsmodellierung mittels D AV I S-Formel
–
d euklidischer Abstand 1
d̄ Median der Differenzen d –
di Abstand des i-ten exakten und angenäherten Wertes –
dmin Mindestsegmentlänge m
E Menge der Ereignisse –
eij Ereignis für Zug i in Abschnitt j –
F̃ Näherung für Zugkraft F N
F Kraft N
FH Hangabtriebskraft N
FR Fahrwiderstandskraft N
FS Streckenwiderstandkraft N
FT resultierende Antriebskraft N
FZ Zugkraft N
h Zeitschrittweite s
hi Gradient des i-ten Abschnittes ‰
hij Tupel mit Haltezeiten für Zug i in Abschnitt j –
hmin Mindestgradientenunterschied ‰
I(f) Integral der Funktion f –
In(f) Näherung an Integral der Funktion f mittels numerischer
Quadratur i-ten Grades
–
k1, k2, k3 Polynomkoeffizienten –
ka Kapazitätsauslastung s
l Zuglänge m
L2([a, b]) L2([a, b])-Skalarprodukt –
Fortsetzung auf Folgeseite
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Verzeichnis der Formelzeichen
Symbol Beschreibung Einheit
li Länge des i-ten Abschnittes m
l̃i Länge des Zugteils auf dem i-ten Abschnitt m
L
(n)
k k-tes L A G R A N G Esches Basispolynom bei n+ 1 Stützstellen –
m Zugmasse kg
mi Zugmasse auf Abschnitt i kg
O(. . .) landausches Symbol; numerische Ordnung –
P Leistung; maximale Motorleistung N/s
p Signifikanzwert für ein Stichprobenergebnis 1
Pn Menge der Polynome i-ten Grades –
pn Polynom i-ten Grades –
Rs,j Relation der Züge, die Abschnitt sj in direkter Folge befah-
ren sollen
–
Rz,i Relation der von Zug zi befahrenen Abschnitte und deren
Nachfolger
–
r,u,m Vektoren zur Berechnung der Spline-Approximation der
Zugkraft
–
s Weg; Position m
s1 Endposition m
sa Startposition m
sAj Position des Auflösepunktes für Gleisblock j m
sEj Position des Einstellpunktes für Gleisblock j m
si i-te Funktion des Splines s –
si Position im i-ten Schritt m
sk Position des Zugkopfes m/s
sp Position des Massepunktes m
T Fahrzeit s
t Zeit s
t∗ optimale Fahrzeit s
t1 Endzeit s
ti Zeit im i-ten Schritt s
tabij geplanter Abfahrtszeitpunkt von Zug zi auf Abschnitt aj s
tanij geplanter Ankunftszeitpunkt von Zug zi auf Abschnitt aj s
Tk Betrachtungszeitraum für Kapazitätsermittlung s
Fortsetzung auf Folgeseite
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Verzeichnis der Formelzeichen
Symbol Beschreibung Einheit
tmax maximale Fahrzeit s
t̃max maximale, physikalisch mögliche Fahrzeit s
Tmaxi,jk maximale Prozessdauer zwischen den Ereignissen eij und
eik
s
tmaxij maximale Fahrzeit des Zuges zi auf Abschnitt sj s
tmin minimale Fahrzeit s
t̃min minimale, physikalisch mögliche Fahrzeit s
Tminj,il minimale Prozessdauer zwischen den Ereignissen eij und elj s
tminij minimale Fahrzeit des Zuges zi auf Abschnitt sj s
Tminj minimale Belegungszeit von Abschnitt sj s
Tocc summierte Belegungsdauer s
tocc Belegungszeitpunkt s
Tp summierte Pufferzeitdauer s
trel Auflösezeitpunkt s
tres Reservierungszeitpunkt s
v Geschwindigkeit m/s
v∗ optimale Geschwindigkeit m/s
v1 Endgeschwindigkeit m/s
va Anfangsgeschwindigkeit m/s
ve Endgeschwindigkeit m/s
vi Geschwindigkeit im i-ten Schritt m/s
vmax maximale Geschwindigkeit m/s
vmaxij maximale Geschwindigkeit des Zuges zi auf Abschnitt sj m/s
vmin minimale Geschwindigkeit m/s
vminij minimale Geschwindigkeit des Zuges zi auf Abschnitt sj m/s
W Arbeit Nm
wi i-tes Gewicht 1
xi reelle Zahl, Intervallgrenze –
Z Menge aller Züge –
zi i-ter Zug –
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Abkürzungsverzeichnis
Abkürzung Beschreibung
CP Constraint-Programm
DTW Dieseltriebwagen
EI einseitig begrenztes Intervall
EIU Eisenbahninfrastrukturunternehmen
EVU Eisenbahnverkehrsunternehmen
FAS Fahrerassistenzsystem
GZ7 Güterzug mit 7 Waggons
GZ9 Güterzug mit 9 Waggons
HGS Goslar; Abkürzung nach Richtlinie 100
IC InterCity
KI Künstliche Intelligenz
KLS Konfliktlösungssystem
KNN Künstliche Neuronale Netze
LHB Halberstadt; Abkürzung nach Richtlinie 100
LTL Thale; Abkürzung nach Richtlinie 100
LWEG Wegeleben; Abkürzung nach Richtlinie 100
MILP Mixed-Integer-Linear-Programm
MSE mean square error, mittlerer quadratischer Fehler
NP-vollständig Bezeichnung für nur in nicht-polynomieller Zeit lösbare Pro-
bleme
RTTP real-time traffic plan
Fortsetzung auf Folgeseite
135
Abkürzungsverzeichnis
Abkürzung Beschreibung
SA Verfahren der simulierten Abkühlung
SBB Schweizerische Bundesbahnen
SGZ Schwerer Güterzug
SM Sintflut-Methode
SP Stochastisches Programm
TA Toleranzschwellen-Algorithmus
TS Tabu-Suche
ZI zweiseitig begrenztes Intervall
ZP Zielpunkt
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Anhang

Verzeichnis der Anhänge
A Ergebnisse Zuglaufrechnung A - 3
B Eingabe XML RTTP A - 71
C Ausgabe XML Zuglaufoptimierungsplan A - 75
A - 1

A Ergebnisse Zuglaufrechnung
A.1 Genauigkeit
A.1.1 Abweichungen nach Zugmodell und Höhenprofildiskretisierung
A.1.1.1 Goslar-Halberstadt
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 2,93 · 10−2 5,92 · 10−1
0-0 1,39 · 10−3 3,81 · 10−2
100-05 1,65 · 10−3 4,39 · 10−2
100-1 3,97 · 10−3 1,24 · 10−1
100-2 8,75 · 10−3 2,42 · 10−1
M A S S E B A N D / E U L E R 250-05 4,90 · 10−3 3,07 · 10−1
250-1 8,01 · 10−3 2,96 · 10−1
250-2 1,04 · 10−2 2,63 · 10−1
500-05 1,19 · 10−2 4,38 · 10−1
500-1 1,43 · 10−2 4,38 · 10−1
500-2 2,05 · 10−2 4,77 · 10−1
50-01 3,10 · 10−2 6,39 · 10−1
50-01 4,44 · 10−2 6,40 · 10−1
0-01 4,44 · 10−2 6,35 · 10−1
V O RV E R A R B E I T E T / A N A 0-05 4,42 · 10−2 6,35 · 10−1
0-1 4,44 · 10−2 6,35 · 10−1
100-05 4,48 · 10−2 6,46 · 10−1
250-1 4,98 · 10−2 6,95 · 10−1
Tabelle A.1: IC; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
A - 3
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 4,14 · 10−1 6,50 · 10−1
0-0 3,46 · 10−2 7,75 · 10−2
100-05 2,82 · 10−2 6,20 · 10−2
100-1 2,36 · 10−2 1,63 · 10−1
100-2 4,06 · 10−1 5,20 · 10−1
M A S S E B A N D / E U L E R 250-05 3,26 · 10−1 3,61 · 10−1
250-1 2,56 · 10−1 4,14 · 10−1
250-2 1,87 · 10−1 4,14 · 10−1
500-05 2,35 · 10−1 1,01 · 100
500-1 1,68 · 10−1 7,77 · 10−1
500-2 3,53 · 10−1 1,11 · 100
50-01 7,71 · 10−1 3,48 · 100
50-01 8,67 · 10−1 2,94 · 100
0-01 8,68 · 10−1 2,94 · 100
V O RV E R A R B E I T E T / A N A 0-05 8,85 · 10−1 2,96 · 100
0-1 8,12 · 10−1 2,80 · 100
100-05 9,09 · 10−1 3,01 · 100
250-1 6,19 · 10−1 2,08 · 100
Tabelle A.2: IC; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
A - 4
A.1 Genauigkeit
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 8,72 · 100 2,00 · 101
0-0 3,40 · 10−1 1,51 · 100
100-05 3,69 · 10−1 2,07 · 100
100-1 7,74 · 10−1 5,63 · 100
100-2 2,06 · 100 1,29 · 101
M A S S E B A N D / E U L E R 250-05 6,20 · 10−1 6,45 · 100
250-1 1,04 · 100 6,45 · 100
250-2 2,27 · 100 1,30 · 101
500-05 2,82 · 100 1,86 · 101
500-1 3,22 · 100 1,88 · 101
500-2 3,78 · 100 1,71 · 101
50-01 6,33 · 100 2,10 · 101
50-01 8,52 · 100 2,63 · 101
0-01 8,53 · 100 2,63 · 101
V O RV E R A R B E I T E T / A N A 0-05 8,53 · 100 2,63 · 101
0-1 8,72 · 100 2,62 · 101
100-05 8,60 · 100 2,64 · 101
250-1 8,83 · 100 2,65 · 101
Tabelle A.3: IC; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
A - 5
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 3,90 · 10−3 6,44 · 10−2
0-0 1,99 · 10−3 9,10 · 10−2
100-05 2,54 · 10−3 9,10 · 10−2
100-1 5,27 · 10−3 1,11 · 10−1
100-2 1,18 · 10−2 3,97 · 10−1
M A S S E B A N D / E U L E R 250-05 7,27 · 10−3 2,65 · 10−1
250-1 9,23 · 10−3 2,58 · 10−1
250-2 1,21 · 10−2 2,67 · 10−1
500-05 2,92 · 10−2 7,38 · 10−1
500-1 2,84 · 10−2 7,37 · 10−1
500-2 3,33 · 10−2 7,37 · 10−1
50-01 3,82 · 10−2 7,49 · 10−1
50-01 3,90 · 10−2 8,06 · 10−1
0-01 3,89 · 10−2 8,06 · 10−1
V O RV E R A R B E I T E T / A N A 0-05 3,89 · 10−2 8,06 · 10−1
0-1 3,86 · 10−2 8,06 · 10−1
100-05 3,85 · 10−2 8,06 · 10−1
250-1 4,61 · 10−2 8,66 · 10−1
Tabelle A.4: DTW; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 6
A.1 Genauigkeit
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 9,88 · 10−2 1,67 · 10−1
0-0 6,31 · 10−2 8,61 · 10−2
100-05 2,03 · 10−2 7,93 · 10−2
100-1 9,10 · 10−2 1,69 · 10−1
100-2 5,17 · 10−1 6,24 · 10−1
M A S S E B A N D / E U L E R 250-05 5,90 · 10−1 6,82 · 10−1
250-1 6,87 · 10−1 8,09 · 10−1
250-2 4,83 · 10−2 1,39 · 10−1
500-05 1,03 · 100 1,39 · 100
500-1 7,98 · 10−1 1,20 · 100
500-2 7,77 · 10−1 1,20 · 100
50-01 1,07 · 100 1,78 · 100
50-01 1,04 · 100 1,81 · 100
0-01 1,04 · 100 1,81 · 100
V O RV E R A R B E I T E T / A N A 0-05 1,07 · 100 1,83 · 100
0-1 1,07 · 100 1,81 · 100
100-05 1,10 · 100 1,82 · 100
250-1 1,19 · 100 1,93 · 100
Tabelle A.5: DTW; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 7
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,01 · 100 2,56 · 100
0-0 3,63 · 10−1 1,57 · 100
100-05 4,49 · 10−1 3,45 · 100
100-1 9,42 · 10−1 5,17 · 100
100-2 2,11 · 100 1,31 · 101
M A S S E B A N D / E U L E R 250-05 1,21 · 100 8,59 · 100
250-1 1,65 · 100 8,59 · 100
250-2 2,36 · 100 1,35 · 101
500-05 4,10 · 100 1,99 · 101
500-1 4,31 · 100 2,07 · 101
500-2 4,73 · 100 2,09 · 101
50-01 6,28 · 100 1,95 · 101
50-01 5,91 · 100 2,08 · 101
0-01 5,90 · 100 2,08 · 101
V O RV E R A R B E I T E T / A N A 0-05 5,88 · 100 2,08 · 101
0-1 6,24 · 100 2,08 · 101
100-05 5,97 · 100 2,08 · 101
250-1 6,69 · 100 2,15 · 101
Tabelle A.6: DTW; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 8
A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 1,11 · 10−1 2,40 · 100
0-0 6,19 · 10−3 1,94 · 10−1
100-05 6,63 · 10−3 2,00 · 10−1
100-1 1,03 · 10−2 1,56 · 10−1
100-2 1,75 · 10−2 3,71 · 10−1
M A S S E B A N D / E U L E R 250-05 9,55 · 10−1 8,33 · 100
250-1 1,34 · 10−2 2,34 · 10−1
250-2 1,89 · 10−2 2,82 · 10−1
500-05 9,81 · 10−1 8,33 · 100
500-1 3,86 · 10−2 6,34 · 10−1
500-2 3,80 · 10−2 6,52 · 10−1
50-01 3,52 · 10−2 5,44 · 10−1
50-01 6,90 · 10−2 1,15 · 100
0-01 6,88 · 10−2 1,15 · 100
V O RV E R A R B E I T E T / A N A 0-05 6,79 · 10−2 1,15 · 100
0-1 2,45 · 10−1 7,01 · 100
100-05 7,85 · 10−2 1,85 · 100
250-1 2,37 · 10−1 7,01 · 100
Tabelle A.7: 2000t; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 9
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 7,28 · 100 1,18 · 101
0-0 1,16 · 10−1 2,28 · 10−1
100-05 8,49 · 10−2 2,60 · 10−1
100-1 3,53 · 10−1 5,16 · 10−1
100-2 1,27 · 100 1,59 · 100
M A S S E B A N D / E U L E R 250-05 9,10 · 101 1,98 · 102
250-1 5,46 · 10−1 7,80 · 10−1
250-2 1,58 · 100 1,89 · 100
500-05 9,15 · 101 1,98 · 102
500-1 7,31 · 10−1 1,56 · 100
500-2 7,12 · 10−1 1,56 · 100
50-01 1,25 · 100 1,84 · 100
50-01 1,26 · 100 3,28 · 100
0-01 1,26 · 100 3,28 · 100
V O RV E R A R B E I T E T / A N A 0-05 1,21 · 100 3,28 · 100
0-1 5,91 · 100 5,09 · 101
100-05 6,38 · 100 1,05 · 101
250-1 5,79 · 100 5,07 · 101
Tabelle A.8: 2000t; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 10
A.1 Genauigkeit
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,84 · 101 4,91 · 101
0-0 4,36 · 10−1 6,06 · 100
100-05 4,32 · 10−1 6,00 · 100
100-1 7,69 · 10−1 6,53 · 100
100-2 2,33 · 100 1,10 · 101
M A S S E B A N D / E U L E R 250-05 7,77 · 101 2,80 · 102
250-1 1,04 · 100 7,59 · 100
250-2 2,09 · 100 1,13 · 101
500-05 7,78 · 101 2,78 · 102
500-1 3,52 · 100 1,24 · 101
500-2 3,95 · 100 1,38 · 101
50-01 7,98 · 100 2,22 · 101
50-01 8,10 · 100 2,81 · 101
0-01 7,40 · 100 2,65 · 101
V O RV E R A R B E I T E T / A N A 0-05 7,33 · 100 2,60 · 101
0-1 8,49 · 101 5,88 · 102
100-05 7,82 · 100 3,21 · 101
250-1 8,52 · 101 5,86 · 102
Tabelle A.9: 2000t; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 11
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 1,44 · 10−2 5,21 · 10−1
0-0 7,19 · 10−4 3,15 · 10−2
100-05 8,78 · 10−4 3,48 · 10−2
100-1 1,54 · 10−3 6,45 · 10−2
100-2 4,71 · 10−3 2,51 · 10−1
M A S S E B A N D / E U L E R 250-05 4,62 · 10−3 4,12 · 10−1
250-1 5,25 · 10−3 3,77 · 10−1
250-2 6,37 · 10−3 3,01 · 10−1
500-05 7,43 · 10−3 4,54 · 10−1
500-1 8,43 · 10−3 4,54 · 10−1
500-2 1,29 · 10−2 4,54 · 10−1
50-01 1,74 · 10−2 6,01 · 10−1
50-01 2,33 · 10−2 6,75 · 10−1
0-01 2,34 · 10−2 6,75 · 10−1
V O RV E R A R B E I T E T / A N A 0-05 2,34 · 10−2 6,75 · 10−1
0-1 2,34 · 10−2 6,75 · 10−1
100-05 2,98 · 10−2 9,39 · 10−1
250-1 2,33 · 10−2 6,75 · 10−1
Tabelle A.10: GZ7; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 12
A.1 Genauigkeit
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 2,64 · 10−1 4,16 · 10−1
0-0 6,21 · 10−3 1,57 · 10−2
100-05 1,12 · 10−2 4,02 · 10−2
100-1 2,68 · 10−2 8,69 · 10−2
100-2 1,70 · 10−1 2,47 · 10−1
M A S S E B A N D / E U L E R 250-05 4,46 · 10−1 4,77 · 10−1
250-1 4,43 · 10−1 5,03 · 10−1
250-2 1,73 · 10−1 3,03 · 10−1
500-05 1,60 · 10−1 2,96 · 10−1
500-1 1,03 · 10−1 1,83 · 10−1
500-2 2,57 · 10−1 4,41 · 10−1
50-01 7,69 · 10−1 1,24 · 100
50-01 8,99 · 10−1 1,33 · 100
0-01 9,47 · 10−1 1,38 · 100
V O RV E R A R B E I T E T / A N A 0-05 9,52 · 10−1 1,38 · 100
0-1 9,17 · 10−1 1,35 · 100
100-05 4,86 · 10−1 1,23 · 100
250-1 9,00 · 10−1 1,33 · 100
Tabelle A.11: GZ7; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 13
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 7,09 · 100 1,55 · 101
0-0 3,23 · 10−1 1,37 · 100
100-05 3,82 · 10−1 2,36 · 100
100-1 8,51 · 10−1 5,40 · 100
100-2 2,13 · 100 1,31 · 101
M A S S E B A N D / E U L E R 250-05 7,39 · 10−1 9,06 · 100
250-1 1,22 · 100 8,84 · 100
250-2 2,41 · 100 1,33 · 101
500-05 2,87 · 100 1,90 · 101
500-1 3,30 · 100 1,91 · 101
500-2 3,88 · 100 1,75 · 101
50-01 6,25 · 100 2,15 · 101
50-01 7,93 · 100 2,14 · 101
0-01 7,95 · 100 2,14 · 101
V O RV E R A R B E I T E T / A N A 0-05 8,13 · 100 2,14 · 101
0-1 8,02 · 100 2,14 · 101
100-05 8,44 · 100 2,46 · 101
250-1 7,93 · 100 2,14 · 101
Tabelle A.12: GZ7; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 14
A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 2,01 · 10−2 7,00 · 10−1
0-0 7,30 · 10−4 3,27 · 10−2
100-05 8,93 · 10−4 3,43 · 10−2
100-1 1,68 · 10−3 5,98 · 10−2
100-2 5,25 · 10−3 3,05 · 10−1
M A S S E B A N D / E U L E R 250-05 5,05 · 10−3 4,54 · 10−1
250-1 5,79 · 10−3 4,07 · 10−1
250-2 6,96 · 10−3 2,88 · 10−1
500-05 8,76 · 10−3 5,12 · 10−1
500-1 1,00 · 10−2 5,12 · 10−1
500-2 1,47 · 10−2 5,12 · 10−1
50-01 1,94 · 10−2 6,99 · 10−1
50-01 2,80 · 10−2 8,38 · 10−1
0-01 2,80 · 10−2 8,38 · 10−1
V O RV E R A R B E I T E T / A N A 0-05 2,80 · 10−2 8,38 · 10−1
0-1 2,84 · 10−2 8,26 · 10−1
100-05 3,38 · 10−2 1,14 · 100
250-1 2,79 · 10−2 8,20 · 10−1
Tabelle A.13: GZ9; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 15
A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 3,43 · 10−1 5,86 · 10−1
0-0 5,59 · 10−3 1,43 · 10−2
100-05 2,50 · 10−2 4,67 · 10−2
100-1 3,86 · 10−2 9,70 · 10−2
100-2 2,04 · 10−1 2,93 · 10−1
M A S S E B A N D / E U L E R 250-05 4,72 · 10−1 5,03 · 10−1
250-1 4,63 · 10−1 5,20 · 10−1
250-2 1,08 · 10−1 2,84 · 10−1
500-05 1,29 · 10−1 2,19 · 10−1
500-1 9,04 · 10−2 2,56 · 10−1
500-2 2,52 · 10−1 3,58 · 10−1
50-01 8,60 · 10−1 1,30 · 100
50-01 1,14 · 100 1,62 · 100
0-01 1,19 · 100 1,69 · 100
V O RV E R A R B E I T E T / A N A 0-05 1,19 · 100 1,67 · 100
0-1 1,20 · 100 1,70 · 100
100-05 4,57 · 10−1 1,86 · 100
250-1 1,11 · 100 1,60 · 100
Tabelle A.14: GZ9; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 16
A.1 Genauigkeit
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 8,84 · 100 1,95 · 101
0-0 3,30 · 10−1 1,38 · 100
100-05 3,77 · 10−1 2,07 · 100
100-1 8,39 · 10−1 5,45 · 100
100-2 2,12 · 100 1,29 · 101
M A S S E B A N D / E U L E R 250-05 7,50 · 10−1 1,00 · 101
250-1 1,22 · 100 9,65 · 100
250-2 2,38 · 100 1,32 · 101
500-05 2,85 · 100 1,84 · 101
500-1 3,27 · 100 1,86 · 101
500-2 3,85 · 100 1,74 · 101
50-01 6,30 · 100 2,19 · 101
50-01 8,59 · 100 2,36 · 101
0-01 8,60 · 100 2,36 · 101
V O RV E R A R B E I T E T / A N A 0-05 8,94 · 100 2,36 · 101
0-1 8,68 · 100 2,33 · 101
100-05 9,15 · 100 2,86 · 101
250-1 8,66 · 100 2,33 · 101
Tabelle A.15: GZ9; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
A - 17
A Ergebnisse Zuglaufrechnung
A.1.1.2 Halberstadt-Wegeleben
Energie-Position-Differenzen-Graph
∆
E
in
N
m
k
g
Position in m
Geschwindigkeit-Position-Differenzen-Graph
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Abbildung A.1: IC; LHB-LWEG; Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
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Abbildung A.2: DTW; LHB-LWEG; Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
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Abbildung A.3: IC; LHB-LWEG; mittlere Abweichungen durch Höhenprofildiskretisierung
sowie Zugmodellierung.
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Abbildung A.4: DTW; LHB-LWEG; mittlere Abweichungen durch Höhenprofildiskretisierung
sowie Zugmodellierung.
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A.1.1.3 Wegeleben-Thale
Energie-Position-Differenzen-Graph
∆
E
in
N
m
k
g
Position in m
Geschwindigkeit-Position-Differenzen-Graph
∆
v
in
m s
Position in m
250-1
0-0
0-0
Geschwindigkeit-Position-Differenzen-Graph
∆
t
in
s
Position in m
v
in
k
m h
Position in m
Geschwindigkeit-Position-Graph
Massepunkt
Masseband
vorverarbeitet
×104
×104
×104
×104
0 0,5 1 1,5 2 2,5
0 0,5 1 1,5 2 2,5
0 0,5 1 1,5 2 2,5
0 0,5 1 1,5 2 2,5
−50
0
50
−5
0
5
−5
0
5
0
100
200
Abbildung A.5: IC; LWEG-LTL; Abweichungen durch Höhenprofildiskretisierung sowie Zug-
modellierung.
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Abbildung A.6: DTW; LWEG-LTL; Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
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Abbildung A.7: IC; LWEG-LTL; mittlere Abweichungen durch Höhenprofildiskretisierung so-
wie Zugmodellierung.
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Abbildung A.8: DTW; LWEG-LTL; mittlere Abweichungen durch Höhenprofildiskretisierung
sowie Zugmodellierung.
A - 25
A Ergebnisse Zuglaufrechnung
A.1.1.4 Halberstadt–Goslar
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Abbildung A.9: IC; LHB-HGS; Abweichungen durch Höhenprofildiskretisierung sowie Zug-
modellierung.
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Abbildung A.10: DTW; LHB-HGS; Abweichungen durch Höhenprofildiskretisierung sowie
Zugmodellierung.
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Abbildung A.11: IC; LHB-HGS; mittlere Abweichungen durch Höhenprofildiskretisierung
sowie Zugmodellierung.
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Abbildung A.12: DTW; LHB-HGS; mittlere Abweichungen durch Höhenprofildiskretisierung
sowie Zugmodellierung.
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A.1.2 Abweichungen nach Algorithmen
A.1.2.1 Goslar-Halberstadt
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,12 · 10−3 2,18 · 10−2
∆t = 1 s 4,21 · 10−3 4,29 · 10−2
E U L E R ∆t = 2 s 8,40 · 10−3 9,83 · 10−2
∆t = 3 s 1,27 · 10−2 2,77 · 10−1
∆t = 4 s 1,76 · 10−2 4,44 · 10−1
∆t = 5 s 2,21 · 10−2 5,44 · 10−1
n = 0 1,77 · 10−3 3,47 · 10−2
n = 1 1,01 · 10−6 6,38 · 10−5
G A U S S n = 2 9,21 · 10−10 2,09 · 10−7
n = 3 2,76 · 10−9 1,16 · 10−7
n = 4 1,39 · 10−9 1,06 · 10−7
S I M P S O N 1,71 · 10−6 9,58 · 10−5
Tabelle A.16: IC; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 3,90 · 10−2 6,51 · 10−2
∆t = 1 s 7,63 · 10−2 1,27 · 10−1
E U L E R ∆t = 2 s 1,46 · 10−1 2,45 · 10−1
∆t = 3 s 2,12 · 10−1 6,25 · 10−1
∆t = 4 s 2,76 · 10−1 9,98 · 10−1
∆t = 5 s 3,30 · 10−1 1,22 · 100
n = 0 1,38 · 10−1 2,08 · 10−1
n = 1 1,37 · 10−4 2,82 · 10−4
G A U S S n = 2 1,03 · 10−7 1,00 · 10−6
n = 3 4,20 · 10−8 1,00 · 10−6
n = 4 2,19 · 10−8 1,00 · 10−6
S I M P S O N 2,05 · 10−4 4,22 · 10−4
Tabelle A.17: IC; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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A.1 Genauigkeit
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 8,14 · 10−2 6,29 · 10−1
∆t = 1 s 1,60 · 10−1 1,24 · 100
E U L E R ∆t = 2 s 3,07 · 10−1 2,42 · 100
∆t = 3 s 4,51 · 10−1 3,35 · 100
∆t = 4 s 5,70 · 10−1 4,76 · 100
∆t = 5 s 6,96 · 10−1 5,58 · 100
n = 0 7,29 · 10−1 1,35 · 100
n = 1 5,13 · 10−4 1,09 · 10−3
G A U S S n = 2 5,92 · 10−7 3,20 · 10−6
n = 3 2,33 · 10−7 3,34 · 10−6
n = 4 1,16 · 10−7 3,40 · 10−6
S I M P S O N 1,24 · 10−1 2,82 · 10−1
Tabelle A.18: IC; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,89 · 10−3 8,94 · 10−2
∆t = 1 s 5,70 · 10−3 1,72 · 10−1
E U L E R ∆t = 2 s 1,21 · 10−2 3,85 · 10−1
∆t = 3 s 1,87 · 10−2 6,91 · 10−1
∆t = 4 s 2,47 · 10−2 8,84 · 10−1
∆t = 5 s 3,13 · 10−2 1,12 · 100
n = 0 4,94 · 10−3 8,33 · 10−1
n = 1 7,80 · 10−5 2,27 · 10−2
G A U S S n = 2 1,99 · 10−6 6,64 · 10−4
n = 3 5,67 · 10−8 1,93 · 10−5
n = 4 3,22 · 10−9 5,64 · 10−7
S I M P S O N 1,34 · 10−4 3,41 · 10−2
Tabelle A.19: DTW; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 4,56 · 10−2 7,72 · 10−2
∆t = 1 s 9,26 · 10−2 1,58 · 10−1
E U L E R ∆t = 2 s 1,88 · 10−1 4,15 · 10−1
∆t = 3 s 2,81 · 10−1 7,63 · 10−1
∆t = 4 s 4,12 · 10−1 1,02 · 100
∆t = 5 s 5,29 · 10−1 1,27 · 100
n = 0 3,17 · 10−1 4,76 · 10−1
n = 1 8,70 · 10−3 1,29 · 10−2
G A U S S n = 2 2,55 · 10−4 3,78 · 10−4
n = 3 7,43 · 10−6 1,10 · 10−5
n = 4 2,39 · 10−7 1,00 · 10−6
S I M P S O N 1,31 · 10−2 1,95 · 10−2
Tabelle A.20: DTW; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 2,02 · 10−1 1,07 · 100
∆t = 1 s 3,90 · 10−1 2,03 · 100
E U L E R ∆t = 2 s 8,25 · 10−1 3,79 · 100
∆t = 3 s 1,21 · 100 5,30 · 100
∆t = 4 s 1,68 · 100 7,29 · 100
∆t = 5 s 1,72 · 100 8,04 · 100
n = 0 3,01 · 100 6,44 · 100
n = 1 6,07 · 10−2 1,83 · 10−1
G A U S S n = 2 1,74 · 10−3 5,34 · 10−3
n = 3 5,06 · 10−5 1,55 · 10−4
n = 4 1,40 · 10−6 4,51 · 10−6
S I M P S O N 3,07 · 10−1 7,17 · 10−1
Tabelle A.21: DTW; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 5,04 · 10−3 1,94 · 10−2
∆t = 1 s 9,96 · 10−3 3,81 · 10−2
E U L E R ∆t = 2 s 1,98 · 10−2 1,85 · 10−1
∆t = 3 s 2,95 · 10−2 1,84 · 10−1
∆t = 4 s 3,86 · 10−2 2,25 · 10−1
∆t = 5 s 4,81 · 10−2 4,11 · 10−1
n = 0 6,17 · 10−3 3,93 · 10−2
n = 1 1,75 · 10−5 1,55 · 10−4
G A U S S n = 2 7,81 · 10−8 1,19 · 10−6
n = 3 3,52 · 10−9 1,74 · 10−7
n = 4 1,81 · 10−9 1,54 · 10−7
S I M P S O N 2,69 · 10−5 2,34 · 10−4
Tabelle A.22: SGZ; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,58 · 10−1 2,40 · 10−1
∆t = 1 s 3,12 · 10−1 4,74 · 10−1
E U L E R ∆t = 2 s 6,11 · 10−1 9,28 · 10−1
∆t = 3 s 9,03 · 10−1 1,37 · 100
∆t = 4 s 1,17 · 100 1,77 · 100
∆t = 5 s 1,42 · 100 2,17 · 100
n = 0 2,06 · 10−1 3,17 · 10−1
n = 1 6,52 · 10−4 1,22 · 10−3
G A U S S n = 2 3,38 · 10−6 7,00 · 10−6
n = 3 1,01 · 10−7 1,00 · 10−6
n = 4 1,11 · 10−7 1,00 · 10−6
S I M P S O N 1,19 · 10−3 2,24 · 10−3
Tabelle A.23: SGZ; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 9,46 · 10−1 1,79 · 100
∆t = 1 s 9,00 · 10−1 1,65 · 100
E U L E R ∆t = 2 s 8,29 · 10−1 1,74 · 100
∆t = 3 s 8,48 · 10−1 2,58 · 100
∆t = 4 s 1,07 · 100 3,36 · 100
∆t = 5 s 1,30 · 100 4,03 · 100
n = 0 1,12 · 100 2,29 · 100
n = 1 2,96 · 10−3 5,52 · 10−3
G A U S S n = 2 9,62 · 10−6 2,24 · 10−5
n = 3 1,35 · 10−7 4,47 · 10−6
n = 4 8,71 · 10−8 4,46 · 10−6
S I M P S O N 1,42 · 100 2,71 · 100
Tabelle A.24: SGZ; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 1,19 · 10−3 1,56 · 10−2
∆t = 1 s 2,54 · 10−3 6,78 · 10−2
E U L E R ∆t = 2 s 5,56 · 10−3 2,38 · 10−1
∆t = 3 s 9,36 · 10−3 3,88 · 10−1
∆t = 4 s 1,33 · 10−2 4,26 · 10−1
∆t = 5 s 1,79 · 10−2 5,26 · 10−1
n = 0 1,04 · 10−3 1,91 · 10−2
n = 1 2,69 · 10−7 9,24 · 10−6
G A U S S n = 2 6,83 · 10−11 1,00 · 10−8
n = 3 2,05 · 10−9 3,22 · 10−8
n = 4 1,10 · 10−9 3,22 · 10−8
S I M P S O N 4,61 · 10−7 1,39 · 10−5
Tabelle A.25: GZ7; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,84 · 10−2 2,46 · 10−2
∆t = 1 s 3,59 · 10−2 6,13 · 10−2
E U L E R ∆t = 2 s 6,98 · 10−2 2,88 · 10−1
∆t = 3 s 1,04 · 10−1 6,07 · 10−1
∆t = 4 s 1,32 · 10−1 9,95 · 10−1
∆t = 5 s 1,63 · 10−1 1,23 · 100
n = 0 5,85 · 10−2 7,87 · 10−2
n = 1 2,91 · 10−5 4,50 · 10−5
G A U S S n = 2 9,99 · 10−9 1,00 · 10−6
n = 3 2,42 · 10−8 1,00 · 10−6
n = 4 9,91 · 10−9 1,00 · 10−6
S I M P S O N 4,37 · 10−5 6,70 · 10−5
Tabelle A.26: GZ7; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 1,06 · 10−1 3,23 · 10−1
∆t = 1 s 2,09 · 10−1 6,32 · 10−1
E U L E R ∆t = 2 s 4,01 · 10−1 1,22 · 100
∆t = 3 s 5,79 · 10−1 1,79 · 100
∆t = 4 s 7,99 · 10−1 2,37 · 100
∆t = 5 s 1,03 · 100 2,94 · 100
n = 0 3,32 · 10−1 6,50 · 10−1
n = 1 7,35 · 10−5 1,36 · 10−4
G A U S S n = 2 3,26 · 10−8 1,00 · 10−6
n = 3 3,78 · 10−7 1,00 · 10−6
n = 4 2,37 · 10−7 1,00 · 10−6
S I M P S O N 2,84 · 10−1 5,19 · 10−1
Tabelle A.27: GZ7; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 1,04 · 10−3 1,66 · 10−2
∆t = 1 s 2,24 · 10−3 6,62 · 10−2
E U L E R ∆t = 2 s 5,00 · 10−3 2,41 · 10−1
∆t = 3 s 8,46 · 10−3 3,89 · 10−1
∆t = 4 s 1,20 · 10−2 3,35 · 10−1
∆t = 5 s 1,64 · 10−2 4,30 · 10−1
n = 0 8,18 · 10−4 9,64 · 10−3
n = 1 1,76 · 10−7 3,61 · 10−6
G A U S S n = 2 8,64 · 10−11 1,00 · 10−8
n = 3 2,36 · 10−9 1,33 · 10−7
n = 4 1,16 · 10−9 1,33 · 10−7
S I M P S O N 2,95 · 10−7 5,42 · 10−6
Tabelle A.28: GZ9; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,26 · 10−2 1,82 · 10−2
∆t = 1 s 2,48 · 10−2 7,16 · 10−2
E U L E R ∆t = 2 s 4,82 · 10−2 3,17 · 10−1
∆t = 3 s 7,25 · 10−2 5,23 · 10−1
∆t = 4 s 9,29 · 10−2 9,59 · 10−1
∆t = 5 s 1,15 · 10−1 1,25 · 100
n = 0 3,62 · 10−2 5,23 · 10−2
n = 1 1,61 · 10−5 2,80 · 10−5
G A U S S n = 2 7,83 · 10−9 1,00 · 10−6
n = 3 3,53 · 10−8 1,00 · 10−6
n = 4 1,11 · 10−8 1,00 · 10−6
S I M P S O N 2,40 · 10−5 4,20 · 10−5
Tabelle A.29: GZ9; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 9,78 · 10−2 3,03 · 10−1
∆t = 1 s 1,95 · 10−1 5,95 · 10−1
E U L E R ∆t = 2 s 3,59 · 10−1 1,13 · 100
∆t = 3 s 5,70 · 10−1 1,73 · 100
∆t = 4 s 6,82 · 10−1 2,18 · 100
∆t = 5 s 8,80 · 10−1 2,69 · 100
n = 0 2,46 · 10−1 5,29 · 10−1
n = 1 2,74 · 10−5 4,53 · 10−5
G A U S S n = 2 1,48 · 10−8 1,00 · 10−6
n = 3 3,59 · 10−7 3,41 · 10−6
n = 4 2,15 · 10−7 3,51 · 10−6
S I M P S O N 2,46 · 10−1 4,67 · 10−1
Tabelle A.30: GZ9; HGS-LHB; Abweichungen durch Berechnungsalgorithmen.
A.1.2.2 Halberstadt-Wegeleben
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 3,57 · 10−3 2,28 · 10−2
∆t = 1 s 6,95 · 10−3 4,53 · 10−2
E U L E R ∆t = 2 s 1,59 · 10−2 2,23 · 10−1
∆t = 3 s 2,66 · 10−2 2,98 · 10−1
∆t = 4 s 3,75 · 10−2 4,46 · 10−1
∆t = 5 s 5,01 · 10−2 5,35 · 10−1
n = 0 2,28 · 10−2 1,46 · 10−1
n = 1 4,57 · 10−5 6,46 · 10−4
G A U S S n = 2 1,12 · 10−7 2,58 · 10−6
n = 3 5,14 · 10−9 3,65 · 10−8
n = 4 2,69 · 10−9 3,65 · 10−8
S I M P S O N 7,55 · 10−5 9,72 · 10−4
Tabelle A.31: IC; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 2,42 · 10−2 3,93 · 10−2
∆t = 1 s 4,80 · 10−2 7,82 · 10−2
E U L E R ∆t = 2 s 9,63 · 10−2 5,00 · 10−1
∆t = 3 s 1,46 · 10−1 6,67 · 10−1
∆t = 4 s 1,93 · 10−1 1,00 · 100
∆t = 5 s 2,40 · 10−1 1,20 · 100
n = 0 3,58 · 10−1 5,22 · 10−1
n = 1 1,22 · 10−3 1,95 · 10−3
G A U S S n = 2 3,76 · 10−6 6,70 · 10−6
n = 3 3,83 · 10−8 2,49 · 10−7
n = 4 2,22 · 10−8 2,49 · 10−7
S I M P S O N 1,83 · 10−3 2,93 · 10−3
Tabelle A.32: IC; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 8,71 · 10−2 6,31 · 10−1
∆t = 1 s 1,74 · 10−1 1,26 · 100
E U L E R ∆t = 2 s 3,48 · 10−1 2,53 · 100
∆t = 3 s 5,04 · 10−1 3,74 · 100
∆t = 4 s 6,54 · 10−1 5,14 · 100
∆t = 5 s 8,66 · 10−1 6,14 · 100
n = 0 1,68 · 100 3,41 · 100
n = 1 4,48 · 10−3 1,23 · 10−2
G A U S S n = 2 1,74 · 10−5 5,15 · 10−5
n = 3 2,18 · 10−7 9,00 · 10−7
n = 4 1,18 · 10−7 4,00 · 10−7
S I M P S O N 7,80 · 10−2 3,43 · 10−1
Tabelle A.33: IC; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 5,35 · 10−3 8,98 · 10−2
∆t = 1 s 1,04 · 10−2 1,77 · 10−1
E U L E R ∆t = 2 s 2,39 · 10−2 4,66 · 10−1
∆t = 3 s 3,96 · 10−2 6,30 · 10−1
∆t = 4 s 5,66 · 10−2 9,03 · 10−1
∆t = 5 s 7,60 · 10−2 1,11 · 100
n = 0 7,71 · 10−2 1,12 · 100
n = 1 2,85 · 10−3 4,64 · 10−2
G A U S S n = 2 1,08 · 10−4 1,80 · 10−3
n = 3 4,08 · 10−6 6,87 · 10−5
n = 4 1,56 · 10−7 2,62 · 10−6
S I M P S O N 4,65 · 10−3 7,23 · 10−2
Tabelle A.34: DTW; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 7,59 · 10−2 8,52 · 10−2
∆t = 1 s 1,53 · 10−1 1,76 · 10−1
E U L E R ∆t = 2 s 3,14 · 10−1 5,07 · 10−1
∆t = 3 s 4,56 · 10−1 6,78 · 10−1
∆t = 4 s 6,04 · 10−1 1,03 · 100
∆t = 5 s 7,59 · 10−1 1,24 · 100
n = 0 5,46 · 10−2 5,00 · 10−1
n = 1 3,86 · 10−3 1,87 · 10−2
G A U S S n = 2 1,52 · 10−4 7,28 · 10−4
n = 3 5,85 · 10−6 2,78 · 10−5
n = 4 2,09 · 10−7 1,06 · 10−6
S I M P S O N 6,18 · 10−3 3,41 · 10−2
Tabelle A.35: DTW; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 1,35 · 10−1 9,32 · 10−1
∆t = 1 s 2,67 · 10−1 1,88 · 100
E U L E R ∆t = 2 s 5,20 · 10−1 3,85 · 100
∆t = 3 s 7,38 · 10−1 5,44 · 100
∆t = 4 s 1,05 · 100 7,34 · 100
∆t = 5 s 1,21 · 100 8,90 · 100
n = 0 3,95 · 100 1,12 · 101
n = 1 1,16 · 10−1 5,19 · 10−1
G A U S S n = 2 4,38 · 10−3 2,03 · 10−2
n = 3 1,66 · 10−4 7,76 · 10−4
n = 4 6,32 · 10−6 2,96 · 10−5
S I M P S O N 1,84 · 10−1 8,27 · 10−1
Tabelle A.36: DTW; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 3,73 · 10−1 1,36 · 100
∆t = 1 s 1,11 · 10−2 5,40 · 10−2
E U L E R ∆t = 2 s 3,71 · 10−1 1,36 · 100
∆t = 3 s 3,71 · 10−1 1,35 · 100
∆t = 4 s 3,72 · 10−1 1,35 · 100
∆t = 5 s 3,74 · 10−1 1,35 · 100
n = 0 5,35 · 10−2 2,97 · 10−1
n = 1 5,07 · 10−4 3,45 · 10−3
G A U S S n = 2 6,06 · 10−6 3,56 · 10−5
n = 3 1,25 · 10−7 1,76 · 10−5
n = 4 4,26 · 10−8 1,76 · 10−5
S I M P S O N 7,87 · 10−4 5,29 · 10−3
Tabelle A.37: SGZ; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 2,34 · 100 6,22 · 100
∆t = 1 s 1,64 · 10−1 3,47 · 10−1
E U L E R ∆t = 2 s 2,17 · 100 6,06 · 100
∆t = 3 s 2,06 · 100 5,94 · 100
∆t = 4 s 1,96 · 100 5,90 · 100
∆t = 5 s 1,86 · 100 5,88 · 100
n = 0 8,69 · 10−1 1,30 · 100
n = 1 7,17 · 10−2 4,73 · 10−1
G A U S S n = 2 6,38 · 10−2 4,88 · 10−1
n = 3 6,37 · 10−2 4,89 · 10−1
n = 4 6,37 · 10−2 4,89 · 10−1
S I M P S O N 8,25 · 10−2 5,13 · 10−1
Tabelle A.38: SGZ; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 1,44 · 101 5,65 · 101
∆t = 1 s 2,53 · 101 7,40 · 101
E U L E R ∆t = 2 s 1,47 · 101 5,85 · 101
∆t = 3 s 1,48 · 101 5,71 · 101
∆t = 4 s 1,49 · 101 5,74 · 101
∆t = 5 s 1,51 · 101 5,76 · 101
n = 0 2,82 · 100 1,38 · 101
n = 1 1,23 · 10−2 3,80 · 10−2
G A U S S n = 2 1,98 · 10−4 6,81 · 10−4
n = 3 2,49 · 10−6 5,45 · 10−6
n = 4 1,18 · 10−7 5,45 · 10−7
S I M P S O N 2,50 · 101 7,36 · 101
Tabelle A.39: SGZ; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,34 · 10−3 1,60 · 10−2
∆t = 1 s 5,69 · 10−3 7,33 · 10−2
E U L E R ∆t = 2 s 1,56 · 10−2 2,42 · 10−1
∆t = 3 s 2,91 · 10−2 4,03 · 10−1
∆t = 4 s 4,25 · 10−2 4,29 · 10−1
∆t = 5 s 6,06 · 10−2 5,15 · 10−1
n = 0 1,91 · 10−2 1,14 · 10−1
n = 1 2,87 · 10−5 2,82 · 10−4
G A U S S n = 2 5,17 · 10−8 8,42 · 10−7
n = 3 5,53 · 10−9 8,02 · 10−8
n = 4 3,30 · 10−9 8,02 · 10−8
S I M P S O N 5,12 · 10−5 4,85 · 10−4
Tabelle A.40: GZ7; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,30 · 10−2 2,22 · 10−2
∆t = 1 s 2,51 · 10−2 6,68 · 10−2
E U L E R ∆t = 2 s 5,63 · 10−2 5,00 · 10−1
∆t = 3 s 9,10 · 10−2 6,67 · 10−1
∆t = 4 s 1,25 · 10−1 1,00 · 100
∆t = 5 s 1,65 · 10−1 1,20 · 100
n = 0 2,05 · 10−1 2,92 · 10−1
n = 1 6,08 · 10−4 1,02 · 10−3
G A U S S n = 2 8,95 · 10−7 1,60 · 10−6
n = 3 3,47 · 10−8 2,21 · 10−7
n = 4 2,34 · 10−8 2,21 · 10−7
S I M P S O N 9,14 · 10−4 1,54 · 10−3
Tabelle A.41: GZ7; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 5,39 · 10−2 3,41 · 10−1
∆t = 1 s 1,07 · 10−1 6,81 · 10−1
E U L E R ∆t = 2 s 2,13 · 10−1 1,34 · 100
∆t = 3 s 3,15 · 10−1 2,00 · 100
∆t = 4 s 4,26 · 10−1 2,66 · 100
∆t = 5 s 5,39 · 10−1 3,32 · 100
n = 0 1,12 · 100 3,62 · 100
n = 1 1,40 · 10−3 6,98 · 10−3
G A U S S n = 2 3,96 · 10−6 2,52 · 10−5
n = 3 2,65 · 10−7 8,02 · 10−7
n = 4 1,59 · 10−7 6,36 · 10−7
S I M P S O N 1,57 · 10−1 5,05 · 10−1
Tabelle A.42: GZ7; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 1,87 · 10−3 1,98 · 10−2
∆t = 1 s 4,36 · 10−3 6,47 · 10−2
E U L E R ∆t = 2 s 1,28 · 10−2 2,59 · 10−1
∆t = 3 s 2,43 · 10−2 4,10 · 10−1
∆t = 4 s 3,59 · 10−2 3,52 · 10−1
∆t = 5 s 5,16 · 10−2 5,03 · 10−1
n = 0 1,47 · 10−2 9,18 · 10−2
n = 1 2,26 · 10−5 2,44 · 10−4
G A U S S n = 2 4,05 · 10−8 6,92 · 10−7
n = 3 4,54 · 10−9 4,90 · 10−8
n = 4 1,91 · 10−9 3,96 · 10−8
S I M P S O N 3,97 · 10−5 4,22 · 10−4
Tabelle A.43: GZ9; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 8,38 · 10−3 1,64 · 10−2
∆t = 1 s 1,64 · 10−2 6,52 · 10−2
E U L E R ∆t = 2 s 3,98 · 10−2 5,00 · 10−1
∆t = 3 s 6,74 · 10−2 6,67 · 10−1
∆t = 4 s 9,55 · 10−2 1,00 · 100
∆t = 5 s 1,30 · 10−1 1,20 · 100
n = 0 1,43 · 10−1 2,21 · 10−1
n = 1 4,66 · 10−4 8,40 · 10−4
G A U S S n = 2 7,11 · 10−7 1,32 · 10−6
n = 3 3,63 · 10−8 1,59 · 10−7
n = 4 1,76 · 10−8 1,00 · 10−7
S I M P S O N 7,01 · 10−4 1,26 · 10−3
Tabelle A.44: GZ9; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 4,33 · 10−2 2,82 · 10−1
∆t = 1 s 8,62 · 10−2 5,62 · 10−1
E U L E R ∆t = 2 s 1,72 · 10−1 1,13 · 100
∆t = 3 s 2,54 · 10−1 1,68 · 100
∆t = 4 s 3,41 · 10−1 2,27 · 100
∆t = 5 s 4,27 · 10−1 2,84 · 100
n = 0 9,92 · 10−1 3,39 · 100
n = 1 1,17 · 10−3 5,99 · 10−3
G A U S S n = 2 3,12 · 10−6 2,08 · 10−5
n = 3 2,43 · 10−7 8,00 · 10−7
n = 4 1,42 · 10−7 6,32 · 10−7
S I M P S O N 1,40 · 10−1 4,77 · 10−1
Tabelle A.45: GZ9; LHB-LWEG; Abweichungen durch Berechnungsalgorithmen.
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A.1.2.3 Wegeleben-Thale
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,26 · 10−3 1,64 · 10−2
∆t = 1 s 4,67 · 10−3 3,28 · 10−2
E U L E R ∆t = 2 s 1,10 · 10−2 1,57 · 10−1
∆t = 3 s 1,88 · 10−2 2,77 · 10−1
∆t = 4 s 3,01 · 10−2 4,44 · 10−1
∆t = 5 s 4,02 · 10−2 5,44 · 10−1
n = 0 2,34 · 10−2 1,36 · 10−1
n = 1 4,45 · 10−5 3,45 · 10−4
G A U S S n = 2 8,23 · 10−8 7,40 · 10−7
n = 3 3,38 · 10−9 1,65 · 10−7
n = 4 2,01 · 10−9 1,62 · 10−7
S I M P S O N 7,06 · 10−5 5,19 · 10−4
Tabelle A.46: IC; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 2,33 · 10−2 3,70 · 10−2
∆t = 1 s 4,65 · 10−2 7,37 · 10−2
E U L E R ∆t = 2 s 9,26 · 10−2 3,10 · 10−1
∆t = 3 s 1,38 · 10−1 6,25 · 10−1
∆t = 4 s 1,89 · 10−1 9,98 · 10−1
∆t = 5 s 2,32 · 10−1 1,22 · 100
n = 0 2,25 · 10−1 3,48 · 10−1
n = 1 5,78 · 10−4 8,98 · 10−4
G A U S S n = 2 1,12 · 10−6 1,79 · 10−6
n = 3 5,16 · 10−8 3,69 · 10−7
n = 4 2,80 · 10−8 3,60 · 10−7
S I M P S O N 8,70 · 10−4 1,35 · 10−3
Tabelle A.47: IC; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 5,14 · 10−2 3,77 · 10−1
∆t = 1 s 1,02 · 10−1 7,56 · 10−1
E U L E R ∆t = 2 s 2,02 · 10−1 1,50 · 100
∆t = 3 s 2,99 · 10−1 2,23 · 100
∆t = 4 s 3,95 · 10−1 3,03 · 100
∆t = 5 s 5,01 · 10−1 3,72 · 100
n = 0 1,08 · 100 1,85 · 100
n = 1 1,69 · 10−3 5,08 · 10−3
G A U S S n = 2 3,31 · 10−6 1,11 · 10−5
n = 3 2,24 · 10−7 3,83 · 10−6
n = 4 1,24 · 10−7 4,02 · 10−6
S I M P S O N 1,36 · 10−1 3,40 · 10−1
Tabelle A.48: IC; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 6,15 · 10−3 8,98 · 10−2
∆t = 1 s 1,17 · 10−2 1,77 · 10−1
E U L E R ∆t = 2 s 2,56 · 10−2 4,66 · 10−1
∆t = 3 s 4,00 · 10−2 6,30 · 10−1
∆t = 4 s 6,35 · 10−2 9,17 · 10−1
∆t = 5 s 7,11 · 10−2 1,11 · 100
n = 0 6,49 · 10−2 1,12 · 100
n = 1 2,57 · 10−3 4,64 · 10−2
G A U S S n = 2 9,84 · 10−5 1,80 · 10−3
n = 3 3,75 · 10−6 6,87 · 10−5
n = 4 1,44 · 10−7 2,62 · 10−6
S I M P S O N 4,10 · 10−3 7,23 · 10−2
Tabelle A.49: DTW; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 6,56 · 10−2 8,51 · 10−2
∆t = 1 s 1,36 · 10−1 1,76 · 10−1
E U L E R ∆t = 2 s 2,91 · 10−1 5,07 · 10−1
∆t = 3 s 4,20 · 10−1 6,78 · 10−1
∆t = 4 s 5,31 · 10−1 1,03 · 100
∆t = 5 s 7,16 · 10−1 1,24 · 100
n = 0 3,23 · 10−1 5,52 · 10−1
n = 1 1,02 · 10−2 1,87 · 10−2
G A U S S n = 2 3,77 · 10−4 7,28 · 10−4
n = 3 1,43 · 10−5 2,78 · 10−5
n = 4 5,56 · 10−7 1,06 · 10−6
S I M P S O N 1,59 · 10−2 3,41 · 10−2
Tabelle A.50: DTW; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 1,82 · 10−1 9,32 · 10−1
∆t = 1 s 3,43 · 10−1 1,88 · 100
E U L E R ∆t = 2 s 6,51 · 10−1 3,85 · 100
∆t = 3 s 9,41 · 10−1 5,44 · 100
∆t = 4 s 1,45 · 100 7,34 · 100
∆t = 5 s 1,52 · 100 8,90 · 100
n = 0 3,38 · 100 1,12 · 101
n = 1 8,69 · 10−2 5,19 · 10−1
G A U S S n = 2 3,03 · 10−3 2,03 · 10−2
n = 3 1,13 · 10−4 7,76 · 10−4
n = 4 4,29 · 10−6 2,96 · 10−5
S I M P S O N 1,00 · 10−1 8,27 · 10−1
Tabelle A.51: DTW; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 7,99 · 10−1 2,65 · 100
∆t = 1 s 7,50 · 10−1 2,51 · 100
E U L E R ∆t = 2 s 8,03 · 10−1 2,62 · 100
∆t = 3 s 8,07 · 10−1 2,60 · 100
∆t = 4 s 8,11 · 10−1 2,58 · 100
∆t = 5 s 8,16 · 10−1 2,56 · 100
n = 0 5,98 · 10−2 2,63 · 10−1
n = 1 1,92 · 10−3 1,25 · 10−2
G A U S S n = 2 1,81 · 10−4 1,81 · 10−3
n = 3 2,51 · 10−5 2,85 · 10−4
n = 4 3,95 · 10−6 1,73 · 10−4
S I M P S O N 2,75 · 10−3 1,68 · 10−2
Tabelle A.52: SGZ; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,47 · 101 2,16 · 101
∆t = 1 s 1,10 · 101 1,81 · 101
E U L E R ∆t = 2 s 1,43 · 101 2,12 · 101
∆t = 3 s 1,40 · 101 2,10 · 101
∆t = 4 s 1,38 · 101 2,08 · 101
∆t = 5 s 1,35 · 101 2,05 · 101
n = 0 3,97 · 10−1 1,12 · 100
n = 1 3,70 · 10−1 1,59 · 100
G A U S S n = 2 3,68 · 10−1 1,60 · 100
n = 3 3,68 · 10−1 1,60 · 100
n = 4 3,68 · 10−1 1,60 · 100
S I M P S O N 3,84 · 10−1 1,61 · 100
Tabelle A.53: SGZ; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 5,63 · 101 8,76 · 101
∆t = 1 s 5,02 · 101 8,19 · 101
E U L E R ∆t = 2 s 5,67 · 101 8,83 · 101
∆t = 3 s 5,69 · 101 8,88 · 101
∆t = 4 s 5,72 · 101 8,93 · 101
∆t = 5 s 5,74 · 101 8,98 · 101
n = 0 2,69 · 100 4,36 · 100
n = 1 1,57 · 10−1 2,70 · 10−1
G A U S S n = 2 1,74 · 10−2 3,14 · 10−2
n = 3 2,55 · 10−3 4,65 · 10−3
n = 4 4,00 · 10−4 7,29 · 10−4
S I M P S O N 7,19 · 101 1,34 · 102
Tabelle A.54: SGZ; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,41 · 10−3 1,33 · 10−2
∆t = 1 s 6,07 · 10−3 9,05 · 10−2
E U L E R ∆t = 2 s 1,45 · 10−2 1,96 · 10−1
∆t = 3 s 2,66 · 10−2 4,63 · 10−1
∆t = 4 s 4,03 · 10−2 4,62 · 10−1
∆t = 5 s 6,17 · 10−2 8,53 · 10−1
n = 0 3,03 · 10−2 1,45 · 10−1
n = 1 6,26 · 10−5 3,53 · 10−4
G A U S S n = 2 1,19 · 10−7 7,47 · 10−7
n = 3 4,01 · 10−9 4,69 · 10−7
n = 4 1,06 · 10−9 1,00 · 10−8
S I M P S O N 9,77 · 10−5 5,31 · 10−4
Tabelle A.55: GZ7; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,85 · 10−2 3,01 · 10−2
∆t = 1 s 3,64 · 10−2 5,99 · 10−2
E U L E R ∆t = 2 s 7,35 · 10−2 1,68 · 10−1
∆t = 3 s 1,14 · 10−1 6,07 · 10−1
∆t = 4 s 1,56 · 10−1 9,95 · 10−1
∆t = 5 s 2,06 · 10−1 1,23 · 100
n = 0 1,52 · 10−1 2,70 · 10−1
n = 1 4,12 · 10−4 7,65 · 10−4
G A U S S n = 2 8,57 · 10−7 1,64 · 10−6
n = 3 4,45 · 10−8 5,72 · 10−7
n = 4 1,93 · 10−8 1,00 · 10−7
S I M P S O N 6,22 · 10−4 1,17 · 10−3
Tabelle A.56: GZ7; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 5,01 · 10−2 2,52 · 10−1
∆t = 1 s 9,95 · 10−2 4,99 · 10−1
E U L E R ∆t = 2 s 1,97 · 10−1 9,84 · 10−1
∆t = 3 s 2,91 · 10−1 1,48 · 100
∆t = 4 s 3,88 · 10−1 1,97 · 100
∆t = 5 s 4,82 · 10−1 2,40 · 100
n = 0 8,11 · 10−1 2,98 · 100
n = 1 1,38 · 10−3 7,65 · 10−3
G A U S S n = 2 2,73 · 10−6 1,65 · 10−5
n = 3 2,84 · 10−7 6,33 · 10−6
n = 4 1,34 · 10−7 1,00 · 10−6
S I M P S O N 1,35 · 10−1 3,36 · 10−1
Tabelle A.57: GZ7; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 1,74 · 10−3 1,15 · 10−2
∆t = 1 s 4,57 · 10−3 8,94 · 10−2
E U L E R ∆t = 2 s 1,13 · 10−2 1,96 · 10−1
∆t = 3 s 2,12 · 10−2 4,64 · 10−1
∆t = 4 s 3,20 · 10−2 4,63 · 10−1
∆t = 5 s 4,98 · 10−2 8,54 · 10−1
n = 0 2,16 · 10−2 1,21 · 10−1
n = 1 3,97 · 10−5 2,96 · 10−4
G A U S S n = 2 6,47 · 10−8 6,45 · 10−7
n = 3 4,24 · 10−9 4,23 · 10−7
n = 4 3,78 · 10−9 4,23 · 10−7
S I M P S O N 6,16 · 10−5 4,45 · 10−4
Tabelle A.58: GZ9; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,21 · 10−2 2,13 · 10−2
∆t = 1 s 2,42 · 10−2 7,48 · 10−2
E U L E R ∆t = 2 s 4,97 · 10−2 1,74 · 10−1
∆t = 3 s 7,91 · 10−2 4,83 · 10−1
∆t = 4 s 1,09 · 10−1 9,59 · 10−1
∆t = 5 s 1,51 · 10−1 1,25 · 100
n = 0 8,66 · 10−2 1,90 · 10−1
n = 1 2,36 · 10−4 5,57 · 10−4
G A U S S n = 2 4,33 · 10−7 1,30 · 10−6
n = 3 5,60 · 10−8 6,17 · 10−7
n = 4 2,41 · 10−8 6,17 · 10−7
S I M P S O N 3,56 · 10−4 8,50 · 10−4
Tabelle A.59: GZ9; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
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A Ergebnisse Zuglaufrechnung
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 3,28 · 10−2 1,86 · 10−1
∆t = 1 s 6,51 · 10−2 3,73 · 10−1
E U L E R ∆t = 2 s 1,29 · 10−1 7,48 · 10−1
∆t = 3 s 1,91 · 10−1 1,09 · 100
∆t = 4 s 2,53 · 10−1 1,42 · 100
∆t = 5 s 3,19 · 10−1 1,90 · 100
n = 0 5,94 · 10−1 2,08 · 100
n = 1 8,32 · 10−4 6,52 · 10−3
G A U S S n = 2 1,39 · 10−6 1,53 · 10−5
n = 3 2,68 · 10−7 5,31 · 10−6
n = 4 1,73 · 10−7 5,31 · 10−6
S I M P S O N 1,18 · 10−1 3,07 · 10−1
Tabelle A.60: GZ9; LWEG-LTL; Abweichungen durch Berechnungsalgorithmen.
A.1.2.4 Halberstadt–Goslar
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 3,18 · 10−3 2,26 · 10−2
∆t = 1 s 6,55 · 10−3 4,50 · 10−2
E U L E R ∆t = 2 s 1,33 · 10−2 8,94 · 10−2
∆t = 3 s 2,05 · 10−2 2,77 · 10−1
∆t = 4 s 2,91 · 10−2 4,44 · 10−1
∆t = 5 s 3,83 · 10−2 5,44 · 10−1
n = 0 7,56 · 10−3 1,15 · 10−1
n = 1 1,30 · 10−5 2,51 · 10−4
G A U S S n = 2 2,92 · 10−8 9,78 · 10−7
n = 3 3,08 · 10−9 1,40 · 10−7
n = 4 1,44 · 10−9 9,47 · 10−8
S I M P S O N 2,20 · 10−5 3,83 · 10−4
Tabelle A.61: IC; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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A.1 Genauigkeit
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 3,98 · 10−2 7,53 · 10−2
∆t = 1 s 7,81 · 10−2 1,49 · 10−1
E U L E R ∆t = 2 s 1,53 · 10−1 2,93 · 10−1
∆t = 3 s 2,25 · 10−1 6,25 · 10−1
∆t = 4 s 2,90 · 10−1 9,98 · 10−1
∆t = 5 s 3,88 · 10−1 1,22 · 100
n = 0 4,75 · 10−1 8,22 · 10−1
n = 1 9,36 · 10−4 1,84 · 10−3
G A U S S n = 2 2,34 · 10−6 6,97 · 10−6
n = 3 5,09 · 10−8 1,00 · 10−6
n = 4 2,25 · 10−8 1,00 · 10−6
S I M P S O N 1,41 · 10−3 2,76 · 10−3
Tabelle A.62: IC; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 9,75 · 10−2 6,39 · 10−1
∆t = 1 s 1,94 · 10−1 1,27 · 100
E U L E R ∆t = 2 s 3,84 · 10−1 2,54 · 100
∆t = 3 s 5,50 · 10−1 3,73 · 100
∆t = 4 s 7,62 · 10−1 4,90 · 100
∆t = 5 s 8,82 · 10−1 6,04 · 100
n = 0 1,50 · 100 3,12 · 100
n = 1 3,64 · 10−3 8,56 · 10−3
G A U S S n = 2 5,55 · 10−6 1,83 · 10−5
n = 3 3,31 · 10−7 3,86 · 10−6
n = 4 1,70 · 10−7 3,86 · 10−6
S I M P S O N 2,20 · 10−1 5,64 · 10−1
Tabelle A.63: IC; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
A - 53
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,38 · 10−3 8,98 · 10−2
∆t = 1 s 4,70 · 10−3 1,77 · 10−1
E U L E R ∆t = 2 s 1,02 · 10−2 4,66 · 10−1
∆t = 3 s 1,58 · 10−2 6,30 · 10−1
∆t = 4 s 2,24 · 10−2 9,03 · 10−1
∆t = 5 s 2,88 · 10−2 1,11 · 100
n = 0 1,47 · 10−2 1,12 · 100
n = 1 4,41 · 10−4 4,64 · 10−2
G A U S S n = 2 1,60 · 10−5 1,80 · 10−3
n = 3 6,00 · 10−7 6,87 · 10−5
n = 4 2,43 · 10−8 2,62 · 10−6
S I M P S O N 7,19 · 10−4 7,23 · 10−2
Tabelle A.64: DTW; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 9,60 · 10−2 1,39 · 10−1
∆t = 1 s 1,93 · 10−1 2,80 · 10−1
E U L E R ∆t = 2 s 3,92 · 10−1 5,63 · 10−1
∆t = 3 s 5,71 · 10−1 8,27 · 10−1
∆t = 4 s 7,53 · 10−1 1,09 · 100
∆t = 5 s 9,54 · 10−1 1,38 · 100
n = 0 1,49 · 10−1 7,34 · 10−1
n = 1 3,55 · 10−3 1,87 · 10−2
G A U S S n = 2 1,25 · 10−4 7,28 · 10−4
n = 3 4,61 · 10−6 2,78 · 10−5
n = 4 1,39 · 10−7 1,06 · 10−6
S I M P S O N 5,53 · 10−3 3,41 · 10−2
Tabelle A.65: DTW; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 8,68 · 10−2 9,32 · 10−1
∆t = 1 s 1,71 · 10−1 1,88 · 100
E U L E R ∆t = 2 s 3,63 · 10−1 3,85 · 100
∆t = 3 s 5,13 · 10−1 5,44 · 100
∆t = 4 s 8,10 · 10−1 7,34 · 100
∆t = 5 s 9,20 · 10−1 8,90 · 100
n = 0 3,54 · 100 1,12 · 101
n = 1 1,18 · 10−1 5,19 · 10−1
G A U S S n = 2 4,44 · 10−3 2,03 · 10−2
n = 3 1,68 · 10−4 7,76 · 10−4
n = 4 6,43 · 10−6 2,96 · 10−5
S I M P S O N 4,57 · 10−1 1,40 · 100
Tabelle A.66: DTW; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 3,12 · 100 9,71 · 100
∆t = 1 s 4,08 · 10−3 7,28 · 10−2
E U L E R ∆t = 2 s 8,29 · 10−3 1,69 · 10−1
∆t = 3 s 3,13 · 100 9,75 · 100
∆t = 4 s 3,14 · 100 9,77 · 100
∆t = 5 s 3,14 · 100 9,78 · 100
n = 0 3,61 · 100 9,75 · 100
n = 1 3,63 · 100 9,71 · 100
G A U S S n = 2 3,50 · 100 9,71 · 100
n = 3 2,85 · 10−5 5,94 · 10−4
n = 4 8,20 · 10−6 2,04 · 10−4
S I M P S O N 8,65 · 10−4 5,69 · 10−3
Tabelle A.67: SGZ; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 8,09 · 101 1,74 · 102
∆t = 1 s 5,68 · 10−1 9,90 · 10−1
E U L E R ∆t = 2 s 9,20 · 10−1 2,32 · 100
∆t = 3 s 7,99 · 101 1,73 · 102
∆t = 4 s 7,96 · 101 1,73 · 102
∆t = 5 s 7,92 · 101 1,73 · 102
n = 0 3,35 · 102 5,32 · 102
n = 1 3,69 · 102 1,01 · 103
G A U S S n = 2 3,23 · 102 5,18 · 102
n = 3 1,03 · 10−3 6,80 · 10−2
n = 4 9,69 · 10−4 6,80 · 10−2
S I M P S O N 7,90 · 10−3 7,12 · 10−2
Tabelle A.68: SGZ; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 4,79 · 102 1,08 · 103
∆t = 1 s 5,98 · 102 1,42 · 103
E U L E R ∆t = 2 s 5,98 · 102 1,42 · 103
∆t = 3 s 4,78 · 102 1,09 · 103
∆t = 4 s 4,78 · 102 1,09 · 103
∆t = 5 s 4,78 · 102 1,09 · 103
n = 0 4,71 · 102 1,11 · 103
n = 1 5,58 · 102 2,18 · 103
G A U S S n = 2 4,75 · 102 1,16 · 103
n = 3 7,64 · 10−3 1,05 · 10−2
n = 4 2,55 · 10−3 3,44 · 10−3
S I M P S O N 5,97 · 102 1,42 · 103
Tabelle A.69: SGZ; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 2,12 · 10−3 1,56 · 10−2
∆t = 1 s 4,31 · 10−3 3,12 · 10−2
E U L E R ∆t = 2 s 1,04 · 10−2 3,33 · 10−1
∆t = 3 s 1,69 · 10−2 2,77 · 10−1
∆t = 4 s 2,76 · 10−2 6,80 · 10−1
∆t = 5 s 3,65 · 10−2 5,91 · 10−1
n = 0 6,04 · 10−3 1,04 · 10−1
n = 1 6,93 · 10−6 2,30 · 10−4
G A U S S n = 2 9,39 · 10−9 4,30 · 10−7
n = 3 4,35 · 10−9 2,77 · 10−7
n = 4 1,71 · 10−9 2,77 · 10−7
S I M P S O N 1,17 · 10−5 3,46 · 10−4
Tabelle A.70: GZ7; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 2,10 · 10−2 3,89 · 10−2
∆t = 1 s 4,18 · 10−2 7,70 · 10−2
E U L E R ∆t = 2 s 8,28 · 10−2 3,29 · 10−1
∆t = 3 s 1,22 · 10−1 6,07 · 10−1
∆t = 4 s 1,64 · 10−1 9,95 · 10−1
∆t = 5 s 2,03 · 10−1 1,23 · 100
n = 0 2,16 · 10−1 3,09 · 10−1
n = 1 4,65 · 10−4 6,42 · 10−4
G A U S S n = 2 8,54 · 10−7 2,00 · 10−6
n = 3 5,62 · 10−8 1,00 · 10−6
n = 4 2,46 · 10−8 1,00 · 10−6
S I M P S O N 6,98 · 10−4 9,63 · 10−4
Tabelle A.71: GZ7; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 8,16 · 10−2 3,38 · 10−1
∆t = 1 s 1,63 · 10−1 6,76 · 10−1
E U L E R ∆t = 2 s 3,24 · 10−1 1,32 · 100
∆t = 3 s 4,83 · 10−1 1,92 · 100
∆t = 4 s 6,47 · 10−1 2,58 · 100
∆t = 5 s 8,11 · 10−1 3,09 · 100
n = 0 6,42 · 10−1 1,33 · 100
n = 1 5,55 · 10−4 3,23 · 10−3
G A U S S n = 2 8,63 · 10−7 6,10 · 10−6
n = 3 3,19 · 10−7 6,29 · 10−6
n = 4 1,51 · 10−7 6,13 · 10−6
S I M P S O N 3,19 · 10−1 5,99 · 10−1
Tabelle A.72: GZ7; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
∆t = 0, 5 s 1,70 · 10−3 1,38 · 10−2
∆t = 1 s 3,47 · 10−3 3,04 · 10−2
E U L E R ∆t = 2 s 8,62 · 10−3 3,29 · 10−1
∆t = 3 s 1,42 · 10−2 2,78 · 10−1
∆t = 4 s 2,33 · 10−2 6,76 · 10−1
∆t = 5 s 3,08 · 10−2 5,89 · 10−1
n = 0 4,24 · 10−3 5,40 · 10−2
n = 1 4,29 · 10−6 1,00 · 10−4
G A U S S n = 2 5,01 · 10−9 1,50 · 10−7
n = 3 2,76 · 10−9 1,47 · 10−7
n = 4 1,49 · 10−9 8,46 · 10−8
S I M P S O N 6,94 · 10−6 1,51 · 10−4
Tabelle A.73: GZ9; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
∆t = 0, 5 s 1,56 · 10−2 3,16 · 10−2
∆t = 1 s 3,11 · 10−2 6,28 · 10−2
E U L E R ∆t = 2 s 6,19 · 10−2 3,52 · 10−1
∆t = 3 s 9,16 · 10−2 4,75 · 10−1
∆t = 4 s 1,24 · 10−1 9,59 · 10−1
∆t = 5 s 1,54 · 10−1 1,25 · 100
n = 0 1,15 · 10−1 1,72 · 10−1
n = 1 2,08 · 10−4 2,81 · 10−4
G A U S S n = 2 2,77 · 10−7 1,00 · 10−6
n = 3 5,18 · 10−8 1,00 · 10−6
n = 4 2,40 · 10−8 1,00 · 10−6
S I M P S O N 3,12 · 10−4 4,22 · 10−4
Tabelle A.74: GZ9; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
∆t = 0, 5 s 7,08 · 10−2 2,91 · 10−1
∆t = 1 s 1,43 · 10−1 5,78 · 10−1
E U L E R ∆t = 2 s 2,77 · 10−1 1,13 · 100
∆t = 3 s 4,26 · 10−1 1,65 · 100
∆t = 4 s 5,68 · 10−1 2,14 · 100
∆t = 5 s 7,17 · 10−1 2,71 · 100
n = 0 4,89 · 10−1 9,98 · 10−1
n = 1 2,59 · 10−4 1,23 · 10−3
G A U S S n = 2 2,94 · 10−7 2,00 · 10−6
n = 3 2,99 · 10−7 4,61 · 10−6
n = 4 1,75 · 10−7 3,61 · 10−6
S I M P S O N 3,08 · 10−1 6,04 · 10−1
Tabelle A.75: GZ9; LHB-HGS; Abweichungen durch Berechnungsalgorithmen.
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A.1.3 Abweichungen nach Höhenprofildiskretisierung
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 3,49 · 10−3 6,66 · 10−2
0-0 1,01 · 10−2 9,13 · 10−2
100-05 2,57 · 10−2 2,94 · 10−1
100-1 1,53 · 10−2 2,86 · 10−1
100-2 2,09 · 10−2 2,86 · 10−1
M A S S E B A N D / E U L E R 250-05 2,85 · 10−2 2,86 · 10−1
250-1 4,48 · 10−2 5,36 · 10−1
250-2 4,72 · 10−2 5,77 · 10−1
500-05 5,86 · 10−2 5,77 · 10−1
500-1 8,45 · 10−2 6,40 · 10−1
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 9,62 · 10−3 4,54 · 10−2
0-0 4,48 · 10−2 1,54 · 10−1
100-05 3,57 · 10−1 5,36 · 10−1
100-1 2,09 · 10−1 2,63 · 10−1
100-2 2,00 · 10−1 3,29 · 10−1
M A S S E B A N D / E U L E R 250-05 1,87 · 10−1 3,37 · 10−1
250-1 2,83 · 10−1 9,75 · 10−1
250-2 1,07 · 10−1 7,71 · 10−1
500-05 2,36 · 10−1 9,97 · 10−1
500-1 6,03 · 10−1 3,74 · 100
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,17 · 10−1 3,15 · 100
0-0 4,16 · 10−1 5,50 · 100
100-05 1,46 · 100 1,39 · 101
100-1 5,11 · 10−1 8,89 · 100
100-2 7,71 · 10−1 8,89 · 100
M A S S E B A N D / E U L E R 250-05 1,87 · 100 1,39 · 101
250-1 2,83 · 100 2,13 · 101
250-2 3,20 · 100 2,16 · 101
500-05 3,52 · 100 2,03 · 101
500-1 7,11 · 100 2,07 · 101
Tabelle A.76: IC; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 4,61 · 10−3 5,05 · 10−2
0-0 1,29 · 10−2 1,14 · 10−1
100-05 3,24 · 10−2 4,11 · 10−1
100-1 1,87 · 10−2 2,12 · 10−1
100-2 2,34 · 10−2 2,10 · 10−1
M A S S E B A N D / E U L E R 250-05 3,24 · 10−2 2,97 · 10−1
250-1 7,40 · 10−2 7,50 · 10−1
250-2 7,20 · 10−2 7,67 · 10−1
500-05 8,28 · 10−2 7,67 · 10−1
500-1 9,67 · 10−2 7,37 · 10−1
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 6,43 · 10−2 1,01 · 10−1
0-0 1,43 · 10−1 2,19 · 10−1
100-05 4,42 · 10−1 5,83 · 10−1
100-1 5,49 · 10−1 6,40 · 10−1
100-2 6,39 · 10−1 7,77 · 10−1
M A S S E B A N D / E U L E R 250-05 5,68 · 10−2 1,91 · 10−1
250-1 1,07 · 100 1,45 · 100
250-2 8,50 · 10−1 1,26 · 100
500-05 8,30 · 10−1 1,25 · 100
500-1 1,09 · 100 1,80 · 100
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 2,24 · 10−1 2,97 · 100
0-0 5,90 · 10−1 5,11 · 100
100-05 1,34 · 100 1,32 · 101
100-1 1,05 · 100 8,89 · 100
100-2 1,41 · 100 8,89 · 100
M A S S E B A N D / E U L E R 250-05 1,84 · 100 1,36 · 101
250-1 4,46 · 100 2,02 · 101
250-2 4,59 · 100 2,09 · 101
500-05 4,85 · 100 2,10 · 101
500-1 7,12 · 100 1,97 · 101
Tabelle A.77: DTW; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 4,15 · 10−3 5,94 · 10−2
0-0 1,77 · 10−2 1,19 · 10−1
100-05 4,09 · 10−2 4,16 · 10−1
100-1 3,96 · 10−2 9,19 · 10−1
100-2 4,96 · 10−2 9,19 · 10−1
M A S S E B A N D / E U L E R 250-05 6,15 · 10−2 9,19 · 10−1
250-1 1,27 · 10−1 1,54 · 100
250-2 1,35 · 10−1 1,54 · 100
500-05 1,35 · 10−1 1,54 · 100
500-1 1,03 · 10−1 9,06 · 10−1
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 1,80 · 10−2 3,51 · 10−2
0-0 5,06 · 10−2 1,19 · 10−1
100-05 1,08 · 100 1,36 · 100
100-1 1,42 · 100 2,35 · 100
100-2 1,55 · 100 2,35 · 100
M A S S E B A N D / E U L E R 250-05 2,32 · 100 2,84 · 100
250-1 1,30 · 100 3,75 · 100
250-2 1,47 · 100 3,75 · 100
500-05 1,47 · 100 3,75 · 100
500-1 1,17 · 100 2,35 · 100
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,47 · 10−1 2,95 · 100
0-0 8,23 · 10−1 4,26 · 100
100-05 1,53 · 100 1,18 · 101
100-1 1,06 · 100 6,85 · 100
100-2 1,42 · 100 6,12 · 100
M A S S E B A N D / E U L E R 250-05 2,38 · 100 1,22 · 101
250-1 6,06 · 100 2,24 · 101
250-2 6,55 · 100 2,45 · 101
500-05 6,65 · 100 2,45 · 101
500-1 5,90 · 100 1,95 · 101
Tabelle A.78: SGZ; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung.
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A.1 Genauigkeit
Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 2,38 · 10−3 5,40 · 10−2
0-0 5,57 · 10−3 7,38 · 10−2
100-05 1,56 · 10−2 3,20 · 10−1
100-1 1,51 · 10−2 3,21 · 10−1
100-2 1,66 · 10−2 3,21 · 10−1
M A S S E B A N D / E U L E R 250-05 1,74 · 10−2 3,21 · 10−1
250-1 3,36 · 10−2 6,46 · 10−1
250-2 3,33 · 10−2 6,46 · 10−1
500-05 4,38 · 10−2 6,46 · 10−1
500-1 5,02 · 10−2 6,79 · 10−1
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 2,11 · 10−2 4,22 · 10−2
0-0 4,29 · 10−2 7,14 · 10−2
100-05 1,82 · 10−1 2,65 · 10−1
100-1 2,14 · 10−1 2,50 · 10−1
100-2 2,28 · 10−1 2,80 · 10−1
M A S S E B A N D / E U L E R 250-05 3,22 · 10−2 1,59 · 10−1
250-1 1,58 · 10−1 2,81 · 10−1
250-2 6,12 · 10−2 2,75 · 10−1
500-05 1,68 · 10−1 3,76 · 10−1
500-1 7,22 · 10−1 1,29 · 100
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,41 · 10−1 3,12 · 100
0-0 5,15 · 10−1 5,46 · 100
100-05 1,58 · 100 1,38 · 101
100-1 6,46 · 10−1 8,88 · 100
100-2 9,87 · 10−1 8,88 · 100
M A S S E B A N D / E U L E R 250-05 2,08 · 100 1,40 · 101
250-1 3,01 · 100 2,13 · 101
250-2 3,43 · 100 2,14 · 101
500-05 3,87 · 100 2,05 · 101
500-1 7,28 · 100 2,12 · 101
Tabelle A.79: GZ7; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung.
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Methode Parameter d̄i(v(s)) in ms max di(v(s)) in
m
s
M A S S E P U N K T / A N A 0-0 2,58 · 10−3 5,40 · 10−2
0-0 6,77 · 10−3 8,93 · 10−2
100-05 1,89 · 10−2 4,18 · 10−1
100-1 1,87 · 10−2 4,25 · 10−1
100-2 2,04 · 10−2 4,25 · 10−1
M A S S E B A N D / E U L E R 250-05 2,15 · 10−2 4,25 · 10−1
250-1 4,38 · 10−2 8,05 · 10−1
250-2 4,29 · 10−2 8,05 · 10−1
500-05 5,35 · 10−2 8,05 · 10−1
500-1 5,76 · 10−2 8,40 · 10−1
Methode Parameter d̄i(t(s)) in s max di(t(s)) in s
M A S S E P U N K T / A N A 0-0 2,66 · 10−2 4,74 · 10−2
0-0 5,28 · 10−2 8,78 · 10−2
100-05 2,42 · 10−1 3,44 · 10−1
100-1 1,32 · 10−1 3,38 · 10−1
100-2 1,51 · 10−1 3,38 · 10−1
M A S S E B A N D / E U L E R 250-05 1,94 · 10−1 3,38 · 10−1
250-1 1,05 · 10−1 5,56 · 10−1
250-2 9,58 · 10−2 5,56 · 10−1
500-05 1,51 · 10−1 5,56 · 10−1
500-1 8,37 · 10−1 1,41 · 100
Methode Parameter d̄i(E(s)) in kWh max di(E(s)) in kWh
M A S S E P U N K T / A N A 0-0 1,43 · 10−1 3,12 · 100
0-0 5,11 · 10−1 5,45 · 100
100-05 1,54 · 100 1,38 · 101
100-1 6,86 · 10−1 8,87 · 100
100-2 1,02 · 100 8,87 · 100
M A S S E B A N D / E U L E R 250-05 2,04 · 100 1,39 · 101
250-1 3,15 · 100 2,22 · 101
250-2 3,55 · 100 2,22 · 101
500-05 3,97 · 100 2,22 · 101
500-1 7,34 · 100 2,20 · 101
Tabelle A.80: GZ9; HGS-LHB; mittlere Abweichungen durch Höhenprofildiskretisierung.
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A.2 Rechenzeiten
A.2.1 Laufzeiten nach Verfahren und Strecke
∆t HGS-LHB LHB-LWEG LWEG-LTL
0,5 1 1 1
1 0,736 0,76 0,754
2 0,525 0,513 0,507
3 0,458 0,446 0,443
4 0,442 0,424 0,431
Tabelle A.81: Verhältnis mittlerer Laufzeiten des E U L E R-Verfahrens in Prozent in Abhän-
gigkeit der Zeitschrittweite (IC).
∆t HGS-LHB LHB-LWEG LWEG-LTL
0,5 1,0000 1,0000 1,0000
1 0,7958 0,7563 0,7503
2 0,5886 0,5495 0,5318
3 0,5285 0,4866 0,4677
4 0,4423 0,4729 0,4475
Tabelle A.82: Verhältnis mittlerer Laufzeiten des E U L E R-Verfahrens in Prozent in Abhän-
gigkeit der Zeitschrittweite (DTW).
n HGS-LHB LHB-LWEG LWEG-LTL
4 1,0000 1,0000 1,0000
3 0,9109 0,9278 0,9449
2 0,8451 0,8612 0,8605
1 0,7838 0,7861 0,7946
0 0,6787 0,7288 0,7337
Tabelle A.83: Verhältnis mittlerer Laufzeiten des G A U SS-Verfahrens in Prozent in Abhängig-
keit des Grades n (IC).
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n HGS-LHB LHB-LWEG LWEG-LTL
4 1,0000 1,0000 1,0000
3 0,9109 0,9086 0,9253
2 0,8640 0,8501 0,8709
1 0,8011 0,7609 0,8018
0 0,7422 0,6971 0,7397
Tabelle A.84: Verhältnis mittlerer Laufzeiten des G A U SS-Verfahrens in Prozent in Abhängig-
keit des Grades n (DTW).
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Abbildung A.13: IC; Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchsbe-
rechnung für Goslar–Halberstadt nach Gradientengenauigkeit.
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Abbildung A.14: SGZ; Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchsbe-
rechnung für Goslar–Halberstadt nach Gradientengenauigkeit.
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A Ergebnisse Zuglaufrechnung
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Abbildung A.15: DTW; Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchs-
berechnung für Goslar–Halberstadt nach Gradientengenauigkeit.
PSfrag replacements
SIMPSON-Regel
GAUSS-Quadratur
EULER-Verfahren
Infinitesimalrechnung
Masseband
Massepunkt
vorverarbeitet
0− 0
R
ec
he
nz
ei
t
in
m
s
Fehlerquadratmittel von v(s) in kmh
2
0
0, 2
0, 04
0, 6
0, 08
0, 1
0, 12
0, 14
0, 16
0, 18
0, 20
10−1
100
101
102
103
Abbildung A.16: GZ7; Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchsbe-
rechnung für Goslar–Halberstadt nach Gradientengenauigkeit.
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Abbildung A.17: GZ9; Unterschiede in Fahrzeit, Geschwindigkeit und Energieverbrauchsbe-
rechnung für Goslar–Halberstadt nach Gradientengenauigkeit.
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B Eingabe XML RTTP
1 <?xml ver s ion="1.0" encoding="utf-8"?>
<rTTP>
3 <rTTPTrainView>
<rTTPForSingleTrain t r a i n I d="S16018">
5 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Ht0056" t r a i n I D="S16018"
occupa t ionS ta r t="2018-12-10 07:22:00.0 MEZ" occupationEnd="
2018-12-10 07:22:23.0 MEZ" t ra inSequenceID="0" trackSequenceID="0">
<tracksRailMLForThisTDSectionOccupation>
7 <trackWithDrivingDirection t rack ID="d15e441_11"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
</ tracksRailMLForThisTDSectionOccupation>
9 </ tDSectionOccupation>
<tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0004" t r a i n I D="S16018"
occupa t ionS ta r t="2018-12-10 07:22:14.0 MEZ" occupationEnd="
2018-12-10 07:22:29.0 MEZ" t ra inSequenceID="1" trackSequenceID="0"
route Id="route350-773">
11 <tracksRailMLForThisTDSectionOccupation>
<trackWithDrivingDirection t rack ID="d15e413_1"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
13 <trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
</ tracksRailMLForThisTDSectionOccupation>
15 </ tDSectionOccupation>
<tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0005" t r a i n I D="
S16018" occupa t ionS ta r t="2018-12-10 07:22:20.0 MEZ"
occupationEnd="2018-12-10 07:22:29.0 MEZ" t ra inSequenceID="2
" trackSequenceID="0" route Id="route350-773">
17 <tracksRailMLForThisTDSectionOccupation c l a s s="java.util.ArrayList">
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
19 <trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel14"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
</ tracksRailMLForThisTDSectionOccupation>
21 </ tDSectionOccupation>
</rTTPForSingleTrain>
23 <rTTPForSingleTrain t r a i n I d="S820">
<tDSectionOccupation tDSect ionID="TDS0_Gdm_Ht0056" t r a i n I D="S820"
occupa t ionS ta r t="2018-12-10 07:52:00.0 MEZ" occupationEnd="
2018-12-10 07:52:23.0 MEZ" t ra inSequenceID="0" trackSequenceID="1">
25 <tracksRailMLForThisTDSectionOccupation>
<trackWithDrivingDirection t rack ID="d15e441_11"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
27 </ tracksRailMLForThisTDSectionOccupation>
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</ tDSectionOccupation>
29 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0004" t r a i n I D="S820"
occupa t ionS ta r t="2018-12-10 07:52:14.0 MEZ" occupationEnd="
2018-12-10 07:52:29.0 MEZ" t ra inSequenceID="1" trackSequenceID="1"
route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation>
31 <trackWithDrivingDirection t rack ID="d15e413_1"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
33 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
35 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0005" t r a i n I D="
S820" occupa t ionS ta r t="2018-12-10 07:52:20.0 MEZ"
occupationEnd="2018-12-10 07:52:30.0 MEZ" t ra inSequenceID="2
" trackSequenceID="1" route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation c l a s s="java.util.ArrayList">
37 <trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel14"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
39 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
41 </rTTPForSingleTrain>
</rTTPTrainView>
43 <rTTP InfrastructureView>
<rTTPForSingleTDSection tDSec t ionId="TDS0_Gdm_Ht0056">
45 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Ht0056" t r a i n I D="S16018"
occupa t ionS ta r t="2018-12-10 07:07:35.0 MEZ" occupationEnd="
2018-12-10 07:07:59.0 MEZ" t ra inSequenceID="0" trackSequenceID="0">
<tracksRailMLForThisTDSectionOccupation>
47 <trackWithDrivingDirection t rack ID="d15e441_11"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
</ tracksRailMLForThisTDSectionOccupation>
49 </ tDSectionOccupation>
<tDSectionOccupation tDSect ionID="TDS0_Gdm_Ht0056" t r a i n I D="S820"
occupa t ionS ta r t="2018-12-10 07:28:20.0 MEZ" occupationEnd="
2018-12-10 07:28:48.0 MEZ" t ra inSequenceID="0" trackSequenceID="1">
51 <tracksRailMLForThisTDSectionOccupation>
<trackWithDrivingDirection t rack ID="d15e441_11"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
53 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
55 </rTTPForSingleTDSection>
<rTTPForSingleTDSection tDSec t ionId="TDS0_Gdm_Tiel0004">
57 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0004" t r a i n I D="S16018"
occupa t ionS ta r t="2018-12-10 07:22:14.0 MEZ" occupationEnd="
2018-12-10 07:07:59.0 MEZ" t ra inSequenceID="1" trackSequenceID="0"
route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation>
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59 <trackWithDrivingDirection t rack ID="d15e413_1"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
61 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
63 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0004" t r a i n I D="S820"
occupa t ionS ta r t="2018-12-10 07:52:14.0 MEZ" occupationEnd="
2018-12-10 07:28:48.0 MEZ" t ra inSequenceID="1" trackSequenceID="1"
route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation>
65 <trackWithDrivingDirection t rack ID="d15e413_1"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
67 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
69 </rTTPForSingleTDSection>
<rTTPForSingleTDSection tDSec t ionId="TDS0_Gdm_Tiel0005">
71 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0005" t r a i n I D="S16018"
occupa t ionS ta r t="2018-12-10 07:22:20.0 MEZ" occupationEnd="
2018-12-10 07:22:29.0 MEZ" t ra inSequenceID="2" trackSequenceID="0"
route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation>
73 <trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel14"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
75 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
77 <tDSectionOccupation tDSect ionID="TDS0_Gdm_Tiel0005" t r a i n I D="S820"
occupa t ionS ta r t="2018-12-10 07:52:20.0 MEZ" occupationEnd="
2018-12-10 07:52:30.0 MEZ" t ra inSequenceID="2" trackSequenceID="1"
route Id="route350-773">
<tracksRailMLForThisTDSectionOccupation>
79 <trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel5"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
<trackWithDrivingDirection t rack ID="d15e30_Gdm_Tiel14"
d r i v i n g D i r e c t i o n P o s i t i v e U p="true"/>
81 </ tracksRailMLForThisTDSectionOccupation>
</ tDSectionOccupation>
83 </rTTPForSingleTDSection>
</rTTP InfrastructureView>
85 </rTTP>
Listing B.1: RTTP.
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C Ausgabe XML Zuglaufoptimierungsplan
1 <?xml ver s ion="1.0" encoding="utf-8"?>
<tpe xmlns:xsd="http://www.w3.org/2001/XMLSchema" xmlns :x s i="http://www.w3.org
/2001/XMLSchema-instance">
3 <corridor t r a i n _ s e r v i c e _ i d="T00009910" timestamp="10/12/2018 09:53:06">
<corridorWindow p o s i t i o n _ i d="TDS00057SEC_20990" t ime_opt="2760.00" time_min="
2760.00" time_max="2760.00" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="reason:StartOfEnvelope" />
5 <corridorWindow p o s i t i o n _ i d="TDS00058SEC_208730" t ime_opt="2815.28" time_min=
"2791.46" time_max="2900.78" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00059SEC_212375" t ime_opt="2853.30" time_min=
"2803.56" time_max="2957.25" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
7 <corridorWindow p o s i t i o n _ i d="TDS00061SEC_2136130" t ime_opt="3388.11" time_min
="2931.64" time_max="3566.79" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00062SEC_2136330" t ime_opt="3393.67" time_min
="2932.29" time_max="3572.43" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
9 <corridorWindow p o s i t i o n _ i d="TDS00063SEC_2167530" t ime_opt="3793.59" time_min
="3034.40" time_max="4136.07" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00064SEC_2167780" t ime_opt="3799.58" time_min
="3035.22" time_max="4142.57" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
11 <corridorWindow p o s i t i o n _ i d="TDS00065SEC_2192110" t ime_opt="4013.65" time_min
="3126.35" time_max="4582.50" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00066SEC_2193410" t ime_opt="4031.12" time_min
="3132.20" time_max="4608.00" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
13 <corridorWindow p o s i t i o n _ i d="TDS00067SEC_80310" t ime_opt="4054.28" time_min="
3142.64" time_max="4651.88" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00185SEC_898730" t ime_opt="4074.52" time_min=
"3148.76" time_max="4678.36" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
15 <corridorWindow p o s i t i o n _ i d="TDS00182SEC_891060" t ime_opt="4150.68" time_min=
"3183.28" time_max="4818.42" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00182SEC_90310" t ime_opt="4170.43" time_min="
3189.44" time_max="4845.18" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
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17 <corridorWindow p o s i t i o n _ i d="TDS00186SEC_912190" t ime_opt="4204.07" time_min=
"3200.69" time_max="4892.09" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00187SEC_913810" t ime_opt="4223.49" time_min=
"3207.98" time_max="4923.16" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
19 <corridorWindow p o s i t i o n _ i d="TDS00188SEC_9137965" t ime_opt="4405.70" time_min
="3361.68" time_max="5539.96" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00190SEC_9181725" t ime_opt="4631.66" time_min
="3558.60" time_max="6149.11" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
21 <corridorWindow p o s i t i o n _ i d="TDS00100SEC_321170" t ime_opt="4666.05" time_min=
"3574.64" time_max="6320.90" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00101SEC_3210320" t ime_opt="4790.94" time_min
="3615.82" time_max="6362.07" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
23 <corridorWindow p o s i t i o n _ i d="TDS00102SEC_333735" t ime_opt="4833.01" time_min=
"3636.72" time_max="6526.00" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00104SEC_3335360" t ime_opt="5070.66" time_min
="3779.03" time_max="6787.67" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
25 <corridorWindow p o s i t i o n _ i d="TDS00105SEC_3335500" t ime_opt="5074.80" time_min
="3779.66" time_max="6929.99" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00106SEC_3375380" t ime_opt="5534.01" time_min
="3959.12" time_max="7115.17" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
27 <corridorWindow p o s i t i o n _ i d="TDS00107SEC_3376390" t ime_opt="5553.91" time_min
="3963.67" time_max="7294.63" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00168SEC_7810040" t ime_opt="5598.97" time_min
="3974.87" time_max="7305.83" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
29 </ corridor>
<corridor t r a i n _ s e r v i c e _ i d="T00009172" timestamp="10/12/2018 09:53:06">
31 <corridorWindow p o s i t i o n _ i d="TDS00057SEC_20990" t ime_opt="5622.00" time_min="
5622.00" time_max="5622.00" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="reason:StartOfEnvelope" />
<corridorWindow p o s i t i o n _ i d="TDS00058SEC_208730" t ime_opt="5652.96" time_min=
"5652.96" time_max="5652.96" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
33 <corridorWindow p o s i t i o n _ i d="TDS00059SEC_212375" t ime_opt="5665.06" time_min=
"5665.06" time_max="5665.06" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00061SEC_2136130" t ime_opt="5798.34" time_min
="5798.34" time_max="5798.34" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
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35 <corridorWindow p o s i t i o n _ i d="TDS00062SEC_2136330" t ime_opt="5799.00" time_min
="5799.00" time_max="5799.00" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00063SEC_2167530" t ime_opt="5901.11" time_min
="5901.11" time_max="5901.11" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
37 <corridorWindow p o s i t i o n _ i d="TDS00064SEC_2167780" t ime_opt="5901.93" time_min
="5901.93" time_max="5901.93" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00065SEC_2192110" t ime_opt="5993.78" time_min
="5993.78" time_max="5993.78" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
39 <corridorWindow p o s i t i o n _ i d="TDS00066SEC_2193410" t ime_opt="5999.63" time_min
="5999.63" time_max="5999.63" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00067SEC_80310" t ime_opt="6010.07" time_min="
6010.07" time_max="6010.07" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
41 <corridorWindow p o s i t i o n _ i d="TDS00185SEC_898730" t ime_opt="6016.19" time_min=
"6016.19" time_max="6016.19" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00182SEC_891060" t ime_opt="6050.71" time_min=
"6050.71" time_max="6050.71" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
43 <corridorWindow p o s i t i o n _ i d="TDS00182SEC_90310" t ime_opt="6056.87" time_min="
6056.87" time_max="6056.87" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00186SEC_912190" t ime_opt="6068.12" time_min=
"6068.12" time_max="6068.12" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
45 <corridorWindow p o s i t i o n _ i d="TDS00187SEC_913810" t ime_opt="6075.41" time_min=
"6075.41" time_max="6075.41" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00188SEC_9137965" t ime_opt="6229.11" time_min
="6229.11" time_max="6229.11" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
47 <corridorWindow p o s i t i o n _ i d="TDS00190SEC_9181725" t ime_opt="6426.03" time_min
="6426.03" time_max="6426.03" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00100SEC_321170" t ime_opt="6442.07" time_min=
"6442.07" time_max="6442.07" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
49 <corridorWindow p o s i t i o n _ i d="TDS00101SEC_3210320" t ime_opt="8062.42" time_min
="6606.00" time_max="9495.01" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00102SEC_333735" t ime_opt="8129.03" time_min=
"6867.67" time_max="9585.20" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
51 <corridorWindow p o s i t i o n _ i d="TDS00104SEC_3335360" t ime_opt="8362.34" time_min
="7009.99" time_max="10161.48" vel_min="0" vel_max="-1" nonCommercialStop
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="false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00105SEC_3335500" t ime_opt="8369.61" time_min
="7195.17" time_max="10165.74" vel_min="0" vel_max="-1" nonCommercialStop
="false" reason="" />
53 <corridorWindow p o s i t i o n _ i d="TDS00106SEC_3375380" t ime_opt="8599.04" time_min
="7374.63" time_max="10890.29" vel_min="0" vel_max="-1" nonCommercialStop
="false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00107SEC_3376390" t ime_opt="8622.89" time_min
="7385.83" time_max="10915.22" vel_min="0" vel_max="-1" nonCommercialStop
="false" reason="" />
55 <corridorWindow p o s i t i o n _ i d="TDS00168SEC_7810040" t ime_opt="8672.15" time_min
="7397.04" time_max="10966.43" vel_min="0" vel_max="-1" nonCommercialStop
="false" reason="" />
</ corridor>
57 <corridor t r a i n _ s e r v i c e _ i d="T00009907" timestamp="10/12/2018 09:53:06">
<corridorWindow p o s i t i o n _ i d="TDS00108SEC_77990" t ime_opt="0.00" time_min="
0.00" time_max="0.00" vel_min="0" vel_max="-1" nonCommercialStop="false"
reason="reason:StartOfEnvelope" />
59 <corridorWindow p o s i t i o n _ i d="TDS00107SEC_3376390" t ime_opt="26.10" time_min="
11.71" time_max="46.33" vel_min="0" vel_max="-1" nonCommercialStop="false
" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00106SEC_3375380" t ime_opt="39.36" time_min="
16.25" time_max="66.52" vel_min="0" vel_max="-1" nonCommercialStop="false
" reason="" />
61 <corridorWindow p o s i t i o n _ i d="TDS00105SEC_3335500" t ime_opt="242.40" time_min=
"195.71" time_max="786.39" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00104SEC_3335360" t ime_opt="246.55" time_min=
"196.34" time_max="790.94" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
63 <corridorWindow p o s i t i o n _ i d="TDS00102SEC_333735" t ime_opt="451.52" time_min="
338.65" time_max="1362.22" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00102SEC_34910" t ime_opt="532.30" time_min="
364.04" time_max="1447.90" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
65 <corridorWindow p o s i t i o n _ i d="TDS00109SEC_3410060" t ime_opt="6522.07" time_min
="6522.07" time_max="6522.07" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00190SEC_9181725" t ime_opt="6548.78" time_min
="6548.78" time_max="6548.78" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
67 <corridorWindow p o s i t i o n _ i d="TDS00188SEC_9137965" t ime_opt="6745.70" time_min
="6745.70" time_max="6745.70" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00187SEC_913810" t ime_opt="6899.39" time_min=
"6899.39" time_max="6899.39" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
69 <corridorWindow p o s i t i o n _ i d="TDS00186SEC_912190" t ime_opt="6906.68" time_min=
"6906.68" time_max="6906.68" vel_min="0" vel_max="-1" nonCommercialStop="
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<corridorWindow p o s i t i o n _ i d="TDS00182SEC_90310" t ime_opt="6917.93" time_min="
6917.93" time_max="6917.93" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
71 <corridorWindow p o s i t i o n _ i d="TDS00182SEC_891060" t ime_opt="6924.10" time_min=
"6924.10" time_max="6924.10" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00185SEC_898730" t ime_opt="6958.61" time_min=
"6958.61" time_max="6958.61" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
73 <corridorWindow p o s i t i o n _ i d="TDS00067SEC_80310" t ime_opt="6964.73" time_min="
6964.73" time_max="6964.73" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00066SEC_2193410" t ime_opt="6975.17" time_min
="6975.17" time_max="6975.17" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
75 <corridorWindow p o s i t i o n _ i d="TDS00065SEC_2192110" t ime_opt="6981.02" time_min
="6981.02" time_max="6981.02" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00064SEC_2167780" t ime_opt="7075.86" time_min
="7075.86" time_max="7075.86" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
77 <corridorWindow p o s i t i o n _ i d="TDS00063SEC_2167530" t ime_opt="7076.68" time_min
="7076.68" time_max="7076.68" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00062SEC_2136330" t ime_opt="7178.78" time_min
="7178.78" time_max="7178.78" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
79 <corridorWindow p o s i t i o n _ i d="TDS00061SEC_2136130" t ime_opt="7179.44" time_min
="7179.44" time_max="7179.44" vel_min="0" vel_max="-1" nonCommercialStop=
"false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00059SEC_212375" t ime_opt="7305.13" time_min=
"7305.13" time_max="7305.13" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
81 <corridorWindow p o s i t i o n _ i d="TDS00058SEC_208730" t ime_opt="7317.23" time_min=
"7317.23" time_max="7317.23" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
<corridorWindow p o s i t i o n _ i d="TDS00057SEC_20990" t ime_opt="7348.19" time_min="
7348.19" time_max="7348.19" vel_min="0" vel_max="-1" nonCommercialStop="
false" reason="" />
83 </ corridor>
</ tpe>
Listing C.1: Zuglaufoptimierungsplan für Szenario 1.
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