Abstract. We consider the homogeneous equation Au = 0, where A is a symmetric and coercive elliptic operator in H 1 (Ω) with Ω bounded domain in R d . The boundary conditions involve fractional power α, 0 < α < 1, of the Steklov spectral operator arising in Dirichlet to Neumann map. For such problems we discuss two different numerical methods: (1) a computational algorithm based on an approximation of the integral representation of the fractional power of the operator and (2) numerical technique involving an auxiliary Cauchy problem for an ultra-parabolic equation and its subsequent approximation by a time stepping technique. For both methods we present numerical experiment for a model two-dimensional problem that demonstrate the accuracy, efficiency, and stability of the algorithms.
Introduction
In the last two decades a number of nonlocal differential operators generated by fractional derivatives in time and space have been used to model various applied problems in applied physics, biology, geology, finance, and engineering, e.g. [15, 16] . Many models involve both sub-diffusion (fractional in time) and super-diffusion (fractional in space) differential operators. Often, super-diffusion problems are treated as problems with a fractional power of an elliptic operator. Loosely speaking for A : H 1 0 (Ω) → H −1 (Ω) determined by the identity (Au, v) = (∇u, ∇v) for u, v ∈ H 1 0 (Ω) its fractional power is defined by
where Aψ j = λ j ψ j i.e. λ j , ψ j are the eigenvalues and normalized eigenfunctions of the negative Laplacian with homogeneous Dirichlet boundary conditions. To discretize the problem A α u = f we can apply finite volume or finite element methods to get an approximation A h of A and subsequently to reduce the problem to a discrete form A α h u h = f h . A practical implementation of such approach requires the matrix function-vector multiplication A α h u h where the matrix A h is not known explicitly. For such problems, different approaches [10] are available. Algorithms for solving systems of linear equations associated with fractional elliptic equations that are based on Krylov subspace methods with the Lanczos approximation are discussed, e.g., in [12] . A comparative analysis of the contour integral method, the extended Krylov subspace method, and the preassigned poles and interpolation nodes method for solving space-fractional reaction-diffusion equations is presented in [6] . The simplest variant is associated with the explicit construction of the solution using the eigenvalues and eigenfunctions of the elliptic operator with diagonalization of the corresponding matrix [5, 11] . Unfortunately, all these approaches demonstrates quite high computational complexity for multidimensional problems. In the special case when there is an efficient method for solving the equation A h w h = f h , an algorithm based the best ratioinal approximation of t −α on (0, 1) has been proposed and experimentally justified in [9] .
One can adopt a general approach to solve numerically equations involving fractional power of operators by first approximating the original operator and then taking fractional power of its discrete variant. Using Dunford-Cauchy formula the elliptic operator is represented as a contour integral in the complex plane. Further applying appropriate quadratures with integration nodes in the complex plane one ends up with a proper method that involves only inversion of the original operator. The approximate operator is treated as a sum of resolvents [7, 8] ensuring the exponential convergence of quadrature approximations. Bonito and Pasciak in [4] presented a more promising variant of using quadrature formulas with nodes on the real axis, which are constructed on the basis of the corresponding integral representation for the power operator [14] . In this case, the inverse operator of the problem has an additive representation, where each term is an inverse of the original elliptic operator. A similar rational approximation to the fractional Laplacian operator is studied in [1] .
In [19] a computational algorithm for solving an equation with fractional powers of elliptic operators on the basis of a transition to a pseudo-parabolic equation has been proposed, see equation (16) . For the auxiliary Cauchy problem, standard two-level schemes are applied. The computational algorithm is simple for practical use, robust, and applicable to solving a wide class of problems. One needs to theoretical study the stability and the convergence of such schemes. The case of smooth data could be studied with the existing methods, see, e.g. [17, 18] , while the case of non-smooth data needs deeper and more refined analysis. The computations in [19] show that usually, a small number of pseudo-time steps is required to get a good approximation of the required solution of the discrete fractional equation. This computational algorithm for solving equations with fractional powers of operators is promising also when considering transient problems.
We note that (1) gives one possible definition of the fractional power of elliptic differential operators. Another possibility is to define it via Ritz potentials, for Ω = R d , see, e.g. [13, Section 2.10, p. 128]. The extension of such derivative to bounded domain Ω has been used in the work of [4] . This quite general definition could be used also for complex values of α.
In the present study, we consider a new problem, where the solution inside a domain satisfies the homogeneous elliptic equation of second order with a given fractional boundary condition, introduced in the following manner. The Dirichlet to Neumann map evaluates the normal derivative of a harmonic function for given Dirichlet data and defines an operator S :
The fractional power 0 < α < 1 of the operator S is defined through the eigenvalues and the eigenfunctions of the corresponding Steklov spectral problem, see, e.g. [3] . This idea is explained in details in Section 2.
The main contribution of this paper is construction and testing of two numerical algorithms for computing efficiently an approximation of the equation S α u(x) = g(x), x ∈ Ω, for 0 < α < 1. This is novel class of mathematical problems where the fractional boundary condition is formulated on the basis of the Steklov spectral problem. The standard mathematical problems of finding the solution of homogeneous elliptic equation with Dirichlet or Neumann-type boundary conditions are two limiting cases, α = 0 and α = 1, correspondingly.
To solve approximately problems with fractional boundary conditions, we use the standard space of piece-wise polynomial functions on a quasi-uniform partition of the domain into simplexes, see, e.g. [18] . Further, we develop and test two computational algorithms, one based on an approximation of the corresponding operator of fractional power and second one, based on the solution of the auxiliary Cauchy problem for the pseudo-parabolic equation. Finally, we present a number of numerical experiments on some model two-dimensional problem that demonstrate the efficiency and the accuracy of the methods on smooth data. The paper is rather a proof of a computational concept than rigorous study of accuracy and the convergence of the proposed methods. We are confident that the proposed computational approach merits rigorous error analysis, especially for non-smooth solutions, and possible extension to more general elliptic operators.
To reduce the complexity of the notation in the paper we use the a calligraphic letters for denoting operators in infinite dimensional spaces and usual capital letters for their finite dimensional approximations, e.g. S denotes the Dirichlet to Neumann map, while S denotes its finite element approximation.
Problem formulation
In a bounded domain Ω ⊂ R d , d = 1, 2, 3 with the Lipschitz continuous boundary Γ ≡ ∂Ω, we consider the following operator defined by:
where k(x) ≥ k 0 > 0 and c(x) ≥ 0 for x ∈ Ω. We further assume that A is coercive in H 1 (Ω) so that (Au, u) ≥ δ(u, u). Then for a given suitably smooth data g(x), x ∈ Γ, the problem find
has unique solution u ∈ H 1 (Ω). The trace of v on Γ belongs to the Sobolev space H 1 2 (Γ) so we can defined the operator S :
Then on Γ the solution of equation (3) satisfies Su = g. Here the operator S is the well-known Dirichlet to Neumann map. Now we introduce the problem we intend to study, namely, for a given suitably smooth data g we seek the solution of the operator equation (4) S α u = g, where 0 < α < 1.
To define the fractional power S α we first introduce the Steklov type eigenvalue problem, e.g.
[3]: find ψ j ∈ H 1 (Ω) and λ j ∈ R so that
It is well known, e.g. [3] , that this spectral problem has full set of eigenfunctions that span the space H 1 (Ω) so that we can define the fractional powers of S in the same manner as for general symmetric elliptic operators, namely,
The operator S, defined on the domain
Here I is the identity operator in L 2 (Γ). For δ, we have δ = λ 1 . In applications, the value of λ 1 is unknown. However, one can find a reliable positive bound from below.
Finite element approximation
We consider a standard quasi-uniform triangulation of the domain Ω into triangles (or tetrahedra in 3-D). Let x i , i = 1, 2, ..., N h be vertexes of this triangulation. We introduce the finite dimensional space V h ⊂ H 1 (Ω) of continuous functions that are liner over each finite element, see, e.g. [18] . As a nodal basis we take the standard "hat" function χ i (x) ∈ V h , i = 1, 2, ..., N h . Then for v ∈ V h , we have the representation
Then the corresponding approximations of equation (3) is: find y ∈ V h such that
Here g is the given boundary data, see (3) . Similarly, the approximation of the spectral problem (5) is
The eigenpairs ( λ j , ψ j ), j = 1, . . . , N Γ , have the following properties (see, e.g., [2] )
with N Γ being the number of vertexes on the boundary Γ. The operator S acts on a finite dimensional sub-space of V h and, similarly to inequality (6), we have
The fractional power of the operator S is defined by
and the corresponding finite element approximation of equation (4) is
In fact, since the identity (7) is over v ∈ V h , instead of g here we should have the orthogonal L 2 -projection of g onto the trace of V h on Γ. Using the same letter for the original data and for its projection on the finite element space leads to some ambiguity, but it simplifies the notations and we hope it does not lead to confusion. In view of (8) , for the solution (9) we get the following trivial a priori estimate:
4. Method I. Approximation of the fractional power of a symmetric positive operator using integral representation
Here we construct a numerical algorithm for solving (8) that uses an approximation for S α using its integral representation (see, e.g., [14] ):
The approximation of S −α is based on the use of one or another quadrature formulas for the right-hand side of (11) . Various possibilities in this direction are discussed in [4] . One possibility is the special quadrature Gauss-Jacobi formulas used in [1] . Here in this algorithm we apply an exponentially convergent quadrature formula considered and studied in [4] .
In (11) we introduce a new variable s, θ = e −2s , so that
Obviously, the main task here is to select a good approximation and fast evaluation the righthand side of (12) . Following [4] , we apply the quadrature formula of rectangles with nodes s m = mη, m = −M, −M + 1, ..., M for η = M −1/2 to get the following approximation of equation (9) (13)
M , where
This could be rewritten as Now we present a second algorithm for solving approximately problem (9) based on its equivalence to to solution of an auxiliary pseudo-time evolutionary problem [19] . Let w(x, t) be a function defined on Γ × [0, 1] such that w(t) ∈ L 2 (Γ) for any t ∈ [0, 1] and
Due to (8), we have D = D * > 0. By this construction w(1) = δ α S −α w(0) and comparing it with the solution of equation (9) we see that if we take w(0) = δ −α g then w(1) = S −α g = y, i.e. this is the solution of (9). It is also easy to see that w(t) satisfies the following pseudo-parabolic initial value problem
Therefore, the solution of equation (9) coincides with the solution of the Cauchy problem (16) at pseudo-time moment t = 1.
We can obtain various a priori estimates for (16) . The estimate similar to (10) has the form
To solve numerically the problem (16), we apply implicit two-level scheme, see, e.g. [17] . Let τ be the step-size of a uniform grid in time such that w n = w(t n ), t n = nτ , n = 0, 1, ..., N, N τ = 1. We approximate equation (16) by the following implicit two-level scheme (18) (t n σ D + δI)
where 0 < σ ≤ 1 is a parameter and
The stability of the scheme is established in the following Lemma:
Lemma 5.1. For σ ≥ 0.5, the difference scheme (18), (19) is unconditionally stable with respect to the initial data and the approximate solution satisfies the a priori estimate
Proof. To prove this statement we first rewrite equation (18) in the form:
Multiplying this it by αw n σ + t n σ w n+1 − w n /τ, taking a discrete L 2 (Γ)-inner product in view of the positivity of D we get
Further, since w n σ = τ σ − 1 2
, then for σ ≥ 0.5 we easily get (20).
Lemma 5.1 and the approximation properties of the finite difference scheme (18) , (19) ensures that for sufficiently smooth w(t) its approximate solution converges to w(t) with second order for σ = 0.5 and with first order for all other values of σ. The smoothness of w(t) depends on the smoothness of the data g and the properties of the pseudo-parabolic problem. The case of non-smooth solutions (or non-smooth data) is a subject of a separate study.
Numerical experiments
Here we present results of the numerical solution of a model problem in two spatial dimensions, where the computational domain is a quarter of the circle of radius 1. We solve the problem for the elliptic problem (3) for k(x) = 1, c(x) = c 0 = const > 0, x ∈ Ω, and g(x) = 1 for x ∈ Γ. In the numerical experiments for testing the algorithm based on solving the Cauchy problem we choose σ = 0.5. For smooth solutions the scheme has second order approximation in time. The most important issue concerning the efficiency and the accuracy of a numerical method for solving a boundary value problems for fractional power of elliptic operators or elliptic equations with fractional boundary conditions is the impact of M , the number of nodes in the quadrature formula (13) or the number of time steps in (18) . Below we report the relative error in L ∞ (Ω) and L 2 (Ω)-norms:
Here w M (x) is the numerical solution, and w(x) is the reference (practically exact) solution obtained for large M , shown in Fig. 2 .
The errors, e ∞ and e 2 , of the numerical solution of the problem for c 0 = 5, α = 0.25, 0.5, 0.75 and various M for both methods are shown in Table 1 . In these experiments for Method II we take δ = 0.9 and λ 1 ≈ 0.949314. First we note that to achieve acceptable accuracy with Method I, we need to use quadrature formulas with a fairly large number of nodes (M ∼ 100). The highest convergence rates are observed for α = 0.5. The convergence decreases drastically when α gets close to 0 or 1. However, this numerical scheme has asymptotic exponential convergence, see, [4] . Analyzing the numerical data shown on Table 1 we see that: (1) by doubling the quadrature points from 10 to 20 the error reduces by a factor of 2; (2) by doubling the quadrature points from 80 to 160 the error reduces by factors of 4 to 40 for different α. Also, for α = 0.5 by doubling the quadrature points from 40 to 80 the error e 2 is reduced by a factor of 13. The same conclusions can be made after analyzing the numerical results of Table 2 as well. This means that an exponential asymptotic convergence rate begins to show for M large enough depending on fractional power α.
The numerical results for Method II show, as predicted by the theory, almost second order convergence rate with respect to τ . Note that relatively good accuracy is achieved even for small number of time steps N (N = M ). From these numerical experiments (performed on smooth solutions) we see that the Method II shows better accuracy for relatively large time-step τ , which translates into fewer computations.
The errors, e ∞ and e 2 , of the numerical solution for problems with α = 0.5 and different values of the coefficient c 0 are given in Table 2 . For Method II we take δ = 0.2 and λ 1 ≈ 0.212867 at c 0 = 1 and δ = 3 and λ 1 ≈ 3.170554 at c 0 = 25. From the numerical experiments we see that these methods are fairly insensitive to the variation of c 0 . 
