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A DYNAMICAL VERSION OF KURATOWSKI-MYCIELSKI THEOREM AND
INVARIANT CHAOTIC SETS
JIAN LI, JIE LU¨, AND YUANFEN XIAO
Abstract. We establish a dynamical version of Kuratowski-Mycielski Theorem on the
existence of “large” invariant dependent sets. We apply this result to the study of invariant
chaotic sets in topological dynamical systems, simplify many known results on this topic
and also obtain some new results.
1. Introduction
By a (topological) dynamical system, we mean a pair (X, f ), where X is a Polish space
and f : X → X is a continuous map. Let d be a bounded compatible complete metric on
X. A subset A of X is called scrambled if for any two distinct points x, y ∈ A,
lim inf
k→∞
d( f k(x), f k(y)) = 0 and lim sup
k→∞
d( f k(x), f k(y)) > 0.
Following the ideas in [18], a dynamical system (X, f ) is called Li-Yorke chaotic if there
exists an uncountable scrambled subset of X. In [18], Li and Yorke showed that if a
continuous map f : [0, 1] → [0, 1] has a periodic point of period 3, then it is Li-Yorke
chaotic. Since then the study of chaos theory in topological dynamics has been attracted
lots of attention.
At the beginning, people tried to construct uncountable scrambled sets directly and
most of the results focused on interval maps. The turning point came in 2002, when
Huang and Ye [12] proved that Devaney chaos implies Li-Yorke chaos and Blanchard et
al. [5] proved that positive entropy also implies Li-Yorke chaos. In [5], they also showed
the existence of uncountable scrambled sets by a powerful tool—Mycielski theorem [20],
which states that if R is a denseGδ subset of X ×X where X is a perfect Polish space, then
there exists a dense, σ-Cantor, R-dependent subset A of X, where an R-dependent subset
A means that (x, y) ∈ R for any two distinct points x, y ∈ A. In fact, the first application
of Mycielski theorem to the study of scrambled sets was done in [13] by Iwanik. But
this method is not widespread until the publication of [5]. In [15] Kuratowski obtained a
hyperspace version of Mycielski theorem by the Baire-category method. Let us explain
the idea of applications of Kuratowski-Mycielski theorem to the existence of scrambled
sets. For a positive number δ > 0, let
LYδ(X, f ) =
{
(x, y) ∈ X × X : lim inf
k→∞
d( f k(x), f k(y)) = 0
and lim sup
k→∞
d( f k(x), f k(y)) ≥ δ
}
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and
sLY(X, f ) =
{
(x, y) ∈ X × X : lim inf
k→∞
d( f k(x), f k(y)) = 0
and lim inf
k→∞
max{d( f k(x), x), d( f k(y), y)} = 0
}
.
It is easy to see that both LYδ(X, f ) and sLY(X, f ) are Gδ subsets of X × X and any
LYδ(X, f )-dependent set or sLY(X, f )-dependent set is scrambled. Clearly every σ-Cantor
set is uncountable. In order to show that a dynamical system (X, f ) is Li-Yorke chaotic,
by Kuratowski-Mycielski theorem it is sufficient to show that there exists a perfect subset
Y of X such that sLY(X, f ) or LYδ(X, f ) is dense in Y×Y . Instead of constructing uncount-
able scrambled sets directly, Kuratowski-Mycielski theorem has been applied extensively
to show the existence of “large” scrambled sets in topological dynamics. We refer the
reader to [6] and [17] for recent advances on this topic.
In [1] Akin gave a comprehensive treatment of Kuratowski-Mycielski theorem and
various applications to topological dynamics. To introduce the result, we need some
preparation. For a Polish space X, let C(X) and CANTOR(X) be the collection of non-
empty compact subsets of X and the collection of Cantor sets of X. A subset Q of C(X)
is called hereditary if A ∈ Q implies that Q contains every compact subset of A. A
hereditary subset Q determines a coherent list αQ = {R
Q
n }n∈N by letting R
Q
n ⊂ X
n be the set
of n-tuples (x1, . . . , xn) ∈ X
n such that {x1, . . . , xn} ∈ Q. We call αQ = {R
Q
n }n∈N the coherent
list associated with Q. We say that a subset A of X is αQ-dependent if for any n ∈ N and
any pairwise distinct n elements x1, x2, . . . , xn ∈ A, the tuple (x1, x2, . . . , xn) ∈ R
Q
n .
Theorem 1.1 (Kuratowski-Mycielski Theorem). Let Q be a Gδ, hereditary subset of C(X)
for a perfect, Polish space X and αQ = {R
Q
n }n∈N be the coherent list on X associated with
Q. The following conditions are equivalent:
(1) Q is a dense subset of C(X);
(2) there exists a dense sequence {Ai} in CANTOR(X) such that
N⋃
i=1
Ai ∈ Q, ∀N ≥ 1;
(3) R
Q
n is a dense Gδ subset of X
n for n = 1, 2, . . . ;
(4) there exists a dense, countable, αQ-dependent set in X;
(5) there exists a dense, σ-Cantor, αQ-dependent set in X;
(6) there exists a nowhere meager αQ-dependent set in X.
Note that in Theorem 1.1, (3)=⇒(5) was proved in [20] by Mycielski and (3)=⇒(1) was
proved in [15] by Kuratowski. The equivalences of (1)⇐⇒(2)⇐⇒(3)⇐⇒(4)⇐⇒(5) in
this version were proved in [1, Theorem 5.10]. (6) =⇒ (3) is obvious and (3) =⇒ (6) was
implicitly contained in [7] under the condition of Continuum Hypothesis, see also [23] or
[6]. Without the condition of Continuum Hypothesis, (3) =⇒ (6) was proved in [4] for
a binary relation and in [19] for a collection of relations recently. So in [6, Proposition
53] we can drop the condition of Continuum Hypothesis, in other words, if a dynamical
system (X, f ) is generically chaotic, then there exists a nowhere meager scrambled set.
In the definition of Li-Yorke chaos, it only requires the existence of an uncountable
scrambled set. It is interesting to know more properties on scrambled sets. In [9] Du
initiated the study of invariant scrambled sets. Let (X, f ) be a dynamical system. We say
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that a subset A of X is f -invariant if f (A) ⊂ A. It is shown in [9] that an interval map
has positive topological entropy if and only if some of its iterates possess an uncountable
invariant scrambled set. Since then the study of invariant scrambled sets has been paid
much attention. Let us list some. In [25] Yuan and Lu¨ showed that if a transitive system
has a fixed point then it has a dense, σ-Cantor, invariant scrambled set. In [3] Balibrea,
Guirao and Oprocha showed that if a strongly mixing system has a fixed point then it has
a dense, σ-Cantor, invariant δ-scrambled set for some δ > 0. In [11] Forys´, Oprocha and
Wilczyn´ski showed that if a compact dynamical system has the specification property and
has a fixed point then it has a dense, σ-Cantor, invariant distributionally δ-scrambled set
for some δ > 0. In [10] Forys´ et al. showed that a transitive compact dynamical system
has a dense, σ-Cantor, invariant δ-scrambled set for some δ > 0 if and only if it has a
fixed point and is not uniformly rigid.
As we require scrambled sets to be invariant, we can not use Kuratowski-Mycielski
Theorem directly and some addition techniques are required to construct special relations
on the space. Recently, in [22] Tan extended Mycielski’s Theorem toGδ, f -invariant rela-
tion strings and then applied this result to invariant scrambled sets. But the f -invariance of
a relation string is a quite strong condition, usually it is not easy to construct such relation
string. The main aim of the paper is to show the following extension of Kuratowski-
Mycielski Theorem.
Theorem 1.2 (A dynamical version of Kuratowski-Mycielski Theorem). Let (X, f ) be a
dynamical system with X a perfect Polish space. Let Q be a Gδ, hereditary subset of C(X)
and αQ = {R
Q
n }n∈N be the coherent list on X associated with Q. The following conditions
are equivalent:
(1) {A ∈ C(X) :
⋃N
i=0 f
i(A) ∈ Q, N = 1, 2, . . . } is a dense Gδ subset of C(X);
(2) there exists a dense sequence {Ai} in CANTOR(X) such that
N⋃
j=0
N⋃
i=1
f j(Ai) ∈ Q, ∀N ≥ 1;
(3) {(x1, . . . , xn) ∈ X
n :
⋃N
i=0 f
i({x1, . . . , xn}) ∈ Q, N = 1, 2, . . . } is a dense Gδ subset
of Xn for n = 1, 2, . . . ;
(4) there exists a dense, countable, f -invariant, αQ-dependent set in X;
(5) there exists a c-dense, Fσ, f -invariant, αQ-dependent set in X;
(6) there exists a nowhere meager, f -invariant, αQ-dependent set in X.
If f is just the identity map, then Theorem 1.2 is nothing but the Kuratowski-Mycielski
Theorem. We will prove Theorem 1.2 in Section 2 and compare our result with Tan’s re-
sult. In Section 3, we apply Theorem 1.2 to the study of invariant scrambled sets. We give
a uniform treatment of invariant uniformly chaotic sets, invariant uniformly mean chaotic
sets, invariant δ-scrambled sets and distributionally δ-scrambled sets, which extend many
results in this topic.
2. The dynamical version of Kuratowski-Mycielski Theorem
Let X be a Polish space and d be a bounded compatible complete metric on X. For
n ≥ 1, denote Xn = X × X × · · · × X (n-times) and define ∆n = {(x, x, · · · , x) ∈ X
n : x ∈ X}
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and FAT∆n = {(x1, x2, · · · , xn) : there are i , j such that xi = x j}. It should be noticed
that ∆1 = X and FAT∆1 = ∅.
The distance from a point x to a set A is given by
d(x, A) = inf{d(x, a) : a ∈ A}.
For ε > 0, we define the ε-neighborhood of a subset A by
Vε(A) = {x ∈ X : d(x, A) < ε}.
The Hausdorff metric of two subsets A and B is given by
dH(A, B) = inf{ε > 0: A ⊆ Vε(B) and B ⊆ Vε(A)}.
We say that a subset A of X is a Cantor set if it is homeomorphic to the standard
middle-third Cantor set, σ-Cantor if it can be expressed as a countable union of Cantor
sets, c-dense if A ∩ U has the cardinality of continuum for any non-empty open subset U
of X, and nowhere meager if A∩U is not meager for any non-empty open subset U of X.
In [5], σ-Cantor sets are called Mycielski sets, but in [1] Mycielski sets are required to be
locally non-compact. In this paper, we adopt the unambiguous terminology—σ-Cantor.
We consider the following collections of subsets of X:
C(X) = {A ⊂ X : A is non-empty compact},
FIN(X) = {A ⊂ X : A is non-empty finite},
CANTOR(X) = {A ⊂ X : A is a Cantor set}.
It is well known that with the Hausdorffmetric, C(X) is a Polish space under the condition
that X is Polish. We will need the following useful lemma.
Lemma 2.1 ([1, Lemma 4.1]). Let X be a Polish space and n ∈ N.
(1) The map in : X
n → C(X), (x1, x2, . . . , xn) 7→ {x1, x2, . . . , xn} is continuous;
(2) The map ∨n : C(X)
n → C(X), (A1, A2, . . . , An) 7→ A1∪A2∪· · ·∪An is a continuous
and open surjection;
(3) The map ×n : C(X) → C(X
n), A 7→ An is continuous;
(4) If f : X → X is continuous, then the map f ∗ : C(X) → C(X), A 7→ f (A) is contin-
uous.
We say that a subset Q of C(X) is hereditary if it satisfies
A ∈ Q =⇒ C(A) ⊆ Q,
finitely hereditary if it satisfies
A ∈ Q =⇒ FIN(A) ⊆ Q,
and finitely determined if it satisfies
A ∈ Q ⇐⇒ FIN(A) ⊆ Q.
Clearly, we have for Q ⊂ C(X) that
finitely determined =⇒ hereditary =⇒ finitely hereditary.
Assume that Q is a finitely hereditary subset of C(X). For n = 1, 2, . . . we define R
Q
n ⊂ X
n
to be the set of n-tuples (x1, . . . , xn) ∈ X
n such that {x1, . . . , xn} ∈ Q. We call αQ = {R
Q
n }n∈N
the coherent list associated with Q.
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Remark 2.2. Let Q be a hereditary subset of C(X) for a Polish space X and αQ = {R
Q
n }n∈N
be the coherent list on X associated with Q. It is clear that R
Q
n = i
−1
n (Q). If Q is a Gδ
subset of C(X), then each R
Q
n is a Gδ subset of X
n for n = 1, 2, . . . , because each map in is
continuous.
A sequence α = {Rn}n∈N of relations on X is called a relation string if Rn is an n-th
relation on X for any n ≥ 1. We say that a subset A of X is a dependent set for α or
α-dependent if for any n ∈ N and any pairwise distinct n elements x1, x2, . . . , xn ∈ A,
the tuple (x1, x2, . . . , xn) ∈ Rn. We use D(α) to denote the collection of all α-dependent
sets and put C(α) = D(α) ∩ C(X). In other words, C(α) is the collection of all compact
α-dependent sets. We say that a relation string α = {Rn} on X is Gδ if each Rn is a Gδ
subset of Xn for n = 1, 2, . . . .
Lemma 2.3. If α = {Rn} is a Gδ, relation string on a Polish space X, then the collection
of compact α-dependent sets, C(α), is a Gδ, finitely determined subset of C(X).
Proof. First note that a subset A of X is α-dependent if and only if An ⊂ Rn ∪ FAT∆n for
n = 1, 2, . . . . Then C(α) is finitely determined. As Rn is a Gδ subset X
n and FAT∆n is
closed Rn ∪ FAT∆n is Gδ. By [1, Proposition 4.3], {A ∈ C(X) : A
n ⊂ Rn ∪ FAT∆n} is Gδ.
As each Rn is Gδ for n = 1, 2, . . . , C(α) =
⋂∞
n=1{A ∈ C(X) : A
n ⊂ Rn ∪ FAT∆n} is Gδ. 
Remark 2.4. (1) Assume that α = {Rn} is a Gδ relation string on X. By Lemma 2.3,
C(α) is a Gδ, finitely determined subset of C(X). Let Q = C(α) and αQ = {R
Q
n }
be the coherent list associated with Q. Then it is easy to see that Rn ⊂ R
Q
n ⊂
Rn ∪ FAT∆n for every n ∈ N and a subset of X is α-dependent if and only if it
is αQ-dependent. So if we start from a Gδ, relation string α on X, then we can
apply Theorem 1.1 to the Gδ, finitely determined subset C(α) of C(X) to get the
properties of α-dependent sets.
(2) Let {Rλ}λ∈Λ be a collection of countable relations on X, that is, for each λ ∈ Λ,
there exists kλ ≥ 1 such that Rλ ⊂ X
kλ . It generates naturally a relation string
α = {R′n}n∈N as follows: for each n ∈ N, if there exists a λ such that kλ = n ,
then put Rn =
⋂
{Rkλ : kλ = n}, otherwise put Rn = X
n. Then a subset of X is
Rλ-dependent for all λ ∈ Λ if and only if it is α-dependent. Moreover if each
Rλ is Gδ, then α is a Gδ relation string. So we can also apply Theorem 1.1 to a
collection of countable relations on X.
Now we are ready to prove the dynamical version of Kuratowski-Mycielski Theorem.
Proof of Theorem 1.2. Let Q f = {A ∈ C(X) :
⋃N
i=0 f
i(A) ∈ Q, N = 1, 2, . . . } and a
f
Q
=
{R
Q, f
n } be the coherent list on X associated withQ
f . It is clear that an n-tuples (x1, . . . , xn) ∈
R
Q, f
n if and only if
⋃N
i=0 f
i({x1, . . . , xn}) ∈ Q for all N = 1, 2, . . . . It is clear that Q
f is
hereditary. First we have the following Claim.
Claim 1: Q f is a Gδ subset of C(X) and R
Q, f
n is a Gδ subset of X
n for n = 1, 2, . . . .
Proof of the Claim 1. For any N ∈ N, put Q
f
N
= {A ∈ C(X) :
⋃N−1
i=0 f
i(A) ∈ Q}. Then
Q f =
⋂∞
N=1 Q
f
N
and it is enough to show that each Q
f
N
is a Gδ subset of C(X). We define
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several maps as follows:
IN : C(X) → C(X)
N , A 7→ (A, A, . . . , A),
f ×N : C(X)N → C(X)N , (A1, A2, . . . , AN) 7→ (A1, f (A2), . . . , f
N−1(AN)),
ΘN : C(X) → C(X), A 7→
N−1⋃
i=0
f i(A).
It is clear that IN is continuous and by Lemma 2.1 (4) f
×N is continuous. Note that
ΘN = ∨N ◦ f
×N ◦ IN and then it is continuous. Since Q
f
N
= Θ
−1
N (Q) and Q is a Gδ subset
of C(X), Q
f
N
is a Gδ as subset of C(X). Then Q
f is also a Gδ as subset of C(X). For each
n ∈ N, it is clear that R
Q, f
n = i
−1
n (Q
f ). Then R
Q, f
n is a Gδ subset of X
n. 
Claim 2: A subset A of X is α
f
Q
-dependent if and only if
⋃∞
i=0 f
i(A) is αQ-dependent. In
particular, every subset of an f -invariant αQ-dependent set is α
f
Q
-dependent.
Proof of the Claim 2. Assume that A is α
f
Q
-dependent and let Â =
⋃∞
j=0 f
j(A). For every
n ∈ N and any pairwise distinct n elements x̂1, x̂2, . . . , x̂n ∈ Â, there exist n elements
x1, x2, . . . , xn ∈ A and k1, k2, . . . , kn such that f
ki(xi) = x̂i. Let m be the cardinal number of
the set {x1, x2, . . . , xn}. Without loss of generality, assume that x1, x2, . . . , xm are pairwise
distinct. As A is α
f
Q
-dependent, the tuple (x1, x2, . . . , xm) ∈ R
Q, f
m . By the definition of
R
Q, f
m , we have
⋃N
i=0 f
i({x1, x2, . . . , xm}) ∈ Q for all N ≥ 1. As Q is hereditary, we get
{x̂1, x̂2, . . . , x̂n} ∈ Q and then (x̂1, x̂2, . . . , x̂n) ∈ R
Q
n . This implies that Â is αQ-dependent.
Now assume that
⋃∞
i=0 f
i(A) is αQ-dependent. As Q is hereditary, every finite sub-
set of
⋃∞
i=0 f
i(A) is contained by Q. Fix n ∈ N and any pairwise distinct n elements
x1, x2, . . . , xn ∈ A. For any N ≥ 1,
⋃N
i=0 f
i({x1, . . . , xn}) is a finite subset of
⋃∞
i=0 f
i(A) and
then is contained by Q. Therefore, (x1, x2, . . . , xn) ∈ R
Q, f
n and A is α
f
Q
-dependent. 
Applying Theorem 1.1 to the Gδ, hereditary subset Q
f of C(X), we get the following
equivalent conditions:
(1′) Q f is a dense subset of C(X);
(2′) there exists a dense sequence {Ai} in CANTOR(X) such that
N⋃
i=1
Ai ∈ Q
f , ∀N ≥ 1;
(3′) R
Q, f
n is a dense Gδ subset of X
n for n = 1, 2, . . . ;
(4′) there exists a dense, countable, α
f
Q
-dependent set in X;
(5′) there exists a dense, σ-Cantor, α
f
Q
-dependent set in X;
(6′) there exists a nowhere meager α
f
Q
-dependent set in X.
We are going to show that (i)⇔(i′) for all i = 1, 2, . . . , 6. By the definitions of Q f and
α
f
Q
, it is clear that (i)⇔(i′) for i = 1, 2, 3.
Assume that a subset A of X is α
f
Q
-dependent. Let Â =
⋃∞
i=0 f
i(A). By Claim 2, Â is
an f -invariant αQ-dependent set. As A ⊂ Â, if A is countable dense or nowhere meager
then so is Â. So we get (i′)⇒(i) for i = 4, 6. If A is dense and σ-Cantor, then Â is Fσ.
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Moreover, for every non-empty open subset U of X, A ∩ U contains a Cantor set, then A
is c-dense and so is Â. So we get (5′)⇒(5).
Now assume that a subset B of X is an f -invariant αQ-dependent set. By Claim 2, B
is also α
f
Q
-dependent. So it is clear that (i)⇒(i′) for i = 4, 6. If B is c-dense and Fσ,
as every uncountable Borel set in a Polish space contains an Cantor set (see e.g. [14,
Theorem 13.6]), there exists a dense, σ-Cantor subset C of B. By Claim 2 again, C is
α
f
Q
-dependent. So we get (5)⇒(5′). 
Remark 2.5. If in addition we assume that f |C is injective for all C ∈ Q, then for every
Cantor set A, f (A) is also a Cantor set. Therefore, in condition (2) of Theorem 1.2,
the set
⋃∞
j=0
⋃∞
i=1 f
j(Ai) is a dense, σ-Cantor, f -invariant, αQ-dependent set and then the
condition of (5) in Theorem 1.2 can be replaced by
(5′′) there exists a dense, σ-Cantor, f -invariant, αQ-dependent set.
Let A be an uncountable subset of a Polish space. By the Cantor-Bendixson Theorem
(see e.g. [14, Theorem 6.4]) there exists an uniquely decomposition A = P ∪ U with
P is a perfect subset of X and U is at most countable open subset of A. In particular,
A ∩ P is dense in P. For a Gδ, hereditary subset of C(X), if there exists an uncountable,
αQ-dependent set A in X, from the above observation, we can apply the Kuratowski-
Mycielski Theorem to C(P) ∩ Q and then get a Cantor set in C(P) ∩ Q, see e.g. [1,
Corollary 5.11]. Recently, the authors in [8] slightly extended this result by showing that
if for every countable ordinal γ there exists an αQ-dependent set B of X such that the
Cantor-Bendixson rank of B is not less than γ, then there exists a Cantor αQ-dependent
set. We refer the reader to [14, Definition 6.12] for the definition of Cantor-Bendixson
rank. To sum up, we have the following local version of Kuratowski-Mycielski Theorem.
Corollary 2.6. Let Q be a Gδ, hereditary subset of C(X) for a Polish space X and αQ =
{R
Q
n } be the coherent list on X associated with Q. The following conditions are equivalent:
(1) there exists a Cantor set in Q;
(2) there exists an uncountable, αQ-dependent set in X;
(3) for every countable ordinal γ, there exists an αQ-dependent set B of X such that
the Cantor-Bendixson rank of B is not less than γ.
Similar to the proof of Theorem 1.2, applying Corollary 2.6 to theGδ, hereditary subset
Q f of C(X), we get the following result.
Corollary 2.7. Let (X, f ) be a dynamical system. Let Q be a Gδ hereditary subset of C(X).
and αQ = {R
Q
n } be the coherent list on X associated with Q. The following conditions are
equivalent:
(1) there exists a Cantor set A such that
⋃N
i=0 f
i(A) ∈ Q for N = 1, 2, . . . ;
(2) there exists an uncountable, f -invariant, αQ-dependent set in X;
(3) for every countable ordinal γ, there exists an f -invariant αQ-dependent set B of X
such that the Cantor-Bendixson rank of B is not less than γ.
Remark 2.8. If in addition we assume that f |C is injective for all C ∈ Q, then under the
condition (1) of Corollary 2.7, the set
⋃∞
j=0 f
j(A) is a σ-Cantor, f -invariant, αQ-dependent
set. Let Y =
⋃∞
j=0 f
j(A). Then Y is a perfect, f -invariant subset of X and Q ∩ C(Y) is a
dense Gδ subset of Y .
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In [22], Tan extended Mycielski’s Theorem to Gδ, f -invariant relation strings. To in-
troduce the result, we need the following concepts. For any n ≥ 1, an n-tuple permutation
is a bijection from the set {1, 2, . . . , n} onto itself. For an n-tuple permutation γ, we define
a map T nγ : X
n → Xn by
T nγ (x1, x2, . . . , xn) = (xγ(1), xγ(2), . . . , xγ(n))
for any (x1, x2, . . . , xn) ∈ X
n. For any n ≥ 1 and 1 ≤ j ≤ n + 1, we define a map
ξ
(n+1)
j
: Xn+1 → Xn by
ξ
(n+1)
j
(x1, x2, . . . , xn+1) = (x1, . . . , x j−1, x j+1, . . . , xn+1)
for any (x1, x2, . . . , xn+1) ∈ X
n+1, in other words, ξ
(n+1)
j
is a projection from Xn+1 to Xn
erasing the j-th coordinate.
Let α = {Rn} be a relation string on X and f : X → X be a continuous map. We say that
α is f -invariant if for each n ≥ 1 and any (x1, . . . , xn) ∈ Rn, we have
T n+1γ (x1, . . . , xn, f
i(x1)) ∈ Rn+1
and
T nγ′(ξ
(n+1)
j
(x1, . . . , xn, f
i(x1))) ∈ Rn
where γ (resp. γ′) runs over all (n + 1)-tuple (resp. n-tuple) permutations, i ≥ 1 and
1 ≤ j ≤ n + 1. The extended Mycielski’s Theorem in [22] is as follows.
Theorem 2.9 ([22, Theorem 5.5]). Let X be a perfect Polish space and f : X → X be
a continuous map. If α = {Rn}n∈N is a Gδ, f -invariant relation string on X, then the
following conditions are equivalent:
(1) Rn is dense in X
n for n = 1, 2, . . . ;
(2) there exists a dense subset A of X such that
⋃∞
j=0 f
j(A) is α-dependent;
(3) there exists a dense sequence {Ai} in CANTOR(X) such that
⋃∞
i=1
⋃∞
j=0 f
j(Ai) is
α-dependent;
(4) there exists a dense,σ-Cantor subset M in X such that
⋃∞
j=0 f
j(M) is α-dependent.
Remark 2.10. Assume that α = {Rn}n∈N is a f -invariant relation string on X. If A is α-
dependent, by [22, Lemma 3.4] A∪ f (A) is also α-dependent. By [22, Lemma 3.4] again,
A ∪ f (A) ∪ f 2(A) = (A ∪ f (A)) ∪ f (A ∪ f (A)) is also α-dependent. By induction we can
conclude that
⋃N
j=0 f
j(A) is α-dependent for any N = 1, 2, . . . . Thus, by the definition
of α-dependent set, we have
⋃∞
j=0 f
j(A) is α-dependent. Therefore, Theorem 2.9 follows
from this observation and Theorem 1.1.
In the next section we will see that, in some situations, we can apply Theorem 1.2 to
determine the existence of invariant scrambled sets, meanwhile, it is not easy to check the
condition “ f -invariant relation string” in Theorem 2.9.
3. Invariant scrambled sets in topological dynamical systems
In this section, we apply the dynamical version of Kuratowski-Mycielski Theorem to
the study of invariant scrambled sets in topological dynamical systems. First, let us recall
some preliminaries in topological dynamics.
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3.1. Topological dynamics. By a (topological) dynamical system, we mean a pair (X, f ),
where X is a Polish space and f : X → X is a continuous map. We say that a dynamical
system (X, f ) is non-trivial if X is not a singleton. A subset A of X is f -invariant if
f (A) ⊂ A. If a closed subset Y of X is f -invariant, then the restriction (Y, f |Y) of (X, f )
to Y is itself a dynamical system, and we will call it a subsystem of (X, f ). If there is no
ambiguity, we will denote the restriction f |Y by f for simplicity.
We say that a point x ∈ X is a fixed point if f (x) = x, a periodic point if f n(x) = x for
some n ∈ N, and a recurrent point if lim infn→∞ d( f
n(x), x) = 0. We denote the orbit of x
by
Orb(x, f ) = {x, f (x), f 2(x), . . . },
and the ω-limit set of x by
ω(x, f ) =
∞⋂
n=1
Orb( f n(x), f ).
We say that a dynamical system (X, f ) is minimal if there is no proper subsystems. It
is clear that (X, f ) is minimal if and only if ω(x, f ) = X for all x ∈ X. A point x ∈ X is
called a minimal point if it is contained in a minimal subsystem of (X, f ), in other words,
(Orb(x, f ), f ) is a minimal system.
A dynamical system (X, f ) is called transitive if for every two non-empty open subsets
U and V of X there is an n ∈ N such that U ∩ f −n(V) , ∅. A point x ∈ X is called a
transitive point if ω(x, f ) = X. In our setting, as X is a Polish space, (X, f ) is transitive
if and only if the collection of transitive points is a dense Gδ subset of X. For a transitive
system (X, f ), if X has an isolated point, then the system consists of just one periodic
orbit. So, for a non-periodic transitive system (X, f ), the space X is always perfect.
For any n ∈ N, the n-fold product system of (X, f ) is denoted by (Xn, f (n)), where
f (n) = f × f × · · · × f (n-times). A dynamical system (X, f ) is called weakly mixing if
the product system (X2, f (2)) is transitive, and strongly mixing if for every two non-empty
open subsets U and V of X there is an N ∈ N such that U ∩ f −n(V) , ∅ for all n ≥ N. It is
clear that strong mixing implies weak mixing, which in turn implies transitivity.
We say that a dynamical system (X, f ) is compact if the state space X is compact. By the
Zorn’s Lemma, it is not hard to see that every compact dynamical system has a minimal
subsystem and then there exists some minimal point.
3.2. Invariant uniformly chaotic sets. Let (X, f ) be a dynamical system. We say that a
subset A of X is uniformly proximal if lim infk→∞ diam( f
k(A)) = 0 where diam(·) denotes
the diameter of a set. We let Q(PROX, f ) ⊂ C(X) denote the set of compact uniformly
proximal subsets of X and {PROXn( f )} the coherent list on X associated withQ(PROX, f ).
Clearly, Q(PROX, f ) is a hereditary subset ofC(X) and a tuple (x1, . . . , xn) ∈ PROXn( f ) if
and only if it is proximal, that is lim infk→∞max16i< j6n d( f
k(xi), f
k(x j)) = 0. {PROXn( f )}-
dependent sets are called proximal sets. So a subset A of X is proximal if and only if every
finite subset of A is uniformly proximal.
We say that a subset A of X is uniformly recurrent if for every ε > 0 there exists
k ≥ 1 such that d( f k(x), x) < ε for all x ∈ A. We let Q(RECUR, f ) ⊂ C(X) denote the
set of compact uniformly recurrent subsets of X and {RECURn( f )} the coherent list on
X associated with Q(RECUR, f ). Clearly, Q(RECUR, f ) is a hereditary subset of C(X)
and a tuple (x1, . . . , xn) ∈ RECURn( f ) if and only if it is recurrent in (X
n, f (n)), that is,
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for every ε > 0 there exists k ≥ 0 such that d( f k(xi), xi) < ε for all i = 1, 2, . . . , n.
{RECURn( f )}-dependent sets are called recurrent sets. So a subset A of X is recurrent if
and only if every finite subset of A is uniformly recurrent.
A subset K ⊆ X is called a uniformly chaotic set if there are Cantor sets C1 ⊆ C2 ⊆ · · ·
such that
(1) K =
⋃∞
i=1Ci is a recurrent subset of X and also a proximal subset of X;
(2) for each i = 1, 2, · · · , Ci is uniformly recurrent;
(3) for each i = 1, 2, · · · , Ci is uniformly proximal.
It is shown in [2] that for a non-trivial transitive system (X, f ), if there exists some
subsystem (Y, f ) such that (X × Y, f × f ) is transitive, then there exists a dense uniformly
chaotic set. In particular, if there exists a fixed point, then there exists a dense uniformly
chaotic set. Here we show that in fact there exists a dense, f -invariant, uniformly chaotic
set in this case.
Theorem 3.1. Let (X, f ) be a non-trivial transitive system. If it has a fixed point, then
there exists a dense, f -invariant, uniformly chaotic set in X.
Proof. Let Q = Q(RECUR, f ) ∩ Q(PROX, f ) and αQ = {R
Q
n }n∈N be the coherent list on X
associated with Q. Note that
Q(RECUR, f ) =
∞⋂
M=1
∞⋂
N=1
∞⋃
k=N
{
A ∈ C(X) : d( f k(x), x) <
1
M
,∀x ∈ A
}
,
Q(PROX, f ) =
∞⋂
M=1
∞⋂
N=1
∞⋃
k=N
{
A ∈ C(X) : diam( f k(A)) <
1
M
}
.
It is clear that both Q(RECUR, f ) and Q(PROX, f ) are hereditary Gδ subsets of C(X)
(see also pages 38 and 41 in [1]). Then Q is also a hereditary Gδ subset of C(X). Pick a
transitive point x ∈ X and put A = Orb(x, f ). It is clear that A is dense and f -invariant.
Let p ∈ X be a fixed point. As x is a transitive point, there exist two increasing sequences
{ni} and {mi} of positive integers such that limi→∞ f
ni(x) = p and limi→∞ f
mi(x) = x. By
the continuity of f , for any k ≥ 1 limi→∞ f
ni( f k(x)) = f k(p) = p and limi→∞ f
mi( f k(x)) =
f k(x). So every finite subset of A is uniformly recurrent and uniformly proximal, which
implies that A is αQ-dependent. Then the condition (4) of Theorem 1.2 is satisfied. By
the condition (2) of Theorem 1.2, there exists a dense sequence {Ai} in CANTOR(X) such
that
⋃N
j=0
⋃N
i=1 f
j(Ai) ∈ Q for all N ≥ 1. As Ai is uniformly recurrent, f
j|Ai is injective,
Then f j(Ai) is a Cantor set, as so is Ai. Let Ck =
⋃k
j=0
⋃k
i=1 f
j(Ai) and C =
⋃∞
k=1Ck. Then
C is a dense, f -invariant, uniformly chaotic set. 
Remark 3.2. If (X, f ) is a compact dynamical system and there exists x ∈ X such that
(x, f (x)) is proximal, then there exists an increasing sequence {ni} of positive integers such
that limi→∞ d( f
ni(x), f ni( f (x))) = 0. As X is compact, without loss of generality, assume
that limi→∞ f
ni(x) = p. By the continuity of f , limi→∞ f
ni( f (x)) = f (p). This implies that
d(p, f (p)) = 0, in other words, p is a fixed point. Therefore, the existence of a fixed point
is a necessary condition for the existence of invariant proximal sets.
For compact dynamical systems, we have the following equivalent condition for the
existence of f -invariant, uniformly chaotic sets.
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Theorem 3.3. For a compact dynamical system (X, f ), the following conditions are equiv-
alent:
(1) there exists an f -invariant, uniformly chaotic set in X;
(2) there exists a subsystem (Y, f ) which has a dense, f -invariant, uniformly chaotic
set;
(3) there exists a recurrent point x ∈ X such that x , f (x) and (x, f (x)) is proximal;
(4) there exists a recurrent point x ∈ X and a fixed point p ∈ X such that x , p and
(x, p) is proximal.
Proof. (1)⇒(2) Assume that C is an f -invariant, uniformly chaotic set in X. Let Y = C.
Then Y is closed and f -invariant and C is a dense, f -invariant, uniformly chaotic set in
the subsystem (Y, f ).
(2)⇒(3) Let C be a dense, f -invariant, uniformly chaotic set in Y . As C contains at
most one periodic point, pick a non-periodic point x ∈ C. Then x , f (x). As C is
f -invariant, f (x) is also in C and then (x, f (x)) is proximal.
(3)⇒(4) It follows from Remark 3.2.
(4)⇒(1) Let Y = Orb(x, f ). As x is recurrent, (Y, f ) is transitive. Note that p ∈ Y but
x , p. So x is not a periodic point and then Y is perfect. Now applying Theorem 3.1 to
the subsystem (Y, f ), we get a dense, f -invariant, uniformly chaotic set in Y , which is as
required. 
Let (X, f ) be a dynamical system and n > 2. We say that an tuple (x1, x2, . . . , xn) ∈
Xn \ FAT∆n is strongly n-scrambled if it is proximal and a recurrent point in (X
n, f (n)). A
subset S ⊆ X (with at least n points) is called strongly n-scrambled if every n pairwise
distinct points form an n-δ-scrambled tuple. Note that strongly 2-scrambled tuples are
just the classical strongly scrambled pairs.
Remark 3.4. It is shown in [25, Theorem 2.7] that for a non-trivial transitive system
(X, f ) if it has a fixed point, then there exists a dense, σ-Cantor, f -invariant, strongly
n-scrambled set in X for all n ≥ 2. Clearly, every uniformly chaotic set is strongly n-
scrambled for all n ≥ 2. So Theorem 3.1 slightly extends this result.
In fact, in [25, Theorem 2.7] the condition of existence of a fixed point can be replaced
by the following condition (∗): “for every ε > 0 there exists a compact f -invariant subset
Y of X with diam(Y) < ε”. If X is compact, then it is easy to see that this condition (∗)
is equivalent to the existence of a fixed point. But there exists a transitive system which
satisfies this condition without periodic point (see [25, Theorem 2.8]). Using similar
arguments, Theorem 3.1 also holds if replacing the condition of existence of a fixed point
by the condition (∗) above.
Remark 3.5. It is shown in [10, Theorem 4.3] that for a compact dynamical system (X, f )
if it has an uncountable invariant strongly scrambled set then it also has a σ-Cantor, f -
invariant, strongly scrambled set. In fact, by Theorem 3.3 if there exists a point x ∈ X
such that (x, f (x)) is a strongly scrambled pair, then there exists an f -invariant, uniformly
chaotic set in X.
12 J. LI, J. LU¨, AND Y. XIAO
3.3. Invariant uniformly mean chaotic sets. Let (X, f ) be a dynamical system. We say
that a subset A of X is uniformly mean proximal if
lim inf
n→∞
1
n
n∑
k=1
diam( f k(A)) = 0.
We let Q(PROX, f ) ⊂ C(X) denote the set of compact uniformly mean proximal subsets
of X and {PROXn( f )} the associated coherent list on X. Clearly, Q(PROX, f ) is a heredi-
tary subset ofC(X) and a tuple (x1, . . . , xn) ∈ PROXn( f ) if and only if it is mean proximal,
that is
lim inf
n→∞
1
n
n∑
k=1
max
1≤i< j≤n
d( f k(xi), f
k(x j)) = 0.
{PROXn( f )}-dependent sets are called mean proximal sets. So a subset A of X is mean
proximal if and only if every finite subset of A is uniformly mean proximal.
Let P ⊂ N. The upper density of P is defined by
d(P) = lim sup
m→∞
#(P ∩ {1, · · · ,m})
m
,
where as usual #(A) denotes the cardinality of a set A.
The following lemma is a folklore result, we refer the reader to [24, Theorem 1.20] or
[16, Lemma 3.1] for similar results in the same idea.
Lemma 3.6. If {ak}
∞
k=1
is a bounded sequence of non-negative numbers, then the following
conditions are equivalent:
(1) lim infn→∞
1
n
∑n
k=1 ak = 0;
(2) for every ε > 0, the set {k ∈ N : 0 ≤ ak < ε} has upper density one;
(3) there exists a subsequence {ki} of upper density one such that limi→∞ aki = 0.
By Lemma 3.6, a subset A of X is mean proximal if and only if
lim
ε→0+
lim sup
n→∞
1
n
#
{
i : diam( f i(A)) < ε, 0 ≤ i ≤ n − 1
}
= 1.
Note that if a subset A satisfies the above formula then it is called distributionally proximal
in [21].
Combining the ideas of uniformly chaotic set and mean proximal set, we introduce
the concept of uniformly mean chaotic set. A subset K ⊆ X is called a uniformly mean
chaotic set if there are Cantor sets C1 ⊆ C2 ⊆ · · · such that
(1) K =
⋃∞
i=1Ci is a recurrent subset of X and also a mean proximal subset of X;
(2) for each i = 1, 2, · · · , Ci is uniformly recurrent;
(3) for each i = 1, 2, · · · , Ci is uniformly mean proximal.
We have the following criterion for uniformly mean chaos.
Theorem 3.7. Let (X, f ) be a non-trivial transitive system. If there exists a transitive
point x and a fixed point p such that (x, p) is mean proximal, then there exists a dense,
f -invariant, uniformly mean chaotic set in X.
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Proof. Let Q = Q(RECUR, f ) ∩ Q(PROX, f ) and αQ = {R
Q
n }n∈N be the coherent list on X
associated with Q. Note that
Q(PROX, f ) =
∞⋂
M=1
∞⋃
n=1
{
A ∈ C(X) :
1
n
n∑
k=1
diam( f k(A)) <
1
M
}
It is clear that Q(PROX, f ) is a hereditary Gδ subset of C(X) (see also [21, Theorem
58]). Then Q is also a hereditary Gδ subset of C(X). Note that the transitive point x is
mean proximal to the fixed point p. Put A = Orb(x, f ). It is clear that A is dense and
f -invariant. By the proof of Theorem 3.1, every finite subset of A is uniformly recur-
rent. As (x, p) is mean proximal, there exists a subsequence {ki} of upper density one
such that limi→∞ d( f
ki(x), p) = 0. By the continuity of f and p is a fixed point, for every
n ≥ 1, limi→∞ d( f
ki( f n(x)), p) = 0. So every finite subset of A is uniformly mean prox-
imal. Then A is αQ-dependent and the condition (4) of Theorem 1.2 is satisfied. By the
condition (2) of Theorem 1.2, there exists a dense sequence {Ai} in CANTOR(X) such
that
⋃N
j=0
⋃N
i=1 f
j(Ai) ∈ Q for all N ≥ 1. As Ai is uniformly recurrent, f
j|Ai is injective,
Then f j(Ai) is a Cantor set, as so is Ai. Let Ck =
⋃k
j=0
⋃k
i=1 f
j(Ai) and C =
⋃∞
k=1Ck. Then
C is a dense, f -invariant, mean proximal, uniformly chaotic set. 
For a point x ∈ X, the mean proximal cell of X is defined as
PROX(x) = {y ∈ X : (x, y) is mean proximal}
=
∞⋂
M=1
∞⋃
n=1
{
y ∈ X :
1
n
n∑
k=1
d( f k(x), f k(y)) <
1
M
}
It is clear that that PROX(x) is a Gδ subset of X.
We give some examples which are uniformly mean chaotic. Recall that a dynamical
system (X, f ) is exact if for every non-empty open subset U of X, there exists n ≥ 0 such
that f n(U) = X. It is clear that every exact system is strongly mixing.
Proposition 3.8. If non-trivial dynamical system (X, f ) is exact and has a fixed point p,
then there exists a dense, f -invariant, uniformly mean chaotic set in X.
Proof. As (X, f ) is exact, for every non-empty open subset U of X there exists z ∈ U and
n ≥ 1 such that f n(z) = p. It is clear that (z, p) is mean proximal. Then PROX(p) is a
dense Gδ subset of X. As the collection of transitive point is also a dense Gδ subset of X,
there exists a transitive point x such that (x, p) is mean proximal. Now the result follows
from Theorem 3.7. 
We say that a dynamical system (X, f ) has the specification property if for any ε >
0, there exists a positive integer Nε > 0 such that for any integer s > 2, any s points
y1, y2, · · · , ys ∈ X, and any 2s integers 0 = j1 6 k1 < j2 6 k2 < · · · < js 6 ks with
jl+1 − kl > Nε for l = 1, 2, · · · , s − 1, there is a point x in X such that, for each interval
[ jm, km], d( f
i(x), f i(ym)) < ε, i ∈ [ jm, km],m = 1, 2, · · · , s. It is easy to see that if (X, f )
has the specification property and f is surjective, then (X, f ) is strongly mixing.
Proposition 3.9. Let (X, f ) be a non-trivial dynamical system with f being surjective. If
(X, f ) has a fixed point p and satisfies the specification property, then there exists a dense,
f -invariant, uniformly mean chaotic set in X.
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Proof. As (X, f ) has the specification property, it is not hard to see that for every x ∈ X
the mean proximal cell PROX(x) is a dense Gδ subset of X (see e.g. [22, Lemma7.4]). In
particular, for the fixed point p, the mean proximal cell PROX(p) is a dense Gδ subset of
X. So there exists a transitive point x such that (x, p) is mean proximal and then the result
follows from Theorem 3.7. 
3.4. Invariant δ-scrambled sets. Let (X, f ) be a dynamical system, n > 2 and δ > 0.
We say that an tuple (x1, x2, . . . , xn) ∈ X
n is n-δ-scrambled if it satisfies
lim inf
k→∞
max
16i< j6n
d( f k(xi), f
k(x j)) = 0
lim sup
k→∞
min
16i< j6n
d( f k(xi), f
k(x j)) ≥ δ.
A subset S ⊆ X (with at least n-points) is called n-δ-scrambled if every n pairwise distinct
points form an n-δ-scrambled tuple. Note that 2-δ-scrambled sets are just the classical δ-
scrambled sets in the sense of Li and Yorke.
First we have the following result and note that the case n = 2 was proved in [10,
Theorem 4.3].
Proposition 3.10. Let (X, f ) be a dynamical system, n ≥ 2 and δ > 0. If there exists an
uncountable, f -invariant, n-δ-scrambled set in X, then there exists a subsystem (Y, f ) of
(X, f ) such that there exists a dense, σ-Cantor, f -invariant, n-δ-scrambled set in Y.
Proof. Recall that
PROXn( f ) =
{
(x1, x2, . . . , xn) ∈ X
n : lim inf
k→∞
max
16i< j6n
d( f k(xi), f
k(x j)) = 0
}
=
∞⋂
M=1
∞⋃
k=1
{
(x1, x2, . . . , xn) ∈ X
n : max
16i< j6n
d( f k(xi), f
k(x j)) <
1
M
}
,
and let
S EPn( f , δ) =
{
(x1, x2, . . . , xn) ∈ X
n : lim sup
k→∞
min
16i< j6n
d( f k(xi), f
k(x j)) ≥ δ
}
=
∞⋂
M=1
∞⋂
N=1
∞⋃
k=N
{
(x1, x2, . . . , xn) ∈ X
n : min
16i< j6n
d( f k(xi), f
k(x j)) > δ −
1
M
}
,
It is easy to see that both PROXn( f ) and S EPn( f , δ) are Gδ subsets of X
n. Let R =
PROXn( f ) ∩ S EPn( f , δ). Then a subset A of X is n-δ-scrambled if and only if it is R-
dependent. If there exists an uncountable, f -invariant, n-δ-scrambled set in X, applying
Corollary 2.7 to C(R), there exists a Cantor set A such that
⋃∞
i=0 f
i(A) is n-δ-scrambled.
Let Y =
⋃∞
i=0 f
i(A). Then the subsystem (Y, f ) is as required. 
We have the following characterization of existence of invariant n-δ-scrambled sets in
any transitive system with a fixed point. Note that the case n = 2 was essentially proved
in [10, Theorem B].
Theorem 3.11. Assume that (X, f ) be a non-trivial dynamical system and n ≥ 2. If (X, f )
is transitive and has a fixed point, then the following conditions are equivalent:
(1) there exists a dense, f -invariant, n-δ-scrambled, uniformly chaotic set in X for
some δ > 0;
A DYNAMICAL VERSION OF KURATOWSKI-MYCIELSKI THEOREM 15
(2) there exists δ′ > 0 such that for any integers 0 = k1 < k2 < k3 < · · · < kn there
exists z ∈ X satisfying d( f ki(z), f k j(z)) ≥ δ′ for all 1 ≤ i < j ≤ n.
Proof. (1)⇒(2) Let S be an f -invariant n-δ-scrambled set. Note that S contains at most
one periodic point. Hence we can pick up a point x ∈ S which is not a periodic point.
Let δ′ = δ
2
. For any 0 = k1 < k2 < k3 < · · · < kn, the tuple ( f
k1(x), f k2(x), . . . , f kn(x)) is
n-δ-scrambled. Then there exists m ≥ 0 such that d( f m( f ki(x)), f m( f k j(x))) ≥ δ
2
= δ′ for
all 1 ≤ i < j ≤ n. Let z = f m(x). Then we have d( f ki(z), f k j(z)) ≥ δ′ for all 1 ≤ i < j ≤ n.
(2)⇒(1) Let δ = δ′ and
S EPn( f , δ) =
{
(x1, x2, . . . , xn) ∈ X
n : lim sup
k→∞
min
16i< j6n
d( f k(xi), f
k(x j)) ≥ δ
}
.
Let Q = Q(RECUR, f )∩Q(PROX, f )∩C(S EPn( f , δ)) and αQ = {R
Q
n }n∈N be the coherent
list on X associated with Q. Note that S EPn( f , δ) is a Gδ subset of X
n and then Q is a Gδ,
hereditary subset of C(X). Pick a transitive point x ∈ X and put A = Orb(x, f ). We claim
that A is in S EPn( f , δ). It is sufficient to show that ( f
p1(x), f p2(x), . . . , f pn(x)) ∈ Rn for all
0 ≤ p1 < p2 < p3 < · · · < pn. Let k1 = 0 and ki = pi − pi−1 for i = 2, . . . , n. There exists
z ∈ X satisfying d( f ki(z), f k j(z)) ≥ δ′ for all 1 ≤ i < j ≤ n. As x is a transitive point, there
exists an increasing sequence {mt} of positive integers such that limt→∞ f
mt( f p1(x)) = z.
By the continuity of f , limt→∞ f
mt( f pi(x)) = f pi−p1(z) = f ki(z) for i = 1, 2, . . . , n. Then for
1 ≤ i < j ≤ n,
lim
t→∞
d( f mt( f pi(x)), f mt( f p j(x))) = d( f ki(z), f k j(z)) ≥ δ′ = δ,
which implies that ( f p1(x), f p2(x), . . . , f pn(x)) ∈ S EPn( f , δ). As it is proved in Theo-
rem 3.1, every finite subset of A is in Q(RECUR, f ) ∩ Q(PROX, f ). Then A is αQ-
dependent and the condition (4) of Theorem 1.2 is satisfied. By the condition (2) of Theo-
rem 1.2, there exists a dense sequence {Ai} inCANTOR(X) such that
⋃N
j=0
⋃N
i=1 f
j(Ai) ∈ Q
for all N ≥ 1. Let Ck =
⋃k
j=0
⋃k
i=1 f
j(Ai) and C =
⋃∞
k=1Ck. Then C is a dense, f -invariant,
n-δ′-scrambled, uniformly chaotic set. 
Recall that a dynamical system (X, f ) is uniformly rigid if X is a uniformly recurrent
set. It is easy to see that a dynamical system (X, f ) is not uniformly rigid if and only if
there exists δ > 0 such that for any n ≥ 1 there exists zn ∈ X with d( f
n(zn), zn) ≥ δ.
It is proved in [10, Theorem C] that if a non-trivial compact dynamical system (X, f ) is
transitive then (X, f ) contains a dense, σ-Cantor, f -invariant δ-scrambled set for some δ
if and only if it has a fixed point and is not uniformly rigid. By Theorem 3.11, we can
strengthen this result as follows.
Corollary 3.12. If a non-trivial dynamical system (X, f ) is transitive and has a fixed point,
then there exists a dense, f -invariant, δ-scrambled, uniformly chaotic set in X for some
δ > 0 if and only it (X, f ) is not uniformly rigid.
As every strongly mixing system can never be uniformly rigid, the following result is
immediate. Note that this result was first proved in [3, Theorem 4] without the conclusion
of uniformly chaotic set.
Corollary 3.13. If a non-trivial dynamical system (X, f ) is strongly mixing and has a fixed
point, then there exists a dense, f -invariant, δ-scrambled, uniformly chaotic set in X for
some δ > 0.
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Let Λm = {0, 1, . . . ,m−1} be equipped with the discrete topology. Let Σm = Λ
Z+
m denote
the set of all infinite sequence of symbols in Λm indexed by the non-negative integers Z+
with the product topology. A compatible metric on Σm is defined as follows: for any two
points x, y ∈ Σm,
d(x, y) =

0, if x = y,
1
k + 1
, if x , y and k = min{i ≥ 0, xi , yi}.
The shift transformation is a continuous map σ : Σm → Σm given by (σ(x))i = xi+1, where
x = x0x1x2 · · · . It is clear that σ is a continuous surjection. The dynamical system (Σm, σ)
is called the full shift on m symbols.
Proposition 3.14. For the full shift (Σ2, σ), there exists a dense, f -invariant, n-
1
n−1
-scrambled,
uniformly chaotic set in X for all n ≥ 2.
Proof. According to Theorem 3.11, it is sufficient to prove that for any n ≥ 2 and any
integers 0 = k1 < k2 < · · · < kn there exists z ∈ Σ2 such that the words z[ki, ki + n − 2],
i = 1, 2, . . . , n, are pairwise distinct. We prove this by induction on n.
For n = 2 and 0 = k1 < k2, we define a point z ∈ Σ2 in the following way: z[0] = 0,
z[k2] = 1 and other undetermined coordinates can be defined freely.
Assume the result has been established for n = m − 1 and consider the case n = m.
Fix m integers 0 = k1 < k2 < · · · < km−1 < km. For 0 = k1 < k2 < · · · < km−1, by the
assumption there exists a point x ∈ Σ2 such that x[ki, ki + m − 3], i = 1, 2, . . . ,m − 1, are
pairwise distinct. We define a point z ∈ Σ2 as follows. First for i = 1, 2, . . . ,m − 1, let
z[ki, ki +m − 2] = x[ki, ki +m − 2]. If km ≥ km−1 +m − 1, then we define z[km, km +m − 2]
be any word which is different from all the words z[ki, ki + m − 2], i = 1, 2, . . . ,m − 1.
Otherwise, there exists 1 ≤ l ≤ m−2 such that km = km−1+l. In this case, z[km, km−1+m−2]
has been already defined. If there exists 1 ≤ i0 ≤ m − 1 such that z[ki0 , ki0 + m − l − 2] =
z[km, km−1+m−2], then we define z[km, km+m−3] = z[ki0 , ki0 +m−3] and z[km+m−2] is
different from z[ki0 +m−2]. If there is no such i0 then we can define z[km−1+m, km+m−2]
freely. All in all, the words z[ki, ki + m − 2], i = 1, 2, . . . ,m, are pairwise distinct. 
Proposition 3.15. If a non-trivial compact dynamical system (X, f ) is exact and has a
fixed point, then there exists a dense, f -invariant, 3-δ-scrambled, uniformly mean chaotic
set in X for some δ > 0.
Proof. As (X, f ) is exact, (X, f ) is strongly mixing and then X is perfect as X is not a
singleton.
According to Theorem 3.11, it is enough to prove that there exists δ > 0 such that for
any 0 = k1 < k2 < k3 there exists z ∈ X such that d( f
ki(z), f k j(z)) ≥ δ for all 1 ≤ i < j ≤ 3.
Let p ∈ X be a fixed point. Pick 3 pairwise distinct points x1, x2, x3 in X with x3 = p.
Let δ1 =
1
3
min{d(xi, x j) : 1 ≤ i < j ≤ 3} and Ui = B(xi, δ1) for i = 1, 2, 3. As (X, f ) is
exact, there exists N ≥ 1 such that f N(Ui) = X for i = 1, 2, 3.
Fix 3 integers 0 = k1 < k2 < k3. We have the following 4 cases.
Case 1: k2 − k1 ≥ N and k3 − k2 ≥ N. As f
n(Ui) = X for any n ≥ N and i = 1, 2, there
exists a point z ∈ U1 such that f
ki(z) ∈ Ui for i = 2, 3. Then d( f
ki(z), f k j(z)) ≥ δ1 for all
1 ≤ i < j ≤ 3.
Case 2: k2 − k1 < N and 1 ≤ k3 − k2 < N. As f
i(p) = p ∈ U3 for i = 0, 1, . . . , 2N,
there exists a non-empty open subset U′
3
of U3 such that f
i(U′
3
) ⊂ U3 for i = 0, 1, . . . , 2N.
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As (X, f ) is strongly mixing and X is perfect, pick a transitive point y ∈ U′3. Then f
i(y) ,
f j(y) for all 0 ≤ i < j. Let δ2 = min{d( f
i(y), f j(y)) : 0 ≤ i < j ≤ 2N} > 0. Then
d( f ki(y), f k j(y)) ≥ δ2 for all 1 ≤ i < j ≤ 3.
Case 3: k2 − k1 ≥ N and 1 ≤ k3 − k2 < N. Let y as in Case 2. As f
n(U1) = X for all
n ≥ N, there exists a point z ∈ U1 such that f
k2(z) = y. Note that f k3(z) = f k3−k2(y) ∈ U3.
So d( f ki(z), f k j(z)) ≥ min{δ1, δ2} for all 1 ≤ i < j ≤ 3.
Case 4: k2 − k1 < N and k3 − k2 ≥ N. Similar to the Case 1, there exists a point
z ∈ U1 such that f
N·k2(z) ∈ U2 and f
k3+(N−1)k2 (z) ∈ U′3. As X is compact, f is uniformly
continuous, there exists δ3 > 0 such that if d(u, v) < δ3 then d( f
i(u), f i(v)) < δ1/N for
i = 0, 1, 2, . . . ,N2. We claim that d( f ki(z), f k j(z)) ≥ δ3 for all 1 ≤ i < j ≤ 3. We prove this
claim by contradiction.
• If d( f k2(z), f k3(z)) < δ3, then d( f
k2+(N−1)k2(z), f k3+(N−1)k2(z)) < δ1/N < δ1. As
f N·k2(z) ∈ U2 and f
k3+(N−1)k2(z) ∈ U′
3
⊂ U3, we have d( f
N·k2(z), f k3+(N−1)k2 (z)) > δ1.
This is a contradiction. Thus d( f k2(z), f k3(z)) ≥ δ3.
• If d(z, f k3(z)) < δ3, then d( f
N·k2(z), f k3+N·k2(z)) < δ1/N < δ1. Note that f
N·k2(z) ∈
U2 and f
k3+N·k2(z)) = f k2( f k3+(N−1)k2 (z)) ∈ f k2(U′3) ⊂ U3, we have d( f
N·k2(z), f k3+N·k2(z)) >
δ1. This is a contradiction. Thus d(z, f
k3(z)) ≥ δ3.
• If d(z, f k2(z)) < δ3, then
d( f k2(z), f 2k2(z)) < δ1/N,
d( f 2k2(z), f 3k2(z)) < δ1/N,
· · ·
d( f (N−1)k2(z), f N·k2(z)) < δ1/N.
Note that δ3 ≤ δ1/N and
d(z, f N·k2(z)) ≤
N−1∑
i=0
d( f i·k2(z), f (i+1)·k2(z)) < δ1.
But z ∈ U1, f
N·k2(z) ∈ U2, d(z, f
N·k2(z)) > δ1. This is also a contradiction. Then
d(z, f k2(z)) ≥ δ3.
All in all, let δ = min{δ1, δ2, δ3}. Then for any 0 = k1 < k2 < k3 there exists z ∈ X such
that d( f ki(z), f k j(z)) ≥ δ1 for all 1 ≤ i < j ≤ 3. 
We strongly believe that there is a multi-variant version of Proposition 3.15, but now
we can not prove this. We state the following question for the further study.
Question 3.16. If a non-trivial compact dynamical system (X, f ) is exact or strongly mix-
ing and has a fixed point, does there exist a dense, f -invariant, n-δn-scrambled, uniformly
chaotic set in X for all n ≥ 2 and some δn > 0.
3.5. Invariant distributional δ-scrambled sets. Let (X, f ) be a dynamical system. For
x1, x2, . . . , xn ∈ X, t > 0 and n ≥ 2, put
Φ(x1 ,x2,...,xn)(t) = lim inf
m→∞
1
m
#
{
1 ≤ k ≤ m : min
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
≤ t
}
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and
Φ
∗
(x1 ,x2 ,...,xn)
(t) = lim sup
m→∞
1
m
#
{
1 ≤ k ≤ m : max
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
< t
}
.
For a given δ > 0, a tuple (x1, x2, . . . , xn) ∈ X
n is called distributionally n-δ-scrambled
if Φ∗
(x1 ,x2,...,xn)
(t) = 1 for every t > 0 and Φ(x1 ,x2,...,xn)(δ) = 0. A subset S (with at least n
points) of X is called distributionally n-δ-scrambled if every n pairwise distinct points in
S form a distributionally n-δ-scrambled tuple. Note that distributionally 2-δ-scrambled
sets are just the classical distributionally δ-scrambled sets.
It should be noticed that by Lemma 3.6 a tuple (x1, x2, . . . , xn) ∈ X
n is mean proximal
if and only if Φ∗
(x1 ,x2,...,xn)
(t) = 1 for every t > 0.
Proposition 3.17. Let (X, f ) be a dynamical system, n ≥ 2 and δ > 0. If there exists
an uncountable, f -invariant, distributionally n-δ-scrambled set in X, then there exists a
subsystem (Y, f ) of (X, f ) such that there exists a dense, σ-Cantor, f -invariant, distribu-
tionally n-δ-scrambled set in Y.
Proof. By the proof of Theorem 3.7, Q(PROX, f ) is a Gδ subset of C(X). Then by Re-
mark 2.2, PROXn( f ) is a Gδ subset of X
n. Let
S EPn( f , δ) =
{
(x1, x2, . . . , xn) ∈ X
n : Φ(x1 ,x2,...,xn)(δ) = 0
}
.
Then
S EPn( f , δ) =
{
(x1, x2, . . . , xn) ∈ X
n :
lim sup
m→∞
1
m
#
{
1 ≤ k ≤ m : min
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
> δ
}
= 1
}
=
∞⋂
M=1
∞⋂
N=1
∞⋃
m=N
{
(x1, x2, . . . , xn) ∈ X
n :
#
{
1 ≤ k ≤ m : min
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
> δ
}
≥
(
1 −
1
M
)
m
}
.
Now it is easy to see that S EPn( f , δ) is aGδ subset of X
n. Let R = PROXn( f )∩S EPn( f , δ).
Then a subset A of X is distributionally n-δ-scrambled if and only if it is R-dependent.
Now the proof is similar to that of Proposition 3.10. 
We have the following criterion for the existence of invariant distributionally n-δ-
scrambled sets.
Theorem 3.18. Assume that (X, f ) is a non-trivial compact dynamical system and n ≥ 2.
If (X, f ) is transitive and has a fixed point p, and for every minimal point z ∈ X the mean
proximal cell PROX(z) is dense in X, then the following conditions are equivalent:
(1) there exists a dense, f -invariant, distributionally n-δ-scrambled, uniformly mean
chaotic set in X;
(2) there exists δ′ > 0 such that for any integers 0 = k1 < k2 < k3 < · · · < kn there
exists z ∈ X satisfying infm≥1 d( f
ki+m(z), f k j+m(z)) ≥ δ′ for all 1 ≤ i < j ≤ n.
Proof. (1)⇒(2) Let S be a f -invariant distributionally n-δ-scrambled set. Note that S
contains at most one periodic point. Hence we can pick up a point x ∈ S which is
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not a periodic point. Let δ′ = δ
2
. For any 0 = k1 < k2 < k3 < · · · < kn, the tu-
ple ( f k1(x), f k2(x), . . . , f kn(x)) is distributionally n-δ-scrambled. By the proof of Proposi-
tion 3.17, we have that the upper density of the set {m ∈ N : d( f m( f ki(x)), f m( f k j(x))) ≥
δ
2
= δ′ for all 1 ≤ i < j ≤ n} is one. As every subset of N with upper density one
has arbitrary finite long intervals in N, there exists an increasing sequence {qs}
∞
s=1
of
positive integers such that d( f m( f ki(x)), f m( f k j(x))) ≥ δ
2
= δ′ for all 1 ≤ i < j ≤ n,
m ∈ [qs, qs + s] and s ≥ 1. By the compactness of X, without loss of generality, assume
that f qs(x) → z as s → ∞. For any m ≥ 1 and 1 ≤ i < j ≤ n, d( f ki+m(z), f k j+m(z)) =
lims→∞ d( f
qs+m( f ki(x)), f qs+m( f k j(x))) ≥ δ′. Then z is as required.
(2)⇒(1) Note that there exists δ′ > 0 such that for any integers 0 = k1 < k2 < k3 <
· · · < kn there exists z = z(k1, k2, . . . , kn) ∈ X satisfying infm≥1 d( f
ki+m(z), f k j+m(z)) ≥ δ′ for
all 1 ≤ i < j ≤ n. As (X, f ) is a compact dynamical system, we can require that z is a
minimal point by replacing z with any minimal point in the orbit closure of z.
Let δ = δ
′
2
and
S EPn( f , δ) =
{
(x1, x2, . . . , xn) ∈ X
n : Φ(x1 ,x2,...,xn)(δ) = 0
}
.
Let
Q = Q(RECUR, f ) ∩ Q(PROX, f ) ∩ C(S EPn( f , δ))
and αQ = {R
Q
n }n∈N be the coherent list on X associated with Q. As S EPn( f , δ) is a Gδ
subset of Xn, Q is a hereditary Gδ subset of C(X).
As every mean proximal cell is Gδ, for each minimal point z ∈ X the mean proximal
cell PROX(z) is a dense Gδ subset of X. Pick a transitive point
x ∈ PROX(p) ∩
⋂
0=k1<k2<k3<···<kn
⋂
i≥0
PROX
(
f i(z(k1, k2, . . . , kn))
)
and put A = Orb(x, f ). We claim that A is αQ-dependent. As it is proved in Theo-
rem 3.7, every finite subset of A is in Q(RECUR, f ) ∩ Q(PROX, f ). It is sufficient to
show that ( f p1(x), f p2(x), . . . , f pn(x)) ∈ S EPn( f , δ) for all 0 ≤ p1 < p2 < p3 < · · · < pn.
Let ki = pi − p1 for i = 1, 2, . . . , n. There exists z = z(k1, k2, . . . , kn) ∈ X satisfying
infm≥1 d( f
ki+m(z), f k j+m(z)) ≥ δ′ for all 1 ≤ i < j ≤ n. As (x, f p1(z)) is mean prox-
imal, by Lemma 3.6 there exists an increasing sequence {mt} of positive integers with
upper dense one such that limt→∞ d( f
mt(x), f mt( f p1(z))) = 0. By the continuity of f ,
limt→∞ d( f
mt( f pi(x)), f mt( f ki(z))) = 0 for i = 1, 2, . . . , n, as f pi−p1(z) = f ki(z). By the proof
of Proposition 3.17, we have Φ( f p1 (x), f p2 (x),..., f pn (x))(δ) = 0. Then A is αQ-dependent and the
condition (4) of Theorem 1.2 is satisfied. By the condition (2) of Theorem 1.2, there exists
a dense sequence {Ai} in CANTOR(X) such that
⋃N
j=0
⋃N
i=1 f
j(Ai) ∈ Q for all N ≥ 1. Let
Ck =
⋃k
j=0
⋃k
i=1 f
j(Ai) and C =
⋃∞
k=1Ck. Then C is a dense, f -invariant, distributionally
n-δ-scrambled, uniformly mean chaotic set in X. 
Proposition 3.19. For the full shift (Σn, σ) on n symbols, there exists a dense, f -invariant,
distributionally n-1-scrambled, uniformly mean chaotic set in X.
Proof. According to Theorem 3.18, it is sufficient to prove that for any integers 0 = k1 <
k2 < · · · < kn there exists z ∈ Σn such that for any j ≥ 1, the words z[ j+ ki], i = 1, 2, . . . , n,
are pairwise distinct.
Fix 0 ≤ k1 < k2 < · · · < kn. As each position in a point has n choices of the symbols,
we define a point z ∈ Σ2 in the following way:
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• z[i] = 0 for any 0 ≤ i < k2,
• z[i] is different from z[i − k2] for k2 ≤ i < k3,
• ...
• z[i] is different from all z[i − k2], z[i − k3], . . . , z[i − kn] for i ≥ kn.
By the construction, it is easy to check that z is as required. 
It is shown in [11, Theorem 16] that if a non-trivial compact dynamical system (X, f )
satisfies the specification property and has a fixed point, then there exists a dense, f -
invariant, distributionally δ-scrambled set in X for some δ > 0. By Theorem 3.18, we can
strengthen this result as follows.
Proposition 3.20. Let (X, f ) be a non-trivial compact dynamical system with f being
surjective. If (X, f ) satisfies the specification property and has a fixed point p, then there
exists a dense, f -invariant, distributionally δ-scrambled, uniformly mean chaotic set in X
for some δ > 0.
Proof. By [11, Lemma 14], there exists δ′ > 0 such that for any n ≥ 1 there exists zn ∈ X
satisfying infi≥0 d( f
i(zn), f
i( f n(zn)) ≥ δ
′. As said in Proposition 3.9, for a dynamical
system with the specification property, every mean proximal cell is dense. So the result
follows from Theorem 3.18. 
We conjecture that there is a multi-variant version of the above result and end this paper
with the following question.
Question 3.21. If a non-trivial dynamical system (X, f ) is has the specification prop-
erty and has a fixed point, does there exist a dense, f -invariant, distributionally n-δn-
scrambled, uniformly mean chaotic set in X for all n ≥ 2 and some δn > 0.
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