In the present paper, we study small data blow-up of the semi-linear wave equation with a scattering dissipation term and a time-dependent mass term from the aspect of wave-like behavior. The Strauss type critical exponent is determined and blow-up results are obtained to both sub-critical and critical cases with corresponding upper bound lifespan estimates.
Introduction and Main result
In the present paper, we consider blow-up problem of the following hyperbolic model u tt − ∆ g u + a(t)u t + b(t)u = |u| p (x, t) ∈ R n × [0, ∞),
where a(t) and b(t) stand for the coefficients of damping and potential terms such that a(t), tb(t) ∈ L 1 (0, ∞). Throughout this paper, we assume that ε > 0 is a small parameter.
The initial data f and g belong to C ∞ 0 (R n ) and n ∈ N. We assume that the perturbations of Laplacian are uniformly elliptic operators
∂ xi g ij (x)∂ xj whose coefficients satisfy, with some α > 0, the following:
where δ ij is the Kronecker's delta.
We briefly review several previous results concerning (1) with various types of setting on a and b ≡ 0 when g ij = δ ij When a(t) = 1, Todorova and Yordanov [19] showed the blow-up result if 1 < p < p F (n), where p F (n) = 1 + 2/n is the Fujita exponent known to be the critical exponent for the semilinear heat equation. The same work also obtained small data global existence for p > p F (n). Zhang [30] established the blow-up in the critical case p = p F (n) even if the data are small.
For the non-constant damping case, there are extensive discussion on this topic when a(t) is of the form µ/(1 + t) β , with µ > 0 and β ∈ R. As the classification given in Wirth [26, 27, 28] , for the "effective case", −1 < β < 1, Lin, Nishihara and Zhai [13] obtained a small data blow-up result, if 1 < p ≤ p F (n), and small data global existence result, if p > p F (n); see also D'Abbicco, Lucente and Reissig [2] . When β = −1, Wakasugi [25] obtained a small data global existence for exponents p F (n) < p < n/[n − 2] + , where
n/(n − 2) for n ≥ 3.
On the other hand, Fujiwara, Ikeda and Wakasugi [4] have obtained the blow-up results together with the sharp estimates of the lifespan for p < p F (n). When, p = p F (n), Fujiwara, Ikeda and Wakasugi [4] proved sharp lower estimate of the lifespan and Ikeda and Inui [6] give the sharp upper estimate of the lifespan (see also [8] for further discussion).
The case of β = 1 is the threshold between "effective" and "non-effective". The solution
shows both "hyperbolic" and "parabolic" type behaviors. Wakasugi [24] showed the blowup, if 1 < p ≤ p F (n) and µ > 1 or 1 < p ≤ 1 + 2/(n + µ − 1) and 0 < µ ≤ 1. Moreover, D'Abbicco [1] verified the global existence, if p > p F (n) and µ satisfies one of the following:
µ ≥ 5/3 for n = 1, µ ≥ 3 for n = 2 and µ ≥ n + 2 for n ≥ 3. An interesting observation is that the Liouville substitution w(x, t) := (1 + t) µ/2 u(x, t) transforms the damped wave equation (1) into the Klein-Gordon equation
Thus, one expects that the critical exponent for µ = 2 is related to that of the semilinear wave equation. D'Abbicco, Lucente and Reissig [3] have actually obtained the corresponding blow-up result, if 1 < p < p c (n) := max {p F (n), p S (n + 2)}. Here p S (n) is the so-called Strauss exponent, which is critical exponent for the semilinear wave equation,
which is the positive root of the quadratic equation
Their work also showed the existence of global classical solutions for small ε > 0, if p > p c (n) and either n = 2 or n = 3 and the data are radially symmetric. Lai, Takamura and Wakasa [11] have obtained the blow-up part of Strauss' conjecture, together with an upper bound of the lifespan T (ε), for (1) in the case n ≥ 2, 0 < µ < (n 2 + n + 2)/2(n + 2) and p F (n) ≤ p < p S (n + 2µ). Later, Ikeda and Sobajima [7] were able to replace these conditions by less restrictive 0 < µ < (n 2 + n + 2)/(n + 2) and p F (n) ≤ p ≤ p S (n + µ) and proved small data blow-up result in the case n = 1 and 0 < µ < 4 3 . In addition, they have derived an upper bound on the lifespan in the case n ≥ 1 and 0 < µ < (n 2 + n + 2)/(n + 2). Tu and Lin [20] , [21] have improved the estimates of T (ε) in [7] in the case n ≥ 2 and p F (n) ≤ p < p S (n + µ).
In the case of β = −1, p = p F (n) and µ > 1, where µ ≥ (n 2 + n + 2)/(n + 2), a small data blow-up result and an upper bound of lifespan are obtained by Ikeda, Sobajima and
Wakasugi [8] .
For the overdamping case β < −1, the long time behavior of solutions to (1) is quite different. In the case of β < −1, Ikeda and Wakasugi [9] proved a small data global existence for energy solution for any 1 < p ≤ 1 + 4/(n − 2).
Lastly, for the scattering case β > 1, we expect the critical exponent to be exactly the Strauss exponent. In fact, Lai and Takamura [10] have shown that the solutions of (1) blows up in finite time when 1 < p < p S (n) with the lifespan upper bound T (ε) ≤ Cε
for n ≥ 2 and 1 < p < p S (n). In the critical case, p = p S (n), Wakasa and Yordanov [23] showed the blow-up result together with the lifespan
and n ≥ 2. These results of lifespan is sharp, since same type estimates were given for the semilinear wave equation by Takamura [18] . On the other hand, Liu and Wang [14] have obtained global existence results with super-critical exponent p > p S (n) for n = 3, 4 on asymptotically Euclidean manifolds.
We now turn back to our original problem (1) . This problem has been studied in [12] .
There, the authors applied multiplier method with comparison arguments to obtain the desired result, showing that the blow-up exponent and lifespan of such model are same as the classical wave equation. However, the coefficient of mass term b(t) is required to be negative in their proof. In this paper, we aim to remove this requirement. Moreover, we also obtain the blow-up result for the critical case p = p S (n), for the nonnegative mass term. We call our treatment as "double multiplier strategy", the idea of which comes from [15] , where the semilinear wave equation with the scale invariant damping and mass term is studied.
We first give the definition of weak solution of problem (1).
Definition 1.1. We say that u is an energy solution of (1)
Our main results are stated in the following.
and a(t) ∈ C 1 . Assume that the non-negative initial data f and g satisfy following conditions
with compact support. Here r 2 (0) and ρ ′ (0) are the initial value of the solution of (11) and the derivative of solution of (16) . Suppose that a solution u of (1) satisfies:
Then, there exists a constant ε 0 = ε 0 (f, g, n, p, a, b, R) such that the lifespan T (ε) has to satisfy
for 0 < ε ε 0 , where C is a positive constant independent of ε.
) and a(t) ∈ C 1 . Assume that f, g satisfy (6) with compact support. Suppose that a solution u of (1) satisfies:
Then, there exists a constant
Remark 1.4. The blow-up result of sub-critical case agrees with the statement of Remark 1
given in [14] . There is no sign requirement of a(t) and b(t) stated in our argument. It extends the blow-up results stated in [12] where only negative mass potential b(t) < 0 is considered.
For the critical part, it can be viewed as an extension of of scattering damping wave equation without mass term studied in [23] . However, here we still can not relax the non-negative condition of b(t) due to some technique reason. Please see Remark 5.1 for more details.
The rest of the paper is arranged as follows. In Section 2, we do some preliminary work for both cases. The double multiplier strategy is applied to obtain the lower bound of functional which gives the frame of the iteration argument. In Section 3, the suitable test function for the sub-critical case is derived with some basic properties from the conjugated equation. The iteration argument of Theorem 1.2 follows similar as the scattering damping wave equation without mass term in [10] . In Section 4, we first collect some basic proof elements for critical case. Some auxiliary functions are introduced for the lower bound estimation and finally Theorem 1.3 can be proved with some similar argument as [22] .
Preliminaries
Let u be an energy solution of (1) on [0, T ), consider the lower bound of following func-
Choosing the test function
Since all the quantities in this equation except G ′ (t) is differentiable in t, so that so is G ′ (t).
Hence, we have
We now introduce the double multiplier strategy. Assume that the left-hand-side of the above identity can be written in the form
where r 1 (t) and r 2 (t) are the two unknown functions satisfying
Multiplying exp( s K r 1 (τ )dτ ) on the both sides and integrating over [0, t], we have:
As initial data assumption (6) implies
we have
Again
We now state following lemma about r 1 (t) and r 2 (t). to the ODE system (9). Moreover, if b(t) are nonnegative, then r 2 (t) is negative for large t.
Proof. We postpone its proof in Appendix.
In fact, plugging r 1 (t) = a(t) − r 2 (t) into the second equation of (9) gives the following
Since a(t) ∈ L 1 , we only need to show r 2 ∈ L 1 .
With the aid of this lemma, the lower bound of G(t) can be further simplified:
We may also define the quantities:
Before going further, we also state following lemma related to our perturbed Laplacian.
Lemma 2.2. Consider the following elliptic problem:
where λ ∈ (0, α/2]. Let n 2. There exists a solution ϕ λ ∈ C ∞ (R n ) to (13) , such that
where θ ∈ (0, 1] and ϕ(x) = S n−1 e x·ω dS ω ∼ c n |x| −(n−1)/2 e |x| , c n > 0, as |x| → ∞. Moreover, 
holds whenever 0 < λ λ 0 . 
There exists a solution ρ(t) which decays as e −t for large t.
With the above Lemma, we can define the test function
for the sub-critical case to give the lower bound of solution's L p norm. The proof follows the same approach as Yordanov and Zhang [29] .
Lemma 3.2. Assume that a(t), tb(t) ∈ L 1 ([0, ∞)) and a(t) ∈ C 1 . Then, there exists a positive constant C 0 = C 0 (f, g, a, n, p, q, R, r 1 , r 2 ) such that
holds for t 0.
Proof. Define the functional
then by Hölder inequality, we have
Following we estimate the lower bound of |G 1 (t)| and upper bound of |x|≤t+R ψ
respectively. From the definition of energy solution, we have
Applying the integration by parts and ∆ g ϕ(x) = ϕ, we obtain:
Since (16), the above equation simplifies to
Thus the integration by parts gives
As the righthand side integral is positive, we obtain
then by the compact support of g(x) and f (x) and assumption (7), C f,g is finite and positive.
We come to the differential inequality of G 1
Setting A(t) = e t 0 a(τ )dτ , multiplying
ρ 2 (t) on two sides and then integrating over [0, t], we derive the lower bound of G 1
On the other hand, the denominator of (18) can be estimated in standard way.
Combing the estimate (20), (21) and (18), we now have
Since ρ(t) ∼ e −t , the estimate (17) is obtained.
Remark 3.3. As matter of fact, this lemma can be also inferred from Lemma 4.1 and Proposition 4.2, see [22] . We here give an independent proof which does not need any sign requirement of a(t) and b(t). Now, we are in the position to give the proof of Theorem 1.2. First by Hölder inequality and compact support of solution, (12) gives:
Second, combining (12) and (17), we have:
Then following similar iteration argument of Theorem 2.1 in [10] , the blow-up result with the lifespan upper bound for sub-critical case can be obtained.
Critical case: Proof of Theorem 1.3
In this section, we focus on the critical case. We first introduce the auxiliary functions.
Given λ 0 ∈ (0, α/2] and q > 0, let
for (x, t) ∈ R n × R and s ∈ R. Useful estimates are collected in the next lemma.
Lemma 4.1. Let n 2. There exists λ 0 ∈ (0, α/2], such that the following hold:
(i) if 0 < q, |x| R and 0 t, then
(ii) if 0 < q, |x| s + R and 0 s < t, then
(iii) if (n − 3)/2 < q, |x| t + R and 0 < t, then
Here A 0 and B k , k = 0, 1, 2, are positive constants depending only on α, q and R, while
Proof. See Lemma 3.1 in [22] .
Next, we shall consider the lower bound of averaged functionals
Testing equation (1) by ϕ λ (x) to derive:
Define the operator:
and
Supposing L a,b y(t, s; λ) = 0, by utilizing (11), it is easy to find that u(t, s, λ) := y(t, s; λ)e
A2(t,s)
satisfies:
Moreover, under the assumption of a(t) and b(t) for critical case, by Lemma 2.1, r 1 (t)−r 2 (t) = a(t) − 2r 2 (t) is positive. Hence the fundamental solution system {χ 1 (t, s; λ), χ 2 (t, s; λ)} of (25) can be found with the aid of lemma 2.3 in [23] , which satisfy the initial conditions
and the asymptotic estimates for t s 0:
Consequently, we find the fundamental solution of L a,b y = 0, by setting
y 2 (t, s; λ) = χ 2 (t, s; λ)e −A2(t,s) .
Returning to (24) , the Duhamel's principle gives
Making use of asymptotic property of χ 1 , χ 2 and the non-negative of f (x) and g(x) + r 2 (0)f (x), we have
Multiplying the above inequality by λ q e −λ(t+R) , integrating on [0, λ 0 ] and interchanging the order of integration between λ and x will reduce following Proposition. 
for all t ∈ (0, T ε ).
Finally, we define the functional
Combing Proposition 4.2 and Lemma 4.1, we obtain the convenient iteration frame Proposi- 
There exists a positive constant C = C(n, p, q, R, r 1 , r 2 ), such that
for all t ∈ (0, T ε ). Now, Theorem 1.3 can be proved by following Sections 4 and 5 in [22] .
Appendix
In this appendix, we give the proof of Lemma 2.1 and Lemma 3.1. Both results, in fact, relate with the solution behavior of second order ODE with variable coefficient.
Proof of Lemma 2.1: We start the proof from the Ricatti's equation (11) . Setting r 2 (t) =
Moreover, let
for some large t 0 , we find that:
Since 1 < c(t) < e a L 1 implies
Integrating by changing of variable, for x > 0 and t > t 0
On the other hand,
Hence, Hille-Wintner comparison theorem (Theorem 2.12 in [17] ) shows (30) has non-oscillation solution as
has the non-oscillating solution
Furthermore, since c(t) is finite and (
By Corollary 9.1 in [5] , this implies that there exists two solutions y 1 and y 2 of (30) satisfying:
Picking y = y 1 then we have k(t) ∼ 1 and
Hence, we obtain the L 1 integrability of r 1 (t) and r 2 (t). Moreover, we can check the sign of r 2 (t) if b(t) > 0. According to (30) ,
for sufficiently large t > t 0 or equivalently sufficiently large x > 0, if y(x) ∼ 1 is positive (resp. negative), then y ′′ < 0 (resp. > 0) which means y ′ is decreasing (resp. increasing) with respect to x. Since y ′ goes to 0, y ′ must be positive (resp. negative). From
we know r 2 (t) is negative.
Remark 5.1. In fact, in order to apply the Lemma 2.3 in [23] , we only need to check the sign of r 1 (t) − r 2 (t). Setting 2v(t) := r 1 (t) − r 2 (t) = a(t) − 2r 2 (t), one may find v(t) satisfies:
With some similar argument as above for r 2 (t), one can also obtain the L 1 integrability of v and hence r 1 and r 2 . Moreover, if for some large t 0 , one find that y(x) satisfies: |b + a − a ′ |dt < ∞.
Hence, with similar argument as (30), (31) has a solution y(x) ∼ 1 for large x, which implies η(t) ∼ 1 and further ρ(t) ∼ e −t for large t.
