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approach allows system to avoid discretization by propagating the estimate and error covariance between observations in continuous time using an integration routine such as Runge-Kutta. This approach yields the optimal or suboptimal estimate continuously at all times, including times between the data arrival instants. One advantage of the continuousdiscrete filter over the alternative approach using system discretization is that in the former, it is not necessary for the sample times to be equally spaced. This means that the cases of irregular and intermittent measurements are easy to handle. In the absensce of data the optimal prediction is given by performing only the time update portion of the algorithm. Thus, the primary aim of this paper is to propose two distributed fusion predictors using fusion formula with matrix weights, and analysis their statistical properties and relationship between them. Then, through a comparison with an optimal centralized predictor, performance of the novel predictors is evaluated. This chapter is organized as follows. In Section 2, we present the statement of the continuous-discrete prediction problem in a multisensor environment and give its optimal solution. In Section 3, we propose two fusion predictors, derived by using the fusion formula and establish the equivalence between them. Unbiased property of the fusion predictors is also proved. The performance of the proposed predictors is studied on examples in Section 4. Finally, concluding remarks are presented in Section 5.
Statement of problem -centralized predictor
We consider a linear system described by the stochastic differential equation 
The optimal centralized predictor
The optimal centralized predictor is constructed by analogy with the continuous-discrete Kalman filter (Lewis, 1986 , Gelb, 1974 = F x, t st + Δ ,x = x , P= F P+ PF + Q , P = P,
where the initial conditions represent filtering estimate of the state k opt t x and its error covariance k opt t P which are given by the continuous-discrete Kalman filter equations (Lewis, 1986 , Gelb, 1974 : is the n n × identity matrix, 
Time update between observations
⎧ ≤≤ ⎪ ⎨ ⎪ ⎩ (6a) () ( ) ( ) -T tt t t Q= GQG , TT k kk (1) (N) T t tt Y=yy , ⎡ ⎤ … ⎢ ⎥ ⎣ ⎦ TT k kk (1) (N) T t tt H=H H , ⎡⎤ … ⎢⎥ ⎣⎦ k kk (1)(N)
Two distributed fusion predictors
where i is the index of subsystem. Then by the analogy with the centralized prediction equations (5), (6) 
P= F P+ PF + Q , P = P,
where the initial conditions k (i) t
x and its error covariance k (ii) t P are given by the continuousdiscrete Kalman filter equations
Time update between observations
Thus from (8) (2), (3) is constructed from the local predictors (i) t+Δ x, i 1 , . . . , N = by using the fusion formula (Zhou et al., 2006 , Shin et al., 2006 :
where (1) (N) t+Δ t+Δ a,, a … are nn × time-varying matrix weights determined from the meansquare criterion,
The Theorems 1 and 2 completely define the fusion predictor 
(ij) (ij) T ss ss ss k s=t t P= F P+ PF + Q , P = P, t τ t, P= I + LH P I + LH ,t = t, P= F P+ PF + Q ,P = P,t st + Δ; = ax+ ax, a = P -P P +P -P -P , a = P -P P +P -P -P .
Further, in parallel with the FLP we offer the other algorithm for fusion prediction.
The prediction of fusion filter (PFF Algorithm)
This algorithm consists of two parts. The first part fuses the local filtering estimates
ttx , , x . … Using the fusion formula, we obtain the fusion filtering (FF) estimate = F x, t s t + Δ ,x = x , P= F P+ PF + Q , P= P .
Next Theorem completely defines the PFF algorithm. 
bP -P = 0 , b = I , j 1, ,N 1; 
Examples

The damper harmonic oscillator motion
System model of the harmonic oscillator is considered in (Lewis, 1986 Table 1 . We find that although a . Also, since CPU time difference between CP and PFF is negligible, PFF algorithm prefer to implement in real application rather than CP, especially for distributed system or sensor network. 
The water tank mixing system
Consider the water tank system which accepts two types of different temperature of the water and throw off the mixed water simultaneously (Jannerup & Hendricks, 2006 (2) r , respectively. . Fig. 3 Fig. 4 , where it is shown that FLP requires considerably more CPU time than PFF, but CPU time of PFF is similar to CP. Thus, from Examples 4.1 and 4.2 we can confirm that PFF is preferable to FLP in terms of computation efficiency.
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Conclusions
In this chapter, two fusion predictors (FLP and PFF) for mixed continuous-discrete linear systems in a multisensor environment are proposed. Both of these predictors are derived by using the optimal local Kalman estimators (filters and predictors) and fusion formula. The fusion predictors represent the optimal linear combination of an arbitrary number of local Kalman estimators and each is fused by the MSE criterion. Equivalence between the two fusion predictors is established. However, the PFF algorithm is found to more significantly reduce the computational complexity, due to the fact that the PFF's weights 
This completes the proof of Theorem 2. Proof of Theorem 3 a., c. Equations (18) and (19) immediately follow from the general fusion formula for the filtering problem (Shin et al., 2006) b. Derivation of observation update equation (13) (8) and (17), we get
where Φ(t,s) is the transition matrix of (8) or (17). From (10) and (16), we obtain
where the new weights take the form:
Next using (12) and (18) we will derive equations for the new weights (A.8). Multiplying the first (N-1) homogeneous equations (18) on the left hand side and right hand side by the nonsingular matrices Φ(t+Δ,t k ) and Φ(t+Δ,t k ) T , respectively, and multiplying the last nonhomogeneous equation (18) a Φ t+Δ,t Φ t+Δ,t P -P = A Φ t+Δ,t δP= 0 , a Φ(t+Δ,t )= A =Φ(t+Δ,t ). 
