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The polymatroidal network flow model is generalized to allow for supermodular lower bounds 
on flow in addition to submodular capacities. For arbitrary supermodular lower bounds and sub- 
modular capacities it is shown to be NP-hard simply to determine if a feasible integral flow exists. 
However, the situation is much more tractable if lower bound functions and capacity functions 
are in a relation of 'compliance'. In this case, the Augmenting Path Theorem, the lntegrality 
Theorem, the Max-Flow Min-Cut Theorem and the maximal flow algorithm of polymatroidal 
flows all have natural generalizations. A procedure for finding a feasible flow closely parallels 
one which is used for ordinary flow networks with lower bounds on arc flow. 
1. Introduction 
In recent years there has been an explosion of algorithmic results concerning 
matroids, polymatroids, submodular functions, and related combinatorial struc- 
tures. See, e.g. [2], [8], [1 11, [71. The 'polymatroidal'  network flow model [9] was 
introduced by the authors in an effort to provide a simple yet general model for pro- 
blem formulation, for proof of duality theorems [101 and for algorithm develop- 
ment. In this paper we investigate a generalization of this model in which there are 
supermodular lower bounds imposed on are flow in addition to submodular upper 
bounds or 'capacities'. 
The polymatroidal network flow model differs from the 'classical' network flow 
model in that submodular capacity constraints are imposed on the total flow 
through sets  of arcs instead of just single arcs. However, conservation of flow is 
maintained at all nodes except nodes designated as sources and sinks. An alternative 
approach, proposed by [2] is to maintain capacity constraints on single arcs but to 
relax the requirements of conservation of flow at individual nodes by imposing sub- 
modular constraints on the net flow into sets of nodes. These two approaches are 
essentially equivalent in that any problem formulated in one model can be for- 
mulated in the other, though admittedly this sometimes requires ome ingenuity and 
effort. The choice of one approach over the other is largely a matter of personal 
preference, based on aesthetics, familiarity, and ease of application. 
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One reason the authors advocate the polymatroidal model is that it is easy to see 
how the essential features of the classical flow model are retained. The Augmenting 
Path Theorem, the Integral Flow Theorem and the Max-Flow Min-Cut theorem all 
yield to straightforward generalization. Moreover, a labeling procedure, quite simi- 
lar to that employed for the classical model, permits the discovery of augmenting 
paths and the computation of maximal flows. It is the purpose of this paper to show 
how these same features are retained when the model is generalized to allow for 
supermodular lower bounds on the flow through sets of arcs. 
The reader will note that many of the proofs in this paper are lengthy and technical 
and rely on fairly intricate case analyses. This fact should not be allowed to obscure 
the fundamental simplicity of the statements of the theorems and the computational 
procedures. As in [9], there are all straightforward generalizations of counterpart 
theorems and algorithms in classical network flow theory. For example, the pro- 
cedure we present for finding a feasible flow in a network with supermodular lower 
bounds in quite parallel to a well-known procedure for ordinary networks with 
lower bounds on individual arcs. 
The problem of finding a maximum flow in a polymatroidal flow network is 
closely related to the problem of finding the intersection of two polymatroids. Frank 
has discovered a polynomial algorithm to find the weighted intersection of two poly- 
matroids [7], and this algorithm can be used to find a maximum flow in a poly- 
matroidai network with supermodular lower bounds and submodular upper bounds. 
Thus the algorithm we present is an alternative to using the polymatroid intersection 
algorithm. The main advantages of our solution technique is that it is more efficient 
and it uses techniques imilar to those in the classical network flow algorithms. 
2. The polymatroidal network flow model 
As in [9], we consider only the simplest type of flow network, namely one in 
which there is a single source s and a single sink t. In this section we review defini- 
tions and set notation, with some small modifications of the notation in [9]. 
The network is a directed graph G = (N,E) in which for each node je  N there are 
two specified capacity functions c/ and cf and two lower bound functions/./+ and 
I f .  The function c 7 (c) r) satisfies the following properties with respect o the arcs 
Aj (A f) directed into (out from) node j :  
cj+(0) = 0, (2.1) 
cf(X)<_cS(Y) (Xc  YeAr), (2.2) 
cf(XUY)+cf(XMY)<_cf(X)+cf(Y) (Xc_Af, Yc_Af). (2.3) 
That is, ~)+ (cf) is a monotone submodular set function, or the rank function of 
a polymatroid. The function If (If) satisfies a similar set of properties, except hat 
it is supermodular: 
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/j+ (0) = 0, (2.4) 
17(X)<_IT(Y ) (Xc YcAj+), (2.5) 
/j+(XU Y)+Ij+(XN Y)>-Ij+(X)+lj+(Y) (Xc_Aj +, Yc_AS). (2.6) 
Af lowf  in the network (N,E) is a function f :  E--*R that assigns a value f(e) to 
each arc e. A flow function is extended to subsets of arcs in a natural way, i .e.,  
f(o) = 0, 
f (x )= ~ f(e) (0:~XCE).  
eEX 
A flow is feasible, if for each j eN ,  
Ij~(X)<_f(X)<_cj+(X) (XCAj+), 
lj (X)<_f(X)<_cj-(X) (Xc_Aj ), 
and for each j~s,t ,  
f(Aj + )= f(A~). 
We say that a set Xc_A~ (Xc_Aj-) is c-tight i f f (X)=cT(X)  (f(X)= c)-(X)) and 
I-tight if f (X)= Ij + (X) (f(X)= lT(X)). A set that is not c-tight (/-tight) is c-slack 
(I-slack). 
The following lemmas are easily proved, as in [9]. 
Lemma 2.1. I f  X, YcA j  are c-tight (I-tight), then XU Y and XN Y are c-tight 
(I-tight). 
For suitable definitions of augmenting path, lexicographically minimal shortest 
augmenting path, and arc-partitioned cut, the following theorems were proved in 
[91 for the case that the lower bound functions L j ,  L 7 were identically zero for all 
nodes j e N and all subsets X c_ Aj and X c_ A j-: 
Lemma 2.2. l f  f is a feasible flow and e is in a c-tight set XCA 7 (XCAj ), then 
there exists a unique minimal c-tight set CT (e) C A] ( CT (e) c_ A f )  containing e. And 
if e is in an l-tight set, then there is a unique minimal l-tight set L~(e)c_ A j  
(L~(e) c_ Af)  containing e. 
Theorem 2.3 (Augmenting Path Theorem). A flow is maximal if and only if it ad- 
mits no augmenting path. 
Theorem 2.4 (Polynomial Boundedness Theorem). I f  augmentations are made along 
lexicographically minimal augmenting paths, then a maximal f ow is achieved with 
at most m 3 augmentations, where m is the number of arcs in the network. 
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Theorem 2.5 (Integrality Theorem). I f  all capacity functions are integer-valued, then 
there is a maximal flow f that is integral. 
Theorem 2.6 (Max-Flow Min-Cut Theorem). The maximum value of a flow & equal 
to the minimum capacity of an arc-partitioned cut. 
In our previous paper each augmenting path was found by doing a breadth-first 
labeling, similar to the Edmonds-Karp approach for classical network flows [3]. 
This has been improved in [12], where it is shown that polymatroidal computations 
admit of a layered network approach similar to that employed in the Dinic max flow 
algorithm [1]. Such an approach is also possible with respect o the model con- 
sidered here. It is fairly easy to extend the layered graph to this new model once we 
have proved Theorems 2.3-2.6 for the case of supermodular lower bounds on arc 
flow. 
3. An overview of  the paper 
In Section 4 we show that there must be a special relationship between the upper 
and lower bounds or it is NP-hard even to find a feasible integral initial flow. In 
that section we also introduce the notion of 'compliance' of submodular capacity 
functions and supermodular lower bound functions. Compliance is a property that 
makes it possible to define and use augmenting paths effectively. The remainder of 
the paper deals with networks which have compliant upper and lower bounds. In 
Section 5 we define an augmenting path and we prove several properties about 
augmenting paths in our networks. This allows us to define a maximum flow algo- 
rithm in Section 6 which successively finds augmenting paths to improve an initial 
feasible flow. In Section 7 we prove that the algorithm correctly finds a maximum 
flow, and this allows us to prove a form of the max-flow min-cut theorem for our 
networks in Section 8. In Section 9 we provide a new proof of Frank's discrete 
separation theorem which is used in Section 10 to find an initial feasible flow. We 
then prove the splicing lemma which allows us to prove a bound on the number of 
augmenting paths in Section 1 I. This allows us to describe the running time of the 
algorithm in Section 12 in terms of two subroutines which provide information 
about the submodular and supermodular functions. Finally we relate our results to 
previous work on similar models. 
4. Lower bounds on arc f low 
When supermodular functions are used to specify lower bounds on arc flow, we 
may expect hem to exhibit the same desirable properties that submodular functions 
have as capacity constraints. Unfortunately, the capacity constraints and the lower 
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bound constraints must be in a special relationship to each other, else the integrality 
theorem will fail to remain valid and it will become an NP-hard problem even to 
find a feasible integral flow, if one exists. The following simple example illustrates 
this point. 
Consider the problem of determining whether or not there is a Hamilton path 
from node a to node b in a given directed graph G=(N,A) ,  where without loss of 
generality we assume that the indegree of a and the outdegree of b are zero. A set 
of arcs P constitutes uch a path if and only if 
(i) P is an independent set of the graphic matroid induced by G (ignoring direc- 
tions of arcs), 
(ii) P contains no more than one arc into any given node, and 
(iii) P contains at least one arc out of each node, except b. 
We now form a flow network with only a source s, a sink t, and an arc from s 
to t for each arc of G. Condition (i) is enforced by letting cs- be the rank function 
of the graphic matroid. Conditions (ii) are enforced by letting c t be the rank func- 
tion of a partition matroid which has as its independent sets all subsets of arcs con- 
taining no more than one arc into a given node of G. For condition (iii), we let It + 
be defined as follows: l t~(X)= the number of distinct arc sets A,- contained in X. 
It is easily verified that/t + is supermodular. We let / s- be identically zero. It follows 
that there exists a feasible integral flow in this network if and only if G has a 
Hamilton path from a to b. 
Although it is not reasonable to hope for an efficient maximal flow procedure for 
arbitrarily specified submodular capacity constraints and supermodular lower 
bounds, we can deal very effectively with a special case. This is as follows. For each 
pair c~, li + and ci-, I i- we shall require, for all X, Y, 
ci+(X) + li + ( Y - X )  >_ c[ ~ (X -  Y) + li 4 (Y ) ,  
c ; - (X )+I / (Y -X)>_c / (X -  Y )+I~(Y) .  
(4.1) 
Pairs of functions that satisfy these relations we shall call compl iant.  (Similar rela- 
tions appear in the work of Hassin [81 and also Frank [5].) 
Intuitively, having compliant submodular upper bounds and supermodular lower 
bounds allows us to use augmenting paths. For example, increasing the flow in an 
arc e could cause many sets to violate their upper bounds; however, the submodu- 
larity of the upper bounds guarantees that we can always compensate for all the 
violations by decreasing the flow in some single arc e'. Similarly, decreasing the flow 
in an arc could violate many lower bound constraints, but there will always be a 
single arc such that increasing its flow will compensate for all the lower bound viola- 
tions. The fact that the upper and lower bounds are compliant assures us that if we 
increase the flow in an arc e (which violates some upper bound constraints) and we 
compensate by decreasing the flow in an arc e' then increasing the flow in e will com- 
pensate for any lower bound violations caused by decreasing e'. 
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Lemma 4.1. Let f be a f low that is feasible with respect o a compliant pair o f  capa- 
city and lower bound functions c, I (which are submodular and supermodular respec- 
tively). I f  e is contained in a c-tight set, then e is contained in any I-tight set 
intersecting C(e), the unique minimal c-tight set containing e. And  i f  e is contained 
in an l-tight set, then e is contained in any c-tight set intersecting L(e), the unique 
minimal I-tight set containing e. 
Proof. Suppose e is contained in a c-tight set. Let L be an /-tight set such that 
LNC(e):gO. Assume eeL .  Then we have 
f (C(e) U L) =f(C(e)) + f (L  - C(e)) by modularity of  f 
>__ c(C(e)) + I(L - C(e)) 
by definition of  C(e) and feasibility of  f 
>_ c(C(e) - L) + l(L) by definition of  compliance 
>f(C(e) -  L )+f (L )  by minimality of  C(e) 
=f(C(e) U L) by modularity of  f .  
Hence we have a contradiction and the assumption that e¢  L must be false. The 
proof  for the case that e is contained in an /-tight set is similar. 
5. Augmenting paths 
With respect o a given feasible flow f ,  an augmenting path is an undirected path 
of  distinct arcs (but not necessarily distinct nodes) from s to t such that 
(5.1) If the head (tail) of  a forward arc e in the path is in a c-tight set, then the 
following (preceding) arc in the path is a backward arc in the unique minimal c-tight 
set containing e. 
(5.2) I f  the head (tail) of  a backward arc e in the path is in an /-tight set, then 
the preceding (following) arc is a forward arc in the unique minimal/-t ight set of  e. 
Lemma 4.1 assures that properties (5.1) and (5.2) will not be in conflict. For ex- 
ample suppose (e, d) are arcs directed into node j, e is c-tight and d is/-tight. Lemma 
4.1 says that ~ ~ CT(e) = e c L ~ (~). Thus if (e, ~) satisfy (5.1), they must also satisfy 
(5.2). In particular this means that if the head of  a forward arc is c-tight, then it 
can be followed by any arc in its minimal c-tight set, and if the tail of  a backward 
arc is/-tight, then it can be followed by any arc in its minimal/-t ight set. This allows 
us to find augmenting paths using the labeling procedure described in Section 6. 
An ordered pair of  arcs (e, g) is said to be admissible with respect to a flow f if 
can follow e in an augmenting path in accordance with (5.1) and (5.2). Thus in 
an augmenting path P = (el, e2 . . . . .  ep) each pair of  arcs (e i, ei. 1), i = 1, 2 . . . . .  p -  1, is 
admissible with respect o the f lowf .  In order for each arc in the path to be contain- 
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ed in two admissible pairs (one pair for the head and one for the tail of  each arc), 
we introduce two virtual arcs • and **, incident with s and t, respectively. Thus an 
augmenting path P will always have (*,el) and (ep,**) as its first and last pair of  
arcs. We assume that • and ** are neither c-tight nor/ - t ight ,  so (*,e~) and (ep,**) 
are admissible as long as e I (ep) is not c-tight at s (t) if it is a forward arc, and is 
not /-tight at s (t) if it is a backward arc. 
An augmenting path can be shortcut if some portion of it can be removed to ob- 
tain a shorter augmenting path. For example suppose P= (e l, e z . . . . .  ep) contains a 
forward arc e i and a backward arc e, both directed into node j ,  with i + 1 < k and 
ekc Cj(ei).  Then removing arcs ei+ 1 . . . . .  ek_ 1 from P results in a shorter augment- 
ing path P'=(el ,e2 . . . . .  ei, e~,ek.t . . . . .  ep). We shall always use shortcut-free 
augmenting paths. 
With respect to a given flow f we will denote the capacity of an admissible pair 
(e, d) by d(e,,~). This capacity represents the maximum amount  by which we can in- 
crease the flow on the forward arc(s) in this pair and decrease the flow in backward 
arc(s) without violating the constraints at the node common to both arcs. It is defin- 
ed as follows for an admissible pair of  arcs, both of which are incident to node j.  
d(e, ~) = min{ 61(e, e), 62(e, ~)} 
where 
~min{cf (X) - f (X ) ]ecXc_A j  ~-{0}} i f ecAf ,  
d l (e ,d )= l .min{f (X)_ l f (X ) lecXC_A j  {d}} i fecAf ,  
Im in{f (X) - Iy+(X) l~cXc_A~-{e}} i f ( , cA f ,  
62(e ,d )=~.min{cy(X)_ f (X) [dcXc_Af_{e}} i fdcA) .  
For di(.,~) and d(e,**), consider • cA~7, • cA  t- and let 
~(*, e) = 62(*, d), d(e, ** )=dl(e, ** ). 
It follows from the definition that 6 (e ,d )>0 for any admissible pair (e,d). For a 
path P=(eo, e I . . . . .  ev+l) we define d(P)=mini=o.p{d(ei ,  i+l) }. An arc pair 
(ei, ei+ l) is said to be critical if 6 (P )=6(e i ,  ei. l)- We shall show that 6(P)  is the 
max imum amount  we can augment along a shortcut free augmenting path. We begin 
by proving two technical iemmas used in the proof.  
Lemma 5.1. I f  X & c-tight and Y & I-tight, then X-  Y is c-tight and Y -  X & I-tight. 
Proof .  Assume without loss of  generality that X, Yc_ A f ,  and omit sub- and super- 
scripts on the capacity functions. By definition of  compliance, 
c(X)  - I (Y) >_ c (X -  Y) - l( Y -  X) .  
Rearranging and subtracting f (X )  from both sides yields 
c(X-  Y) - f (X )  <_ [c(X) - f (X ) ]  - l(Y) + l( Y -  X).  
298 E.L. Lawler, C.U. Martel 
Using f (X )  =f (X -  Y) + f (Y )  - f (  Y -  X)  and rearranging we get 
c(X-  Y) <_ [c(X) - f (X ) ]  + [f(Y) - / (  Y)] 
+ [ I (Y -X) - f (Y -X) ]  +f (X -  Y). 
X is c-tight and Y is/-t ight, c(X)=f (X)  and / (Y )=f (Y ) ,  hence 
c(X-  Y)<_ [ I (Y -X) - f (Y -X) ]  +f (X -  Y). (5.3) 
Since I (Y -X)<f (Y -X)  and c(X-Y )>f (X -Y ) ,  (5.3) is true only when 
c(X-  Y) =f (X -  Y) and I (Y -  X)  =f (Y -  X).  Thus X -  Y is c-tight and Y -  X is 
/-tight. 
For an augmenting path P with respect o a flow f ,  a consecutive pair of  arcs (e, d) 
in P incident with node j is called: 
(i) a head pair at j if e and d are directed into j ;  
(ii) 
(iii) 
at j ;  
(iv) 
at j ;  
(v) 
or tail 
a tail pair at j if e and ¢ are directed from j ;  
a c-tight head (tail) pair at j if (e, ~) is a head (tail) pair at j with e (d) c-tight 
an l-tight head (tail) pair at j if (e, ~) is a head (tail) pair at j with ~, (e)/-tight 
a slack pair at j if it is neither a c-tight head or tail pair at j or an/-t ight head 
pair at j .  
Lemma 5.2. Let P be a shortcut-free augmenting path. With reference to any node 
j and the consecutive pairs of  arcs in P: 
(i) P contains at most one slack pair at j. 
(ii) I f  (e, ~) is a slack pair at j or a head (tail) pair at j which is not l-tight, then 
all head (tail) pairs at j which precede (follow) e are c-tight. 
(iii) I f  (e, d) is a slack pair at j or a head (tail) pair at j which is not c-tight, then 
all head (tail) pairs at j which fol low (precede) ~ are l-tight. 
(iv) I f  (et, dl), (e2, d2) . . . . .  (e k, d k ) are c-tight head pairs at j, and no other arcs on 
P in A 7 precede dk, then the set 
k 
V= U CT(ei) 
i=1 
is c-tight after augmentation along P. 
(v) I f  (.vl, Yl ), (Y2, .Y2) . . . . .  (.Vk,-Pk) are I-tight head pairs at j and no other arcs on 
P in A j  follow Yl, then the set 
k 
~'= U c7(;,) 
i=1 
is I-tight after augmentation along P. 
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(vi) I f (e l ,e l)  . . . . .  (ek,ek) are c-tight tail pairs at j and no other arcs on P in A f  
follow e~, then the set 
k 
W= U C(e , )  
i= l  
is c-tight after augmentation along P. 
(vii) I f  (yl ,yl)  . . . . .  (Yk,Pk) are I-tight tail pairs at j, and no other arcs on P in A f  
precede Yk, then the set 
k 
w= U 
i=1 
is I-tight after augmentation along P. 
Proof. (i) I f  P contains slack pairs (x,.~) and (y,p) a t j  with x preceding y, then by 
definition (x,y) is admissible which would contradict P being shortcut free. 
(ii) Assume (e, e) is a head pair at j that is not/ -t ight and contrary to the lemma 
(x,.~) is a head pair a t j  which is not c-tight and which precedes e. Since x is not c- 
tight and e is an arc directed into j which is not/-t ight,  (x,e) is an admissible pair. 
This would imply P has a shortcut, so no such pair (x,.~) exists. The case where (e, e) 
is a slack pair or a tail pair have similar proofs. 
(iii) P roof  is similar to (ii). 
(iv) With respect o a path P, we define #(X)  to be the total number of  arcs in 
X which are forward arcs on P minus the total number of  arcs in X which are back- 
ward arcs on P. We will show that #(V)=0;  so, since by Lemma 2.1 V is c-tight 
with respect o f ,  V must remain c-tight after augmentation along P. We now show 
that the only arcs on P in Vare (el,el) . . . . .  (ek,ek). Suppose there is an arc xe  V, 
such that x is on P and xOi{ei, ei} , i=1 ,2  . . . . .  k. Then by assumption, x must 
follow ek and xe  Ci+(ei) for some 1 <_i<_k. l f x  is a backward arc, (ei,x) is admissi- 
ble and would imply a shortcut for P. I f x  is a forward arc, since xe  Ci+(ei), the arc 
that follows x must be a backward arc and .~c C~(e,). Thus (ei, X ) is admissible 
and would create a shortcut for P. Since P is shortcut-free, no such arc x can exist. 
Therefore the only arcs in V which are on P are (el,el) . . . . .  (ek,e~.); so ~(V)=0.  
(v), (vi), (vii) The proofs of  these are similar to (iv). 
Lemma 5.3. l f  P is a shortcut-free augmenting path with respect o f low f, the max- 
imum possible augmentation along P is at least t~(P). 
Proof. Let O be the maximum amount of  augmentation possible along P, and let 
f '  be the flow resulting from augmentation by O. We now show that O_>d;(P). Let 
#(X)  be defined as in the proof  o f  Lemma 5.2. 
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If  6 is determined by an upper bound constraint, then there is a set X such that 
p (X)>O and 
f ' (X)  =f(X)  + 6u(X) = c)(X) (5.4) 
(where cj is ¢)+ if Xc_Af or cf if Xc__Af). 
If  6 is determined by a lower bound constraint, then there is a set Y such that 
p (Y )<0 and 
f ' (Y )  =f (Y )  + 6u(Y) = Ij(r) (5.5) 
(where/ j  is I j  if Yc_A 7 or /~ if Yc_A;). 
We first assume there is a set Xc_Aj which satisfies (5.4). We will now construct 
a set X '  such that p (X ' )= 1 and X' is c-tight with respect to f ' .  
Since p (X)>0,  there is at least one arc pair (e,g) in P such that e is a forward 
arc, ecX,  gCX, and if B is the set of  all arcs on P which precede e, p(Bf'lX) =0. 
Let (yl,..ol),(y2,.P2) . . . . .  (Yr, Yr) be the /-tight head pairs at j which follow d, and 
(x~,.~l) . . . . .  (x,,~?k) be the c-tight head pairs at j which precede e. 
Case 1. (e,#) is a c-tight head pair, and (xl,Xl) . . . . .  (Xk,J?k) includes every arc on 
P which precedes e and is in Aj +. In this case let 
X' = ( i=~Jl Cj (xi ) U C; (e)) N X. (5.6) 
By Lemmas 2.1 and 5.2, X '  is c-tight with respect o f ' .  We now show there is no 
arc y ~ A 7 I"1X' which follows d on P. If y ~ Aj  N X', then y ~ C:-(xi) (or y ~ CT(e)). 
Thus if y is a backward arc, (xi, y) is admissible and would create a shortcut, and 
i fy  is a forward arc, the arc y which follows y is in CT(xi); so, (xi, P) is admissible 
and creates a shortcut. Thus the only arcs on P which are in X '  are e, and the arcs 
which precede e. Thus, p(X')= 1. Therefore f ' (X ' )=f (X ' )+ 6=cS(X'); so, 
6 = cj' (X') - f (X ' )  >_ 6(e, ~) >_ 6(P). 
The constraint on 6(e,g) follows from the fact that eeX'c_A S - {~}. 
Case 2. Either (e, ~) is not a tight head pair, or there is an arc on P which precedes 
e, is in Aj' and is not in a tight head pair. Thus by Lemma 5.2, (Yl,21) . . . . .  (Yr, Yr) 
includes every arc on P which follows g and is in A j .  Thus let 
x '=x-  (_J L;(Yi). (5.7) 
i=1  
By Lemmas 5.1 and 5.2, X '  is c-tight with respect to f ' .  Clearly X '  contains no 
arcs which follow ~ on P. X '  also contains all arcs on P which precede d and are 
in X, since if any arc on P which precedes ~ is in some set Lf(Yi), it would imply 
a shortcut. Thus by construction p (X ' )  = 1. Since eeX'c_A;  - {#} we can use the 
argument of  Case 1 to show that 6>_fi(P). 
If the set X which satisfies (5.3) is a subset of  A f ,  an analogous proof  is used. 
We choose a pair (e,g) with geX, eCX, and such that p(CNX)=O where C is the 
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set of  arcs on P which follow g. We then use the/-t ight tail pairs which precede e 
and the c-tight pairs which follow d to construct a set X '  such that X '  is c-tight with 
respect to f '  and p(X ' )= I. 
If there is a set Y which satisfies (5.4), we construct a set Y' such that Y' is/-tight 
with respect o f '  and p(Y') = - 1. The construction is analogous to constructing X' .  
Lemma 5.4. If P is a shortcut-free augmenting path with respect o flow f, then after 
augmentation of the flow by fi(P), each critical pair on P is inadmissible with 
respect o the augmented flow f'. 
Proof. We now show that if (e, d) is a critical arc pair on P, then (e, d) is inadmissible 
after augmentat ion by g~(P). Since (e,d) is critical, di(e,d)=fi(P). We will prove this 
for the case where (e,?) is a head pair a t j  and ~(e,d)=cf(X)-f(X) for a set with 
eeXc_A j -  {d}. The other cases are analogous. 
Let (x~,Rl),(x2,.~2) . . . . . (Xk,-~k) be the head pairs at j which precede e, and let 
0"~, Yq), 0'2,.v2) . . . . .  0"r,.Pr) be the head pairs at j which follow d. We consider three 
cases for (e,d). 
Case 1. (e,d) is a slack pair. Thus (xi, gi), i= 1,2 . . . . .  k, are c-tight head pairs and 
0"g,.9i), i= 1,2 . . . . .  r, are/ - t ight  head pairs. Let 
X'= (gOi Cf (xi)LJ X) -gOl Lj~ (',). 
By Lemmas 2.1, 5.1 and 5.2, X '  is c-tight after augmentat ion by fi(P). Since e e X' ,  
and ~¢X' ,  (e,g) is not admissible after augmentat ion by g~(P). 
Case 2. (e, ~) is a c-tight head pair, and all arcs which precede e on P and are in 
Aj + are part of  c-tight head pairs. In this case let 
k 
X'=[C;(e)NXIU U C/(xA 
i - I  
By Lemmas 2.1, 5.1 and 5.2, X '  is c-tight after augmentat ion by ~(P) and thus (e, g) 
is inadmissible. 
Case 3. Neither Case 1 nor Case 2 holds. Thus (e,~) and all arcs in A j  which 
follow d are in /-tight head pairs. Thus let 
X'=ILj (~)- XIU U L](yg). 
/=1 
Now by Lemmas 2.1 and 5.2 after augmentat ion by ~(P),  X '  is/-t ight. Since d ~ X '  
and e¢  X '  (e, ~) is inadmissible after augmentation. 
Now since we proved that (5_>~(P) and since augmentat ion by ~(P)  renders all 
critical pairs inadmissible, it follows the maximum possible amount of  augmenta- 
tion is exactly fi = ~(P).  
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Theorem 5.5. Flow can be augmented by a nonzero amount along any shortcut free 
augmenting path P. 
Proof.  For each admissible pair (e, d) 6(e, d)> 0, hence ~(P)> 0. The theorem now 
follows from Lemmas 5.3 and 5.4. 
6. Maximal flow algorithm 
Augmenting paths can be found by means of  a labeling procedure much like that 
employed for ordinary flow networks. The principal difference is that labels are 
applied to arcs instead of  nodes. We present below an algorithm for computing 
maximum-value flows in which labeling is carried out in a 'breadth-f irst '  manner 
so that when an augmenting path is found it contains as few arcs as possible. 
The label applied to each arc has three components. The first component is either 
'+ '  or ' - '  indicating whether the arc is forward or backward. The second compo- 
nent is an arc name or index, for use in backtracing to find an augmenting path. 
The third component is a level number used to carry out labeling in a breath-first 
manner. (The level of  an arc is its position in a shortest path from s.) An arc is said 
to be at level k if it is a labeled and its level number is k. 
Maximal Flow Algorithm 
Step O. (Initialize flow). Let f be any feasible flow. (We defer until later a discussion 
of  how to find a feasible flow.) 
Step I. (Label arcs at level 1). To each arc directed into s that is/-slack at s apply 
the label ( - , . ,  1) and to each arc directed out of  s that is c-slack at s apply 
the label (+ , , ,  1). (No other arcs are labeled and no arcs are scanned.) 
Set k to zero. 
Go to Step 3. 
Step 2. (Label arcs at level k+ 1.) As long as there remains a labeled arc at level k 
which is unscanned, choose such an arc e and scan e as follows: (assume e 
is directed from node i to node j )  
(2.1) l fehasa'+' labelandtheheadofeisc-t ight,  henapplythelabel(- ,e,k+l) 
to all unlabeled arcs in CT(e). 
(2.2) If e has a '+ '  label and the head of  e is c-slack, then apply the label 
( - ,  e, k + 1) to all unlabeled arcs d e A 7 such that d is/-slack at j ,  or d is l- 
tight at j and eeL~(d). 
Apply the label (+, e, k + 1) to all unlabeled arcs in A f  which are not c-tight 
at j .  
(2.3) If e has a ' - '  label and the tail of  e is /-tight, then apply label (+,e,k+ 1) 
to all unlabeled arcs in L[(e). 
(2.4) If e has a ' - '  label and the tail of  e is/-slack, then apply label (+, e, k + 1), 
to all unlabeled arcs deAl- such that ~ is c-slack at i, or d is c-tight at i and 
e ~ C7 (d). 
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Step 3. 
Step 4. 
Step 5. 
Apply the label ( - ,e ,k+ 1) to all unlabeled arcs in A/+ which are/-slack at i. 
(Check for augmenting path). If there is an arc e labeled ' - '  which is 
directed out of t and whose tail is /-slack or there is an arc e labeled '+ '  
which is directed into t and whose head is c-slack, then augment he flow 
as indicated in Step 4. Else go to Step 5. 
(Augment flow). Starting at the arc e, identified in Step 3, find an augmen- 
ting path, P, by backtracing. (If e has label (+, e', k + 1) then e' is the second- 
to-last arc in the path and the label on e' indicates the third to last arc, and 
so on.) Compute ~(P) and augment by this amount o obtain a new feasible 
flow f and then return to Step 1. (We defer until later a discussion of how 
to compute ~(P).) 
Check for maximality of flow). If there is no arc at level k+ 1 then stop. 
(There is no augmenting path and the flow is maximal.) Otherwise set k to 
k+ 1 and return to Step 2. 
7. Augmenting path theorem and integrality theorem 
We asserted in Step 5 of the maximal flow algorithm that if the labeling procedure 
fails to find an augmenting path, then no augmenting path exists. We shall now 
prove that if the procedure fails to find an augmenting path then not only is there 
no augmenting path, but the flow is in fact maximal. 
Theorem 7.1 (Augmenting Path Theorem). A flow is maximal if and only if it ad- 
mits no augmenting path. 
Proof. I f  there is an augmenting path then Theorem 5.3 shows that the flow cannot 
be maximal. So suppose the labeling procedure fails to find an augmenting path and 
let us show that this implies that the flow is maximal. The discussion that follows 
is with reference to the labels existing at the termination of the procedure. 
We define a cut (S, T), as follows. S contains node s, together with all nodes i such 
that either there is an arc directed from i with a ' - '  label whose tail is/-slack or an 
arc directed into i with a '+ '  label whose head is c-slack. All other nodes (including 
necessarily t) are in set T. We also partition the arcs of the network into two sets 
Fig. 1. Form of arc-partitioned cut. 
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L and U, where L contains all ( '+ '  or ' - ' )  labeled arcs and U contains all unlabeled 
arcs. (See Fig. I.) 
The value of  the flow from s to t is equal to the net flow across the cut (S, T), 
which is equal to 
f(UnA/)+ ~ f(LnA$)- Z f(UNA/)- ~ f(LNAT). 
ieS jeT  i tS  jeT  
(Each unlabeled arc crossing the cut is accounted for at its endpoint in S and each 
labeled arc is accounted for at its endpoint in T. There is cancellation of  flow for 
arcs in U, both ends of  which are in S, and for arcs in L, both ends of  which are 
in T.) 
We now make the following observations: 
(i) If an arc in U has its tail in S, then its tail is c-tight else the arc would be label- 
ed and in L. 
(ii) If an arc in L has its head in T, then its head is c-tight else the node at the 
head of  the arc would be in S. (If the arc has a '+ '  label, this observation follows 
immediately from the definition of  S. If the arc has a ' - '  label, it must have received 
this label from a '+ '  labeled arc directed into the same node and the two arcs must 
be in a c-tight set.) 
(iii) If an arc in U has its head in S, then its head is/-tight else the arc would be 
labeled and in L. 
(iv) If an arc in L has its tail in T, then its tail is/-t ight else the node at the tail 
of  the arc would be in S. (By reasoning similar to that required for (ii).) 
Thus, the tail (head, head, tail) of  each arc in UOA 7 (LNAj, UAA~,LOAf),  
where i t S (j t T, i t S, j t T) is in a c-tight (c-tight,/-tight,/-tight) set. We now want 
to show that e t  UNA 7 (LAA~, UAA~,LAAj  ), where i tS  ( jr  T, i t  S, j t  T) im- 
plies CT(e)c_ UOAi (C~(e)~LOAj, Li*(e)c_ UAA+,L~(e)c_LAAf). We prove 
only the case of  e t  UOA i , the cases L NAj*, UOA i+,LOAj- being similar. 
Consider any arc e t  UAA 7, i6S. No arc e' in Ci (e) can have a ' - '  label, else 
e would have received a '+ '  label in Step (2.4). So suppose an arc e' in CT(e) has 
a '+ '  label. Such an arc e' could only have received its '+ '  label in Step (2.3) or (2.4) 
when an arc e" with a ' - '  label was scanned. This gives rise to the cases: 
(i) The tail of  e" was/-t ight and e ' t  L i (e"). But the tail of  e'  is c-tight and we 
must have e"e Ci-(e'), else compliance is not observed. But now e 'e  Ci-(e')n Ci-(e) 
CT(e') since e"¢Ci-(e). This contradicts the minimality of  the c-tight set C,-(e'), 
hence this case cannot occur. 
(ii) The tail of  e" ~ Ci (e'). But again we have e' t Ci-(e') n C,-(e) ~ C~-(e'), a con- 
tradiction. 
Thus, UAA 7 (L AA 7, UAA~,L AAf  ), where i tS  ( jr  T, i t S, j t T), is a union 
of  c-tight (c-tight,/-tight,/-tight) sets. Since a union of  tight sets is itself a tight set, 
we have 
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f (UAA[)=c[(UAA[) ,  i tS,  
f (LNAf)=c+(LNAf) ,  j eT ,  
f(UAA+)=I+(UAA+), i tS,  
f (LnAf )=l i (LnAf i ) ,  j eT ,  
and the net flow across the cut (S, T) is clearly maximal and the theorem is proved. 
From Theorem 5.5 and the definition of di(P) it is evident that if the capacity 
functions, lower bound functions and the flow are integral, then ~(P) is also a 
positive integer. The theorem below then follows immediately from the Augmenting 
Path Theorem. 
Theorem 7.2 (Integrality Theorem). I f  all capacity functions and lower bound func- 
tions are integral, then there is a maximal f ow that is integral. Moreover, f can be 
obtained by a finite number of augmentations along shortcut-free augmenting 
paths, beginning with any feasible integral flow. 
8. Max-flow min-cut theorem 
The proof of Theorem 7.1 clearly indicates the form of a max-flow min-cut 
theorem for polymatroidal network flow with compliant supermodular lower 
bounds on arc flow. 
An arc-partitioned cut (S, T, L, U) is defined by a partition of the nodes into two 
sets S and T, with s t S, t t T, and by a partition of the arcs into two sets U and 
L. The capacity of such an arc-partitioned cut is defined as 
c(S,T,L,U)= ~ c[(UNA[)+ ~ c~(LAA~) 
ieS jeT  
- E CtUnA~+) - E CtLnAT)-  
i~S jeT  
As in the case of ordinary flow networks, the value v of any flow is equal to the 
net flow across any cut (S, T), and it is clear that v<_c(S, T,L, U), for any L and U. 
Theorem 8.1 (Max- flow Min-cut Theorem). The maximum value of a feasible flo w, 
if any, is equal to the minimum capacity of an arc-partitioned cut. 
Proof. Assuming there exists a feasible flow, let f be a maximal flow. Apply the 
labeling procedure of the maximal flow algorithm and construct an arc-partitioned 
cut, as in the proof of Theorem 7.1. The capacity of this cut is equal to the value 
o of the flow f .  
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9. Frank's discrete separation theorem 
In [10], it is shown that a variety of known duality results, including Edmonds' 
polymatroid uality theorem and the Edmond-Fulkerson theorem of matroid parti- 
tioning, are almost immediate corollaries of the integrality theorem and the max- 
flow min-cut theorem. These derivations exactly parallel the way in which, for ex- 
ample, Menger's theorem and the Konig-Egervary theorem are obtained in ordinary 
network flow theory. In a similar vein, we shall now show how one can obtain a 
particularly simple proof of the Discrete Separation Theorem of [6]. (We shall ac- 
tually deal with a somewhat more restricted case than in [6], where functions that 
are submodular and supermodular on 'intersecting' or 'crossing' families of sets are 
dealt with.) 
Theorem 9.1. Let c : 2 e ~ R and  1: 2 E ~ R be submodular and supermodular respec- 
tively. There exists a modular function f :  2E--. R such that 
I(X) <_f(X) <_ c(X) 
i f  and only i f  l(X) <_ c(X), for all X ~ E. Moreover, if c and I are integer-valued, then 
f can be chosen to be integer-valued as well. 
Proof. Let us assume that 1(0)--c(0)=0. (If this is not so, replace I and c by / '  and 
c' where l ' (X)= I (X ) -  1(0), c ' (X)= c (X) -  c(O) and carry out the following argu- 
ment to find a modular f '  for I' and c'.) Let M be a sufficiently large integer such 
that the functions cl +,c~" are monotone and nonnegative, where 
c~(X)=MlX l+c(X)>O,  for a l lXc_E,  
c] (X)=MlX l - I (X )>O,  for a l IX~E.  
The negative of a supermodular function is submodular and the sum of two sub- 
modular functions is submodular, hence the functions c~ and c~ are submodular. 
Now construct a flow network as in Fig. 2. The flow network has a node for each 
element of E, a source s, a sink t, and two designated nodes 1 and 2. There is an 
arc from s to each node corresponding to an element of E, and each of these nodes 
has an arc to node 1 and to node 2. The arcs directed into nodes 1 and 2 have capaci- 
ty constraints defined by ci ~ and c~, respectively. Each arc from the source s has 
capacity 2M. The flows through the two arcs to the sink t are not subject to any 
capacity constraints. 
Suppose there exists a flow saturating each of the arcs from the source, i.e. a flow 
of value 2M]E]. Let fl(e),f2(e) be the flows through the pair of arcs directed from 
the center node identified with the element eeE.  Then 
f l (e) + f2(e) = 2M. 
Let 
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Fig. 2. Network for proof of discrete separation theorem. 
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f (X)  =f i (X)  - MIxI = M[xI - f2 (x ) ,  
for all Xc_E. From f l(X)<c~(X)=MlX I +c(X) and f2(X)<-c2(X)=MlX[-l(X), 
it follows that 
I(X) <_f(X) <_ c(X) 
and f yields the desired modular function. Moreover f can be assumed to be integral 
if l and c are. 
Now suppose that a maximal flow does not saturate all arcs directed from the 
source. Then there exists a dual structure ($, T,L, U) with c(S, T,L, U)<2M]E]. In 
order for (S, T,L, U) to have finite capacity, nodes 1 and 2 must be in T and each 
arc (e, 1), (e, 2), where e ~ S, must be in L. Let S' = S -  {s}. Then the capacity of  the 
cut is 
2MIE- S'I + c3 (S') + c~ (S')< 2MIEI. 
It follows that we have found a set S' such that c(S')<l(S'). 
The construction employed in the proof  of  Theorem 9.1 will be utilized in Section 
10 as part o f  a procedure to establish a feasible flow as a starting point for a flow 
augmentation procedure. 
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10. Establishing a feasible flow 
In order to compute a maximal flow by successive flow augmentations, it is 
necessary to have a feasible flow as a starting point. As it turns out, this can be ac- 
complished by employing a technique that very closely parallels one that has been 
used for the case of ordinary flow networks with lower bounds [4]. 
As a first step, find for each node i two flows f,+ and f,- which are feasible with 
respect to cT, li ÷ and cT, li- respectively. This can be accomplished with 2n max- 
flow computations as described in the proof of Theorem 9. I. (If no such flows exist, 
then clearly there is no feasible flow for the network.) 
If we are so fortunate as to have found flows such that 
f i4(Ai~)=f i - (A i  -) for i:/:s,t, (10.1) 
f/-(e) =fS(e) for each arc e=( i , j ) ,  (10.2) 
then we are done. In general, however, at least one of the equations (10.1),(10.2) 
will be violated. 
We now subdivide each arc of the network and form a new flow network with 
dummy source s' and dummy sink t', as shown in Fig. 3. In this figure new nodes 
created by subdivision of arcs, and also nodes s' and t' are indicated as squares. 
For each node i of the original network (including s, t), if f/4 (A~)>f / (A  i ) we 
provide an arc of capacity f/ '(Ai ~) - f [ (A  i ) from s'  to i and no lower bound. Simi- 
larly, i f f ,~(Ai~)<J i  (A i ) we provide an arc of capacity fi (A i ) - f /+(A+)  from i to 
t'. For each arc e=( i , j )  such that f/- (e) >f j  (e) we provide an arc of capacity 
f / - (e ) - f / (e )  from s'  to the node created by subdivision of e. Similarly we provide 
an arc to t' if f , - (e)<fT(e).  We also provide an arc (t,s) with no capacity or lower 
bound constraint. 
Each of the original capacity functions ci + (c7) is replaced by a capacity function 
c/~ -f/+ (c/ - - f i - ) ,  and each lower bound function li + (li-) is replaced by li + - f i  t 
(li- - f i - ) -  Note that each new capacity function is nonnegative and each new lower 
bound function is nonpositive. It follows that the zero flow is feasible, and we can 
proceed to compute a maximal flow from s' to t' using the maximal flow algorithm 
of Section 6. 
Fig. 3. Network for establishing feasible flow. 
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Suppose there exists a flow f '  in the new network which saturates each of  the arcs 
directed from s'  (and hence also each of  the arcs directed into t'). We assert that 
now f+f '  is a feasible flow in the original network. 
If there does not exist a saturating flow in the new network, then one can apply 
the Max-Flow Min-Cut Theorem of  Section 8 to construct a subset S' of nodes such 
that the lower bounds require more flow into S' than the capacity constraints allow 
to flow out. 
We now provide a technical emma which will be used in the next section to prove 
a polynomial  bound on the number of  augmenting paths needed to find a max imum 
flow. For the purpose of  this lemma, (e, e), for any arc e, is by definition an admissi- 
ble pair with respect to any flow. 
Lemma 10.1 (Splicing Lemma).  Suppose f low f is augmented along a shortcut-free 
path P to obtain f low f'.  If(e, ~) is an admissible pair with respect o f '  but not with 
respect o f, then P contains two arcs x andS, with x preceding .~ (and possibly x= 
or ~=e) ,  such that (e,.~) and (x,~) are admissible pairs with respect o f. 
Proof. We consider the four orientations of  e and ~,. Assume node i is common to 
e,~. 
Case 1. (e, e) is a head pair. There are three ways (e, ~) could be inadmissible with 
respect to f .  
(i) e is not c-tight at i, and ~ is/-t ight at i. Thus e¢  L/4 (~'); so, L~ (~) is not/ - t ight 
with respect to f ' .  Thus P must have a pair (x,y) such that: 
(a) x is a forward arc, 
(b) xe  L,(~), and 
(c) y¢/L/+(~). 
Let (x,y) be the first arc pair on P that satisfies (a), (b) and (c). By (a) and (b), 
(x,e) is admissible with respect o f .  I f  (e,y) is admissible with respect o f ,  then we 
are done with .~=y. So assume (e,y) is not admissible. Thus y must be a backward 
arc in P, y is /-tight at i, and e ~ L¢ (y). 
Let (x~, Yl) . . . . .  (x~, Yk) be the arc pair at node i that follow y in P and which con- 
tain an arc in AT. If (e, yj) is admissible with respect to f we are done with X=yj .  
But if (e, yj) is not admissible, then (xj, yj) is an /-tight head pair and eCLT(yj), 
j=  1,2 . . . . .  k. Thus by Lemma 5.2 the set V= [..J~_ i L j (y j )  is/-t ight with respect to 
f ' .  Since (x,y) is the first arc pair on P which satisfies (a), (b) and (c) the set 
Y=L,'(~)ULi~(Y)U ~" is /-tight with respect to f ' .  By assumption e¢  Y so (e,C,) 
would not be admissible with respect to f ' .  Thus for some ys, (e, yj) must be ad- 
missible, and the lemma follows with -r=Yi. 
(ii) e is c-tight at i, and ~ is not / - t ight  at i. Thus e¢Ci*(e) and so C[(e) is not 
c-tight with respect to f ' .  Thus P must have a pair (w,.~) such that: 
(a) ~ is a backward arc, 
(b) xe  C•(e), 
(c) w ¢ CT(e). 
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Let (w,.~) be the last such arc pair. By (a) and (b), (e,8) is admissible with respect 
to f .  I f  (w, e) is admissible, we are done with x = w. So assume (w, e) is not admissi- 
ble. Thus w is c-tight at i and e¢CT(w ). Let (xl,yl) . . . . .  (xk,Yk) be the arc pairs at 
node i that precede w on P and which contain an arc in Aj +. We are done unless 
(xj, d) is not admissible with respect o f ,  for j=  1,2 . . . . .  k. Thus (xj, yj) is a c-tight 
head pair at i and by Lemma 4.2, V= U~ I Ci+(xj)LJC~(w) is c-tight with respect 
to f ' .  Since (w,.~) is the last pair to satisfy (a), (b) and (c), X= VUC/(e) is c-tight 
with respect to f ' .  Since eeX,  d~X that would contradict (e,d) admissible with 
respect o f ' .  So (xj, ~) must be admissible for some j, and the lemma follows with 
X=Xj.  
(iii) e is c-tight and e is/-tight. Thus by Lemma 4.1, ~¢ Ci+(e)and e¢ L]  (e). Thus 
Ci+(e) is not c-tight and L,÷(e) is not/ -t ight with respect o f ' .  Thus there are pairs 
(x,y) and (w,8) as in cases (i) and (ii). Thus (x,e) and (e,.~) are admissible with 
respect to f ,  and we are done unless .~ precedes x. 
If .~ precedes x there are two cases to consider: 
(a) All the arcs on P which follow y and are in A + are in the/-t ight head pairs 
(XI, Yl ), (X2, Y2) . . . . .  (Xk, Yk )" 
In this case (e, yj) must be admissible with respect o f for some j,  l <_j<_k, using 
the argument in (i). 
(b) If case (a) doesn't  hold, all arcs which precede x on P and are in Ai ~ must be 
part of  c-tight head pairs. Since J? precedes x, all arcs which are in Ai ~ and precede 
R in P are part of  c-tight head pairs, and let (xl,Yi),(x2,y2) . . . . .  (xk,Y k) be those 
pairs. Using the argument in (ii), (xj, e) is admissible for some xj, l<_j<_k. 
Case 2. (e,d) is a tail pair. The proof  is analogous to Case 1. 
Case 3. (e, ~) is a head-tail pair. Thus e or d is c-tight with respect o f .  There are 
three cases. 
(i) e is c-tight at i, and e is not c-tight at i. Thus there is a pair (x,y) in P with 
y a backward arc, y~ Ci+(e), and either x~A~ and x is not c-tight or x~A 7 and x 
is not /-tight at i. In both cases (x,e) and (e,y) are admissible with respect to f .  
(ii) e is not c-tight at i, and e is c-tight at i. P roof  is analogous to (i). 
(iii) Both e and e are c-tight at i. Thus there is a pair (x, y) as in (i) and a pair (v, w) 
such that o is a backward arc on P, vECT(e),  and either w~A i- and w is not c- 
tight at i, or wCA/* and w is not/-t ight at i. The pairs (e,y) and (o,d) are admissible 
with respect o f ,  so we are done with ,~=y and x= o unless y precedes o. But (x, w) 
is admissible with respect o f ;  so if y precedes o there would be a shortcut. 
Case 4. (e,e) is a tail-head pair. Proof  is analogous to Case 3. 
11. Bounding the number of augmentations 
In [9] we proved several properties of  augmenting paths using the Splicing Lem- 
ma. Since we have proved that the Splicing Lemma holds for the model with com- 
pliant upper and lower bounds, the original proofs are still valid. We repeat these 
here without proof. 
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Lemma 11.1. I f  augmentations are made along shortest augmenting paths, then the 
number of arcs in successive augmenting paths is nondecreasing. 
Suppose we carry out successive augmentations along shortest augmenting paths. 
The augmentations made along paths with the same number of arcs constitute a
phase of the maximal flow computation. There can be no more than m phases, 
where m is the number of arcs in the network, since no path can contain more than 
m arcs. 
We will have to introduce a lexicographic ordering to break ties among shortest 
paths. The arcs are indexed arbitrarily. Given two paths P and P '  with the same 
number of arcs, the rule to determine if P is lexicographically smaller than P', writ- 
ten P<P', is as follows. If the index of the last arc in P is smaller than the last arc 
in P', then P<_ P'. If these arcs are the same, then compare the indices of the next-to- 
last arcs, and so on. It is easy to modify the maximal flow algorithm of Section 6 
to have it find lexicographically minimal shortest paths. 
Theorem 11.2. I f  augmentations are made along lexicographically minimal shortest 
augmenting paths, then a maximal f ow is achieved with at most m 3 augmentations 
for a network with m arcs. 
12. Complexity of the maximal flow computation 
The maximal flow algorithm requires that certain computations be carried out 
with respect o the capacity and lower bound functions and a given feasible flow. 
There are two types of problems that we must be able to solve. There are as follows: 
(i) The tight set problem. Given a capacity function c (or lower bound function 
1), a feasible flow f and an arc e, is e contained in a c-tight (or/-tight) set? 
(ii) The ~ problem. Given a capacity function c (or lower bound function I), a 
feasible flow f and an arc e, what is the maximum value ~ such that f '  is feasible, 
where f'(e) =f(e) + d~ (or f'(e) =f(e) - ~) and f'(e) =f(e ' )  for e'~:e. 
We must be able to solve the tight set problem in order to perform scanning and 
labeling in Steps 1 and 2 of the algorithm. Notice that any procedure solving the 
tight set problem in time c can be used to find C(e), the unique minimal c-tight set 
containing e, in time c!Ei. Simply set f (e ' )  = -oo, for each e ' *e ,  one at a time. Then 
e'~ C(e) if and only if e no longer belongs to a c-tight set. A similar procedure, set- 
ting f(e') = +oo, determines L(e). 
If we can solve the ~ problem for each capacity or lower bound function, then 
we can compute t~(ei, e i ~ i ) for each consecutive pair of arcs in an augmenting path 
P=(e t. . . . .  eu), as required to determine the path capacity di(P) in Step 4. 
In order to be able to state a general bound on the complexity of the maximal 
flow algorithm, we shall suppose there are black-box subroutines (or 'oracles') to 
which we can pass on much of the burden of the computation. For example, we 
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might suppose that there is a subroutine, operating in time d, to solve the J problem 
for each capacity function or lower bound function. By the same reasoning as in 
[91, we have the following result. 
Theorem 12.1. Suppose,for each capacity,function a d lower bound function there 
is a subroutine for solving the ~ problem in time d. Then a maximal flow can be 
computed in time O(m 5d), where m is the number of arcs in the network. 
Proof. At most m 3 augmentations are needed. Each augmentation requires that 
each of the m arcs can be scanned at most once. The scanning of an arc e requires 
that the tight set problem be solved in time d, and (in the worst case) that C(e) or 
L(e) be found, in time dlATI or dlAT[. Scanning and labeling can thus be seen to 
require at most O(m2d) time per augmentation. Determining d~(P) for each 
augmenting path P requires at most O(md) time. The time for this, and all other 
operations, is dominated by the time required for scanning and labeling. 
The running time bound can be reduced to O(m4d) utilizing the layered network 
approach of Tardos, Tovey and Trick [12]. 
Frank has also studied a number of aspects of 'g-polymatroids' which are struc- 
tures defined by compliant submodular upper bounds and supermodular lower 
bounds [5]. He has given a polynomial algorithm to find the weighted intersection 
of two g-polymatroids [7]. This is done by transforming the intersection problem 
for g-polymatroids into an intersection problem for ordinary polymatroids. 
Since any polymatroidal flow network can be transformed into a polymatroid in- 
tersection problem [131, Frank's algorithm can also be used to find a (weighted) 
maximum flow in a polymatroidal f ow network with compliant upper and lower 
bounds. However, a straightforward transformation and use of Frank's algorithm 
would result in an O(m 5nd) algorithm to find a maximum flow in a network with 
upper and lower bounds. This increase is caused only by the difference in the runn- 
ing times of the two algorithms, since the transformed intersection problem is linear 
in the size of the network flow problem. 
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