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Nomenclature
Notations diverses
a : les quantités scalaires sont désignées par une écriture normale,
u : les quantités vectorielles sont désignées par une écriture en gras,
M : les quantités matricielles sont désignées par une écriture en math blackboard,
I : matrice identité,
u · v : produit scalaire de v et u,
u× v : produit vectoriel de v et u,
u⊗ v : produit tensoriel de v et u,
n : vecteur normal sortant,
vk → v : convergence forte,
vk ⇀ v : convergence faible,
vk
∗
⇀ v : convergence faible-∗,
g(x) : limite faible de g(xk) dans L1,
〈·, ·〉X ,X∗ : crochet de dualité,
↪→ : inclusion continue,
1Ω : indicatrice de l’ensemble Ω.
Notations différentielles
∂xf : dérivation de f par rapport à la variable x,
∇f : gradient de la fonction f ,
∇xf(t, x) : gradient par rapport au variables spatiales d’une fonction f dépendant du temps et de
l’espace,
div v : divergence d’un vecteur v,
divx v(t, x) : divergence par rapport au variables spatiales d’un vecteur v dépendant du temps et de
l’espace,
rot v : rotationnel d’un vecteur v.
Ensembles et espaces
N : ensemble des entiers naturels,
Z : ensemble des entiers relatifs,
R : ensemble des nombres réels,
B(x, r) : boule centrée en x de rayon r,
∂Ω : frontière de l’ensemble Ω,
|Ω| : mesure de l’ensemble Ω,
X ∗ : dual topologique de l’espace X ,
XY : fermeture de l’espace X dans l’espace Y,
C(Ω) : espace des fonctions continues de Ω dans R,
C(Ω;RN ) : espace des fonctions continues de Ω dans RN ,
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Nomenclature
CB(Ω) : espace des fonctions continues bornées sur Ω,
Ck : espace des fonctions continues dont toutes les dérivées jusqu’à l’ordre k sont conti-
nues,
C∞ : espace des fonctions continues dont les dérivées sont continues à n’importe quel
ordre,
Cc : espace des fonctions continues à support compact,
Ckc : espace des fonction k fois continument dérivables à support compact,
Cweak([0, T ];X ) : espace des fonctions à valeurs dans un espace de Banach X continues sur [0, T ] pour
la topologie faibles de X ,
D(Ω;RN ) : espace des fonctions indéfiniment dérivables à support compact,
D′(Ω;RN ) : espace des distributions,
Lp(Ω;RN ) : espace de Lebesgue,
Lploc(Ω;RN ) : espace des fonctions localement intégrables,
[Lp + Lq](Ω,RN ) : somme des espaces de Lebesgue,
[Lp ∩ Lq](Ω,RN ) : intersection des espaces de Lebesgue,
Lpf (Ω,RN ) : espace des fonctions pondérées par f p-intégrables,
W k,p(Ω;RN ) : espace de Sobolev,
W−k,p(Ω;RN ) : espace de Sobolev dual,
W k,pn (Ω;RN ) : espace de Sobolev des fonctions à trace normale nulle.
Notations en mathématiques des fluides
% : densité,
ϑ : température,
u : vitesse,
p : pression,
s : entropie spécifique,
e : énergie interne spécifique,
E : énergie totale,
σ : taux de production d’entropie,
S : tenseur des contraintes visqueuses,
q : flux de chaleur,
κ : conductivité de la chaleur,
µ : viscosité de cisaillement,
ξ : viscosité volumique.
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1 Introduction
Dans cette étude, on travaille sur deux problèmes à la fois liés mais distincts. C’est donc tout na-
turellement que l’exposé est divisé en deux parties traitant chacune de l’un de ces problèmes : les
écoulements stationnaires pour l’une et les écoulements instationnaires pour l’autre.
On se concentre tout d’abord sur les écoulements stationnaires. On commence en traitant l’existence
d’écoulements visqueux décrits par le système de Navier-Stokes isentrope, puis on généralise nos résul-
tats au système complet de Navier-Stokes-Fourier qui comporte également l’équation de conservation
d’énergie. Cette étude est faite sur des domaines bornés, pouvant être axisymétriques pour des condi-
tions de glissement partiel au bord ou ne comportant pas de symétrie axiale pour un glissement parfait
à la frontière. Bien que cette partie permette de mettre en place plusieurs résultats nouveaux, elle peut
aussi être considérée comme une première étape technique avant de traiter l’existence des écoulements
non stationnaires beaucoup plus délicate en terme de compacité.
Dans la seconde partie de cette thèse, on se consacre à l’étude des écoulements non stationnaires
décrits par le système de Navier-Stokes-Fourier avec évolution temporelle. On choisit de travailler sur
la formulation faible des équations, avec la conservation d’énergie exprimée en terme de bilan entropique.
L’existence de solutions faibles pour ce type de problème a déjà été montrée dans le livre de Feireisl et
Novotny [24] pour des domaines bornés. Notre but est donc d’étendre ces résultats à une large classe
de domaines non bornés, où le fluide est soumis à un potentiel pouvant être non borné. Pour traiter
ce problème, la notion de solution faible n’est plus adaptée, et il convient d’introduire la notion de
solution très faible.
Depuis les travaux [25], on sait que dans un domaine borné toute solution faible vérifie aussi une
inégalité dite d’entropie relative. On met en place ici ce type de résultat pour des domaines non bornés
en montrant qu’il est possible de construire des solutions très faibles satisfaisant à cette inégalité
d’entropie relative. Ces solutions très faibles particulières sont appelées solutions dissipatives.
Enfin, ce même article [25] montre aussi le principe d’unicité forte-faible que l’on porte ici aux
domaines non bornés pour les solutions dissipatives. Ceci nécessite néanmoins que les forces potentielles
décroissent vers zéro à l’infini.
Dans cette partie, on considère dans un premier temps des conditions de bord d’adhérence pour la
vitesse, puis on retrouve les mêmes résultats pour des conditions de glissement. Dans chacun des cas,
on suppose qu’il n’y a pas de transfert de chaleur avec l’extérieur.
1.1 Présentation de la première partie - Écoulements stationnaires
1.1.1 Le système de Navier-Stokes-Fourier stationnaire
Le système de Navier-Stokes-Fourier stationnaire est un système d’équations aux dérivées partielles
non linéaire dont les inconnues sont la densité (de masse) du fluide % = %(x), la température absolue
du fluide ϑ = ϑ(x) et le champ de vitesse du fluide u = u(x). Ici, x la variable d’espace appartenant
au domaine physique Ω occupé par le fluide étudié. Remarquons qu’il s’agit en fait de la réduction du
problème de Navier-Stkoes-Fourier complet avec évolution temporelle (voir section 1.2.1) où l’on consi-
dère que nos grandeurs ne dépendent pas du temps. Les équations de Navier-Stokes-Fourier décrivent
les lois de conservation thermodynamique qui régissent le comportement de %, ϑ et u :
• la conservation de la masse :
div(%u) = 0, (1.1)
• la conservation de la quantité de mouvement :
div(%u⊗ u)− div S+∇p = %f , (1.2)
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• la conservation de l’énergie totale :
div(%Eu) = %f · u− div(pu) + div(Su)− div q, (1.3)
où E(%, ϑ,u) = e(%, ϑ) + 12%u2 avec e(%, ϑ) l’énergie interne spécifique du fluide
Cette dernière peut aussi être considérée au sens entropique
div(%su) + div
(
q(ϑ,∇ϑ)
ϑ
)
= S(ϑ,∇u) : ∇u
ϑ
− q(ϑ,∇ϑ) · ∇ϑ
ϑ2
(1.4)
grâce à la formule de Gibbs qui définie l’entropie spécifique s(%, ϑ)
ds = de− p
%2
d%.
Dans le système, p(%, ϑ) représente la pression au sein du fluide, f est une force extérieure. Le tenseur
S(ϑ,∇xu) symbolise les contraintes visqueuses et on fait l’hypothèse qu’il dépend linéairement du
gradient symétrisé de la vitesse (on dit que le fluide est newtonien). Enfin, le flux de chaleur q(ϑ,∇xϑ)
obéit à la loi de Fourier et il est donc proportionnel au gradient de la température. Dans toute cette
partie, on travaille sur des domaines bornés mais les conditions de bord que l’on impose influent sur la
structure des domaines admissibles (on ne pourra prendre un domaine axisymétrique que dans le cas
ou les glissements ne sont pas parfaits).
On commence notre étude avec le cas d’un fluide barotrope, ce qui réduit notre système aux équations
suivantes
div(%u) = 0. (1.5)
div(%u⊗ u)− div S(∇u) +∇p(%) = %f , (1.6)
avec un tenseur des contraintes visqueuses ne dépendant plus que du gradient de la vitesse. Dans ce
cas, on impose des conditions de glissement au bord pour la vitesse.
On généralise ensuite notre étude au système complet de Navier-Stokes-Fourier décrit au début de
cette section. On choisit pour ce travail des conditions de bord de glissement partiel pour la vitesse, et
un transfert de chaleur dépendant de la température extérieure.
1.1.2 Contexte et présentation des résultats obtenus
L’existence de solutions faibles pour les équations de Navier-Stokes dans le cas barotrope est un
problème récent. Les premières démonstrations remontent en effet au livre [52] de P.L. Lions. Il y est
prouvé l’existence d’un type particulier de solutions faibles dans le cas où le coefficient adiabatique γ
est strictement supérieur à 5/3. Cette condition est liée à la nécessité d’employer le concept de solution
renormalisée de l’équation de conservation de la masse qui lui même demande dans ce contexte que la
densité soit de carré sommable. Ce coefficient adiabatique est le coefficient qui lie le comportement de la
pression à celui de la densité, et la physique statistique nous enseigne via le théorème d’équirépartition
que pour traiter les gaz polyatomiques il faut considérer des coefficients adiabatiques proches de 1.
Néanmoins, les travaux de Lions se révélèrent fondateurs puisque le concept de flux effectif visqueux
qu’il a introduit à cette occasion ainsi que l’adaptation de la notion de solutions renormalisées à
l’équation de conservation de masse sont devenus des outils standard dans l’étude du système de
Navier-Stokes-Fourier complet.
Une autre avancée conceptuelle fut faite par Feireisl et al. dans son livre [21] et dans [26] avec la
création d’une mesure de défaut dans le cas instationnaire. L’utilisation de cette dernière a permis à
Novo et Novotný dans [60] de montrer l’existence de solutions faibles dans le cas stationnaire pour
certaines situations où la densité n’est pas de carré intégrable. Cette mesure de défaut est elle aussi
devenue un argument standard dans l’étude du système complet de Navier-Stokes-Fourier pour montrer
la convergence forte de la densité. Les travaux [60] et [62] montrent la compacité des solutions faibles
sous hypothèse que la densité est simplement bornée dans Lq avec q > 1, et le problème d’existence
s’en trouve ainsi réduit à l’obtention de ces estimations.
Březina et Novotný, dans leur article [6], ont obtenu les premiers résultats d’existence de solutions
faibles pour γ strictement inférieur à 5/3. Cependant une restriction sur le coefficient adiabatique est
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encore présente (γ > 1+
√
13
3 ), et des conditions de bord périodiques ont été considérées afin d’éviter
d’éventuels problèmes à la frontière.
Par la suite, Frehse et al. [28], [29] ont eu une autre approche, basée sur des estimations de type
potentiel de la pression permettant d’améliorer les estimations de la densité. Deux des clés de ce
travail sont le choix d’un paramètre de bootstrapping et un test judicieux de l’équation de quantité de
mouvement. Les auteurs arrivent grâce à cette méthode à une preuve d’existence pour γ > 4/3 en trois
dimensions et γ ≥ 1 en deux dimensions, cela pour des conditions de bord de Dirichlet. Ces résultats
sont néanmoins transposables aux conditions de Navier à la frontière.
Enfin, un nouveau paramètre de bootstrapping a été employé par Jiang et Zhou dans [48] qui permet
d’assurer l’existence de solutions faibles pour un coefficient adiabatique strictement supérieur à 1.
Malheureusement, ce résultat n’est obtenu que dans le cas des conditions de bord périodiques.
Nous reprenons dans notre étude du système de Navier-Stokes barotrope ce paramètre de bootstrap-
ping, mais nous arrivons à établir des estimations de type potentiel jusqu’au bord du domaine. Il nous
faut donc mettre en place une fonction test pour l’équation de quantité de mouvement qui prend en
compte les conditions de glissement partiel imposées. Ces fonctions sont mises en place dans la section
2.5 du chapitre 2. Le reste de la preuve d’existence des solutions faibles repose sur des techniques stan-
dard telles que l’utilisation de l’opérateur d’inversion de la divergence de Bogovskii, une inégalité de
type Korn spécifique, l’identité du flux effectif visqueux, une mesure de défaut ou encore les solutions
renormalisées de l’équation de conservation de la masse. On arrive de cette façon à montrer l’existence
de solutions faibles au système de Navier-Stokes barotrope pour des coefficients adiabatiques proches
de 1.
On généralise ensuite ce travail au système de Navier-Stokes-Fourier stationnaire complet où l’on
définit deux types de solutions faibles : les solutions faibles qui vérifient l’équation de bilan d’énergie
totale au sens faible et les solutions entropiques variationnelles satisfaisant le bilan d’entropie au sens
faible sous forme d’inégalité.
Dans un souci de clarté, nous ne reportons pas dans l’introduction les détails des définitions des
solutions faibles que nous utilisons, ni des résultats obtenus. Les définitions considérées se trouvent
dans les sections 2.1.4 et 3.2.1. Les résultats d’existence sont rassemblés dans trois théorèmes : 2.1, 3.1
et 3.2.
1.2 Présentation de la seconde partie - Écoulements non
stationnaires
1.2.1 Le système de Navier-Stokes-Fourier avec évolution temporelle
Le système de Navier-Stokes-Fourier non stationnaire décrit l’évolution des trois variables caractéri-
sant l’écoulement d’un fluide dans le temps. On étudie donc le comportement de la densité du fluide
% = %(t, x), la température absolue du fluide ϑ = ϑ(t, x) et le champ de vitesse du fluide u = u(t, x) sur
un domaine physique occupé par le fluide. Les lois de conservation thermodynamique incluent donc les
variations temporelles de nos grandeurs physiques.
• la conservation de la masse
∂t%+ div(%u) = 0, (1.7)
• la conservation de la quantité de mouvement
∂t(%u) + divx(%u⊗ u) +∇xp(%, ϑ) = divx S(ϑ,∇xu) + %∇xF, (1.8)
• la conservation de l’énergie
∂t(%e(%, ϑ)) + divx(%e(%, ϑ)u) + divx q(ϑ,∇xϑ) + p(%, ϑ) divx u = S(ϑ,∇xu) : ∇xu, (1.9)
dans son écriture pour l’énergie interne spécifique e(%, ϑ).
Notons que cette dernière équation bilan peut être exprimée en terme d’énergie totale E = e(%, ϑ)+ 12u2
∂t(%E(%, ϑ)) + divx(%E(%, ϑ)u + p(%, ϑ)u) + divx q(ϑ,∇xϑ) = divx(S(ϑ,∇xu)u) (1.10)
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ou encore en terme d’entropie spécifique s(%, ϑ)
∂t(%s(%, ϑ)) + divx(%s(%, ϑ)u) + divx
(
q(ϑ,∇ϑ)
ϑ
)
= σ. (1.11)
Dans cette dernière forme, on rappelle que l’entropie spécifique s(%, ϑ) est définie par la relation de
Gibbs
ds = de− p
%2
d%
et σ est le taux de production d’entropie qui vaut (quand l’équation est satisfaite au sens fort)
σ = 1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
.
La fonction p(%, ϑ) représente la pression du fluide, la fonction ∇xF = ∇xF (x) représente une force
potentielle et S(ϑ,∇xu) et q(ϑ,∇xϑ) représentent quant à elles le tenseur des contraintes visqueuses
et le flux de chaleur.
On fait plusieurs suppositions concernant ces fonctions constitutives. On considère en particulier
que le fluide est newtonien et qu’il vérifie l’hypothèse de Stokes, ce qui signifie que le tenseur des
contraintes visqueuses dépend linéairement du gradient symétrisé de la vitesse qui doit lui-même être à
trace nulle. On prend aussi pour hypothèse que le flux de chaleur suit la loi de Fourier, qui stipule qu’il
est proportionnel au gradient de température. Les lois de conservations sont détaillées dans le chapitre
4.
Enfin, on travaille avec des conditions de bord d’adhérence pour la vitesse et une absence de transfert
de chaleur au travers de la frontière. On généralise ensuite nos résultats aux conditions de glissement
de Navier.
1.2.2 Contexte et présentation des résultats obtenus
Les équations de Navier-Stokes-Fourier décrites dans le paragraphe précédent forment un système
d’équation aux dérivées partielles fortement non linéaire, c’est pourquoi il a été très largement étudié
pour des cas où les données initiales sont des petites perturbations d’états déjà connus, principalement
des états d’équilibre. Ces études amènent à des solutions régulières proches de ces états connus. Parmi
les travaux fondamentaux de ce domaine, on se réfère aux articles [55] et [56] de Matsumura et Nishida,
de Valli, Zajaczkowski [82] ou plus récemment aux résultats d’Alazard [1] ou de Danchin [12]. Enfin,
des perturbations moins régulières ou même discontinues ont été traitées par Hoff dans [39]. Pour une
bibliographie plus complète, voir le livre de Bahouri et al. [2].
Les résultats récents sur les critères d’explosion pour le système de Navier-Stokes-Fourier complet
nous apprennent que la disparition des solutions fortes ou l’apparition de singularité peuvent être
causées par de fortes densité ou température, ainsi que par la création de zones de vide dans le domaine,
comme montré dans l’article [77] de Sun et al. ou encore dans Feireisl et al. [27]. L’équation de bilan
de masse étant une équation de transport, il semble tout à fait naturel que des discontinuités présentes
dans les données initiales se propagent à tout temps positif, comme l’ont mis en évidence Hoff et Serre
dans [43] puis Hoff [40] et [42] avec Santos. L’absence de résultats sur l’existence de solutions fortes
globales en temps nous incite naturellement à étudier le système de Navier-Stokes-Fourier complet dans
sa formulation faible, dans l’esprit des travaux de Leray pour les fluides incompressibles dans [50]. Ses
travaux ont pu être généralisés aux équations de Navier-Stokes compressibles pour les écoulements
barotropes par Lions [51]
∂t%+ div(%u) = 0,
∂t(%u) + div(%u⊗ u) +∇xp(%) = div S(∇xu).
En effet, Lions y a identifié le flux effectif visqueux, une quantité fondamentale dans la description des
oscillations de la densité (voir aussi les résultats indépendants de Hoff [41] et Serre [74]) qui, associée à
la notion de solution renormalisée de l’équation de conservation de masse introduite dans ses travaux
avec DiPerna [14], lui a permis de démontrer l’existence de solutions faibles pour ce problème. Ces
derniers résultats ont pu être étendus dans Feireisl et al. [21] et [26].
Une autre direction a été prise par Vaigant et Kazhikhov [81] qui ont considéré une viscosité dé-
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pendant de manière particulière de la densité. Les travaux dans cette voie ont en quelque sorte été
poursuivis par Mellet, Vasseur [57] et Bresch et Desjardins [4], [5]. En prenant une viscosité dépendant
de la densité de manière spécifique, ces derniers ont réussi à démontrer une inégalité d’entropie qui
implique une compacité dans la suite de densité pour le système de Navier-Stokes-Fourier complet dans
lequel ils ont considéré la formulation faible de la conservation d’énergie totale. Feireisl choisit quant
à lui dans [21] de traiter le système de Navier-Stokes-Fourier complet avec une conservation d’énergie
interne sous forme d’inégalité. Il prouve l’existence de solutions faibles pour une pression affine par
rapport à la température. Il utilise cependant l’égalité globale de conservation d’énergie déduite grâce
aux conditions à la frontière
d
dt
∫
Ω
1
2%u
2 + %e(%, ϑ) dx = 0.
Inspirés par Feireisl et Novotný [24, Chapitre 3], nous définissons dans cette thèse les solutions faibles
avec une conservation d’énergie reposant sur le bilan d’entropie (1.11). Le taux de production d’entropie
y est considéré comme une mesure positive supérieure au taux physique de production d’entropie, ce
qui se traduit par l’inégalité
σ ≥ 1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
.
Dans leurs travaux, Feireisl et Novotný utilisent l’égalité globale de conservation d’énergie pour com-
penser le manque d’informations apporté par l’écriture d’une inégalité en lieu et place de l’égalité de
conservation d’énergie. Cette dernière n’est en effet pas adaptée aux études dans les domaines non bor-
nés car l’intégrale en question diverge en général. Ne pouvant pas écrire cette égalité pour un domaine
non borné, on fait l’hypothèse que l’inégalité de dissipation suivante est satisfaite :
d
dt
∫
Ω
(
1
2%|u|
2 +Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ)
)
dx
+
∫
Ω
ϑ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx ≤ 0.
Ces constatations nous ont conduits à la définition des solutions très faibles détaillée en section 4.2,
définition 4.1 qui s’avère trop longue pour figurer dans cette introduction. Dans le chapitre 5, on montre
dans le théorème 5.3 l’existence de ces solutions très faibles au système de Navier-Stokes-Fourier pour
une large variété de domaines non bornés et ceci en présence de forces potentielles pouvant être non
bornées. Notons au passage que dans les domaines bornés, toute solution faible est une solution très
faible. On commence par étudier le problème avec des conditions de bord d’adhérence pour la vitesse,
mais il est aussi possible de traiter des conditions de glissement, moyennant quelques changements
dans la définition des solutions faibles ainsi que dans la démonstration de leur existence. Ce résultat
est effectué dans le chapitre 8, théorème 8.3. La preuve de ce théorème repose sur l’emploi d’une suite
de domaines bornés croissante au sens de l’inclusion qui tend à "remplir" le domaine non borné étudié,
ainsi que sur de nombreuses techniques introduites dans [24, Chapitre 3]. On compte parmi celles-ci des
inégalités de type Korn et de Poincaré particulières, la convergence forte de la température via le lemme
div-rot et des mesures de Young paramétrées, la convergence forte de la densité grâce à l’identité du
flux effectif visqueux (s’appuyant lui-même sur des lemmes de commutateurs de type Coifman, Meyer
[9]), une mesure de défaut pour la densité à la manière de Feireisl [21] ou encore le concept de solutions
renormalisées à l’équation de conservation de masse.
Dans le chapitre 6, on remarque le rôle crucial de la quantité
HΘ(%, ϑ) = %e(%, ϑ)− %Θs(%, ϑ)
qui est une sorte d’énergie libre de Helmholtz, où les densité et température sont celles d’une solution
très faible et Θ est une température de référence. Comme on fait l’hypothèse de stabilité thermodyna-
mique de notre fluide (i.e. la compressibilité et la capacité thermique à volume constant sont positives),
on sait que % 7→ HΘ(%,Θ) est une fonction strictement convexe et que ϑ 7→ HΘ(%,Θ) atteint son
minimum en ϑ = Θ. Cela nous amène a étudier la quantité
E(%, ϑ|r,Θ) = HΘ(%, ϑ)− ∂%HΘ(%, ϑ)(%− r)−HΘ(r,Θ)
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qui est appelée entropie relative et qui permet de mesurer la "distance" entre (%, ϑ) et un autre état
quelconque (r,Θ). Dans [25], Feireisl et Novotný ont prouvé que toute solution faible du type [24,
Chapitre 3] satisfait une inégalité dite d’entropie relative basée sur la quantité E :∫
Ω
1
2%|u−U|
2 + E(%, ϑ|r,Θ) dx
∣∣∣∣τ
0
+
∫ τ
0
∫
Ω
(
ΘS(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xU
)
dxdt
−
∫ τ
0
∫
Ω
(
Θq(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xΘ
)
dx dt
≤
∫ τ
0
R(%, ϑ,u|r,Θ,u) dt,
où la définition du termeR est donnée dans le chapitre 4, définition 4.3. Cette inégalité est mise en place
pour les domaines bornés et en nous inspirant de [25], nous proposons dans le chapitre 6 de construire
des solutions très faibles qui la vérifient pour une large classe de domaines non bornés. Nous appelons
ces solutions très faibles particulières solutions dissipatives et ces résultats font l’objet du théorème 6.1.
Une fois encore, cette démarche est faite dans le cadre de conditions d’adhérence au bord, mais il est
possible de la mettre en place pour les conditions de Navier, ce que nous montrons dans le chapitre 8,
théorème 8.4.
Notons que dans le cas barotrope plus réduit, l’entropie relative a été construite dans les domaines
bornés et non bornés dans les travaux de Feireisl, Jin et Novotný [23] (voir aussi Germain [34] ou
encore Feireisl, Novotný et Sun [27]). Notons aussi que le concept d’entropie relative a été introduit
dans le contexte de lois de conservations hyperboliques par Dafermos [10], dans le cas de l’équation de
Boltzman par Saint-Raymond [72] ou encore pour les équations d’Euler incompressibles par Lions [52]
puis employé ad hoc pour d’autres types d’équation, voir par exemple Carillo et al.[8], Masmoudi [54]
et [53], Ukai [80], Wang et Jiang [83].
La construction de cette inégalité d’entropie relative fait apparaître que la quantité∫
Ω
1
2%|u−U|
2 + E(%, ϑ|r,Θ) dx
est un outil tout à fait adapté à la mesure d’une sorte de "distance" entre une solution faible du
système de Navier-Stokes-Fourier et l’état décrit par le triplet (r,Θ,U). Ceci nous incite à utiliser
l’inégalité d’entropie relative afin de montrer qu’une solution faible dissipative et une solution forte
issue des mêmes données initiales coïncident. Ce type de résultat, appelé principe d’unicité forte-faible,
est connu depuis longtemps pour les fluides de Navier-Stokes incompressibles (voir Prodi [70] et Serrin
[75]). Il a aussi été invoqué plus récemment dans les travaux de Eskauriaza et al. [17]. Feireisl et al. ont
pu prouver que ce principe est vrai pour les écoulements barotropes incompressibles dans [23] après des
résultats partiels de Germain [34] et de Desjardins [13]. Dans le cas du système de Navier-Stokes-Fourier
complet en domaine borné, l’unicité forte-faible a été montrée très récemment dans [25].
Nous proposons dans le chapitre 7 de vérifier ce principe d’unicité-forte faible à une classe de domaines
non bornés très large via le théorème 7.1. Dans notre cas néanmoins, on prouve uniquement que les
solutions dissipatives suivent ce principe, mais pas que chacune des solutions très faibles le respecte.
Pour prouver ce résultat, on utilise l’inégalité d’entropie relative pour déterminer la "distance" entre
une solution dissipative et une solution forte issues des mêmes données initiales. Cela fait apparaître
une forme essentiellement quadratique qui permet l’emploi du lemme de Gronwall montrant que les
deux solutions coïncident. Le même résultat est mis en place pour les conditions de Navier, moyennant
quelques modifications mineures dans la preuve du principe d’unicité forte-faible, dans le théorème 8.5.
Toutefois quelques restrictions supplémentaires sur les domaines compatibles sont à constater, à cause
de la nécessité d’une inégalité de type Korn spécifique. Ce travail est détaillé dans le chapitre 8 .
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Écoulements stationnaires
Dans cette première partie, on expose deux résultats d’exis-
tence de solutions faibles pour le système de Navier-Stokes
dans le cas stationnaire.
On s’intéresse tout d’abord au système de Navier-Stokes pour
le cas barotrope avec des conditions de glissement de Navier
au bord du domaine. On montre l’existence de solutions faibles
renormalisées à énergie bornée pour ce problème avec une loi
de pression comportant un coefficient adiabatique aussi proche
de 1 qu’on le souhaite. Cette étude est faite sur des domaines
ne présentant pas de symétrie axiale, la raison en étant une
inégalité particulière de type Korn.
On s’affranchit ensuite de cette condition lors de l’étude du
système complet de Navier-Stokes-Fourier prenant en compte
les variations de température, avec des conditions de glisse-
ment partiel au bord. On montre cette fois-ci l’existence de so-
lutions entropiques variationnelles et de solutions faibles avec
des contraintes sur le coefficient adiabatique et le coefficient
de conductivité de la chaleur.
7

2 Existence de solutions faibles renormalisées
pour les équations de Navier-Stokes dans le
cas stationnaire barotrope
Sommaire
2.1 Introduction et description du problème . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Le système de Navier-Stokes . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Cadre de travail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.4 Définition des solutions recherchées et résultat obtenu . . . . . . . . . . . . . 10
2.1.5 Remarques bibliographiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Système approchant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Estimations d’énergie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Estimations de type Bogovskii . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Estimations de type potentiel au bord du domaine . . . . . . . . . . . . . . . . . 15
2.5.1 Coordonnées locales au bord du domaine . . . . . . . . . . . . . . . . . . . . 16
2.5.2 Fonctions test définies dans les coordonnées locales . . . . . . . . . . . . . . . 17
2.5.3 Estimations de type potentiel . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Estimation du paramètre de bootstrapping . . . . . . . . . . . . . . . . . . . . . 20
2.7 Passage à la limite δ → 0+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7.1 Limites dues aux bornes uniformes . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7.2 Flux effectif visqueux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7.3 Majoration de la mesure de défaut . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7.4 Équation du bilan de masse renormalisée . . . . . . . . . . . . . . . . . . . . 24
2.7.5 Convergence forte de la densité . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Introduction et description du problème
2.1.1 Introduction
On étudie ici l’existence de solutions faibles renormalisées au système de Navier-Stokes stationnaire
dans le cas où la pression ne dépend que de la densité, avec des conditions de glissement parfait au
bord. On montre que l’existence est assurée pour un coefficient adiabatique aussi proche de 1 qu’on le
désire.
Dans cette optique, on écrit un système approchant dont l’existence de solutions est bien connue et
qui nous donne des estimations d’énergie et de type Bogovskii sur plusieurs quantités. Ces estimations
se font toutes en fonction d’un paramètre de bootstrapping particulier bien choisi.
On met ensuite en place des fonctions test permettant de faire des estimations de type potentiel
jusqu’au bord du domaine. Ces dernières nous octroient la possibilité d’estimer notre paramètre de
bootstrapping et de le majorer par une constante. Ainsi, toutes les quantités de notre système appro-
chant sont estimées de manière uniforme.
On peut finalement passer à la limite dans notre système approchant en employant plusieurs tech-
niques récentes devenues standard : l’identité du flux effectif visqueux, une mesure de défaut et l’équa-
tion de bilan de masse renormalisée, voir Lions [52], Feireisl [21], Feireisl et al. [26] et Novotný, Straš-
kraba [62].
Ce chapitre est directement inspiré par les travail de Jiang et Zhou [48] qui traite du même problème
sur un tore. Ce dernier article utilise de manière essentielle les estimations de type potentiel introduites
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dans ce domaine par Frehse et al. dans [28] [29] ainsi que par Plotnikov et Sokolowski dans [68], [67] et
[66] sur lesquels nous nous reposons également. La principale contribution effectuée ici est l’introduction
de fonctions test spécifiques qui permettent d’obtenir ces estimations en tenant compte de la frontière.
Les résultats obtenus dans ce chapitre ont été l’objet de l’article [45].
2.1.2 Le système de Navier-Stokes
Dans ce premier chapitre, on étudie le système de Navier-Stokes compressible décrivant un fluide
newtonien compressible en régime barotrope stationnaire dans un domaine tridimensionnel borné et
avec des conditions de glissement au bord. On montre l’existence de deux variables d’état, la densité
du fluide %(x) et le champ de vitesse du fluide u(x), satisfaisant au système d’équations aux dérivées
partielles suivant, sur un domaine Ω ⊂ R3 :
div(%u) = 0. (2.1)
div(%u⊗ u)− div S+∇p = %f , (2.2)
Le fluide étant supposé newtonien, le tenseur des contraintes visqueuses est supposé de la forme
S = S(u) = µ
[
∇u + (∇u)T − 23 div uI
]
+ ξ div uI, (2.3)
où µ > 0 est la viscosité dynamique et ξ ≥ 0 la viscosité volumique.
2.1.3 Cadre de travail
Le système (2.2) - (2.1) est complété par des conditions de glissement de Navier sur le bord ∂Ω
u · n = 0, (S(u) · n)× n = 0, (2.4)
où n représente le vecteur normal sortant à la frontière ∂Ω.
Une inégalité d’énergie peut être obtenue (du moins formellement) en multipliant l’équation (2.2)
par u puis en l’intégrant sur le domaine Ω :∫
Ω
S(u) : ∇u dx ≤
∫
Ω
%f · u dx. (2.5)
La pression dépend uniquement de la densité, avec la loi de comportement suivante
p ∈ C[0,∞) ∩ C1(0,∞), p(0) = 0, p′(%) > 0, lim
%→∞
p′(%)
%γ−1
= p∞ > 0, (2.6)
avec γ > 1 la constante adiabatique.
Pour finir, on considère que la quantité totale de fluide dans le volume Ω est fixée, ce qui se traduit
par la relation qui suit ∫
Ω
%dx = M > 0. (2.7)
2.1.4 Définition des solutions recherchées et résultat obtenu
On précise maintenant le type de solutions recherché pour le système de Navier-Stokes défini aupa-
ravant. On met en place la définition de solution faible renormalisée à énergie bornée suivante
Définition 2.1 (Solutions faibles renormalisées à énergie bornée)
Un couple (%,u) est appelé solution faible renormalisée à énergie bornée du système (2.2) - (2.7), si
1. les conditions de régularité suivantes sont respectées
• % ≥ 0 presque partout dans Ω,
• % ∈ Lγ(Ω),
• ∫Ω % dx = M ,
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• u ∈W 1,2n (Ω;R3)
2. l’équation de bilan de masse est satisfaite au sens faible∫
Ω
%u · ∇ϕ dx = 0, ∀ϕ ∈ C∞(Ω), (2.8)
3. l’équation de bilan de masse renormalisée est vérifiée∫
Ω
(
%b′(%)− b(%))div uϕdx− ∫
Ω
b(%)u · ∇ϕ dx = 0, ∀ϕ ∈ C∞(Ω), (2.9)
pour tout b ∈ C([0,∞)) ∩ C1(0,∞) vérifiant
zb′(z) ∈ L∞(0, 1),
b(z)/z5γ/6 ∈ L∞(1,∞),
zb′(z)− b(z)
zγ/2
∈ L∞(1,∞),
4. l’équation de bilan de quantité de mouvement est satisfaite au sens faible∫
Ω
(
%(u⊗ u) : ∇ϕ− p(%) divϕ+ S(u) : ∇ϕ
)
dx =
∫
Ω
%f ·ϕdx, (2.10)
pour tout ϕ ∈ C∞(Ω;R3), ϕ · n|∂Ω = 0,
5. l’inégalité d’énergie est vérifiée ∫
Ω
S(u) : ∇u dx ≤
∫
Ω
%f · u dx. (2.11)
Le symboleW 1,2n (Ω;R3) désigne l’espace de Sobolev des champs de vecteurs appartenant àW 1,2(Ω;R3)
à trace normale nulle sur la frontière ∂Ω.
Le théorème d’équirépartition (aussi appelé théorème du viriel) en physique statistique nous indique
que les valeurs pertinentes pour le coefficient adiabatique γ se situent à 5/3 dans le cas d’un gaz
monoatomique, entre 11/9 et 7/5 pour les gaz diatomiques et enfin entre [3(s− 1) + 1]/[3(s− 1)] et 4/3
pour les gaz à s-atomes. La valeur γ = 4/3, issue de la mécanique statistique des lois de constitution,
est quant à elle utilisée pour les gaz dits relativistes. On se réfère à [16] pour plus de détails. On se
propose dans ce chapitre d’établir le résultat d’existence suivant
Théorème 2.1 (Existence de solutions faibles renormalisées à énergie bornée)
Soit Ω ∈ C2 un domaine borné de R3 ne possédant pas de symétrie axiale, f ∈ L∞(Ω;R3) et γ > 1.
Alors il existe un couple (%,u) solution faible renormalisée à énergie bornée du système d’équations aux
dérivées partielles (2.2) - (2.7).
2.1.5 Remarques bibliographiques
Les premiers résultats sur les solutions faibles des équations de Navier-Stokes dans le cas barotrope
sont relativement récents : en introduisant la notion de flux effectif visqueux et en appliquant le concept
de solutions renormalisées à l’équation de bilan de masse, P.L. Lions a prouvé dans son livre [52]
l’existence de solutions faibles renormalisées aux équations de Navier-Stokes isentropes pour γ > 53 .
Néanmoins, comme cela a été précisé précédemment, les valeurs du coefficient adiabatique physiquement
pertinentes se situent dans l’intervalle [1, 53 ].
Par la suite, l’emploi du concept de mesure de défaut introduite par Feireisl et al. dans [21], [26] a
rendu possible la preuve de la convergence forte de la densité dans des cas où elle n’était qu’uniformé-
ment bornée dans des espaces Lp avec p < 2, voir [62]. Ainsi, plus que ces arguments de compacité qui
sont maintenant devenus usuels, le principal obstacle à la résolution du système (2.2) - (2.7) se révèle
être l’obtention d’estimations permettant d’employer ces arguments de compacité pour des valeurs de
γ proches de 1.
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De nouveaux progrès apportant des estimations de densité plus fines ont été réalisés indépendamment
par Plotnikov, Sokolowski [68], [67], [66] et Frehse, Goj, Steinhauer [30]. L’article [66] contient aussi un
résultat d’existence, toutefois la forme intégrale du bilan de masse n’y est pas respectée.
Une première démonstration d’existence de solutions faibles pour γ < 53 a été faite par Březina
et Novotný dans [6]. Dans cet article, le coefficient adiabatique était néanmoins supposé strictement
supérieur à 1+
√
13
3 et des conditions de bord périodiques en espace avaient été considérées dans le but
de pallier le manque d’estimations près du bord du domaine.
Une nouvelle méthode ouvrant la voie à une preuve d’existence pour γ > 43 en trois dimensions
spatiales (et γ ≥ 1 en deux dimensions) avec des conditions de Dirichlet fut ensuite imaginée par
Frehse, Steinhauer et Weigant dans [28] et [29]. Elle repose sur des estimations de type potentiel pour
la pression et améliore les estimations de densité, ceci jusqu’au bord du domaine. Cette avancée a été
rendue possible par un test astucieux de l’équation de la quantité de mouvement et un paramètre de
bootstrap différent de celui employé dans [6]. Ce travail se transpose aux cas des conditions de bord de
Navier avec les mêmes résultats.
L’hypothèse de périodicité vue dans [6] a été reprise dans les travaux de Jiang et Zhou [48] qui
employèrent un paramètre de bootstrap original. Ils obtinrent ainsi l’existence de solutions faibles pour
γ > 1. Néanmoins, si le bootstrapping effectué s’avère judicieux, il n’en reste pas moins que comme
dans l’article [6], le résultat est restreint au cas purement théorique du tore.
On s’intéresse ici au système de Navier-Stokes avec glissement au bord décrivant le comportement
d’un fluide barotrope dans un domaine borné aux bords réguliers (au moins C2). On construit une
fonction test particulière pour l’équation bilan de la quantité de mouvement qui amène des estimations
de type potentiel pour la pression, à la manière de ce qui avait été fait dans [28], mais avec moins de
restrictions sur les valeurs possibles pour le coefficient adiabatique. On combine ces estimations à la
méthode de bootstrapping utilisée dans [48] que l’on remanie sur certains aspects techniques. Cela nous
permet de montrer l’existence de solutions faibles pour des valeurs de γ strictement plus grandes que
1 dans le cas de conditions de glissement au bord. Ceci améliore donc le résultat [28] dans le cas des
conditions de Navier, mais malheureusement pas dans le cas des conditions de Dirichlet.
2.2 Système approchant
On introduit dans cette section un système approchant comportant un paramètre δ, pour lequel
l’existence de solutions faibles est connue.
La pression p(%) de l’équation (2.2) est remplacée par
pδ(%) = p(%) + δ%4 (2.12)
pour obtenir l’équation du bilan de la quantité de mouvement approchante
div(%u⊗ u)− div S+∇pδ = %f . (2.13)
On note ainsi (%δ,uδ) une solution faible renormalisée à énergie bornée du système approchant constitué
de (2.1), (2.3) - (2.7) et (2.13). L’existence de telles solutions faibles possédant en outre la propriété de
régularité suivante
%δ ∈ L8(Ω) (2.14)
a été démontrée par P.L. Lions [52].
Il nous faut maintenant établir des estimations indépendantes de δ pour les suites (%δ,uδ). Ceci se
fait via un bootstrapping inspiré de [48] qui se fonde sur l’utilisation de la quantité
A =
∫
Ω
(
%γu2δ + %βu
2β+2
δ
)
dx, (2.15)
où β ∈ (0, 1).
On se limite cependant aux cas où γ est inférieur ou égal à 4/3, l’existence de solutions faibles renor-
malisées pour γ strictement supérieur à 4/3 étant déjà montrée dans [28].
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2.3 Estimations d’énergie
On commence par donner des estimations des quantités %δuδ et %δu2δ par notre paramètre A qui se
déduisent aisément de (2.7) grâce à l’inégalité de Hölder.
Lemme 1
Pour tout β ∈ (0, 1), il existe une constante c positive et indépendante de δ telle que
‖%δuδ‖L1(Ω;R3) ≤ cA
γ−β
2(γβ+γ−2β) (2.16)
Démonstration:
Il suffit d’effectuer la décomposition suivante
‖%δuδ‖L1(Ω;R3) =
∫
Ω
(
(%γδu
2
δ)
1−β
2(γβ+γ−2β) (%βδu
2β+2
δ )
γ−1
2(γβ+γ−2β) %
2γβ+γ−3β
2(γβ+γ−2β)
δ
)
dx
≤ cA γ−β2(γβ+γ−2β) (2.17)
où l’on a utilisé l’inégalité de Hölder et la propriété (2.7). 
Lemme 2
Soit s ∈ (1, 2− 1γ ). Alors il existe une constante c positive et indépendante de δ telle que
‖%δu2δ‖Ls(Ω) ≤ cA
γ−β/s
γβ+γ−2β , (2.18)
avec
0 < (s− 1) γ
γ − 1 < β < 1. (2.19)
Démonstration:
De la même manière que précédemment et avec les mêmes arguments, on arrive à l’inégalité voulue
‖%δu2δ‖sLs(Ω) =
∫
Ω
(
(%γδu
2
δ)
2s−1−β
γβ+γ−2β (%βδu
2β+2
δ )
sγ+1−2s
γβ+γ−2β %
γβ+γ−β−sγ
γβ+γ−2β
δ
)
dx
≤ cA sγ−βγβ+γ−2β . (2.20)

On rappelle maintenant un lemme de type Korn, dont la preuve peut être trouvée dans [24, Appendix].
Lemme 3
Soit 1 < p <∞ et Ω ⊂ R3 un domaine lipschitzien borné. Alors il existe une constante positive c telle
que
‖v‖W 1,p(Ω;R3) ≤ c
(
‖∇v +∇Tv− 23 div vI‖Lp(Ω;R3×3) + ‖v‖Lp(Ω;R3)
)
(2.21)
pour tout v ∈W 1,p(Ω;R3).
Ceci nous amène au prochain résultat, qui est une conséquence du lemme précédent.
Lemme 4
Soit Ω un domaine lipschitzien borné ne présentant pas de symétrie axiale et 1 < p <∞. Alors il existe
une constante positive c telle que pour tout champ vectoriel v de W 1,pn (Ω;R3), on a
‖v‖W 1,p(Ω;R3) ≤ c‖∇v +∇Tv− 23 div vI‖Lp(Ω;R3×3). (2.22)
Démonstration:
On procède par l’absurde en supposant qu’il existe une suite vk de W 1,pn (Ω;R3) telle que pour tout
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entier naturel k on a‖vk‖W 1,p(Ω;R3) = 1,‖vk‖W 1,p(Ω;R3) > k‖∇vk +∇Tvk − 23 div vkI‖Lp(Ω;R3×3). (2.23)
L’hypothèse (2.23) et le lemme 3 nous affirment que
vk → v dans W 1,p(Ω;R3), (2.24)
avec
‖v‖W 1,p(Ω;R3) = 1 et ‖∇v +∇Tv− 23 div vI‖Lp(Ω;R3×3) = 0. (2.25)
Ainsi,
v ∈ vect{a,b× x, βx, c · (x⊗ x− |x|2I)},
où a,b, c ∈ R3, β ∈ R, cf. Dain [11]. Finalement, puisque Ω ne comporte pas de symétrie axiale et que
v est dans W 1,pn (Ω;R3), on peut déduire que v = 0. Ce qui est bien en contradiction avec les conditions
(2.25). 
On peut maintenant utiliser les lemmes 1 et 4 pour tester l’équation (2.13) par la fonction test uδ
afin d’obtenir une estimation du champ de vitesse décrite dans le lemme suivant
Lemme 5
Pour tout β ∈
(
(s− 1) γγ−1 , 1
)
, s ∈
(
1, 2− 1γ
)
,
‖uδ‖W 1,2(Ω;R3) ≤ cA
γ−β
4(γβ+γ−2β) , (2.26)
où c est une constante positive indépendante de δ.
Démonstration:
Pour arriver au résultat énoncé, il faut majorer le membre de droite de l’inégalité (2.11) de la manière
suivante ∣∣∣∣∫
Ω
%δf · uδ dx
∣∣∣∣ ≤ ‖f‖L∞(Ω;R3)‖%δuδ‖L1(Ω;R3) ≤ cA γ−β2(γβ+γ−2β) ,
où l’on a employé le lemme 2. Ensuite, grâce au lemme 4 on minore le membre de gauche par
‖uδ‖2W 1,2(Ω;R3) ce qui nous amène à la majoration désirée
‖uδ‖2W 1,2(Ω;R3) ≤ cA
γ−β
2(γβ+γ−2β) . (2.27)

2.4 Estimations de type Bogovskii
L’objectif de cette partie est d’estimer la pression dans un espace Lp(Ω) avec p > 1, ce qui induit que
la densité est elle aussi estimée dans un espace meilleur que Lγ(Ω). Pour cela, on teste l’équation de
bilan de la quantité de mouvement approchée (2.13) par une fonction conçue à partir de l’opérateur de
Bogovskii d’inversion de la divergence. Les estimations obtenues grâce à cette méthode sont regroupées
dans le lemme suivant
Lemme 6
Soit γ > 1 et s ∈ (1, 2− 1γ ). On a alors les estimations suivantes
δ‖%δ‖4+(s−1)γL4+(s−1)γ(Ω) ≤ c
(
1 +A
γs−β
γβ+γ−2β
)
, (2.28)
‖%δ‖Lγs(Ω) ≤ c
(
1 +A
1−β/(γs)
γβ+γ−2β
)
, (2.29)
‖p(%δ)‖Ls(Ω) ≤ c
(
1 +A
γ−β/s
γβ+γ−2β
)
, (2.30)
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‖pδ(%δ)‖1+
s−1
4 γ
L1+
s−1
4 γ(Ω)
≤ c
(
1 +A
γ−β/s
γβ+γ−2β
)
, (2.31)
où β vérifie les hypothèses (2.19) et c > 0 est une constante indépendante de δ.
Démonstration:
La fonction test utilisée dans l’équation (2.13) est une solution du problème suivant
div Φ = %(s−1)γδ −
1
|Ω|
∫
Ω
%
(s−1)γ
δ dx dans Ω,
Φ = 0 sur ∂Ω,
‖Φ‖W 1,p(Ω;R3) ≤ c‖%δ‖(s−1)γLp(s−1)γ(Ω), pour 1 < p <∞.
(2.32)
Un tel champ de vecteur Φ peut être construit explicitement (voir Bogovskii [3] ou Galdi [31]). On a
donc la relation suivante∫
Ω
pδ%
(s−1)γ
δ dx =
1
|Ω|
∫
Ω
pδ dx
∫
Ω
%
(s−1)γ
δ dx−
∫
Ω
%δuδ ⊗ uδ : ∇Φ dx
+
∫
Ω
S(uδ) : ∇Φ dx−
∫
Ω
%δf ·Φ dx (2.33)
= I1 + I2 + I3 + I4. (2.34)
Comme on ne se concentre que sur le cas 1 < γ ≤ 43 on a, grâce aux conditions de régularité des solution
faibles à énergie bornée,
I1 ≤ c
∫
Ω
pδ dx ≤ c(δ‖%δ‖4L4(Ω;R) + ‖%δ‖γLγ(Ω;R)). (2.35)
On traite le terme I2 au moyen de l’inégalité de Hölder et de l’estimation (2.18)
I2 ≤ ‖%δu2δ‖Ls(Ω)‖∇Φ‖L ss−1 (Ω) ≤ cA
γ−β/s
γβ+γ−2β ‖%δ‖(s−1)γLsγ(Ω;R). (2.36)
Le terme I3 se majore tout d’abord de la façon suivante
I3 ≤ c‖∇uδ‖L2(Ω;R3×3)‖∇Φ‖L2(Ω;R3×3) ≤ cA
γ−β
4(γβ+γ−2β) ‖%δ‖(s−1)γL2(s−1)γ(Ω;R), (2.37)
puis, grâce à une interpolation d’espaces de Lebesgue du fait que s se trouve dans l’intervalle (1, 2− 1γ ),
on arrive à
I3 ≤ cA
γ−β
4(γβ+γ−2β) ‖%δ‖s(2sγ−2γ−1)Lsγ(Ω;R) . (2.38)
Enfin, le dernier terme est estimé à l’aide au lemme 1
I4 ≤ cA
γ−β
2(γβ+γ−2β) . (2.39)
On a donc montré l’inégalité (2.28) qui, en association avec les propriétés de la pression décrites en
(2.6), nous fournit les estimations (2.29), (2.30) et (2.31). Le lemme 6 est ainsi démontré. 
2.5 Estimations de type potentiel au bord du domaine
Pour pouvoir travailler au bord du domaine, il faut construire des fonctions test spécifiques à notre
problème. On décrit tout d’abord la frontière de Ω à l’aide de coordonnées locales bien choisies, puis
on construit nos fonctions test grâce à ces coordonnées locales. Après avoir vérifié leur admissibilité,
on les emploie dans l’équation de conservation du moment approchée (2.13).
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2.5.1 Coordonnées locales au bord du domaine
Ayant supposé que notre domaine Ω est de classe C2, nous sommes assurés (voir par exemple Gilbarg,
Trudinger [35]) de l’existence de deux constantes ω et R0 toutes deux strictement positives telles que
pour tout point y de la frontière ∂Ω on a :
(i) Il existe une fonction ay
ay ∈ C2(∆2ω), ∆2ω = (−2ω, 2ω)2, ay(0) = 0, ∇x′ay(0) = 0, (2.40)
avec x′ = (x1, x2).
(ii) Il existe une matrice orthogonale Oy
Oy ∈ R3×3, OTy Oy = I, (2.41)
telle que pour tout 0 < R < R0, les ensembles
W+y,2ω,2R = {x = (x′, x3) |x′ ∈ ∆2ω, ay(x′) < x3 < ay(x′) + 2R},
W−y,2ω,2R = {x = (x′, x3) |x′ ∈ ∆2ω, ay(x′)− 2R < x3 < ay(x′)},
Γy,s,2ω,2R = {x = (x′, x3) |x′ ∈ ∆2ω, x3 = ay(x′)− s}, où s ∈ [0, 2R)
(2.42)
vérifient
U+2ω,2R(y) ≡ y +Oy
(
W+y,2ω,2R
)
⊂ Ω,
U−2ω,2R(y) ≡ y +Oy
(
W−y,2ω,2R
)
⊂ R3 \ Ω,
G2ω,2R(y) ≡ y +Oy
(
Γy,0,2ω,2R
)
⊂ ∂Ω.
(2.43)
On définit maintenant dans Ω une bande d’épaisseur R
Ω+R = {x ∈ Ω |dist(x, ∂Ω) ≤ R} (2.44)
et pour tout y lui appartenant, on appelle P (y) sa projection sur la frontière ∂Ω. On note ainsi
P (y) ∈ ∂Ω, |P (y)− y| = dist(y, ∂Ω), (2.45)
en constatant que si R est choisi suffisamment petit, alors P (y) est défini de manière unique.
On possède désormais les éléments nécessaires pour réaliser un recouvrement de notre domaine de la
façon suivante
V(y) =

cy + U+ω/2,R/2(P (y)) si y ∈ Ω+R,
B(y;R/2) si y ∈ Ω \ Ω+R,
(2.46)
et l’on a bien
Ω =
⋃
y∈Ω
V(y). (2.47)
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2.5.2 Fonctions test définies dans les coordonnées locales
Pour la suite, on note
V +ω,R = {x = (x′, x3) |x′ ∈ ∆ω, a(x′) < x3 < a(x′) +R},
V −ω,R = {x = (x′, x3) |x′ ∈ ∆ω, a(x′)−R < x3 < a(x′)},
Γs = {x = (x′, x3) |x′ ∈ ∆ω, x3 = a(x′)− s}, avec s ∈ [0, R),
Vω,R = V +ω,R ∪ Γ0 ∪ V −ω,R
(2.48)
où a satisfait aux conditions (2.40). Sur cet ensemble Vω,R, on construit les champs vectoriels
ti = 1√
1 + |∂xia|2
(
ei + ∂xiae3
)
, n = 1√
1 + |∇x′a|2
(
∂x1ae1 + ∂x2ae2 − e3
)
, (2.49)
où la famille {e1, e2, e3} constitue une base (canonique) orthonormée de R3. Les champs {t1, t2,n}
forment eux aussi une famille orthonormée dans Vω,R dont les vecteurs ti(x′, a(x′) − s) sont tangents
à la surface Γs alors que n(x′, a(x′)− s) en est la normale extérieure.
On en arrive à la construction des fonctions test dans les coordonnées locales. On introduit maintenant
pour tout α ∈ (0, 1) deux champs de vecteurs. Le premier a son support dans Vω,R avec pour définition
v(x) = η(x)|x|α ×

(x · t1)t1 + (x · t2)t2 +
(
(0, 0, x3 − a(x′)) · n
)
n si x ∈ V +ω,R ∪ Γ0,
(x · t1)t1 + (x · t2)t2 si x ∈ V −ω,R,
0 sinon,
(2.50)
où
η ∈ C∞c (R3) , η(x) =
{
1 si Vω/2,R/2
0 si R3 \ Vω,R
, |∇η(x)| ≤ c
R
.
Le second, quant à lui, a pour support la boule B(0;R) et est défini comme suit
v(x) =

xη(x)
|x|α si x ∈ B(0;R),
0 sinon,
(2.51)
avec
η ∈ C∞c (R3) , η(x) =
{
1 si B(0;R/2),
0 si R3 \B(0;R), , |∇η(x)| ≤
c
R
.
Enfin, on finit en énumérant les propriétés de ces deux fonctions vectorielles dans deux lemmes, dont
la preuve est purement calculatoire.
Lemme 7
Soit v un champ vectoriel défini d’après la relation (2.50), alors
• il existe
gij ∈ L∞(R3) , gij(x) = 0 si x /∈ Vω,R , i, j ∈ {1, 2, 3}2
tel que pour tout i ∈ {1, 2, 3}
∂xivj(x) =
1
|x|α
(
δij − αxixj|x|2
)
η(x) + gij(x), avec j ∈ {1, 2}
∂xiv3(x) =

1
|x|α
(
δi3 − αxix3|x|2
)
η(x) + gi3(x) si x ∈ V +ω,R,
gi3(x) sinon,
(2.52)
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• de plus
div v(x) =

3− α
|x|α η(x) + g(x) si x ∈ V
+
ω,R,
2− α
|x|α η(x) + g(x) si x ∈ V
−
ω,R,
g(x) sinon,
(2.53)
avec
g ∈ L∞(R3) , g(x) = 0 si x 6∈ Vω,R;
• enfin,
v ∈W 1,p(Vω,R;R3), pour tout p ∈ [1, 3α ) (2.54)
et
v · n|Γs = 0 pour tout s ∈ [0, R). (2.55)
Lemme 8
Soit v un champ vectoriel défini suivant (2.51). Alors
• il existe gij ∈ L∞(R3), gij(x) = 0 si x /∈ B(0;R) tel que
∂xivj =
1
|x|α
(
δij − αxixj|x|2
)
η(x) + gij(x); (2.56)
• en outre
div v(x) = 3− α|x|α η(x) + g(x), (2.57)
avec
g ∈ L∞(R3) , g(x) = 0 si x /∈ B(0;R);
• en particulier,
v ∈W 1,p0 (B(0;R);R3), pour tout p ∈ [1, 3α ). (2.58)
2.5.3 Estimations de type potentiel
Pour tout y ∈ Ω+R, on pose 0 < R < min{ω,R0} et on construit
w(x) = OP (y)
[
v
(
OTP (y)(x− y)
)]
, (2.59)
où v correspond à la définition (2.50), avec
Vω,R = WP (y),ω,R,
cf. (2.42), (2.45). Pour le cas où y se situe dans Ω \ Ω+R, on prend le champ vectoriel suivant
w(x) = v(x− y), (2.60)
où l’on a utilisé le vecteur v de la formule (2.51). Les lemmes 7 et 8 impliquent les propriétés suivantes
pour les champs w.
Lemme 9
Soit α ∈ (0, 1) et y ∈ Ω. Alors,
(i)
w ∈W 1,q(Ω;R3), pour tout q ∈ [1, 3α ) (2.61)
et {
w · n|∂Ω = 0 si l’on emploie le champ vectoriel w de la définition (2.59),
w|∂Ω = 0 si l’on emploie le champ vectoriel w de la définition (2.60).
(2.62)
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(ii) Il existe une constante c strictement positive et indépendante de y ∈ Ω telle que pour tout p ∈
L2(Ω), ∫
V(y)
p(x) div w dx ≥
∫
V(y)
p(x)
|x− y|α dx− c
∫
Ω
p(x) dx. (2.63)
(iii) Il existe une constante c strictement positive et indépendante de y ∈ Ω telle que pour tout
z ∈ L4(Ω;R3), ∫
V(y)
zi(x)zj(x)∂xiwj dx ≥ (1− α)
∫
V(y)
z2(x)
|x− y|α dx− c
∫
Ω
z2(x) dx, (2.64)
où l’ensemble V(y) est défini en (2.46).
En constatant que les deux fonctions w mises en place dans (2.59) et (2.60) peuvent être utilisées
comme fonctions test dans l’équation du moment approchée (2.13), on déduit l’égalité suivante∫
Ω
(
pδ(%δ)divw + %δuδ ⊗ uδ : ∇w
)
dx =
∫
Ω
(
S(uδ) : ∇w− %δf · uδ
)
dx. (2.65)
On remarque maintenant que si x 6∈ V(y), alors |x − y| ≥ 2R . De plus, comme w ∈ C(Ω), on arrive à
l’inégalité
(2− α)
∫
Ω
pδ(x)
|x− y|α dx ≤
∫
V(y)
pδ(x) div w dx+
(
2
R
)α ∫
Ω
pδ(x) dx. (2.66)
De la même manière,∫
Ω
%uiuj
|x|α
(
δij − αxixj|x|2
)
dx = (1− α)
∫
Ω
%u2
|x− y|α dx+ α
∫
Ω
%(|u|2 − |u · n|2)
|x− y|α dx, (2.67)
où n = x|x| . Finalement, du fait de la positivité de la deuxième intégrale du membre de droite, on déduit
(1− α)
∫
Ω
%u2
|x− y|α dx ≤
∫
Ω
%uiuj
|x− y|α
(
δij − αxixj|x|2
)
dx
≤
∫
V(y)
%uiuj
|x− y|α ∂xiwj dx+ c
(
2
R
)α ∫
Ω
%u2 dx. (2.68)
On peut désormais injecter (2.66) - (2.68) dans l’équation (2.65). Ce faisant, on arrive à la majoration
suivante au moyen de l’inégalité de Hölder(
pδ(%δ) + (1− α)%u2
)
dx
≤ c (‖pδ(%δ)‖L1(Ω) + ‖%u2‖L1(Ω) + ‖∇u‖L2(Ω;R3×3) + ‖%δuδ‖L1(Ω;R3)) , (2.69)
où la constante c > 0 est à la fois indépendante de α et de y ∈ Ω.
On peut faire tendre α vers 1 dans (2.69) au moyen du lemme de Fatou :∫
Ω
pδ(%δ)
|x− y|dx ≤ c
(‖pδ(%δ)‖L1(Ω) + ‖%δu2δ‖L1(Ω) + ‖∇uδ‖L2(Ω;R3×3) + ‖%δuδ‖L1(Ω;R3)) ,
puis choisir α ∈ (0, β) de façon à ce que l’intégrale
∫
B(0;1)
|x|αβ−11−β dx soit finie et écrire
%βu2β
|x− y| =
%βu2β
|x− y|αβ
1
|x− y|1−αβ
afin d’obtenir, à partir de (2.69),∫
Ω
%βδu
2β
δ
|x− y| dx ≤ c
(‖pδ(%δ)‖L1(Ω) + ‖%δu2δ‖L1(Ω) + ‖∇uδ‖L2(Ω;R3×3) + ‖%δuδ‖L1(Ω;R3))β , (2.70)
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pour α ∈ (max{0, (3β − 2)/β}, 1).
Ces constatations nous permettent d’écrire le lemme suivant.
Lemme 10
Soit s ∈ (1, 2− 1γ ), β ∈ (max{ 23 , (s− 1) γγ−1}, 1). Alors il existe une constante c > 0, indépendante des
choix de δ et de y ∈ Ω, telle que
∫
Ω
pδ(%δ) + %βδu
2β
δ
|x− y| dx ≤ c
(
1 + ‖pδ(%δ)‖L1(Ω) + ‖%δu2δ‖L1(Ω) + ‖∇uδ‖L2(Ω;R3×3) + ‖%δuδ‖L1(Ω;R3)
)
.
(2.71)
Ce résultat nous permet, grâce aux lemmes 1 à 5, de majorer
∫
Ω
pδ(%δ) + %βδu
2β
δ
|x− y| dx par notre para-
mètre A.
Lemme 11
Soit s ∈ (1, 2 − 1/γ), β ∈ (max{ 23 , (s − 1) γγ−1}, 1). Alors, il existe c > 0, indépendante de δ et y ∈ Ω
telle que ∫
Ω
%γδ + %
β
δu
2β
δ
|x− y| dx ≤ c
(
1 +A
γ−β/s
γβ+γ−2β
)
. (2.72)
2.6 Estimation du paramètre de bootstrapping
Dans cette partie, nous estimons le paramètre A et du même coup nous obtenons des bornes pour
toutes les quantités estimées via cet argument. On passe par un problème de Neumann intermédiaire :−∆h = %
γ
δ + %
β
δu
2β
δ −
1
|Ω|
∫
Ω
(
%γδ + %
β
δu
2β
δ
)
dx sur Ω,
∂nh|∂Ω = 0 sur ∂Ω.
(2.73)
Ce dernier admet une unique solution forte de la forme
h(x) =
∫
Ω
G(x, y)(%γδ + %
β
δu
2β
δ )(y) dy,
où G est le noyau de Green du problème (2.73). Ce noyau possède la propriété suivante
|G(x, y)| ≤ c|x− y| pour tout (x, y) ∈ Ω
2,
voir [35]. On reconnait ainsi la quantité majorée dans le lemme 11, ce qui nous amène finalement à
estimer h dans l’espace L∞(Ω)
‖h‖L∞(Ω) ≤ c
(
1 +A
γ−β/s
γβ+γ−2β
)
. (2.74)
On estime maintenant A. Pour cela, on commence par une intégration par partie
A = −
∫
Ω
∆hu2δ dx =
∫
Ω
∇h · ∇uδ · uδ dx ≤ ‖∇uδ‖L2(Ω;R3×3)B1/2,
où la quantité B est définie comme suit
B =
∫
Ω
|∇h⊗ uδ|2 dx.
En outre, les estimations formulées dans le lemme 5 nous affirment que
A ≤ cA γ−β4(γβ+γ−2β)B1/2. (2.75)
20
2 Existence de solutions faibles renormalisées pour les équations de Navier-Stokes dans le cas stationnaire barotrope
Il ne nous reste plus qu’à évaluer le paramètre B lui-même, à nouveau à l’aide d’une intégration par
parties
B = −
∫
Ω
h∆hu2δ dx−
∫
Ω
h(∇h⊗ uδ) : ∇uδ dx ≤ ‖h‖L∞(Ω)
(
A+B1/2‖∇uδ‖L2(Ω;R3×3)
)
.
À l’aide de (2.74), du lemme 5 et de l’inégalité de Young, on déduit immédiatement
B ≤ c
(
1 +A
2γ+γβ−β/s−2β
γβ+γ−2β +A
5γ−4β/s−β
2(γβ+γ−2β)
)
.
On conclut en remarquant l’existence de paramètres 1 < s0 < 2− 1γ et (s0 − 1) γγ−1 < β0 < 1 tels que
B ≤ c
(
1 +A
2γ+γβ−β/s−2β
γβ+γ−2β
)
, (2.76)
pour tout s ∈ (1, s0), β ∈ (β0, 1).
Il suffit de rassembler les observations (2.75) et (2.76), pour obtenir une borne pour notre paramètre
de bootstrap A
A ≤ c pour s ∈ (1, s0) et β ∈ (β0, 1). (2.77)
Cette estimation est la clé pour déduire des lemmes 1, 2, 5, 6 toute une série d’estimations uniformes
indépendantes de δ qui se trouvent rassemblées dans le lemme qui suit.
Lemme 12
Si γ > 1, alors il existe s0 ∈ (1, 2− 1γ ) tel que pour tout s ∈ (1, s0) on a
sup
δ>0
‖uδ‖W 1,2(Ω) <∞,
sup
δ>0
‖%δ‖Lsγ(Ω) <∞,
sup
δ>0
‖p(%δ)‖Ls(Ω) <∞,
sup
δ>0
‖%δuδ‖Ls(Ω;R3) <∞,
sup
δ>0
‖%δu2δ‖Ls(Ω) <∞,
sup
δ>0
‖%γδu2δ‖L1(Ω) <∞,
sup
δ>0
(
δ
∫
Ω
%
4+(s−1)γ
δ dx
)
<∞,
sup
δ>0
‖pδ(%δ)‖
L1+
s−1
4 γ(Ω)
<∞.
(2.78)
2.7 Passage à la limite δ → 0+
2.7.1 Limites dues aux bornes uniformes
Les estimations établies dans la section précédente nous permettent de déduire l’existence de sous-
suites de %δ et uδ (que l’on indice encore par δ) possédant les propriétés suivantes
uδ ⇀ u dans W 1,2(Ω;R3),
uδ → u dans Lq(Ω;R3) pour 1 ≤ q < 6,
%δ ⇀ % dans Lsγ(Ω),
δ%4δ ⇀ 0 dans L1+(s−1)γ/4(Ω),
p(%δ) ⇀ p(%) dans Ls(Ω),
pδ(%δ) ⇀ p(%) dans L1+(s−1)γ/4(Ω).
(2.79)
Pour s’assurer de la convergence des produits %δuδ et %δuδ ⊗ uδ, on écrit un lemme intermédiaire
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Lemme 13
Soit fδ ⇀ f dans L1(Ω), gδ → g dans L1(Ω) et fδgδ ⇀ z dans L1(Ω). Alors z = fg presque partout
sur Ω.
Démonstration:
On observe tout d’abord que gδ tend vers g presque partout sur Ω. Le théorème d’Egoroff (voir théorème
B.2)nous indique ainsi que gδ → g uniformément dans Ω \ Eε, avec |Eε| < ε où le réel ε > 0 peut être
choisi arbitrairement petit. On définit
Zε = Eε ∪
{
|g(x)| ≥ 1
ε
}
.
On remarque ensuite que le produit fg est une fonction définie presque partout sur Ω et que la restriction
de g à l’ensemble Ω \ Zε appartient à L∞(Ω \ Zε). Ainsi, la restriction de fg à Ω \ Zε appartient à
L1(Ω \ Zε) et on a, pour tout ϕ ∈ L∞(Ω),∫
Ω\Zε
(fδgδ − fg)ϕdx =
∫
Ω\Zε
(gδ − g)fδϕdx+
∫
Ω\Zε
(fδ − f)gϕdx,
où toutes les intégrales sont bien définies et convergentes. En outre, les deux intégrales du membre de
droite tendent vers 0 quand δ → 0. On en déduit donc que z = fg presque partout sur Ω \Zε. Comme
la mesure de Lebesgue de l’ensemble Zε tend vers 0 quand ε→ 0, notre lemme est démontré.
On utilise maintenant ce résultat et, en accord avec les convergences énoncées en (2.79), on obtient
les limites
%δuδ ⇀ %u dans Ls(Ω,R3)
et
%δuδ ⊗ uδ ⇀ %u⊗ u dans Ls(Ω,R3).
Il est dorénavant aisé de faire tendre δ vers 0 dans la formulation faible de notre problème approchant
(2.13), (2.1) - (2.7), (voir la définition 2.1 en remplaçant p par pδ). Ainsi, pour γ > 1, on obtient le
problème limite ∫
Ω
%u · ∇ϕ dx = 0, ∀ϕ ∈ C∞(Ω), (2.80)
−
∫
Ω
b(%)u · ∇ϕ dx+
∫
Ω
(
%b′(%)− b(%)) div uϕdx = 0 ∀ϕ ∈ C∞(Ω), (2.81)
pour tout b ∈ C([0,∞)) ∩ C1(0,∞) avec zb′(z) ∈ L∞(0,∞), b(z)/zγ/2 ∈ L∞(1,∞).∫
Ω
(
− %(u⊗ u) : ∇ϕ− p(%) divϕ+ S(u) : ∇ϕ
)
dx
=
∫
Ω
%f ·ϕ dx, ∀ϕ ∈ C∞(Ω;R3), ϕ · n|∂Ω = 0,
(2.82)
où la notation g(%,u,∇u) désigne la limite faible de g(%δ,uδ,∇uδ) dans L1(Ω).
Il ne nous reste maintenant plus qu’à montrer la convergence forte de %δ vers % dans L1(Ω) pour finir
la démonstration du théorème 2.1. Pour cela, nous employons une preuve très semblable à [62, chapitre
4], basée sur l’établissement de l’identité du flux effectif visqueux et la mise en place d’une mesure de
défaut qui rendent possible l’utilisation de l’équation de continuité renormalisée.
2.7.2 Flux effectif visqueux
On définit la fonction de troncature
Tk(z) = kT (
z
k
), T (z) =

z pour 0 ≤ z ≤ 1,
concave sur (0,∞),
2 pour z ≥ 3,
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que l’on se propose d’utiliser pour créer une fonction test pour l’équation (2.13) : ζ∇∆−1(1ΩTk(%δ)),
k ∈ N avec Tk ∈ C∞([0,∞)), ζ ∈ C∞c (Ω). On utilise la fonction ζ∇∆−1(1ΩTk(%)) dans l’équation limite
(2.82) (voir chapitre 5 section 5.2.4 pour les détails de cette utilisation dans un cas plus général). On
arrive finalement à l’égalité
lim
δ→0
∫
Ω
ζ
(
pδ(%δ)Tk(%δ)−
(
4
3µ+ ξ
)
div uδ Tk(%δ)
)
dx
=
∫
Ω
ζ
(
p(%) Tk(%)−
(
4
3µ+ ξ
)
div uTk(%)
)
dx
+
∫
Ω
ζu ·
(
%u · R[1ΩTk(%)]
)
dx− lim
δ→0
∫
Ω
ζuδ ·
(
%δuδ · R[1ΩTk(%δ)]
)
dx.
(2.83)
Ici, la notation R désigne l’opérateur de Riesz (R[v])ij = (∇ ⊗ ∇∆−1)ijv = F−1
[
ξiξj
|ξ|2 F(v)(ξ)
]
où F
représente la transformée de Fourier. On se rapporte à l’annexe (définition B.2 et propriétés afférentes)
pour plus de détails sur les propriétés de cet opérateur.
On peut voir R[v] comme trois champs de vecteurs dont les composantes sont Rij(v), i = 1, 2, 3 et
on remarque ainsi que pour j fixé, ce champ de vecteurs est un gradient. Le lemme div-rot de Tartar
et Murat (voir [79], [59] ou encore [24, Appendix] pour ce cas précis), nous amène immédiatement à la
constatation suivante
Lemme 14
Soit Uδ ⇀ U dans Lp(R3;R3), div Uδ = 0, vδ ⇀ v dans Lq(R3;R), où
1
p
+ 1
q
= 1
r
< 1.
Alors on a la convergence
Uδ · R[vδ] ⇀ U · R[v].
dans Lr(R3;R3).
On applique le lemme 14 aux suites
vδ = Tk(%δ) ⇀ Tk(%) dans Lq(R3;R), pour q <∞ arbitraire ,
Uδ = %δuδ ⇀ %u dans Lp(R3;R3), pour un certain p > 1,
ce qui nous donne
%δuδ · R[1ΩTk(%δ)] ⇀ %u · R[1ΩTk(%)]
dans Lp(Ω;R3) pour tout p ∈ [1, s). Par ailleurs,
%δuδ ⊗ uδ : R[1ΩTk(%δ)] = uδ ·
(
%δuδ · R[1ΩTk(%δ)]
)
est uniformément borné dans Lp(Ω) pour p ∈ [1, s). Le lemme 13 implique donc∫
Ω
ζuδ · (%δuδ · R[1ΩTk(%δ)]) dx→
∫
Ω
ζu ·
(
%u · R[1ΩTk(%)]
)
dx.
L’identité (2.83) peut donc être transformée en identité du flux effectif visqueux détaillée dans le
lemme suivant
Lemme 15
Soit γ > 1. Alors
p(%)Tk(%)−
(
4
3µ+ ξ
)
Tk(%) div u = p(%) Tk(%)−
(
4
3µ+ ξ
)
Tk(%) div u. (2.84)
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2.7.3 Majoration de la mesure de défaut
On définit la mesure de défaut
oscq[%δ → %](Q) = sup
k>1
(
lim sup
δ→0+
∫
Q
|Tk(%δ)− Tk(%)|q dx
)
, (2.85)
et on montre dans cette section que la suite %δ est telle que la quantité oscq[%δ → %](Ω) (pour un
certain q > 2) est uniformément bornée en δ.
Tout d’abord, on constate que l’hypothèse (2.6) nous indique l’existence d’un réel d > 0 tel que
p(%) = d%γ + pm(%),
∂pm(%)
∂%
≥ 0. (2.86)
Puis, sachant que Tk est lipschitzienne et grâce à l’inégalité (a− b)γ ≤ aγ − bγ , a ≥ b ≥ 0, on effectue
la majoration
d lim sup
δ→0+
∫
Ω
|Tk(%δ)− Tk(%)|γ+1 dx ≤ d lim sup
δ→0+
∫
Ω
(%γ − %γδ )(Tk(%)− Tk(%δ)) dx
= d
∫
Ω
(
%γTk(%)− %γ Tk(%)
)
dx+ d
∫
Ω
(%γ − %γ)(Tk(%)− Tk(%)) dx.
On emploie maintenant la convexité de la fonction % 7→ %γ , la concavité de Tk, la relation (2.86), le
lemme 15, et le lemme de convexité et monotonie B.5, pour obtenir une dernière série d’inégalités
d lim sup
δ→0+
∫
Ω
|Tk(%δ)− Tk(%)|γ+1 dx ≤
∫
Ω
(
p(%)Tk(%)− p(%) Tk(%)
)
dx
≤
∫
Ω
[ 43µ+ ξ]
(
Tk(%) div u− Tk(%) div u
)
dx
≤ c sup
δ>0
‖div uδ‖L2(Ω) lim sup
δ→0
‖Tk(%δ)− Tk(%)‖L2(Ω)
≤ c lim sup
δ→0
‖Tk(%δ)− Tk(%)‖L2(Ω).
(2.87)
Il s’ensuit que la mesure de défaut est bornée, moyennant l’utilisation de l’inégalité de Young dans le
membre de droite de la dernière inégalité. On peut donc écrire le lemme suivant
Lemme 16
Si γ > 1, alors la mesure de défaut oscγ+1[%δ → %](Ω) est bornée.
2.7.4 Équation du bilan de masse renormalisée
La quantité oscq[%δ → %](Ω) permet l’utilisation des solutions renormalisées de l’équation de bilan
de masse pour les cas où les travaux de Di-Perna, Lions en théorie de transport (voir [14]) ne sont pas
exploitables. Ceci est résumé dans le lemme suivant (voir [24, Lemma 3.8]), que l’on redémontre dans
le cinquième chapitre 5.
Lemme 17
Soit Ω un ouvert de R3. On suppose que
%δ ⇀ % dans L1(Ω;R),
uδ ⇀ u dans Lr(Ω;R3),
∇uδ ⇀ ∇u dans Lr(Ω;R3×3), r > 1.
et
oscq[%δ → %](Ω) <∞ (2.88)
avec 1q < 1− 1r , où (%δ,uδ) est solution de l’équation de bilan de masse (2.9). Alors les fonctions limites
%,u sont solutions elles aussi de (2.9).
On applique ce résultat à la suite %δ, et on en déduit le lemme
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Lemme 18
Soit γ > 1. Le couple (%,u) de limites faibles vérifie l’équation de bilan de masse renormalisée (2.9).
2.7.5 Convergence forte de la densité
On sait que les couples (%δ,uδ) et (%,u) sont solutions de l’équation du bilan de masse renormalisée
(2.9). On y utilise la fonction b(%) = %
∫ %
1
Tk(z)
z2
dz pour déduire
∫
Ω
Tk(%) div u dx = 0,
et ∫
Ω
Tk(%δ) div uδ dx = 0, id est
∫
Ω
Tk(%) div u dx = 0.
Puis, en revenant à l’identité du flux effectif visqueux (2.84), il vient∫
Ω
p(%)Tk(%)− p(%) Tk(%)
4
3µ+ ξ
dx =
∫
Ω
(
Tk(%)− Tk(%)
)
div u dx. (2.89)
Comme limk→∞ ‖Tk(%)− %)‖L1(Ω;R) = limk→∞ ‖Tk(%)− %‖L1(Ω;R) = 0, le lemme 16 et l’équation (2.89)
en association avec une interpolation nous donnent
lim
k→∞
∫
Ω
(
p(%)Tk(%)− p(%) Tk(%)
)
dx = 0.
En reprenant maintenant (2.87) on arrive à
lim
k→∞
lim sup
δ→0+
∫
Ω
|Tk(%δ)− Tk(%)|γ+1 dx = 0,
puis en constatant l’inégalité
‖%δ − %‖L1(Ω;R) ≤ ‖%δ − Tk(%δ)‖L1(Ω;R) + ‖Tk(%δ)− Tk(%)‖L1(Ω;R) + ‖Tk(%)− %‖L1(Ω;R),
on déduit finalement que
%δ → % dans L1(Ω;R).
Ceci implique
%δ → % dans Lp(Ω;R) pour tout p dans [1, sγ),
ce qui met un point final à la preuve du théorème 2.1.
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3.1 Introduction et description du problème
3.1.1 Introduction
On étudie maintenant le problème de Navier-Stokes-Fourier complet dans le cas stationnaire. La
pression dépend ainsi de la densité mais aussi de la température, tout comme l’énergie et l’entropie du
système. On considère des conditions de bord de glissement partiel. Cette condition nous permet d’ob-
tenir les résultats d’existence pour des domaines pouvant comporter des symétries axiales. On introduit
deux classes de solutions : les solutions faibles standard et les solutions entropiques variationnelles ba-
sées sur le bilan d’entropie. On arrive à des résultats d’existence de solutions faibles pour des domaines
comportant des symétries axiales ou non, et avec un coefficient adiabatique aussi proche de 1 qu’on le
souhaite.
On commence en écrivant un système approchant pour lequel l’existence de solutions est vérifiée. On
continue en établissant des estimations a priori pour la vitesse et la température au moyen de l’équation
d’énergie totale et de l’inégalité entropique. Enfin, en introduisant un paramètre de bootstrapping
similaire à celui du chapitre précédent, on parvient à majorer diverses quantités, de la même manière
que dans le chapitre précédent.
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On met ensuite en place le type de fonctions test créées auparavant et l’on arrive au même genre
d’estimations de type potentiel. Celles-ci permettent à leur tour de borner le paramètre de bootstrapping
et d’estimer de manière uniforme les quantités majorées par notre paramètre.
Ceci nous autorise à énoncer de nombreuses convergences nécessaires au passage du système appro-
chant au système de départ. Il ne reste plus alors qu’à démontrer la convergence de la densité. Ceci est
fait en appliquant les techniques énoncées dans le chapitre précédent au système complet de Navier-
Stokes-Fourier. On généralise ainsi les travaux de Novotný et Pokorny [61] et [63] en permettant de
traiter des lois constitutives plus générales.
Les résultats énoncés et démontrés dans ce chapitre, ont été l’objet de l’article [46] accepté pour
publication.
3.1.2 Le système de Navier-Stokes-Fourier stationnaire avec conduction de la
chaleur
Dans ce chapitre, on montre l’existence de solutions faibles pour le système de Navier-Stokes-Fourier
stationnaire avec conduction de la chaleur dans un domaine borné Ω ⊂ R3. Ce système d’équations
aux dérivées partielles décrit l’écoulement d’un fluide compressible conducteur de la chaleur et s’écrit
comme suit
div(%u) = 0, (3.1)
div(%u⊗ u)− div S+∇p = %f , (3.2)
div(%Eu) = %f · u− div(pu) + div(Su)− div q. (3.3)
Comme auparavant, la première équation exprime le bilan de masse du fluide, alors que la deuxième
représente le bilan de quantité de mouvement. La dernière équation dresse quant à elle le bilan d’énergie
totale du système. La première inconnue du système est la densité du fluide, %, qui est toujours positive
ou nulle alors que la température du fluide ϑ doit rester strictement positive. Cette dernière n’apparaît
qu’implicitement dans la formulation que l’on a donné du problème. Enfin, u représente le vecteur
vitesse du fluide. Le fluide étant à nouveau supposé newtonien, on considère un tenseur des contraintes
visqueuses de la forme
S = S(ϑ,∇u) := µ(ϑ)
[
∇u +∇Tu− 23 div uI
]
+ ξ(ϑ) div uI, (3.4)
et le flux de chaleur q est supposé satisfaire la loi de Fourier
q = −κ(ϑ)∇ϑ. (3.5)
3.1.3 Cadre de travail
On considère pour conditions de bord sur ∂Ω :
u · n = 0, (S(ϑ,∇u)n)× n + λu× n = 0, (3.6)
−q(ϑ,∇ϑ) · n + L(ϑ)(ϑ−Θ0) = 0, (3.7)
où n représente le vecteur normal unitaire sortant au bord du domaine Ω. La fonction L(·) est une
fonction de la température vérifiant les propriétés
L(·) ∈ C(0,∞), c1(1 + ϑ)l ≤ L(ϑ) ≤ c2(1 + ϑ)l, l ∈ R, ϑ ∈ R+. (3.8)
Ces conditions signifient qu’il y a un glissement partiel au bord (parfait si λ est nul) et un transfert de
chaleur à travers la frontière qui est proportionnel à la différence de température entre le système et
l’extérieur.
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La masse totale du fluide est définie par∫
Ω
% dx = M > 0.
Les viscosités quant à elles sont supposées avoir les comportements suivants
µ > 0, ξ ≥ 0, (3.9a)
µ et ξ sont continues sur (0,∞), (3.9b)
µ est lipschitzienne sur (0,∞), (3.9c)
c1(1 + ϑ) ≤ µ(ϑ), (3.9d)
µ(ϑ), ξ(ϑ) ≤ c2(1 + ϑ). (3.9e)
Pour la conductivité de la chaleur κ(ϑ) on fait l’hypothèse
c3(1 + ϑm) ≤ κ(ϑ) ≤ c4(1 + ϑm) sur (0,∞), (3.10)
pour un certain m strictement positif. On montre par la suite que ce coefficient se révèle nécessairement
strictement supérieur à 2/3.
Précisons maintenant les quantités thermodynamiques. L’énergie totale E qui apparaît dans l’équa-
tion (3.3) est la somme de l’énergie interne spécifique du système et de l’énergie cinétique :
E(%, ϑ,u) = e(%, ϑ) + 12u
2. (3.11)
La pression considérée est une généralisation de la loi de pression pour les gaz monoatomiques
p(%, ϑ) = (γ − 1)%e(%, ϑ). (3.12)
Enfin, l’entropie spécifique s = s(%, ϑ) est définie à travers la relation de Gibbs
ϑDs(%, ϑ) = De(%, ϑ) + p(%, ϑ)D
(
1
%
)
, (3.13)
où D représente le gradient par rapport aux variables % et ϑ.
On constate que l’entropie spécifique ainsi définie est solution de
div(%su) + div
(
q(ϑ,∇ϑ)
ϑ
)
= S(ϑ,∇u) : ∇u
ϑ
− q(ϑ,∇ϑ) · ∇ϑ
ϑ2
. (3.14)
Par ailleurs, si p est de classe C1((0,∞)2) et que e ∈ C2((0,∞)2), alors la relation de Gibbs est
équivalente à la relation dite de Maxwell
∂e(%, ϑ)
∂%
= 1
%2
(
p(%, ϑ)− ϑ∂p(%, ϑ)
∂ϑ
)
. (3.15)
La pression est donc finalement de la forme
p(%, ϑ) = ϑγ/(γ−1)P
( %
ϑ1/(γ−1)
)
, (3.16)
où P est une fonction positive possédant la propriétés suivantes
P ∈ C1([0,∞)) ∩ C2((0,∞)), (3.17a)
P (0) = 0 et P ′(0) = p0 > 0, (3.17b)
P ′(Z) > 0 pour Z > 0, (3.17c)
lim
Z→∞
P (Z)
Zγ
= p∞ > 0, (3.17d)
0 < 1
γ − 1
γP (Z)− ZP ′(Z)
Z
≤ c5 <∞, pour Z > 0. (3.17e)
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Remarque 1
Pour faciliter la compréhension, on peut se restreindre au modèle plus simple où
p(%, ϑ) = %γ + %ϑ et e(%, ϑ) = 1
γ − 1%
γ−1 + cvϑ avec cv > 0. (3.18)
Dans ce cas, en vertu de (3.13), on sait que l’entropie spécifique est de la forme
s(%, ϑ) = − ln %+ cv lnϑ. (3.19)
L’utilisation d’un tel modèle permet d’exhiber toutes les difficultés des preuves, tout en évitant l’émer-
gence de certains problèmes techniques.
3.2 Définitions des solutions recherchées et résultats obtenus
3.2.1 Définitions des solutions
On définit ici deux types de solutions à notre problème.
Définition 3.1 (Solution faible)
On appelle solution faible du système (3.1) - (3.19) un triplet (%, ϑ,u) qui vérifie les conditions sui-
vantes :
1. Les propriétés de régularité :
• % ≥ 0 presque partout sur Ω,
• % ∈ L6γ/5(Ω),
• ∫Ω % dx = M,• ϑ > 0 presque partout sur Ω,
• ϑ ∈W 1,r(Ω) ∩ L3m(Ω) ∩ Ll+1(∂Ω), pour un certain r>1,
• ϑm∇ϑ ∈ L1(Ω;R3),
• u ∈W 1,20 (Ω;R3),
• %|u|2 ∈ L6/5(Ω),
• S(ϑ,∇u)u ∈ L1(Ω;R3),
• %uϑ ∈ L1(Ω;R3),
2. L’équation de bilan de masse au sens faible :∫
Ω
%u · ∇ψ = 0, ∀ψ ∈ C∞(Ω), (3.20)
3. L’équation de bilan de quantité de mouvement au sens faible :∫
Ω
(
−%(u⊗u) : ∇ϕ− p(%, ϑ) divϕ+S(ϑ,∇u) : ∇ϕ
)
dx+λ
∫
∂Ω
(u×n) · (ϕ×n) dσ =
∫
Ω
%f ·ϕdx
(3.21)
pour tout ϕ ∈ C∞n (Ω;R3),
4. L’équation de bilan d’énergie totale au sens faible :∫
Ω
−
(
1
2%|u|
2 + %e(%, ϑ)
)
u · ∇ψ dx =
∫
Ω
%f · uψ + p(%, ϑ)u · ∇ψ dx
−
∫
Ω
(
(S(ϑ,∇u)u) · ∇ψ + κ(ϑ)∇ϑ · ∇ψ
)
dx−
∫
∂Ω
L(ϑ)(ϑ−Θ0)ψ dσ − λ
∫
∂Ω
(u× n)2ψ dσ,
(3.22)
pour tout ψ ∈ C∞(Ω).
Ici, le symbole C∞n (Ω;R3) représente l’ensemble {v ∈ C∞(Ω); v · n = 0 sur ∂Ω}.
Définition 3.2 (Solution entropique variationnelle)
Un triplet (%, ϑ,u) sera appelé solution variationnelle entropique au système (3.1) - (3.19) s’il vérifie
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1. Les propriétés de régularité :
• % ≥ 0 presque partout sur Ω,
• % ∈ Lγ(Ω),
• ∫Ω %dx = M,• ϑ > 0 presque partout sur Ω,
• ϑ ∈ L3m(Ω),
• ϑ−1 ∈ L1(∂Ω),
• (1 + ϑ)l ∈ L1(∂Ω),
• ϑm |∇ϑ|2ϑ2 ∈ L1(Ω),
• ϑm∇ϑϑ ∈ L1(Ω),
• u ∈W 1,20 (Ω;R3),
• %ϑ ∈ L1(Ω),
• %|u|2 ∈ L6/5(Ω),
• ϑ−1S(ϑ,∇u)u ∈ L1(Ω;R3),
2. Les équations de bilan de masse et de quantité de mouvement au sens faible (3.20), (3.21),
3. L’inégalité d’entropie :∫
Ω
(
S(ϑ,∇u) : ∇u
ϑ
+ κ(ϑ) |∇ϑ|
2
ϑ2
)
ψ dx+
∫
∂Ω
L(ϑ)
ϑ
Θ0 dσ
≤
∫
∂Ω
L(ϑ)ψ dσ +
∫
Ω
κ(ϑ)∇ϑ · ∇ψ
ϑ
− %s(%, ϑ)u · ∇ψ dx
(3.23)
pour tout ψ positif appartenant à C∞(Ω),
4. Le bilan d’énergie global
λ
∫
∂Ω
(u× n)2 dσ +
∫
∂Ω
L(ϑ)(ϑ−Θ0) dσ =
∫
Ω
%f · u dx. (3.24)
Définition 3.3 (Solution renormalisée)
Soit % ∈ L6/5loc (R3) et u ∈W 1,2loc (R3;R3) qui sont solutions de
div(%u) = 0
au sens des distributions.
Alors, le couple (%,u) est appelé solution renormalisée de l’équation de bilan de masse si
div(b(%)u) + (%b′(%)− b(%)) div u = 0 dans D′(R3) (3.25)
pour tout b ∈ C([0,∞)) ∩ C1(0,∞) vérifiant
zb′(z) ∈ L∞(0, 1),
b(z)/z5γ/6 ∈ L∞(1,∞),
zb′(z)− b(z)
zγ/2
∈ L∞(1,∞).
3.2.2 Résultats obtenus
Inspirés par la méthode exposée dans le premier chapitre de cette partie, le but de notre étude est
d’abaisser la valeur de γ aussi près de 1 que possible. Nous formulons les résultats obtenus dans les deux
théorèmes ci-dessous. Le premier théorème est valable dans le cas d’un domaine non axisymétrique, le
deuxième montre les résultats obtenus dans le cas où le domaine contient une symétrie de révolution.
Théorème 3.1 (Existence de solutions - Cas d’un domaine non axisymétrique)
Soit Ω ⊂ R3 un domaine C2 borné. On suppose que f est un champ vectoriel de L∞(Ω;R3), que
Θ0 ≥ K0 > 0 presque partout sur la frontière ∂Ω, que Θ0 ∈ L1(∂Ω) et enfin que L est constante.
• Si γ > 1 et m > max
{
2
3 ,
2
3(γ−1)
}
, alors il existe une solution entropique variationnelle (voir
définition 3.2) au problème (3.1) - (3.19). Le couple (%,u) s’avère en outre être une solution
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renormalisée de l’équation de bilan de masse.
• Si γ > 54 et m > 1, alors la solution est aussi solution faible (au sens de la définition 3.1).
Théorème 3.2 (Existence de solutions - Cas d’un domaine axisymétrique)
Soit Ω ⊂ R3 un domaine C2 borné. On suppose que f est un champ vectoriel de L∞(Ω;R3), que
Θ0 ≥ K0 > 0 presque partout sur la frontière ∂Ω, que Θ0 ∈ L1(∂Ω) et enfin que L est constante. On
fait l’hypothèse supplémentaire que λ > 0.
• Si γ > 1 et m > max
{
2
3 ,
2
3(γ−1)
}
, alors il existe une solution entropique variationnelle (voir
définition 3.2) au problème (3.1) - (3.19).
• Si γ ∈ ( 54 , 43] et m > 6γ15γ−16 ou si γ ∈ ( 43 , 53) et m > 18−6γ9γ−7 , alors la solution est aussi solution
faible (au sens de la définition 3.1).
3.2.3 Remarques bibliographiques
Les premiers résultats d’existence de solutions faibles pour le système de Navier-Stokes dans le cas
compressible remontent au livre [52] de P.L. Lions, où la preuve a été faite pour un fluide isentrope avec
un coefficient adiabatique strictement supérieur à 53 . Le point crucial de ce travail, la convergence forte
de la densité, reposait sur l’utilisation de l’identité du flux effectif visqueux et la notion d’équation de
bilan de masse renormalisée. Cette dernière nécessitant des estimations a priori pour la densité dans
L2(Ω). Dans l’article [60], Novo et Novotný se sont inspirés des travaux de Feireisl et al. [21], [26] sur la
mesure de défaut pour obtenir l’existence de solutions pour tout γ, sous réserve que la densité obéisse
à certaines estimations a priori.
De nouvelles idées pour améliorer les estimations de densité furent apportées de manière indépen-
dante par Plotnikov et Sokolowski dans [68], [67] et [66] et par Frehse, Goj et Steinhauer dans [30]. La
première preuve d’existence de solutions faibles pour γ < 53 a été faite par Březina et Novotný [6], où les
auteurs ont pris γ > 1+
√
13
3 et ont évité les problèmes à la frontière en prenant des conditions de bord
spatialement périodiques. Une nouvelle méthode valable pour des valeurs du coefficient adiabatique
strictement supérieures à 43 en trois dimensions (ou strictement supérieures à 1 dans le cas bidimen-
sionnel) avec des conditions de Dirichlet a été émise dans les articles de Frehse, Steinhauer et Weigant
[28] et [29]. Enfin, pour γ > 1, Jiang et Zhou on montré dans [48] et [47] l’existence de solutions faibles
pour des conditions de Dirichlet périodiques en espace et dans le cas isentrope.
Pour les fluides conducteurs de la chaleur dans le cas stationnaire, on trouve un premier résultat
dans le livre [52], mais avec des contraintes sur l’intégrabilité Lq de la densité pour des q larges. Ainsi,
le premier résultat similaire au problème exposé dans ce chapitre s’avère être de Mucha et Pokorny
[58], où les coefficients de viscosité sont indépendants de la température, γ est strictement supérieur
à 3, m = l + 1 = 3γ−13γ−7 et avec des conditions de glissement au bord du domaine pour la vitesse. En
contrepartie des ces contraintes, la densité était bornée et la vitesse était dans W 1,q(Ω) pour tout q.
Dans les articles [61] et [63], les auteurs ont pu abaisser la valeur limite de γ jusqu’à
√
41+3
8 pour
des conditions de Dirichlet et des viscosités dépendantes de la température, permettant une utilisation
efficace de l’inégalité d’entropie.
3.3 Quelques résultats préliminaires
Dans cette section, on rappelle quelques résultats classiques qui seront utilisés par la suite.
3.3.1 Estimations des quantités thermodynamiques
On commence avec des propriétés concernant les quantités thermodynamiques p(%, ϑ), e(%, ϑ) et
s(%, ϑ). Celles-ci se déduisent de la loi de pression (3.12), de l’équation de Maxwell (3.15) et des pro-
priétés de la pression (3.16) - (3.17). On se réfère à [24, Section 3.2] pour plus de détails.
On a, pour K0 une constante fixée
c8%ϑ ≤ p(%, ϑ) ≤ c9%ϑ si % ≤ K0ϑ1/(γ−1),
c10 ≤ p(%, ϑ) ≤ c11
{
ϑγ/(γ−1), si % ≤ K0ϑ1/(γ−1),
%γ , si % > K0ϑ1/(γ−1).
(3.26)
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On a aussi l’hypothèse thermodynamique suivante
∂p(%, ϑ)
∂%
> 0 sur (0,∞)2, (3.27)
p = d%γ + pm(%, ϑ) pour un certain d > 0 avec
∂pm(%, ϑ)
∂%
≥ 0 sur (0,∞)2. (3.28)
Concernant l’énergie interne spécifique e, on sait que
1
γ − 1p∞%
γ − 1 ≤ e(%, ϑ) ≤ c12(%γ−1 + ϑ) sur (0,∞)2,
∂e(%, ϑ)
∂%
% ≤ c12(%γ−1 + ϑ) sur (0,∞)2.
(3.29)
Enfin, pour l’entropie spécifique on dispose des résultats suivants :
∂s(%, ϑ)
∂%
= 1
ϑ
(
∂e(%, ϑ)
∂%
− p(%, ϑ)
%2
)
= − 1
%2
∂p(%, ϑ)
∂ϑ
, (3.30)
et
∂s(%, ϑ)
∂ϑ
= 1
ϑ
∂e(%, ϑ)
∂ϑ
= 1
γ − 1
ϑ1/(γ−1)
%
(
γP
( %
ϑ1/(γ−1)
)
− %
ϑ1/(γ−1)
P ′
( %
ϑ1/(γ−1)
))
> 0. (3.31)
Mais aussi 
|s(%, ϑ)| ≤ c13(1 + |ln %|+ |lnϑ|) sur (0,∞)2,
|s(%, ϑ)| ≤ c14(1 + |ln %|) sur (0,∞)× (1,∞),
s(%, ϑ) ≥ c15 > 0 sur (0, 1)× (1,∞),
s(%, ϑ) ≥ c16(1 + lnϑ) sur (0, 1)× (0, 1).
(3.32)
3.3.2 Inégalités de type Korn
On rappelle maintenant différentes inégalités de type Korn auxquelles on ajoute une version corres-
pondant à nos conditions de bord.
Lemme 19
Soit u ∈W 1,20 (Ω;R3), ϑ > 0 et S(ϑ,∇u) comme défini précédemment. Alors∫
Ω
S(ϑ,∇u) : ∇u
ϑ
dx ≥ c‖u‖2
W 1,20 (Ω;R3)
,∫
Ω
S(ϑ,∇u) : ∇u dx ≥ c‖u‖2
W 1,20 (Ω;R3)
.
(3.33)
La preuve de ce lemme peut être trouvée dans [24].
Lemme 20
Soit u ∈W 1,2(Ω;R3), ϑ > 0 et Ω lipschitzien. Alors∫
Ω
∣∣∣∇u +∇Tu− 23 div uI∣∣∣2 dx+
∫
Ω
|u|2 ≥ c‖u‖2W 1,2(Ω;R3). (3.34)
La preuve de ce résultat se trouve, par exemple, dans [24, Theorem 10.15].
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Lemme 21
Soit u ∈W 1,2n (Ω;R3), ϑ > 0, Ω lipschitzien et S(ϑ,∇u) vérifiant (3.4) et (3.9). Alors∫
Ω
S(ϑ,∇u) : ∇u
ϑ
dx+
∫
∂Ω
|u× n|2 dσ ≥ c‖u‖2
W 1,2n (Ω;R3)
,∫
Ω
S(ϑ,∇u) : ∇u dx+
∫
∂Ω
|u× n|2 dσ ≥ c‖u‖2
W 1,2n (Ω;R3)
.
(3.35)
Si de plus Ω n’est pas axisymétrique, alors les inégalités (3.33) sont vraies elles aussi.
Démonstration:
On utilise un raisonnement par l’absurde en supposant qu’il existe une suite de champs vectoriels vk
de W 1,2n (Ω;R3) telle que pour tout entier naturel k on a‖vk‖W
1,2
n (Ω;R3) = 1,
‖vk‖W 1,2n (Ω;R3) > k
(∫
Ω
S(ϑ,∇vk) : ∇vk
ϑ
dx+
∫
∂Ω
|vk × n|2 dσ
)
.
Le lemme 20 nous indique que cette suite va converger vers un certain v appartenant à W 1,20 (Ω;R3)
avec
∫
Ω
S(ϑ,∇u)
ϑ
dx = 0. Le lemme 19 nous assure ainsi que notre limite v est nulle, ce qui contredit
notre première hypothèse. On obtient donc la première inégalité. La deuxième se démontrant de la
même façon, on peut passer au cas où Ω ne comporte pas de symétrie axiale. On reprend alors le même
argumentaire que dans le chapitre précédent, section 2.3. La dernière inégalité s’obtient de manière
similaire. 
3.3.3 Système approchant
On utilise le système approchant suivant, basé sur le travail fait dans [61]. Il nous faut néanmoins
refaire le passage à la limite δ → 0 qui se trouve modifié. On affirme ainsi que pour tout δ > 0 il existe,
pour β et B suffisamment grands, un triplet (%δ, ϑδ,uδ) tel que
%δ ≥ 0,
%δ ∈ L5β/3(Ω),
ϑδ > 0 presque partout sur Ω,
ϑδ ∈W 1,2(Ω) ∩ L3B(Ω),
uδ ∈W 1,2n (Ω;R3),
vérifiant les équations suivantes
• l’équation de bilan de masse au sens faible∫
Ω
%δuδ · ∇ψ dx = 0, pour tout ψ ∈W 1,
30β
25β−18 (Ω), (3.36)
• l’équation de la quantité de mouvement au sens faible∫
Ω
(
−%δ(uδ ⊗ uδ) : ∇ϕ+ S(ϑδ,∇uδ) : ∇ϕ− (p(%δ, ϑδ) + δ%βδ + δ%2δ) divϕ
)
dx
+λ
∫
∂Ω
(uδ × n) · (ϕ× n) dσ =
∫
Ω
%δf ·ϕdx,
(3.37)
pour tout ϕ ∈W 1,5/2n (Ω;R3),
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• l’équation de l’énergie totale au sens faible∫
Ω
((
−12%δ|uδ|
2 − %δe(%δ, ϑδ)
)
uδ · ∇ψ + (κ(ϑδ) + δϑBδ + δϑ−1δ )∇ϑδ : ∇ψ
)
dx
+
∫
∂Ω
(
L+ δϑB−1δ
)
(ϑδ −Θ0)ψ dσ + λ
∫
∂Ω
(uδ × n)2ψ dσ =
∫
Ω
%δf · uδψ dx
+
∫
Ω
((
−S(ϑδ,∇uδ)uδ + (p(%δ, ϑδ) + δ%βδ + δ%2δ)uδ
)
· ∇ψ + δϑ−1δ ψ
)
dx
+δ
∫
Ω
(
1
β − 1%
β
δ + %
2
δ
)
uδ · ∇ψ dx,
(3.38)
pour tout ψ ∈ C1(Ω),
• l’inégalité d’entropie sous la forme∫
Ω
(
ϑ−1δ S(ϑδ,∇uδ) : ∇uδ + δϑ−2δ + (κ(ϑδ) + δϑBδ + δϑ−1δ )
|∇ϑδ|
ϑ2δ
2
)
ψ dx
≤
∫
Ω
(
(κ(ϑδ) + δϑBδ + δϑ−1δ )
∇ϑδ : ∇ψ
ϑδ
− %δs(%δ, ϑδ)uδ · ∇ψ
)
dx
+
∫
∂Ω
L+ δϑB−1δ
ϑδ
(ϑδ −Θ0)ψ dσ,
(3.39)
pour tout ψ positif appartenant à C1(Ω).
3.4 Estimations a priori
3.4.1 Vitesse et température
En prenant ψ ≡ 1 dans (3.38) et (3.39) on obtient le lemme suivant
Lemme 22
Si Ω ne comporte pas de symétrie axiale, alors il existe une constante c indépendante de δ telle que
‖uδ‖W 1,2(Ω;R3) ≤ c (3.40)
et
‖ϑδ‖L3m(Ω) ≤ c
(
1 +
∣∣∣∣∫
Ω
%δuδ · f dx
∣∣∣∣) . (3.41)
Si au contraire le domaine Ω est axisymétrique, alors
‖uδ‖2W 1,2(Ω;R3) + ‖ϑδ‖L3m(Ω) ≤ c
(
1 +
∣∣∣∣∫
Ω
%δuδ · f dx
∣∣∣∣) . (3.42)
Démonstration:
La preuve dans le cas présent étant très similaire à celle du cas des conditions de Dirichlet pour la
vitesse, on se réfère à [61] pour les détails de la preuve et on se restreint aux idées essentielles de la
démonstration.
• On commence en testant les équations (3.38) et (3.39) avec ψ ≡ 1, comme annoncé auparavant.
Cela donne∫
∂Ω
Lϑδ + δϑBδ + λ(uδ × n)2 dσ =
∫
Ω
%δf · uδ dx+
∫
∂Ω
(L+ δϑB−1δ )Θ0 dσ + δ
∫
Ω
ϑ−1δ dx (3.43)
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et ∫
Ω
(κ(ϑδ) + δϑBδ + δϑ−1δ )
|∇ϑδ|2
ϑ2δ
dx+
∫
Ω
S(ϑδ,∇uδ)
ϑδ
: ∇uδ + δϑ−2δ dx
+
∫
∂Ω
L+ δϑB−1δ
ϑδ
Θ0 dσ ≤
∫
∂Ω
L+ δϑB−1δ dσ.
(3.44)
• Ces tests nous permettent de déduire que
λ‖uδ × n‖2L2(∂Ω;R3) + ‖ϑδ‖L3m(Ω) ≤ λ‖uδ × n‖2L2(∂Ω;R3) + c
(
‖ϑδ‖L1(∂Ω) + ‖∇ϑ
m
2
δ ‖
2
m
L2(Ω;R3)
)
≤ c
(
1 + ‖%δ‖
L
6
5 (Ω)
+ δ
1
(B−1) ‖%δ‖
2B
B+1
L
6
5 (Ω)
+ δ
2
m(B+1) ‖%δ‖
2(B−1)
(B+1)
L
6
5 (Ω)
)
.
(3.45)
et ∫
Ω
S(ϑδ,∇uδ) : ∇uδ
ϑδ
dx+ ‖∇ϑm2δ ‖2L2(Ω;R3) + ‖∇ lnϑδ‖2L2(Ω;R3) + ‖ϑ−1δ ‖L1(∂Ω)
+δ
(
‖∇ϑB2δ ‖2L2(Ω;R3) + ‖∇ϑ
−1
2
δ ‖2L2(Ω;R3) + ‖ϑδ‖B−2L3B(Ω) + ‖ϑ−2δ ‖L1(Ω)
)
≤ c
(
1 + δ 2B+1 ‖%δ‖
2(B−1)
B−1
L
6
5 (Ω)
) (3.46)
• En se servant du lemme d’inversion de la divergence de Bogovskii (voir théorème B.9 de l’annexe),
on emploie une solution du problème{
div Φ = %δ − 1|Ω|
∫
Ω %dx sur Ω,
Φ = 0 sur ∂Ω,
dans l’équation de la quantité de mouvement et on obtient
δ‖%δ‖β−
3
2
β+1 ≤ c, (3.47)
pour m > 23 et β >
3m+2
3m−2 .• On peut maintenant faire appel au lemme 21, tout d’abord dans le cas d’un domaine non axisy-
métrique pour avoir
‖uδ‖W 1,2(Ω;R3) + ‖∇ϑ
m
2
δ ‖2L2(Ω;R3) + ‖∇ lnϑδ‖2L2(Ω;R3) + ‖ϑ−1δ ‖L1(∂Ω)
+ δ
(
‖∇ϑB2δ ‖2L2(Ω;R3) + ‖∇ϑ
−1
2
δ ‖2L2(Ω;R3) + ‖ϑδ‖B−2L3B(Ω) + ‖ϑ−2δ ‖L1(Ω)
)
≤ c
(3.48)
et
‖ϑδ‖L3m(Ω) ≤ c
(
1 +
∣∣∣∣∫
Ω
%δuδ · f dx
∣∣∣∣) . (3.49)
Pour finir, dans le cas où Ω comporte une symétrie axiale (et où λ est strictement positif), on
obtient
‖∇ϑm2δ ‖2L2(Ω;R3) + ‖∇ lnϑδ‖2L2(Ω;R3) + ‖ϑ−1δ ‖L1(∂Ω)
+ δ
(
‖∇ϑB2δ ‖2L2(Ω;R3) + ‖∇ϑ
−1
2
δ ‖2L2(Ω;R3) + ‖ϑδ‖B−2L3B(Ω) + ‖ϑ−2δ ‖L1(Ω)
)
≤ c
(3.50)
et
‖uδ‖2W 1,2(Ω;R3) + ‖ϑδ‖L3m(Ω) ≤ c
(
1 +
∣∣∣∣∫
Ω
%δuδ · f dx
∣∣∣∣) . (3.51)
Ce qui achève la démonstration du lemme. 
3.4.2 Densité - Estimations globales
Comme dans le chapitre précédent, on utilise un paramètre de bootstrapping
A :=
∫
Ω
%aδ |uδ|2 + %δ|uδ|2b+2 dx,
36
3 Existence de solutions faibles pour les équations de Navier-Stokes-Fourier dans le cas stationnaire avec des
conditions de glissement au bord
où a appartient à [1, γ] et b appartient à (0, 1). De manière similaire à précédemment, on peut écrire
les résultats suivants
Lemme 23
Pour les a et b choisis comme décrit dans la définition du paramètre A, il existe une constante c
indépendante de δ telle que
‖%δuδ‖L1(Ω;R3) ≤ cA
a−b
2(ab+a−2b) . (3.52)
Démonstration:
On utilise l’inégalité de Hölder en se remémorant que
∫
Ω
%dx = M et on déduit directement que
‖%δuδ‖L1(Ω;R3) =
∫
Ω
(
(%aδ |uδ|2)
1−b
2(ab+a−2b) (%bδ|uδ|2b+2)
a−1
2(ab+a−2b) %
2ab+a−3b
2(ab+a−2b)
δ
)
dx ≤ cA a−b2(ab+a−2b) , (3.53)
qui est l’inégalité souhaitée. 
Lemme 24
Pour les a et b choisis comme décrit dans la définition du paramètre A et pour 1 < s < 12−a (dans le
cas où a < 2) et 0 < (s− 1) aa−1 < b < 1, il existe une constante c indépendante de δ telle que
‖%δ|uδ|2‖Ls(Ω;R3) ≤ cA
a−b/s
ab+a−2b . (3.54)
Démonstration:
De façon identique à la démonstration précédente
‖%δ|uδ|2‖sLs(Ω;R3) =
∫
Ω
(
(%aδ |uδ|2)
2s−1−b
ab+a−2b (%bδ|uδ|2b+2)
sa+1−2s
ab+a−2b %
ab+a−b−sa
ab+a−2b
δ
)
dx ≤ cA a−b/sab+a−2b . (3.55)

Lemme 25
Soit 1 ≤ a ≤ γ, 0 < b < 1, 1 < s < 12−a (si a < 2), 0 < (s− 1) aa−1 < b < 1, s ≤ 6m3m+2 , m > 23 . Alors,
que Ω soit axisymétrique (avec λ > 0) ou non, il existe une constante c indépendante de δ telle que∫
Ω
(
%sγδ + %
(s−1)γ
δ p(%δ, ϑδ) + (%δ|uδ|2)s + δ%β+(s−1)γδ
)
dx ≤ c
(
1 +A
sa−b
ab+a−b
)
. (3.56)
Démonstration:
On invoque une fois encore le résultat de Bogovskii d’inversion de la divergence. En effet, on va utiliser
dans l’équation de mouvement (3.37) la fonction test solution du problèmediv Φ = %
(s−1)γ
δ −
1
|Ω|
∫
Ω
%
(s−1)γ
δ dx sur Ω,
Φ = 0 sur ∂Ω.
(3.57)
On arrive à l’égalité∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ δ
∫
Ω
%
(s−1)γ
δ (%
β
δ + %
2
δ) dx =
1
|Ω|
∫
Ω
p(%δ, ϑδ) dx
∫
Ω
%
(s−1)γ
δ dx
+ δ|Ω|
∫
Ω
%βδ + %
2
δ dx
∫
Ω
%
(s−1)γ
δ dx−
∫
Ω
%δ(uδ ⊗ uδ) : ∇Φ dx+
∫
Ω
S(ϑδ,∇uδ) : ∇Φ dx
−
∫
Ω
%δf ·Φ dx = I1 + I2 + I3 + I4 + I5.
(3.58)
On majore maintenant les différents termes du membre de droite. Pour cela on utilise les propriétés de
notre fonction Φ concernant sa norme. Si (s − 1)γ ≤ 1, on sait que
∫
Ω
%
(s−1)γ
δ dx ≤ c(M) et il vient
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ainsi l’estimation de I1 :
|I1| ≤ c(M)
∫
Ω
p(%δ, ϑδ) dx
≤ c
(∫
Ω
%sγδ dx
) 1
s
+ c
∫
{%δ<K0ϑ
1
γ−1
δ
}
(
(%1+(s−1)γδ ϑδ)
1
1+(s−1)γ ϑ
(s−1)γ
1+(s−1)γ
δ
)
dx
≤ c
(∫
Ω
%sγδ dx
) 1
s
+
(∫
{%δ<K0ϑ
1
γ−1
δ
}
%
1+(s−1)γ
δ ϑδ dx
) 1
1+(s−1)γ
(∫
{%δ<K0ϑ
1
γ−1
δ
}
ϑδ dx
) (s−1)γ
1+(s−1)γ

≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c(ε)
∫
Ω
ϑδ dx.
(3.59)
Grâce au lemme 23 en association avec le lemme 22, on arrive à∫
Ω
ϑδ dx ≤ ‖ϑδ‖3m ≤ c
(
1 +A
a−b
2(ab+a−2b)
)
≤ c
(
1 +A
sa−b
ab+a−2b
)
, (3.60)
puisque s > 1. Si au contraire (s− 1)γ > 1 on procède comme dans [64] et on obtient
|I1| ≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c(ε)
(∫
Ω
ϑδ dx
) sγ
γ−1
(3.61)
sans restriction additionnelle.
Le terme I2 pouvant quant à lui être aisément traité via une interpolation, on passe au troisième
terme de la façon suivante
|I3| ≤
(∫
Ω
(%δ|uδ|2)s dx
) 1
s
(∫
Ω
|∇Φ| ss−1 dx
) s−1
s
≤ ε
∫
Ω
%sγδ dx+ c(ε)
∫
Ω
(%δ|uδ|2)s dx
≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c(ε)
∫
Ω
(%δ|uδ|2)s dx.
(3.62)
En utilisant le lemme 24, on obtient finalement
|I3| ≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c
(
1 +A
sa−b
ab+a−2b
)
.
C’est la quatrième intégrale qui apporte des restrictions entre s et m puisque
|I4| ≤ c
∫
Ω
(1 + ϑ)|∇uδ||∇Φ|dx ≤ c‖∇Φ‖L ss−1 (Ω;R3×3)‖∇uδ‖L2(Ω;R3×3)(1 + ‖ϑδ‖L3m(Ω))
pour s ≤ 6m3m+2 (ce qui signifie que pour avoir s > 1 il faut que m > 23 ). L’inégalité de Young nous
fournit
|I4| ≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c(ε)‖∇uδ‖sL2(Ω;R3×3)
(
1 + ‖ϑδ‖sL3m(Ω)
)
.
Donc, en regard du lemme 23, on peut obtenir la majoration suivante
|I4| ≤ ε
∫
Ω
%
(s−1)γ
δ p(%δ, ϑδ) dx+ c(ε)‖∇uδ‖sL2(Ω;R3×3)
(
1 +A
sa−b
ab+a−2b
)
. (3.63)
Pour finir, on estime la dernière intégrale
|I5| ≤ c‖Φ‖L ss−1 (Ω;R3)‖%δ‖Ls(Ω) ≤ ε|%δ‖
sγ
Lsγ(Ω) + c(ε),
ce qui clôt la preuve du lemme. 
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3.4.3 Fonctions test locales
On utilise ici les méthodes exposées dans le chapitre 2. On emploie donc les mêmes résultats concer-
nant les coordonnées locales pour les domaines C2 qui amènent à la définition des mêmes fonctions test,
que ce soit "loin" ou "à proximité" du bord ∂Ω. Il s’avère donc que les propriétés exprimées en section
2.5 du chapitre précédent pour ces fonctions test restent inchangées. Bien entendu, nous utilisons ici
les mêmes notations que celles établies au cours du précédent chapitre.
On peut tester l’équation de mouvement approchante (3.37) avec nos fonctions w1 et w2 selon que
l’on est proche du bord (dist(y, ∂Ω) ≤ R)) ou non (dist(y, ∂Ω) > R))∫
Ω
(
−%δ(uδ ⊗ uδ) : ∇wi + S(ϑδ,∇uδ) : ∇wi − (p(%δ, ϑδ) + δ%βδ + δ%2δ) div wi
)
dx
+λ
∫
∂Ω
(uδ × n) · (wi × n) dσ =
∫
Ω
%δf ·wi dx.
(3.64)
On se réfère ensuite aux lemmes 7 et 8 du chapitre précédent énumérant les propriétés des fonctions vi
pour déduire l’existence d’une constante c indépendante de δ (mais néanmoins dépendante de λ) telle
que∫
Ω
p(%δ, ϑδ) + δ(%βδ + %2δ)
|x− y|α dx+ (1− α)
∫
Ω
%δ|uδ|2
|x− y|α dx
≤ c(λ)
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖u‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
) (3.65)
pour α < 3m−22m . On résume cela dans le lemme suivant
Lemme 26
Soit 0 < α < max
{
1, 3m−22m
}
et m > 23 . Il existe une constante c indépendante de δ telle que (3.65) est
vérifiée pour tout δ strictement positif.
3.4.4 Densité - Estimations finales
Il convient maintenant de distinguer deux cas soulevés par le lemme précédent.
Si m ≥ 2, on a 3m−22m ≥ 1 et donc la restriction sur α se trouve être α < 1. On trouve alors en faisant
tendre α vers 1− au moyen du lemme de Fatou∫
Ω
p(%δ, ϑδ)
|x− y| dx ≤ c(λ)
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖u‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
)
.
On remarque par ailleurs que pour 0 < b < 1
%bδ|uδ|2b
|x− y| ≤
(
%δ|uδ|2
|x− y|α
)b 1
|x− y|1−bα ,
ce qui entraîne de facto
∫
Ω
%bδ|uδ|2b
|x− y| dx ≤
(∫
Ω
%δ|uδ|2
|x− y|α dx
)b(∫
Ω
1
|x− y| 1−bα1−b
dx
)1−b
.
On observe que la deuxième intégrale est finie pour tout b < 1 et l’on peut donc arriver au résultat
suivant
Lemme 27
Soit b ∈ ((s− 1) γγ−1 , 1), 1 < s < 22−γ , m ≥ 2 et s ≤ 6m3m+2 . Sous ces conditions, il existe une constante
c indépendante de δ telle que pour tout y dans Ω∫
Ω
p(%δ, ϑδ) + (%δ|uδ|2)b
|x− y| dx
≤ c
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖uδ‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
)
. (3.66)
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Pour le cas ou m < 2, on suit les méthodes décrites dans [64]. Pour 1 ≤ a < γ on remarque∫
Ω
%aδ
|x− y| dx =
∫
Ω
(
%γδ
|x− y|α
) a
γ
(
1
|x− y| γ−aαγ
)
dx
=
(∫
Ω
%γδ
|x− y|α dx
) a
γ
(∫
Ω
1
|x− y| γ−aαγ−a
dx
) γ−a
γ
.
(3.67)
En conséquence, si γ−aαγ−a < 3 (ce qui équivaut à α >
3a−2γ
a ) alors∫
Ω
%aδ
|x− y| dx ≤ c
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖uδ‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
) a
γ
.
(3.68)
De la même façon que pour le lemme qui précède, on a∫
Ω
%bδ|u|2b
|x− y| dx ≤ c
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖uδ‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
)b
,
(3.69)
mais cette fois, pour satisfaire à la condition 1−bα1−b < 3, il faut que
α >
3b− 2
b
.
Tout ceci est résumé dans le lemme qui suit
Lemme 28
Soit b ∈ ((s − 1) γγ−1 , 1), 1 < s < 22−γ , α > max
{ 3a−2γ
a ,
3b−2
b
}
, m ∈ ( 23 , 2). Il existe une constante c
indépendante de δ telle que pour tout y ∈ Ω,∫
Ω
%aδ +
(
%δ|u|2
)b
|x− y| dx
≤ c
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖uδ‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
) a
γ
+ c
(
1 + δ‖%δ‖βLβ(Ω) + ‖p(%δ, ϑδ)‖L1(Ω) + (1 + ‖ϑδ‖L3m(Ω))‖uδ‖W 1,2(Ω;R3) + ‖%δ|uδ|2‖L1(Ω)
)b
.
(3.70)
On procède maintenant comme dans la section 2.6 du chapitre précédent en considérant le problème
de Neumann −∆h = %aδ + %bδ|uδ|2b −
1
|Ω|
∫
Ω
(
%aδ + %bδ|uδ|2b
)
dx sur Ω,
∂nh|∂Ω = 0 sur ∂Ω.
(3.71)
On conserve ici les mêmes notations que dans le chapitre précédent. Quelques restrictions apparaissent,
que l’on détaille ici.
• Pour m ≥ 2,
‖h‖L∞(Ω) ≤ c
(
1 +A
γ−b/s
γβ+γ−2b
)
,
sous les conditions
1 < s < 12− γ , 0 < (s− 1)
γ
γ − 1 < b < 1, s ≤
6m
3m− 2 .
• Pour 23 < m < 2,
‖h‖L∞(Ω) ≤ c
(
1 +A
a−b/s
ab+a−2b
a
γ +A
a−b/s
ab+a−2b b
)
,
avec les restrictions
1 < s < 12− γ , 0 < (s− 1)
γ
γ − 1 < b < 1, s ≤
6m
3m− 2 ,
40
3 Existence de solutions faibles pour les équations de Navier-Stokes-Fourier dans le cas stationnaire avec des
conditions de glissement au bord
α >
3a− 2γ
a
, α >
3b− 2
b
, α <
3m− 2
2m .
On procède ensuite au bootstrapping, qui amène lui aussi de nouvelles conditions à la fois selon que
le domaine Ω est axisymétrique ou non, mais aussi suivant les valeurs de m.
• Pour un domaine ne comportant pas de symétrie axiale
A ≤ c
(
1 +A
γ−b/s
bγ+γ−2b
)
, si m ≥ 2, (3.72)
A ≤ c
(
1 +A
a−b/s
ab+a−2b
a
γ +A
a−b/s
ab+a−2b b
)
, si 23 < m < 2. (3.73)
• Pour un domaine axisymétrique et avec λ > 0
A ≤ c
(
1 +A
3γ−2b/s−b
2(bγ+γ−2b)
)
, si m ≥ 2, (3.74)
A ≤ cA a−b2(ab+a−2b)
(
1 +A
a−b/s
ab+a−2b
a
γ +A
a−b/s
ab+a−2b b
)
, si 23 < m < 2. (3.75)
On peut donc conclure sur les conditions pour que notre paramètre de bootstrapping soit borné par
une constante.
• Pour Ω ne comportant pas de symétrie axiale et m ≥ 2 :
1 < s < 12− γ , 0 < (s− 1)
γ
γ − 1 < b < 1, s ≤
6m
3m− 2 ,
γ − b/s
bγ + γ − 2b < 1.
• Pour Ω ne comportant pas de symétrie axiale et 23 < m < 2 :
1 < s < 12− a, 0 < (s− 1)
a
a− 1 < b < 1, s ≤
6m
3m− 2 , α >
3a− 2γ
a
,
α >
3b− 2
b
, α <
3m− 2
2m ,
a− b/s
ab+ a− 2b
a
γ
< 1, a− b/s
ab+ a− 2bb < 1.
• Pour Ω axisymétrique, λ > 0 et m ≥ 2 :
1 < s < 12− γ , 0 < (s− 1)
γ
γ − 1 < b < 1, s ≤
6m
3m− 2 ,
3γ − 2b/s− b
2(bγ + γ − 2b) < 1. (3.76)
• Pour Ω axisymétrique, λ > 0 et 23 < m < 2 :
1 < s < 12− a, 0 < (s− 1)
a
a− 1 < b < 1, s ≤
6m
3m− 2 , α >
3a− 2γ
a
,
α >
3b− 2
b
, α <
3m− 2
2m ,
a− b+ 2(a− b/s) aγ
2(ab+ a− 2b) < 1,
a− b+ 2(a− b/s)b
2(ab+ a− 2b) b < 1. (3.77)
Cela se traduit par le résultat suivant
Lemme 29
On suppose que le triplet (%δ, ϑδ,uδ) est solution du problème approchant (3.36)-(3.39). Si un des deux
cas suivants est vérifié
1. Ω n’est pas axisymétrique, γ > 1, m > 24γ−3 et m >
2
3 ,
2. Ω est axisymétrique, λ > 0, γ > 1, m > 6−2γ3γ−1 et m >
2
3 ,
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alors il existe s > 1 tel que
sup
δ>0
‖%δ‖Lsγ(Ω) <∞,
sup
δ>0
‖%δuδ‖Ls(Ω) <∞,
sup
δ>0
‖%δ|uδ|s‖Ls(Ω) <∞,
sup
δ>0
‖uδ‖W 1,2(Ω;R3) <∞,
sup
δ>0
‖ϑδ‖L3m(Ω) <∞,
sup
δ>0
‖ϑm/2δ ‖W 1,2(Ω) <∞,
sup
δ>0
‖%β+(s−1)γδ ‖L1(Ω) <∞.
(3.78)
De plus, on peut prendre s > 65 si on se trouve dans une des situations suivantes
1. Ω n’est pas axisymétrique, γ > 54 et m > max
{
1, 2γ+1017γ−15
}
.
2. Ω est axisymétrique, λ > 0, γ > 54, m > 1 et m > 6γ15γ−16
(
pour γ ∈ ( 54 , 43]) ou m > 18−6γ9γ−7(
pour γ ∈ ( 43 , 53)).
Démonstration:
• Si Ω n’est pas axisymétrique :
Pour m ≥ 2, on peut choisir b aussi proche de 1 qu’on le souhaite. Il s’ensuit que la condition
(s− 1) γγ−1 < 1 devient s < 2− 1γ , ce qui implique que γ doit être strictement supérieur à 54 si l’on
veut s > 65 . Les autres conditions ne conduisent pas à des restrictions supplémentaires. Avec ces
valeurs, la quantité A est bornée et il en découle toutes les estimations du lemme.
Pour m < 2, on a a < 4γm3m+2 et b <
4m
3m+2 . Ainsi, puisque s > 1, l’inégalité (s− 1) aa−1 < b amène à
m > 24γ−3 . Pour avoir s >
6
5 , la condition s ≤ 6m3m+2 conduit à m > 1 et la condition (s−1) aa−1 < b
implique m > 2γ+1017γ−15 . Les autres conditions pouvant être rencontrées sont moins restrictives que
celles décrites dans ce paragraphe.
• Si Ω est axisymétrique avec λ > 0 :
La dernière condition de (3.76) donne m > 6γ15γ−16 si s >
6
5 (pour s > 1, il n’y a pas d’autre
restriction). La condition (3.77) quant à elle, impose que m > 62γ3γ−1 pour s > 1 et m >
18−6γ
9γ−7 pour
s > 65 .
Ceci conclut la démonstration. 
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3.5 Passage à la limite en δ
3.5.1 Limites dues aux bornes uniformes
On se réfère aux résultats du lemme précédent pour déduire qu’il existe des sous-suites de %δ, ϑδ et
uδ (toujours notées de la même manière) vérifiant
%δ ⇀ % dans Lsγ(Ω),
δ%δ → 0 dans Lq(Ω), pour q < 1 + (s− 1)γ
β
,
ϑδ ⇀ ϑ dans W 1,p(Ω), pour p = min
{
2, 3m
m+ 1
}
,
ϑδ → ϑ dans Lq(Ω), pour q < 3m,
ϑδ → ϑ dans Lr(∂Ω), pour r < 2m,
uδ ⇀ u dans W 1,2(Ω;R3),
uδ → u dans Lq(Ω;R3), pour q < 6,
uδ → u dans Lr(∂Ω;R3), pour r < 4,
p(%δ, ϑδ)→ p(%δ, ϑδ) dans Lr(Ω), pour un certain r > 1,
e(%δ, ϑδ)→ e(%δ, ϑδ) dans Lr(Ω), pour un certain r > 1,
s(%δ, ϑδ)→ s(%δ, ϑδ) dans Lr(Ω), pour un certain r > 1.
(3.79)
Au moyen de ces observations et du lemme 13 du chapitre précédent, on peut passer à la limite dans
les équations bilan de la masse, de la quantité de mouvement, de l’énergie globale et dans l’inégalité
d’entropie : ∫
Ω
%u · ∇ψ dx = 0 (3.80)
pour tout ψ ∈ C1(Ω),∫
Ω
(
(−%u⊗ u + S(ϑ,∇u)) : ∇ϕ− p(%, ϑ) divϕ
)
dx+ λ
∫
∂Ω
(u× n) ·ϕdσ =
∫
Ω
%f ·ϕdx (3.81)
pour tout ϕ ∈ C1(Ω;R3) avec ϕ · n = 0 sur ∂Ω,∫
Ω
(
ϑ−1S(ϑ,∇u) : ∇u + κ(ϑ) |∇ϑ|
2
ϑ2
)
ψ dx
≤
∫
Ω
κ(ϑ)∇ϑ · ∇ψ
ϑ
− %s(%, ϑ)u · ∇ψ dx+
∫
∂Ω
L
ϑ
(ϑ−Θ0)ψ dσ (3.82)
pour tout ψ positif appartenant à C1(Ω),∫
∂Ω
L(ϑ−Θ0) + λ(u× n)2 dσ =
∫
Ω
%f · u dx. (3.83)
Le passage à la limite dans l’équation de l’énergie totale est un peu plus délicat. Il nécessite en effet
une convergence faible de %δ|uδ|2 vers %|u|2 dans un espace Lq(Ω) pour un q > 65 , mais aussi une
convergence forte de ϑδ vers ϑ dans un espace Lr(Ω) pour un r > 3. C’est possible dans le cas où s > 65
et m > 1. Dans ce cas, on a aussi δ‖%δ‖β
L
6β
5 (Ω)
→ 0 (voir [61]).
En supposant donc que γ > 54 , m > max
{
1, 2γ+1017γ−15
}
si Ω n’est pas axisymétrique ou que γ > 54 ,
m > 1, m > 6γ15γ−16
(
pour γ ∈ ( 54 , 43]) et m > 18−6γ9γ−7 (pour γ ∈ ( 43 , 53)) si Ω est axisymétrique et λ > 0,
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on obtient en plus le bilan d’énergie totale∫
Ω
((
−12%|u|
2 − %e(%, ϑ)
)
u + κ(ϑ)∇ϑ
)
· ∇ψ +
∫
∂Ω
(L(ϑ−Θ0) + λ(u× n)2)ψ dσ
=
∫
Ω
%f · uψ dx+
∫
Ω
(
−S(ϑ,∇u)u + p(%, ϑ)u
)
· ∇ψ dx (3.84)
pour tout ψ ∈ C1(Ω).
Il nous reste maintenant à montrer la convergence forte de la suite %δ dans un espace Lr(Ω) pour un
r ≥ 1 pour achever la démonstration de notre théorème. Pour ce faire, on va suivre les étapes effectuées
dans le chapitre précédent dont les détails sont fournis dans le cinquième chapitre (dans le cas plus
compliqué de l’évolution temporelle).
3.5.2 Convergence forte de la densité
On va suivre les étapes suivantes pour arriver à la convergence souhaitée
• On définit une fonction de troncature
Tk(z) = kT
( z
k
)
, T (z) =

z, pour 0 ≤ z ≤ 1,
concave, sur (0,∞),
2, pour z ≥ 3.
(3.85)
• On établit l’identité du flux effectif visqueux
p(%, ϑ)Tk(%)−
(
4
3µ(ϑ) + ξ(ϑ)
)
Tk(%) div u = p(%, ϑ)Tk(%)−
(
4
3µ(ϑ) + ξ(ϑ)
)
Tk(%) div u.
• On montre que la mesure de défaut
oscq[%δ → %](Ω) = sup
k>1
(
lim sup
δ→0
∫
Ω
|Tk(%δ)− Tk(%)|q dx
)
est bornée pour un certain q > 2.
• On utilise le lemme des solutions renormalisées de l’équation de bilan de masse [24, Lemma 3.8].
• On constate grâce à ce lemme et à l’identité du flux effectif visqueux que
lim
k→∞
∫
Ω
1
4
3µ(ϑ) + ξ(ϑ)
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dx = 0.
• On conclut au moyen de calculs détaillés dans le chapitre précédent que
%δ → %
dans L1(Ω) et ainsi dans Lp(Ω) pour tout p ∈ [1, sγ).
On termine en ajoutant que pour le cas où Ω ne comporte pas de symétrie axiale, la conditionm > 23γ−1
se révèle la plus restrictive alors que dans le cas où Ω est axisymétrique avec λ > 0, les conditions du
lemme 29 sont les plus contraignantes pour le cas s > 65 nécessaire à l’existence de solutions faibles.
44
Conclusion et perspectives
Dans cette partie, nous avons étudié le système de Navier-Stokes puis le système complet de Navier-
Stokes-Fourier comprenant aussi la conduction de la chaleur dans le cas stationnaire. Nous avons pu
établir des résultats d’existence de solutions faibles dans chacun des cas traités.
Pour le système de Navier-Stokes, nous avons considéré des conditions de bord de glissement dans un
domaine ne comportant pas de symétrie axiale et avons réussi à établir l’existence de solutions faibles
pour un coefficient adiabatique proche de 1.
Dans le cas du système complet de Navier-Stokes-Fourier, nous avons considéré des conditions de
glissement (pouvant être partielles) sur un domaine non axisymétrique puis des conditions de glissement
partiel sur un domaine comportant des symétries axiales. Dans chacun de ces cas, nous avons montré
l’existence de solutions entropiques variationnelles, c’est-à-dire vérifiant l’inégalité d’entropie au sens
faible et le bilan d’énergie global. Ceci est fait pour des coefficients adiabatiques aussi proches de 1
que souhaité. Pour des coefficients adiabatiques strictement supérieurs à 5/4, nous avons montré que
ces solutions étaient aussi des solutions faibles (i.e. respectant l’équation de bilan de l’énergie totale au
sens faible).
Au cours de cette première partie, nous avons pu mettre en place des outils et techniques standard qui
sont utilisés abondamment dans la seconde partie portant sur les écoulements non stationnaires. En ce
sens, ces premiers travaux pourraient être considérés comme une introduction aux problématiques liées
aux équations de Navier-Stokes-Fourier avec évolution temporelle. Nous avons néanmoins pu établir
plusieurs résultats nouveaux et identifier plusieurs problèmes qui nous paraissent non triviaux pour une
étude dans le cas stationnaire. Parmi eux :
1. Le problème de Dirichlet avec u|∂Ω = 0 dans le cas isentrope et avec conduction de la chaleur
(système de Navier-Stokes-Fourier complet). Il s’agit ici d’établir des fonctions test permettant
d’établir des estimations de type potentiel semblables à celles de la sous-section 2.5.3.
2. Le problème de Navier-Stokes-Fourier incluant des conditions de Dirichlet non homogènes avec
entrée et sortie, par exemple
u|∂Ω = a(x), %|Γentrée = r où Γentrée = {x ∈ ∂Ω |u · n < 0} .
3. Le problème de Navier-Stokes-Fourier dans certains domaines Ω non bornés (comme des domaines
extérieurs) avec des conditions à l’infini du type
%(x) −−−−→
|x|→∞
% > 0, u(x) −−−−→
|x|→∞
a ∈ R3.
Dans le cas isentrope, l’existence de solutions est connue, mais seulement pour des coefficients
adiabatiques strictement supérieurs à 3. Le problème pour des valeurs du coefficient adiabatique
comprises dans l’intervalle (1, 3] reste un problème ouvert. Il s’agit ici de trouver des estimations
de la quantité %− % dans l’espace [Lγ + L2](Ω).
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Deuxième partie
Écoulements non-stationnaires
Dans cette deuxième partie, on s’intéresse au système de Navier-Stokes-
Fourier dans le cas instationnaire. On rappelle tout d’abord la définition des
solutions faibles dans un domaine borné et on s’aperçoit qu’elle n’est pas
convenable pour les domaines non bornés. Ceci nous pousse à introduire la
définition de solutions très faibles puis la notion de solutions dissipatives ba-
sée sur une inégalité dite d’entropie relative. La pertinence de ces concepts
est justifiée par la vérification du principe d’unicité forte-faible par ce type
de solutions.
On prouve ensuite l’existence de solutions très faibles au sens des définitions
données dans le premier chapitre. Pour ce faire, on utilise un résultat d’exis-
tence en domaine borné déjà connu, que l’on exploite sur une suite croissante
de domaines au sens de l’inclusion. On arrive de cette manière à atteindre un
domaine non borné, pour peu que l’on parvienne à démontrer les convergences
nécessaires de nos quantités.
L’étude des solutions faibles fait apparaître une fonction spécifique de type
Helmholtz qui joue un rôle central dans cette partie. Grâce aux conditions
de stabilité thermodynamique, cette fonction peut-être modifiée afin d’obte-
nir une fonctionnelle mesurant une "distance" entre une solution faible et un
autre état quelconque. Cette fonctionnelle est appelée entropie relative. Pour
la mettre en place, on retravaille l’équation du bilan de masse, l’équation du
bilan de quantité de mouvement, l’inégalité d’entropie et l’égalité de conserva-
tion d’énergie avec des fonctions test bien choisies afin d’obtenir une inégalité
d’entropie relative sur un domaine borné. Les résultats de convergence obte-
nus lors du chapitre précédent permettent alors de passer à la limite vers des
domaines non bornés.
On utilise ce dernier résultat pour démontrer le principe d’unicité forte-faible
en testant notre inégalité d’entropie relative avec une solution forte du pro-
blème de Navier-Stokes-Fourier. On remanie cette expression pour pouvoir
employer le lemme de Gronwall, ce qui nous assure que les solutions forte et
faible issues des mêmes données initiales coïncident sur leur temps maximal
d’existence.
Pour finir, on revient sur les changements à opérer pour traiter le cas des
conditions de bord de glissement, où tous les résultats peuvent être retrouvés
pour certaines classes de domaines.
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4.1 Description du problème
4.1.1 Le système de Navier-Stokes-Fourier dans le cas instationnaire
On s’intéresse dans cette partie à l’évolution temporelle des trois variables d’état d’un fluide com-
pressible dans un domaine Ω ⊂ R3. On a donc une densité % = %(t, x), une température ϑ = ϑ(t, x)
et un champ de vitesse u = u(t, x), où t est la variable temporelle et x ∈ Ω est la variable spatiale
exprimée dans le système de coordonnées eulériennes.
Les équations aux dérivées partielles décrivant l’évolution temporelle du fluide expriment respective-
ment le bilan de la masse, de la quantité de mouvement et de l’énergie exprimée sous la forme de bilan
entropique :
∂t%+ divx(%u) = 0, (4.1)
∂t(%u) + divx(%u⊗ u) +∇xp(%, ϑ) = divx(S(ϑ,∇xu)) + %∇xF, (4.2)
∂t(%s(%, ϑ)) + divx(%s(%, ϑ)u) + divx
(
q(ϑ,∇xϑ)
ϑ
)
= σ, (4.3)
où p = p(%, ϑ) représente la pression du fluide, s = s(%, ϑ) représente son entropie spécifique, ∇xF =
∇xF (x) est une force potentielle et σ est le taux de production d’entropie. Dans le cas où les équations
sont prises au sens classique, on a
σ = 1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
. (4.4)
On suppose à nouveau que le fluide est newtonien, ainsi le tenseur des contraintes visqueuses sera de
la forme
S(ϑ,∇xu) = µ(ϑ)T(∇xu) + ξ(ϑ) divxu I, avec T(∇xu) = ∇xu +∇Txu−
2
3 divxu I, (4.5)
le flux de chaleur q satisfaisant quant à lui la loi de Fourier
q = −κ(ϑ)∇xϑ. (4.6)
Le système d’équations aux dérivées partielles (4.1) - (4.3) complété par les relations de comportement
(4.5) et (4.6) est appelé système de Navier-Stokes-Fourier pour un fluide newtonien.
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4.1.2 Cadre de travail
Pour affaiblir la notion de solution pour le système (4.1) - (4.9), on considère une définition de
solution faible introduite dans [24] respectant le second principe de la thermodynamique et stipulant
que le taux de production d’entropie σ est une mesure positive, avec
σ ≥ 1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
. (4.7)
On ferme le système de Navier-Stokes-Fourier grâce aux conditions d’adhérence au bord
u|∂Ω = 0, (4.8)
ainsi que par une absence de transfert de chaleur à travers la frontière
q · n|∂Ω = 0. (4.9)
On complète le système de Navier-Stokes-Fourier par les conditions initiales suivantes
%(0, ·) = %0 ≥ 0, ϑ(0, ·) = ϑ0 > 0, %u(0, ·) = %0u0, %s(%, ϑ)(0, ·) = %0s(%0, ϑ0) (4.10)
où %0 est positif et ϑ0 est strictement positif.
Dans le cas d’un domaine non borné, on suppose que les variables d’état du fluide ont le comportement
suivant à l’infini :
%− r˜ → 0, ϑ→ ϑ, u→ 0 quand |x| → ∞, (4.11)
où r˜(x) ≥ r > 0 et ϑ > 0 décrivent un état d’équilibre vérifiant
∇xp(r˜, ϑ) = r˜∇xF. (4.12)
On précise maintenant les relations constitutives de notre fluide, en commençant par l’équation de
Gibbs liant la pression p, l’énergie interne spécifique e = e(%, ϑ) et l’entropie spécifique s
ϑDs(%, ϑ) = De(%, ϑ) + p(%, ϑ)D
(
1
%
)
, (4.13)
où D représente le gradient par rapport aux variables % et ϑ. On s’appuie aussi sur l’hypothèse de
stabilité thermodynamique énonçant que la capacité thermique à volume constant et la compressibilité
du fluide sont strictement positives :
∂e(%, ϑ)
∂ϑ
> 0, ∂p(%, ϑ)
∂%
> 0, (4.14)
pour tous % et ϑ strictement positifs.
Pour finir, on suppose que p(%, ϑ), e(%, ϑ) et s(%, ϑ) ont les formes suivantes :
p(%, ϑ) = ϑγ/(γ−1)P
( %
ϑ1/(γ−1)
)
+ a3ϑ
4, (4.15)
e(%, ϑ) = 1
γ − 1
ϑγ/(γ−1)
%
P
( %
ϑ1/(γ−1)
)
+ aϑ
4
%
, (4.16)
s(%, ϑ) = S
( %
ϑ1/(γ−1)
)
+ 4a3
ϑ3
%
, (4.17)
avec a > 0, γ > 32 et
P ∈ C1[0,∞), P (0) = 0, P ′(0) > 0. (4.18)
Les propriétés de stabilité thermodynamique nous apprennent que
P ′(Z) > 0 pour tout Z ≥ 0, 0 < γP (Z)− ZP
′(Z)
Z
< c pour tout Z > 0, (4.19)
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ce qui implique que la fonction Z 7→ P (Z)/Zγ est décroissante. On prend pour hypothèse que
lim
Z→∞
P (Z)
Zγ
= P∞ > 0. (4.20)
Enfin, en accord avec le troisième principe de la thermodynamique :
S′(Z) = − 1
γ − 1
γP (Z)− ZP ′(Z)
Z2
< 0, lim
Z→∞
S(Z) = 0 (4.21)
Les viscosités dynamique µ, cinématique ν et le coefficient de transport de la chaleur κ sont supposés
avoir les propriétés suivantes
µ, ξ ∈ C1[0,∞) sont globalement lipschitziennes avec µ0(1 + ϑ) ≤ µ(ϑ), 0 ≤ ξ(ϑ), µ0 > 0, (4.22)
κ ∈ C1[0,∞), κ0(1 + ϑ3) ≤ κ(ϑ) ≤ κ1(1 + ϑ3), 0 < κ0 ≤ κ1, (4.23)
d’après [24, Chapitre 3].
On finit en introduisant la fonction Hϑ = %e(%, ϑ)− ϑ%s(%, ϑ) et en remarquant que
∂Hϑ
ϑ
(%, ϑ) = %ϑ− ϑ
ϑ
∂e
∂ϑ
(%, ϑ) et
∂2Hϑ
∂%2
(%, ϑ) = 1
%
∂p
∂%
(%, ϑ), (4.24)
les propriétés de stabilité thermodynamique (4.14) induisent que
% 7→ Hϑ(%, ϑ) est une fonction strictement convexe (4.25)
et que
ϑ 7→ Hϑ(%, ϑ) atteint son minimum global pour ϑ = ϑ. (4.26)
Cette fonction Hϑ nous permet d’établir une inégalité de dissipation d’énergie complétant (4.7)
d
dt
∫
Ω
(
1
2%|u|
2 +Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ)
)
dx (4.27)
+
∫
Ω
ϑ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx ≤ 0.
Si le domaine est borné, on peut étudier le bilan d’énergie totale
d
dt
∫
Ω
1
2%|u|
2 + %e(%, ϑ)− %F dx = 0. (4.28)
4.2 Solutions recherchées
Pour définir le type de solutions recherchées, on suppose par la suite que Ω ⊂ R3 est un domaine
lipschitzien pouvant être non borné et on utilise les hypothèses suivantes sur le potentiel F et les
données initiales :
F ∈ C1(Ω), (4.29)
0 < r ≤ r˜ ∈ C1(Ω), (4.30)
0 < r ≤ %0 ∈ Lγloc(Ω), %0u0 ∈ L2γ/(γ+1)loc (Ω;R3), (4.31)
0 < ϑ < ϑ0, %0s(%0, ϑ0) ∈ L1loc(Ω), (4.32)
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∫
Ω
(
1
2%0|u0|
2 +Hϑ(%0, ϑ0)− ∂%Hϑ(r˜, ϑ)(%0 − r˜)−Hϑ(r˜, ϑ)
)
dx <∞. (4.33)
Notation (Fonctions p-intégrables pondérées)
Rappelons que pour 1 ≤ p <∞ et f ≥ 0, on note Lpf (Ω,RN ) l’ensemble{
v | f |v|p ∈ L1(Ω,RN )} .
Définition 4.1 (Solution très faible)
On dit qu’un triplet (%, ϑ,u) est une solution très faible du système de Navier-Stokes-Fourier (4.1) -
(4.11) si et seulement si les conditions suivantes sont satisfaites :
1. Conditions de régularité :
• %(t, x) ≥ 0, ϑ(t, x) > 0 presque partout sur (0, T )× Ω,
• %r˜ − 1 ∈ L∞
(
0, T ;
[
Lγr˜γ + L2r˜γ
]
(Ω)
)
,
• %u ∈ L∞
(
0, T ;
[
L2γ/(γ+1) + L21/r˜
]
(Ω;R3)
)
,
• %u2 ∈ L∞ (0, T ;L1(Ω)),
• ϑ− ϑ ∈ L∞ (0, T ; [L4 + L2](Ω)) ∩ L2 (0, T ;W 1,2(Ω)),
• ∇x log ϑ ∈ L2
(
0, T ;L2(Ω;R3)
)
,
• u ∈ L2
(
0, T ;W 1,20 (Ω;R3)
)
.
2. Conditions sur l’équation du bilan de masse :
• % doit appartenir à l’espace Cweak ([0, T ];Lγ(K)) pour tout compact K inclus dans Ω,
• l’équation du bilan de masse (4.1) est vérifiée au sens suivant∫
Ω
%ϕdx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
%∂tϕ+%u ·∇xϕdx dt, pour tout τ ∈ [0, T ] et ϕ ∈ C1c
(
[0, T ]× Ω) . (4.34)
3. Conditions sur l’équation du bilan de quantité de mouvement :
• %u doit appartenir à l’espace Cweak
(
0, T ;L2γ/(γ+1)(K;R3)
)
pour tout compact K inclus dans Ω
• l’équation du bilan de quantité de mouvement (4.2) est vérifiée au sens suivant∫
Ω
%u ·ϕ
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
(
%u·∂tϕ+%u⊗u : ∇xϕ+p(%, ϑ) divxϕ−S(ϑ,∇xu) : ∇xϕ+%∇xF ·ϕ
)
dxdt
(4.35)
pour tout τ ∈ [0, T ] et ϕ ∈ C1c
(
[0, T ]× Ω;R3) .
4. L’équation du bilan d’entropie est satisfaite au sens suivant
−
∫
Ω
%s(%, ϑ)ϕdx
∣∣∣∣τ
0
+
∫ τ
0
∫
Ω
ϕ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤ −
∫ τ
0
∫
Ω
(
%s(%, ϑ)∂tϕ+ %s(%, ϑ)u · ∇xϕ+ q(ϑ,∇xϑ) · ∇xϑ
ϕ
)
dxdt, (4.36)
pour presque tout τ ∈ (0, T ) et pour tout ϕ ∈ C1c
(
[0, T ]× Ω) .
5. L’inégalité de dissipation est vérifiée∫
Ω
(
1
2%|u|
2 +Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ)
)
(τ, ·) dx (4.37)
+
∫ τ
0
∫
Ω
ϑ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤
∫
Ω
(
1
2%0|u0|
2 +Hϑ(%0, ϑ0)− ∂%Hϑ(r˜, ϑ)(%0 − r˜)−Hϑ(r˜, ϑ)
)
dx,
pour presque tout τ ∈ [0, T ].
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Définition 4.2 (Solution très faible renormalisée)
On dit qu’un triplet (%, ϑ,u) est une solution très faible renormalisée du système de Navier-Stokes-
Fourier (4.1) - (4.11) s’il est une solution très faible et si de plus
• le couple (%,u) vérifie l’équation de bilan de la masse renormalisée∫
Ω
b(%)ϕdx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
b(%) (∂tϕ+ u · ∇xϕ) dx dt+
∫ τ
0
∫
Ω
(%b′(%)− b(%)) divxuϕdxdt, (4.38)
pour tout τ ∈ [0, T ], ϕ ∈ C1c
(
[0, T )× Ω) et b ∈ C([0,∞)) ∩ C1(0,∞) vérifiant
zb′(z) ∈ L∞(0, 1),
b(z)/z5γ/6 ∈ L∞(1,∞),
zb′(z)− b(z)
zγ/2
∈ L∞(1,∞),
(4.39)
• b(%) appartient à l’espace Cweak
(
[0, T ], L1(K)
)
pour tout compact K inclus dans Ω.
Définition 4.3 (Solution dissipative)
On dit qu’un triplet (%, ϑ,u) est une solution dissipative du système de Navier-Stokes-Fourier (4.1) -
(4.11) s’il est une solution très faible et s’il satisfait l’inégalité d’entropie relative∫
Ω
(
1
2%|u−U|
2 + E(%, ϑ|r,Θ)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
ΘS(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xU dx dt
−
∫ τ
0
∫
Ω
Θq(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xΘ dxdt
≤
∫
Ω
(
1
2%0|u0 −U(0, ·)|
2 + E(%0, ϑ0|r(0, ·),Θ(0, ·))
)
dx
+
∫ τ
0
∫
Ω
% (∂tU + u · ∇xU) · (U− u) dx dt+
∫ τ
0
∫
Ω
%(U− u) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx dt
+
∫ τ
0
∫
Ω
(p(r,Θ)− p(%, ϑ)) div U dxdt+
∫ τ
0
∫
Ω
% (s(r,Θ)− s(%, ϑ)) (∂tΘ + u · ∇xΘ) dx dt
+
∫ τ
0
∫
Ω
(
1− %
r
)
(∂tp(r,Θ) + U · ∇xp(r,Θ)) dx dt,
(4.40)
pour presque tout τ ∈ (0, T ) et pour tout
(r − r˜,Θ− ϑ,U) ∈ C1c
(
[0, T ]× Ω;R5) avec r > 0, Θ > 0, U|∂Ω = 0, (4.41)
où
E(%, ϑ|r,Θ) = HΘ(%, ϑ)− ∂%HΘ(r,Θ)(%− r)−HΘ(r,Θ) (4.42)
et
HΘ(%, ϑ) = %e(%, ϑ)−Θ%s(%, ϑ). (4.43)
Dans le cas où le domaine Ω est borné, on modifie la définition de solution faible comme suit
Définition 4.4 (Solution faible dans un domaine borné)
On dit qu’un triplet (%, ϑ,u) est une solution faible du système de Navier-Stokes-Fourier (4.1) - (4.11)
s’il satisfait aux conditions 1 à 4 de la définition 4.1 et si de plus il respecte la conservation d’énergie
totale dans Ω :∫
Ω
(
1
2%|u|
2 + %e(%, ϑ)− %F
)
(τ, ·) dx =
∫
Ω
1
2%0|u0|
2 + %0e(%0, ϑ0)− %0F dx, (4.44)
pour presque tout τ ∈ [0, T ].
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Enfin, dans le dernier chapitre établissant l’unicité forte-faible des solutions très faibles dissipatives
du système de Navier-Stokes-Fourier, on utilise la notion de solution forte explicitée ci-dessous
Définition 4.5 (Solution forte)
On dit qu’un triplet (%˜, ϑ˜, u˜) est une solution forte du système de Navier-Stokes-Fourier (4.1) - (4.11)
sur (0, T )× Ω si
• %˜, ϑ˜, u˜ vérifient les équations (4.1) - (4.11),
• %˜ ∈ C1([0, T ]× Ω),
• ϑ˜, ∂tϑ˜, ∇2xϑ˜ ∈ C([0, T ]× Ω),
• u˜, ∂tu˜, ∇2xu˜ ∈ C([0, T ]× Ω),
• %˜(t, x) ≥ % > 0 pour tout (t, x),
• ϑ˜(t, x) ≥ ϑ > 0 pour tout (t, x).
4.2.1 Quelques remarques bibliographiques
La notion de solution faible en mécanique des fluides remonte à Jean Leray en 1934 [50], pour des
fluides incompressibles newtoniens. C’est P.L. Lions qui a ensuite utilisé ce concept dans le cas de fluides
compressibles en régime barotrope dans ses travaux [52], suivi par Feireisl et al. [26]. Enfin, l’existence
de solutions faibles pour le système de Navier-Stokes-Fourier a été montrée dans [24]. Une notion
différente de la solution faible, basée sur le bilan d’énergie interne plutôt que sur l’équation d’entropie
a été étudiée dans [21]. Une approche différente motivée parle travail de Vaigant et Kazhikhov [81]
considérant une dépendance spécifique de la viscosité vis à vis de la densité a été étudiée par Bresch et
Desjardin dans [4] et [5] ou encore par Mellet, Vasseur [57].
Les solutions faibles ne sont malheureusement pas forcément uniques et peuvent aussi faire montre
de propriétés gênantes, comme l’ont montré Hoff et Serre dans [43]. La plus grande avancée dans le
domaine de l’unicité des solutions reste le principe d’unicité forte-faible stipulant qu’une solution faible
coïncide avec la solution forte issue des même données initiales, pourvue que cette dernière existe. Le
principe d’unicité forte-faible a déjà été employé pour des écoulements de Navier-Stokes incompressibles
par Prodi [70] en 1959, Serrin [75] en 1962. Une approche plus moderne avec des résultats plus pointus
pour les équations de Navier-Stokes incompressibles peuvent être trouvés dans [17]. Puis Feireisl, Jin
et Novotný ont pu démontrer que ce principe est aussi vérifié pour les fluides compressibles en régime
barotrope dans [23] après des résultats partiels de Desjardins [13] et Germain [34]. Enfin, l’unicité
forte-faible a été prouvée pour les solutions faibles du système de Navier-Stokes-Fourier dans [25], avec
une formulation de l’entropie issue de [24].
Les résultats d’unicité forte-faible reposent sur l’emploi de la notion d’entropie relative. L’entropie
relative est une fonctionnelle servant à estimer l’écart entre une solution faible et une fonction régulière
ayant les propriétés des solutions aux problèmes étudiés. Elle doit satisfaire une inégalité différentielle,
dite inégalité d’entropie relative, qui permet de suivre l’évolution temporelle de l’entropie relative. La
limite de cette méthode réside dans la difficulté à trouver une fonctionnelle adaptée à chaque problème
que l’on souhaite étudier. Néanmoins, elle a été utilisée, souvent de manière ad hoc, dans plusieurs
travaux portant sur les équations d’Euler, sur le système de Navier-Stokes barotrope ou encore les
équations de Boltzman par de nombreux auteurs comme Dafermos [10], Lions [52], Saint-Raymond
[72], Grenier [36], Masmoudi [53], Ukai [80], Wang et Jiang [83] entre autres. On appuie la preuve du
principe d’unicité forte-faible de cette partie sur cette méthode de l’entropie relative.
Le système complet de Navier-Stokes-Fourier a été étudié jusqu’ici uniquement dans des domaines
bornés, voir [24], [25]. Le but de cette partie est d’étendre à la fois les résultats d’existence de solutions
faibles (théorème 5.3), mais aussi les résultats d’unicité forte-faible (théorème 7.1) à une large classe
de domaines non bornés. Pour cela, on établit une inégalité d’entropie relative elle aussi valable dans
ces domaines non bornés (voir théorème 6.1).
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5.1 Introduction et résultats obtenus
5.1.1 Introduction
Dans ce chapitre, on démontre l’existence de solutions très faibles au système de Navier-Stokes-
Fourier instationnaire, dont la définition est mise en place dans le chapitre introductif de cette partie.
Des conditions de bord d’adhérence sont considérées pour la vitesse, et une absence de transfert de
chaleur à la frontière est imposée. Enfin, notre fluide est soumis à une force extérieure potentielle.
Parmi plusieurs variantes possibles nous adoptons, comme dans [24], la définition de solution faible
contenant la loi de conservation d’énergie exprimée sous forme de bilan entropique. Dans cette formula-
tion, le taux de production d’entropie doit être interprété comme une mesure de Radon positive. Dans
ce chapitre et jusqu’à la fin de ces travaux, nous nous concentrons uniquement sur cette variante et
laissons de côté d’autres options possibles comme celle introduite par Feireisl dans [21] ou encore celle
de Bresch et Desjardins utilisée dans [4] et [5].
L’existence de solutions faibles définies de la sorte dans les domaines bornés a été montrée dans [25].
Nous nous inspirons des techniques de cette démonstration, tout en nous concentrant exclusivement
sur les domaines non bornés. Nous adaptons ainsi la définition des solutions faibles à cette situation.
Pour les conditions à l’infini, on suppose que la vitesse y est nulle, la température absolue constante
positive et la densité à l’état d’équilibre.
Pour prouver l’existence d’un tel type de solutions, on travaille dans une suite de domaine bornés
croissants au sens de l’inclusion dont la limite est le domaine non borné visé. L’inégalité de dissipation
sur ces domaines nous fournit les estimations indispensables à la mise en place de limites faibles pour la
densité, la température et la vitesse. Notons que les conditions de stabilité thermodynamiques jouent
un rôle crucial dans l’établissement de ces estimations.
Les équations étant non linéaires, il nous faut démontrer la convergence forte de la température puis
celle de la densité. Il est connu que la compacité nécessaire ne découle pas de théorèmes classiques
de compacité, mais doit être recherchée dans la structure même des équations. Ainsi, la convergence
forte de la température est obtenue à l’aide d’une variante du lemme div-rot et du théorème sur la
représentation des limites faibles par les mesures de Young.
La convergence presque partout de la densité est ensuite établie au moyen du même type d’outils que
dans le cas stationnaire, incluant notamment la mise en place de l’inégalité du flux effectif visqueux,
l’utilisation d’une mesure de défaut et l’emploi de l’équation du bilan de masse renormalisée, comme
dans [52] puis [21] et [26].
On finit en établissant l’équation de dissipation dans notre domaine non borné.
Les travaux exposés dans ce chapitre ont été l’objet de l’article [44] accepté pour publication.
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5.1.2 Présentation des résultats
Cas d’un domaine borné
On construit les solutions très faibles en s’appuyant sur des solutions faibles dans des domaines
bornés dont l’existence est connue puis en travaillant sur des domaines croissants au sens de l’inclusion.
Rappelons le théorème d’existence de solutions faibles pour les domaines bornés dont la preuve peut
être trouvée dans [24, Chapitre 3] pour un domaine de régularité C2,ν , ν ∈ (0, 1), les modifications à
prendre en compte pour l’étude sur des domaines lipschitziens étant détaillées dans [69].
Théorème 5.1
Soit Ω ⊂ R3 un domaine borné lipschitzien. On suppose que
• p, e et s vérifient les hypothèses (4.15) - (4.21),
• µ, ξ et κ respectent les relations (4.22) et (4.23),
• la force potentielle F est de classe C1(Ω),
• l’état d’équilibre (r˜, ϑ) qui est associé à F satisfait à (4.30),
• les données initiales définies en (4.10) ont les propriétés décrites en (4.31) - (4.33).
Alors
Le système de Navier-Stokes-Fourier (4.1) - (4.11) possède au moins un triplet (%, ϑ,u) solution faible
renormalisée au sens des définitions 4.1 et 4.2.
Théorème 5.2
Sous les mêmes hypothèses que pour le théorème 5.1,
• Toute solution faible est une solution très faible. En particulier, toute solution faible vérifie l’in-
égalité de dissipation (4.37).
• Toute solution faible est une solution dissipative. En particulier, toute solution faible satisfait
l’inégalité d’entropie relative (4.40) avec les fonctions test de type (4.41).
Ce théorème assure l’existence de solutions dissipatives au problème de Navier-Stokes-Fourier dans les
domaines bornés. Les preuves respectives de ces deux résultats ont été faites dans [24, chapitre 3] et
[25]. Nous rappelons la provenance des inégalité de dissipation et d’entropie relative pour les domaines
bornés dans les sections 5.2.1 et 6.2.1.
Cas d’un domaine non borné
On travaille maintenant sur des domaines qui seront soit lipschitziens bornés, soit non bornés et
uniformément lipschitziens. Dans ce dernier cas, on supposera que notre domaine sera de la forme
suivante
Ω =
∞⋃
s=1
Ωs, (5.1)
où les ensembles Ωs sont des domaines lipschitziens bornés satisfaisant Ωs ⊂ Ωs+1. Notons que ce
type de domaine est aussi utilisé dans les deux prochains chapitres, pour les résultats de solutions très
faibles dissipatives et d’unicité forte-faible. Remarquons aussi que la condition (5.1) n’est que très peu
restrictive.
Théorème 5.3 (Existence de solutions très faibles)
On suppose que Ω est de type (5.1)
• p, e et s vérifient les hypothèses (4.15) - (4.21),
• µ, ξ et κ respectent les relations (4.22) et (4.23),
• la force potentielle F est de classe C1(Ω),
• l’état d’équilibre (r˜, ϑ) qui est associé à F satisfait à (4.30),
• les données initiales définies en (4.10) ont les propriétés décrites en (4.31) - (4.33).
Alors le système de Navier-Stokes-Fourier (4.1) - (4.11) possède au moins une solution très faible
renormalisée (%, ϑ,u) au sens des définitions 4.2 et 4.4.
Pour un domaine borné, ce théorème a déjà été démontré par Feireisl et Novotny dans [24, Chapitre 3].
Ce résultat peut donc être considéré comme une généralisation à des domaines non bornés avec présence
de forces potentielles à croissance arbitraire à l’infini. La preuve en est détaillée dans la section 5.2 de
ce chapitre.
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Remarque 2
Sous les hypothèses du théorème 5.3, toute solution très faible possède aussi les propriétés suivantes
• Il existe α > 0 tel que p(%, ϑ)%α ∈ L1((0, T )×K), % ∈ Lγ+α((0, T )×K), p(%, ϑ) ∈ L1+α((0, T )×K)
pour tout compact K ⊂ Ω.
• On a %r˜ − 1 ∈ Cweak
(
[0, T ];
[
Lγr˜γ + L2r˜γ
]
(Ω)
)
et %u ∈ Cweak
(
[0, T ];
[
L2γ/(γ+1) + L21/r˜γ
]
(Ω)
)
. Si
(%, ϑ,u) est aussi une solution très faible renormalisée, alors % ∈ C ([0, T ];L1(K)) pour tout K ⊂ Ω.
• Pour tout α ∈ [1, 3/2], on a ϑα − ϑα ∈ L2(0, T ;W 1,2(Ω)).
• On a S(ϑ,∇xu) ∈ L2
(
0, T ; [L2 + L4/3](Ω;R3×3)
)
et q(ϑ,∇xϑ)/ϑ ∈ L2
(
0, T ; [L2 + L8/7](Ω;R3)
)
.
• Si r˜ et F satisfont à (4.29) - (4.30) et (7.1) - (7.2), alors p(%, ϑ)−p(%, ϑ) ∈ L∞(0, T ; [L1 +L2](Ω))
et %(s(%, ϑ)− s(r, ϑ)) ∈ L∞(0, T ; [L4/3 + L2](Ω)).
• On suppose que Ω est un domaine pour lequel l’inégalité de Poincaré suivante est vraie : pour tout
|Ω| > α > 0, il existe c(α) tel que
∀V ⊂ Ω, |V | < α, ∀v ∈W 1,2(Ω), ‖v‖2L2(Ω) ≤ c(α)
(
‖∇xv‖2L2(Ω) +
∫
Ω\V
v2 dx
)
.
Alors lnϑ− lnϑ ∈ L2(0, T ;W 1,2(Ω)).
Les énoncés de cette remarque prennent sens au cours de la démonstration du théorème 5.3.
5.2 Démonstration du théorème
5.2.1 Inégalité de dissipation sur Ωs
Soit (%s, ϑs,us) une solution (au sens des définitions 4.3 et 4.4) du système (4.1) - (4.10) sur (0, T )×Ωs,
où les conditions initiales sont les restrictions des données initiales à Ωs et satisfont de surcroit (4.33).
L’existence d’une telle solution est assurée par le théorème 5.1.
En utilisant l’égalité (4.12) associée à la propriété thermodynamique (4.24), on déduit
F + c = ∂%Hϑ(r˜, ϑ), c ∈ R.
Ainsi, en partant de l’équation d’énergie (4.28) et en lui ajoutant l’équation d’entropie (4.36) multipliée
par ϑ, on arrive à l’inégalité de dissipation (4.37) pour (%s, ϑs,us) sur Ωs.
5.2.2 Estimations et limites faibles
On commence en remarquant que
Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ) = (5.2)[
Hϑ(%, ϑ)−Hϑ(%, ϑ)
]
+
[
Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ)
]
,
où l’on peut évaluer les deux termes du membre de droite :
Hϑ(%, ϑ)−Hϑ(%, ϑ) =
∫ ϑ
ϑ
∂ϑHϑ(%, z) dz =
∫ ϑ
ϑ
%
z
(z − ϑ)∂ϑe(%, z) dz ≥ 4a
∫ ϑ
ϑ
z2(z − ϑ) dz (5.3)
et
Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ) =
∫ %
r˜
∫ z
r˜
∂2%H(w, ϑ) dw dz =
∫ %
r˜
∫ z
r˜
1
w
∂%p(w, ϑ) dw dz
' r˜
[%
r˜
ln
(%
r˜
)
−
(%
r˜
− 1
)]
+ r˜γ
[(%
r˜
)γ
− γ
(%
r˜
− 1
)
− 1
]
,
(5.4)
où la notation a(z) ' b(z) signifie qu’il existe deux constantes positives c et c indépendantes de z telles
que ca(z) ≤ b(z) ≤ ca(z). Pour obtenir ces résultats, on a utilisé une fois encore les propriétés (4.24)
associées à (4.16) et à l’équivalence
P ′(Z) ' 1 + Zγ−1, Z > 0. (5.5)
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Cette dernière s’obtient grâce à (4.19) et (4.20). En effet, on a d’après (4.19)
P ′(Z) < γP (Z)
Z
et γ P (Z)
Z
< c+ P ′(Z).
Ainsi, il existe un certain Z telle que pour tout Z ≤ Z, on a
P ′(Z) ≥ 12 limZ→0P
′(Z) et P ′(Z) ≤ 2 lim
Z→0
P ′(Z).
Comme γ > 1, il existe une constante c > 0 telle que pour tout Z ≤ Z
P ′(Z) ≥ c(1 + Zγ−1) et P ′(Z) ≤ c(1 + Zγ−1).
De même, d’après (4.20), il existe Z tel que pour tout Z ≥ Z
P (Z)
Zγ
≤ c+ P∞ ⇒ P (Z)
Z
≤ (c+ P∞)Zγ−1,
ainsi,
P ′(Z) ≤ P (Z)
Z
≤ (c+ P∞)(1 + Zγ−1).
Enfin, la limite P (Z)/(Z) −−−−→
Z→∞
∞ amène les implications suivantes
P (Z)
Z
≤ c+ P ′(Z) =⇒ 12
P (Z)
Z
≤ P ′(Z) =⇒ 1 + Zγ−1 ≤ P ′(Z).
On prolonge ensuite les fonctions %s et ϑs sur Ω tout entier en posant %s = r˜ et ϑs = ϑ sur Ω \ Ωs.
La vitesse est quant à elle étendue sur R3 en prenant us = 0 sur R3 \ Ωs. On introduit les notions de
partie essentielle et de partie résiduelle par rapport aux variables %s et ϑs :
[h]ess,%s = [h]1 12≤%s/r˜≤2, [h]res,%s = [h]− [h]ess,%s ,
[h]ess,ϑs = [h]1 12ϑ≤ϑs≤2ϑ, [h]res,%s = [h]− [h]ess,ϑs , (5.6)
[h]ess = [h]1 12≤%s/r˜≤21 12ϑ≤ϑs≤2ϑ, [h]res = [h]− [h]ess.
On utilise l’inégalité de dissipation (4.37) pour faire les premières estimations, entre autre grâces aux
observations faites en (5.3) et (5.4), pour obtenir
sup ess
t∈(0,T )
∫
Ω
%su2s dx ≤ c (5.7)

sup ess
t∈(0,T )
∫
Ω
r˜γ (%s/r˜ − 1)2 [1]ess,%s dx ≤ c, (5.8a)
sup ess
t∈(0,T )
∫
Ω
r˜γ (%s/r˜ − 1)γ [1]res,%s dx ≤ c, (5.8b)
sup ess
t∈(0,T )
∫
Ω
%γs [1]res,%s dx ≤ c, (5.8c)
sup ess
t∈(0,T )
∫
Ω
(1 + r˜ + r˜γ)[1]res,%s dx ≤ c, (5.8d)
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
sup ess
t∈(0,T )
∫
Ω
(ϑs − ϑ)2[1]ess,ϑs dx ≤ c, (5.9a)
sup ess
t∈(0,T )
∫
Ω
(ϑs − ϑ)4[1]res,ϑs dx ≤ c, (5.9b)
sup ess
t∈(0,T )
∫
Ω
ϑ4s[1]res,ϑs dx ≤ c, (5.9c)
sup ess
t∈(0,T )
∫
Ω
[1]res,ϑs dx ≤ c. (5.9d)
Ces deux derniers groupes d’inégalités impliquent que
sup ess
t∈(0,T )
∫
Ω
[1]res + [%s]γres + [ϑs]4res dx ≤ c (5.10)
On remarque que
([%s]res,%sus)
2γ
γ+1 ≤ c(%s|us|2)
γ
γ+1 ([%s]γres,%s)
1
γ+1 et 1
r˜
([%s]ess,%su)2 ≤ c%s|us|2
ce qui nous permet de savoir, grâce à (5.8), que la quantité de mouvement possède la propriété suivante :
‖%sus‖L∞(0,T ;L2γ/γ+1+L21/r˜(Ω;R3)) ≤ c. (5.11)
On revient à l’équation (4.37), mais en s’intéressant au tenseur des contraintes visqueuses de la
seconde intégrale du membre de gauche et on arrive à
‖T(∇xus)‖L2(0,T ;L2(R3;R3×3)) ≤ c∫ T
0
∫
Ω
1
ϑs
|T(∇xus)|2 dxdt ≤ c.
(5.12)
Pour finir, on estime le terme comportant la chaleur, avec pour conclusions :
∀n ∈ N et s ≥ n, ‖∇xϑαs ‖L2(0,T ;L2(Ωn)) ≤ c, α ∈ [1, 3/2]
∀n ∈ N et s ≥ n, ‖∇x lnϑs‖L2(0,T ;L2(Ωn)) ≤ c,
(5.13)
où la constante c est indépendante de n et de s.
Pour la suite, l’égalité de type Poincaré suivante est nécessaire
Lemme 30
Pour tout M > 0, il existe une constante c(M) telle que pour tout w ∈ W 1,2(R3;R3) et pour tout
V ⊂ R3, |V | ≤M on a
‖w‖2L2(R3) ≤ c(M)
(
‖∇xw‖2L2(R3;R3) +
∫
R3\V
w2 dx
)
. (5.14)
Démonstration:
On définit les ensembles Q et Qz de la façon suivante
Q := (−M1/3,M1/3)3, Qz := 2M1/3z +Q, z ∈ Z3.
Il est clair que les ensembles Qz sont disjoints et que la réunion de leur fermeture couvre R3 tout entier.
En outre, on sait que |Qz\V | > M . Ceci nous permet d’utiliser une inégalité de Poincaré plus classique,
décrite dans [24, Theorem 10.14] dont on reprend simplement l’énoncé :
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Lemme 31
Pour tout domaine borné G et toute constante 0 < M < |G|, il existe une constante c(M,G) telle que
∀w ∈W 1,2(Ω),∀A ⊂ G, |A| > M, ‖w‖2L2(G) ≤ c(M,G)
(
‖∇xw‖2L2(G;R3) +
∫
A
w2 dx
)
. (5.15)
On utilise ce résultat sur tous nos domaines Qz :
‖w‖2L2(Qz) ≤ c(M,Q)
(
‖∇xw‖2L2(Qz;R3) +
∫
Qz\V
w2 dx
)
.
En remarquant que la constante c ne dépend pas de z, on peut faire la sommation sur z ∈ Z3 de cette
dernière inégalité et on arrive au résultat voulu. 
Au moyen de l’inégalité de Korn
∀w ∈W 1,2(R3;R3×3), ‖∇xw‖L2(R3;R3×3) ≤ c‖T(∇xw)‖L2(R3;R3×3), (5.16)
de la dernière estimation de (5.8) et du lemme 30, on déduit que
‖us‖L2(0,T ;W 1,2(Ω;R3)) ≤ c (5.17)
On se propose maintenant d’utiliser une fois encore les deux inégalités de Poincaré décrites précé-
demment, mais cette fois pour la température. En effet, grâce à (5.9), on sait que pour tout M > 0, il
existe n0 ∈ N tel que
∀s ≥ n ≥ n0, |An,s| ≥M, où An,s = {ϑ/2 ≤ ϑs} ∩ Ωn (5.18)
On applique donc le lemme 31 à lnϑs sur Ωn avec A = An,s, puis l’inégalité de Poincaré classique à ϑαs
sur Ωn. Cela nous donne ∀n ∈ N, et s ≥ n,
∥∥∥ϑαs − ϑα∥∥∥
L2(0,T ;W 1,2(Ωn))
≤ c(n), α ∈ [1, 3/2], (5.19a)
∀n ∈ N, et s ≥ n, ∥∥lnϑs − lnϑ∥∥L2(0,T ;W 1,2(Ωn)) ≤ c(n) (5.19b)
grâce aux observation faites en (5.9a) et (5.13). Enfin, au moyen au théorème de Rellich-Kondrachov
et à une interpolation, on arrive aux estimations suivantes pour la température{ ∀n ∈ N, et s ≥ n, ‖ϑs‖L3((0,T );L9Ωn) ≤ c(n), (5.20a)
∀n ∈ N, et s ≥ n, ‖ϑs‖L17/3((0,T )×Ωn) ≤ c(n). (5.20b)
Grâce aux estimations (5.9), (5.13) et (5.17), en étudiant les hypothèses de structure du tenseur des
contraintes visqueuses et de conduction de la chaleur (voir (4.5),(4.6),(4.22) et (4.23)) on arrive à
∀n ∈ N, et s ≥ n, ‖S(ϑs,∇xus)‖L2(0,T ;[L4/3+L2](Ωn;R3×3)) ≤ c (5.21)
et
∀n ∈ N, et s ≥ n,
∥∥∥∥q(ϑs,∇xϑs)ϑs
∥∥∥∥
L2(0,T ;[L8/7+L2](Ωn;R3))
≤ c. (5.22)
Par ailleurs, les estimations (5.8) et (5.9) nous assurent que
∀n ∈ N, si s ≥ n, alors ‖%s‖L∞(0,T ;Lγ(Ωn)) ≤ c(n) (5.23)
et
∀n ∈ N, si s ≥ n, alors ‖ϑs‖L∞(0,T ;L4(Ωn)) ≤ c(n). (5.24)
Pour traiter les termes comprenant l’entropie on utilise les observations (4.17) et (4.21) et on a ainsi
|%s(%, ϑ)| ≤ c (%+ %| ln %|+ % lnϑ+ ϑ3) . (5.25)
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Ceci, en association avec (5.8) et (5.9), nous assure que
∀n ∈ N et s ≥ n,
{
‖%ss(%s, ϑs)‖L∞(0,T ;Lq(Ωn)) ≤ c(n),
‖%ss(%s, ϑs)us‖Lq((0,T )×Ωn,R3) ≤ c(n),
(5.26)
pour un certain q > 1.
Les hypothèses constitutives (4.15), (4.16), (4.18) - (4.20) nous indiquent que la pression respecte la
majoration suivante
|p(%, ϑ)| ≤ c(%ϑ+ %γ + ϑ4), (5.27)
ce qui revient à dire que ‖p(%s, ϑs)‖L∞(0,T ;L1(Ωn)) ≤ c(n). Pour obtenir une meilleure estimation de la
pression on se sert, comme dans les chapitres précédents, de l’opérateur de Bogovskii (voir théorème
B.9 de l’annexe). On utilise ce résultat pour définir une fonction test ϕ := BΩn(%νs ) appartenant
L∞(0, T ;W 1,γ/ν0 (Ωn)), γ > ν > 0 pour tester l’équation bilan de la quantité de mouvement (4.35)
récrite avec les variables (%s, ϑs,us) sur le domaine Ωn. On arrive ainsi à déduire en procédant de la
même façon que dans le lemme 25 qu’il existe ν > 0 tel que pour tout s ≥ n,
∫ T
0
∫
Ωn
p(%s, ϑs)%νs dxdt ≤ c(n),∫ T
0
∫
Ωn
p1+ν(%s, ϑs) dx dt ≤ c(n).
(5.28)
On applique maintenant un procédé de diagonalisation aux suites %s, ϑs et us à partir des résultats
énoncés en (5.8) - (5.9), (5.17) et (5.19) - (5.28). On en tire l’existence d’un triplet (%, ϑ,u) tel que
%s/r˜
∗
⇀ %s/r˜ dans L∞(0, T ;
[
Lγr˜γ + L2r˜γ
]
(Ω)), (5.29a)
ϑs
∗
⇀ ϑ dans L∞(0, T ;L2 + L4(Ω)), (5.29b)
us ⇀ u dans L2(0, T ;W 1,2(Ω;R3)), (5.29c)
ϑs ⇀ ϑ dans L2(0, T ;W 1,2(Ωn)), ∀n ∈ N, avec ϑ− ϑ ∈ L2(0, T ;W 1,2(Ω)), (5.29d)
lnϑs ⇀ lnϑ dans L2(0, T ;W 1,2(Ωn)), ∀n ∈ N, avec ∇x(lnϑ− lnϑ) ∈ L2((0, T )× Ω),(5.29e)
p(%s, ϑs) ⇀ p(%, ϑ) dans Lq((0, T )× Ωn) pour un certain q > 1,∀n ∈ N, (5.29f)
S(ϑs,∇xus) ⇀ S(ϑ,∇xu) dans Lq((0, T )× Ωn;R3) pour un certain q > 1,
pour tout n de N, et avec S(ϑ,∇xu) ∈ L2((0, T ); [L2 + L4/3](Ω;R3)),
(5.29g)
%ss(%s, ϑs) ⇀ %s(%, ϑ) dans Lq((0, T )× Ωn) pour un certain q > 1,∀n ∈ N, (5.29h)
q(ϑs,∇xϑs)/ϑs ⇀ q(ϑ,∇xϑ)/ϑ dans Lq((0, T )× Ωn;R3) pour un certain q > 1,
∀n ∈ N, et avec q(ϑ),∇xϑ/ϑ ∈ L2(0, T ; [L2 + L8/7](Ω;R3)).
(5.29i)
La notation g(%, ϑ,u) désigne ici et pour la suite, comme dans les précédents chapitres, la limite faible
de la suite g(%s, ϑs,us) dans L1.
À la lumière des estimations (5.8), on revient aux équations de bilan de masse (4.34) et de bilan
de masse renormalisée (4.38) et en associant l’équation de bilan de la quantité de mouvement (4.35) à
(5.11), on peut déduire les convergences suivantes
%s → % dans Cweak([0, T ];Lγ(Ωn)) et L2(0, T ;W−1,2(Ωn)) pour tout n de N, (5.30a)
h(%s)→ h(%) dans Cweak([0, T ];Lq(Ωn)), q ∈ [1,∞) et L2(0, T ;W−1,2(Ωn)),∀n ∈ N,
pour h de classe (4.39),
(5.30b)
%sus → %u dans Cweak([0, T ];L2γ/(γ+1)(Ωn;R3)) et L2(0, T ;W−1,2(Ωn;R3)), ∀n ∈ N, (5.30c)
%sus ⊗ us ⇀ %u⊗ u dans L2(0, T ;L6γ/(4γ+3)(Ωn;R3×3)). (5.30d)
Celles-ci reposent sur l’utilisation du théorème d’Arzela-Ascoli (voir B.3 en annexe) dans l’équation de
continuité (pour la densité) et l’équation du mouvement (en ce qui concerne la quantité de mouvement),
d’un procédé de diagonalisation et d’un argument de densité. Les convergences fortes dans les espaces
L2W−1,2 sont quant à elles obtenues au moyen de l’inclusion compacte de Lq(G) dans W−1,2(G) pour
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q > 6/5 et G un domaine borné.
De surcroit, (5.8) implique
%
r˜
− 1 ∈ Cweak
(
[0, T ];
[
Lγr˜γ + L2r˜γ
]
(Ω)
)
(5.31)
car ∫
Ω
(%s
r˜
− 1
)
ϕdx→
∫
Ω
(%
r˜
− 1
)
ϕdx
dans l’espace C([0, T ]) pour tout ϕ ∈ C∞c (Ω). Il suffit d’utiliser (5.29a) et la densité de C∞c (Ω) dans
l’espace
[
L
γ/(γ−1)
(1/r˜)γ/(γ−1) ∩ L2(1/r˜)γ
]
(Ω) qui est le dual de
[
Lγr˜γ + L2r˜γ
]
(Ω). (5.11) nous donne
%u ∈ Cweak
(
[0, T ];
[
L2γ/(γ+1) + L21/r˜
]
(Ω;R3)
)
. (5.32)
On peut maintenant passer à la limite s → ∞ dans les équations (4.34), (4.35) et (4.38) écrite en
(%s, ϑs,us) sur Ωs. On obtient ainsi respectivement
−
∫
Ω
%0ϕ(0, ·) dx =
∫ T
0
∫
Ω
%∂tϕ+ %u · ∇xϕdxdt (5.33)
pour tout ϕ ∈ C1c ([0, T )× Ω) ;
−
∫
Ω
%0u0 ·ϕ(0, ·) dx =
∫ T
0
∫
Ω
(
%u · ∂tϕ+ %u⊗ u : ∇xϕ+ p(%, ϑ) divϕ
)
dx dt
−
∫ T
0
∫
Ω
(
S(ϑ,∇xu) : ∇xϕ+ %∇xF ·ϕ
)
dxdt
(5.34)
pour tout ϕ ∈ C1c ([0, T )× Ω;R3), ϕ|∂Ω = 0 ;∫ T
0
∫
Ω
%Lk(%) (∂tϕ+ u · ∇xϕ) dx dt =
∫ T
0
∫
Ω
Tk(%) div uϕdxdt−
∫
Ω
%0Lk(%)ϕ(0, ·) dx (5.35)
et ∫ T
0
∫
Ω
%Tk(%) (∂tϕ+ u · ∇xϕ) dx dt =
∫ T
0
∫
Ω
(%T ′k(%)− Tk(%)) div uϕdxdt−
∫
Ω
Tk(%)ϕ(0, ·) dx
(5.36)
où ϕ ∈ C1c ([0, T )× Ω). Ici, on a considéré les fonctions de troncature
Tk(z) := kT
( z
k
)
et Lk(z) :=
∫ z
1
Tk(w)
w2
dw
avec T (z) une fonction de C1[0,∞) de la forme
T (z) =

z, si z ∈ [0, 1],
concave, sur [0,∞),
T ′(z) > 0, pour z > 0,
zT ′(z) ∈ L∞(0,∞),
limz→∞ T (z) = 2.
Par exemple, on pourra utiliser T (z) =
{
z, si z ∈ [0, 1],
2− exp(1− z), si z ∈ (0,∞).
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5.2.3 Convergence de la température
On définit la quantité
〈σs, ϕ〉 =−
∫
Ωs
%0s(%0, ϑ0)ϕ(0, ·) dx (5.37)
−
∫ T
0
∫
Ωs
(
%ss(%s, ϑs)∂tϕ+ %ss(%s, ϑs)us · ∇xϕ
)
dx dt.
σs peut être interprétée comme une forme linéaire continue sur l’espace métrique C1c ([0, T )× Ωs).
Soit ϕ ∈ C([0, T ]× Ωs), ϕ±,n ∈ C1c ([0, T )× Ωs) et χk ∈ C1c ([0, T )) trois suites telles que{
ϕ±,n → ϕ± dans C([0, T ]× Ωs),
0 ≤ χk ≤ 1, χk = 1 sur [0, T − 1/k], χ′k ≤ 0, χk est croissante et tend vers 1.
(5.38)
Comme σs est positive, on peut écrire que
|〈σs, φχk〉| ≤ 〈σs, χk1Ωs〉‖φ‖C([0,T ]×Ωs) (5.39)
pour tout φ appartenant à l’espace C1c ([0, T ]× Ωs). On revient maintenant à (4.21) et (4.37) qui nous
amènent l’égalité
〈σs, χk1Ωs〉 = −
∫
Ωs
%0s(%0, ϑ0) dx = c(s)
On en déduit que σs peut être prolongée en une forme linéaire continue sur C([0, T ]×Ωs) en posant
〈σs, ϕ〉 = 〈σs, ϕ+〉 − 〈σs, ϕ−〉
où
〈σs, ϕ±〉 = sup
χk∈(5.38)
(
lim
n→∞〈σs, ϕ±,nχk〉
)
= lim
k→∞
lim
n→∞〈σs, ϕ±,nχk〉.
On se sert maintenant du théorème de représentation de Riesz pour affirmer l’existence d’une mesure
de Radon positive µs sur [0, T ]× Ωs qui vérifie
〈σs, ϕ〉 =
∫
[0,T ]×Ωs
ϕdµs
En prenant n < s, on définit σs|n la restriction de σs à C([0, T ]× Ωn) :
〈σs|n, ϕ〉 =
∫
[0,T ]×Ωn
ϕdµs.
On a ainsi la norme de σs|n
‖σs|n‖[C([0,T ]×Ωn)]∗ = sup
ϕ≥0, ‖ϕ‖C([0,T ]×Ωn)=1
〈σs|n, ϕ〉 = 〈σs|n, 1[0,T ]×Ωn〉
≤ 〈σs|n, ϕ1[0,T ]〉 = lim
k→∞
〈σs|n, ϕχk〉 ≤ c(n) (5.40)
où ϕ est une fonction positive de l’espace C1c (Ωn+1) telle que ϕ = 1 sur Ωn. La dernière majoration est
une conséquence de l’inégalité (5.37) couplée aux estimations (5.22) et (5.26).
Sachant que l’inclusion [C(G)]∗ ↪→ W−1,q(G) est compacte pour tout domaine lipschitzien borné
G ⊂ R4 si q ∈ (1, 4/3), on sait que σs est compacte dans W−1,q((0, T )× Ωn).
Nous nous proposons donc d’appliquer le lemme div-rot aux vecteurs à quatre composantes
Vs = (%ss(%s, ϑs), %ss(%s, ϑs)us + q(ϑs∇xϑs)/ϑs) et Ws = (Tk(ϑs), 0, 0, 0),
en remarquant que div(t,x) Vs = σs et que rot(t,x) Ws ∈ W−1,q((0, T ) × Ωn), q ∈ (1, 4/3). On arrive
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donc à l’égalité suivante
Tk(ϑ)%s(%, ϑ) = Tk(ϑ) %s(%, ϑ), (5.41)
qui, d’après (4.17), peut-être récrite sous la forme
Tk(ϑ)%sM (%, ϑ) +
4
3aTk(ϑ)ϑ
3 = Tk(ϑ) %sM (%, ϑ) +
4
3aTk(ϑ)ϑ
3, (5.42)
où sM (%, ϑ) = S
(
%/ϑ
1
γ−1
)
.
Pour prouver la convergence forte de la température, il nous faut maintenant montrer que
Tk(ϑ)%sM (%, ϑ) ≥ Tk(ϑ) %sM (%, ϑ). (5.43)
Ceci se fait en passant par une égalité intermédiaire :
%ssM (%s, ϑs)
(
Tk(ϑs)− Tk(ϑ)
)
= %ssM
(
%s, T
−1
k
(
Tk(%)
))(
Tk(%s)− Tk(ϑ)
)
%s
[
sM
(
%s, T
−1
k (Tk(ϑs))
)− sM (%s, T−1k (Tk(%)))](Tk(ϑs)− Tk(ϑ)) .
Pour prouver l’inégalité (5.43), il faut démontrer la convergence suivante
%ssM
(
%s, T
−1
k
(
Tk(ϑ)
))(
Tk(ϑs)− Tk(ϑ)
)
⇀ 0 dans L1((0, T )× Ωn), (5.44)
où la quantité
%ssM
(
%s, T
−1
k
(
Tk(ϑ (t, x))
))
= ψ(t, x, %s) (5.45)
peut être interprétée comme une fonction de Carathéodory de (t, x) et de %s. On peut donc utiliser le
lemme B.4 d’existence des mesures de Young pour déduire la véracité de la relation (5.44).
On utilise tout d’abord les résultats précédents (5.29) et (5.30) qui nous assurent les convergences
h(%s)→ h(%) dans L2(0, T ;W−1,2(Ωn)),
G(ϑs) ⇀ G(ϑ) dans L2(0, T ;W 1,2(Ωn)),
pour toute fonction h satisfaisant (4.39) et G se trouvant dans l’espace W 1,∞((0,∞)). On en déduit
l’égalité sur le produit des limites
h(%)G(ϑ) = h(%)G(ϑ), (5.46)
En effet, en dénotant par µ%,ϑ(t,x), µ
%
(t,x) et µϑ(t,x) les mesures de Young associées aux suites (%s, ϑs), %s et
ϑs via le résultat B.4. L’égalité sur le produit des limites peut donc se lire∫
R2
h(λ)G(ν) dµ%,ϑ(t,x)(λ, ν) =
∫
R
h(λ) dµ%(t,x) ×
∫
R
G(ν) dµϑ(t,x)(ν). (5.47)
Finalement, on arrive à la relation qui entraine (5.44) et du même coup (5.43) :
ψ(t, x, %)G(ϑ)(t, x) =
∫
R2
ψ(t, x, λ) dµ%,ϑ(t,x)(λ, ν) =
∫
R2
ψ(t, x, λ)G(ν) dµ%(t,x)(λ) dµ
ϑ
(t,x)(ν)
= ψ(·, ·, %)(t, x)×G(ϑ)(t, x). (5.48)
En utilisant le théorème sur la convergence faible et monotonie B.5 avec les fonctions Tk(ϑs) et ϑ3, on
déduit que
Tk(ϑ)ϑ3 ≥ Tk(ϑ)ϑ3
d’où l’on obtient grâce aux relations (5.43) et (5.42)
Tk(ϑ)ϑ3 = Tk(ϑ)ϑ3. (5.49)
Enfin, on passe à la limite k →∞ dans cette dernière équation au moyen du théorème de Beppo Levi
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pour avoir
ϑ4 = ϑϑ3, (5.50)
ce qui nous assure la convergence point par point
ϑs → ϑ presque partout sur(0, T )× Ωn (5.51)
Pour finir, on fait une dernière observation. L’inégalité de dissipation (4.37) nous assure que les
quantités √
µ(ϑs)
ϑs
(
∇xus +∇Txus −
2
3 div us
)
,
√
ξ(ϑs)
ϑs
div us et
√
κ(ϑs)
ϑs
∇xϑs
sont toutes bornées dans L2((0, T )×Ωn) et ce pour tout n appartenant à N. Ainsi, par semi-continuité
inférieure faible et en accord avec (5.29) et (5.51)∫ T
0
∫
Ωn
ϕ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤ lim inf
s→∞
∫ T
0
∫
Ωn
ϕ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt
pour tout ϕ positif de l’espace Cc([0, T ]× Ω) et tout n ∈ N.
En revenant au bilan d’entropie (4.36) récrit en %s, ϑs et us sur Ωs, on obtient en faisant tendre s
vers l’infini∫
Ω
%0s(%0, ϑ0)ϕ(0, ·) dx+
∫ T
0
∫
Ω
ϕ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤ −
∫ T
0
∫
Ω
(
%s(%, ϑ)∂tϕ+ %s(%, ϑ)u · ∇xϕ+ q(ϑ,∇xϑ)
ϑ
· ∇xϕ
)
dxdt
(5.52)
pour tout ϕ positif appartenant à C1c ([0, T )× Ω).
5.2.4 Convergence de la densité
Identité du flux effectif visqueux
Cette section est consacrée à l’établissement de l’identité du flux effectif visqueux
Tk(%) divx u− Tk(%) divx u = 14
3µ(ϑ) + ξ(ϑ)
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
. (5.53)
On utilise la fonction test suivante dans l’équation du moment sur Ωn
ϕ(t, x) = ζ(t, x)Aj [a(x)Tk(%s)], ζ ∈ C∞c ((0, T )× Ω;R3), a ∈ C∞c (Ω)
où A est un opérateur de Lp(Ω) dans v ∈ L 3p3−p (Ω),∇xv ∈ Lp(Ω) défini par
A[f ] = −F−1
[
− iξ
ξ2
F [f ]
]
avec les composantes Aj [f ] = −F−1
[
− iξj
ξ2
F [f ]
]
, j = 1, 2, 3
où F désigne la transformée de Fourier. Afin de préserver la clarté de ce paragraphe, on se réfère à
l’annexe (théorèmes B.6 et B.7) où les propriétés de l’opérateur A sont détaillées.
Montrons que notre fonction ϕ ainsi définie est une fonction test admissible. En particulier, il faut
contrôler la régularité de la dérivée temporelle de ϕ. Pour ce faire, on passe par l’équation de continuité
renormalisée, que l’on peut tester par ϕ(t, x) = a(x)A[ψ] où ψ ∈ C∞c ((0, T ) × Ωn), a ∈ C∞c (Ωn). En
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prenant b(%s) = a(x)Tk(%s), on a alors l’égalité suivante∫ T
0
∫
Ωn
A[aTk(%s)]∂tψ dxdt =−
∫ T
0
∫
Ωn
R[aTk(%s)us]ψ dxdt (5.54)
+
∫ T
0
∫
Ωn
(Tk(%s)∇xa · uA[ψ] + a (%sT ′k(%s)− Tk(%s)) div usA[ψ]) dx dt
qui nous indique que la dérivée temporelle de A[ζ(t, x)Tk(%)] est dans L
2γ
γ+1 (Ω). Ici, R représente
l’opérateur de Riesz 
R : Lp(R3)→ Lp(R3),
v 7→ (R[v])i =
3∑
j=1
F−1
[
ξiξj
ξ2
F [vj ]
]
,
(5.55)
voir la définition B.2 et les théorèmes B.6 et B.7 en annexe.
Étant maintenant assurés que notre fonction test est admissible, on en fait usage dans l’équation du
moment sur Ωn. On arrive alors à l’égalité suivante∫ T
0
∫
Ωn
ζ%sus∂t (A[aTk(%s)]) dx dt+
∫ T
0
∫
Ωn
ζ%sus ⊗ us : R[aTk(%s)] dx dt (5.56)
+
∫ T
0
∫
Ωn
ζp(%s, ϑs)aTk(%s) dxdt+
∫ T
0
∫
Ωn
ζS(ϑs,∇xus) : R[aTk(%s)] dxdt
+
∫ T
0
∫
Ωn
%sus · A[aTk(%s)]∂tζ dxdt+
∫ T
0
∫
Ωn
%sus ⊗ us : ∇xζ ⊗A[aTk(%s)] dxdt
+
∫ T
0
∫
Ωn
p(%s, ϑs)∇xζA[aTk(%s)] dxdt+
∫ T
0
∫
Ωn
S(ϑs,∇xus) : ∇xζ ⊗A[aTk(%s)] dxdt
+
∫ T
0
∫
Ωn
%s∇xF · A[aTk(%s)] dxdt = 0.
En injectant l’équation (5.54), on arrive à∫ T
0
∫
Ωn
ζ%susR[aTk(%s)us] dx dt+
∫ T
0
∫
Ωn
ζ%sus ⊗ us : R[aTk(%s)] dxdt (5.57)
+
∫ T
0
∫
Ωn
ζp(%s, ϑs)aTk(%s) dx dt+
∫ T
0
∫
Ωn
ζS(ϑs,∇xus) : R[aTk(%s)] dxdt
+ L(%s, Tk(%s), ϑs,us, p(%s, ϑs)),
où
L(%s, Tk(%s), ϑs,us, p(%s, ϑs)) =−
∫ T
0
∫
Ωn
(
A[Tk(%)∇xa · u] +A[a (%T ′k(%)− Tk(%)) div u]
)
dxdt (5.58)
+
∫ T
0
∫
Ωn
(
%sus · A[aTk(%s)]∂tζ + %sus ⊗ us : ∇xζ ⊗Aj [aTk(%s)]
)
dxdt
+
∫ T
0
∫
Ωn
(
p(%s, ϑs)∇xζA[aTk(%s)] + S(ϑs,∇xus) : ∇xζ ⊗A[aTk(%s)]
)
dxdt
+
∫ T
0
∫
Ωn
(
%s∇xF · A[aTk(%s)]
)
dxdt.
On teste aussi l’équation du moment limite avec la fonction suivante, toujours sur Ωn
ϕ(t, x) = ζ(t, x)A[aTk(%)], ζ ∈ C∞c ((0, T )× Ω;R3),
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et on obtient∫ T
0
∫
Ωn
ζ%u∂t
(
A[aTk(%)]
)
dxdt+
∫ T
0
∫
Ωn
ζ%u⊗ u : R[aTk(%)] dx dt (5.59)
+
∫ T
0
∫
Ωn
ζp(%, ϑ)aTk(%) dxdt+
∫ T
0
∫
Ωn
ζS(ϑ,∇xu) : R[aTk(%)] dxdt
+ L(%, Tk(%), ϑ,u, p(%, ϑ)) = 0.
On passe à la limite s → ∞ dans (5.57), puis en utilisant des arguments classiques de compacité , on
observe que
L(%, Tk(%), ϑ,u, p(%, ϑ)) = lim
s→∞L(%s, Tk(%s), ϑs,us, p(%s, ϑs)).
On arrive alors à
lim
s→∞
∫ T
0
∫
Ω
ζ
(
p(%s, ϑs)aTk(%s)− S(ϑs,∇xus) : R[aTk(%s)]
)
dxdt (5.60)
=
∫ T
0
∫
Ω
ζ
(
p(%, ϑ) aTk(%)− S(ϑ,∇xu) : R[aTk(%)]
)
dxdt
−
∫ T
0
∫
Ω
(
aTk(%)u · R[ζ%u]− ζ%(u⊗ u) : R[aTk(%)]
)
dx dt
+ lim
s→∞
∫ T
0
∫
Ω
(
aTk(%s)us · R[ζ%sus]− ζ%s(us ⊗ us) : R[aTk(%s)]
)
dxdt,
moyennant l’utilisation des propriétés de l’opérateur Aj explicitées en B.6. On observe que
lim
s→∞
∫ T
0
∫
Ω
(
aTk(%s)us · R[ζ%sus]− ζ%sus ⊗ u : R[aTk(%)]
)
dxdt
−
∫ T
0
∫
Ω
(
aTk(%)u · R[ζ%u]− ζ%(u⊗ u) : R[aTk(%)]
)
dxdt
= lim
s→∞
∫ T
0
∫
Ω
us ·
(
aTk(%s)R[ζ%sus]− ζ%sus · R[aTk(%)]
)
dxdt
−
∫ T
0
∫
Ω
(
aTk(%)u · R[ζ%u]− ζ%(u⊗ u) : R[aTk(%)]
)
dxdt, (5.61)
où l’on note
(R[v])i :=
∑3
j=1Rij [vj ],
(u · R[f ])i := ujRji[f ].
Sachant que Tk(%s) → Tk(%) dans Cweak([0, T ];Lp(Ωn)) pour tout p ∈ [1,∞) et que %sus → %u
dans Cweak([0, T ];L2γ/(γ+1))(Ωn;R3)), on peut utiliser le lemme des commutateurs (voir lemme 38 en
annexe) pour déduire la convergence
∀t ∈ [0, T ], (aTk(%s)R[ζ%sus]− ζ%susR[aTk(%s)]) (t) ⇀
(
aTk(%)R[ζ%u]− ζ%uR[aTk(%)]
)
(t) (5.62)
dans Lr(Ωn;R3) avec r > 6/5. Comme l’injection de Lr(Ωn) dans W−1,2(Ωn) est compacte, on est
assuré que∫ T
0
∫
Ωn
us·
(
aTk(%s)R[ζ%sus]−ζ%susR[aTk(%s)]
)
dx dt→
∫ T
0
∫
Ωn
u·
(
aTk(%)R[ζ%u]− ζ%suR[aTk(%)]
)
dxdt
grâce au théorème de Lebesgue. Ainsi, l’équation (5.61) se simplifie en∫ T
0
∫
Ωn
aζ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dx dt =
∫ T
0
∫
Ωn
ζ
(
S(ϑ,∇xu) : R[aTk(%)]− S(ϑ,∇xu) : R[aTk(%)]
)
dx dt.
(5.63)
67
5 Existence de solutions faibles
On traite maintenant le terme S(ϑ,∇xu) : R[Tk(%)] en remarquant que
R : [ζµ(ϑs)
(∇xus +∇xuTs )] = 2ζµ(ϑs) div us + ω(ϑs,us),
avec
ω(ϑs,us) = R : [ζµ(ϑs)
(∇xus +∇xuTs )]− ζµ(ϑs)R : [∇xus +∇Txus].
Le même raisonnement est appliqué à la quantité S(ϑ,∇xu) : R[Tk(%)]. Cette écriture nous permet
d’employer naturellement le second lemme des commutateurs (voir lemme 39 en annexe) à ω(ϑs,us).
On déduit ainsi que cette suite est bornée dans L1(0, T ;W a,r(R3;R3)), pour a ∈ (0, 1) et r > 1.
En définissant les vecteurs à quatre composantes suivants
Us := (Tk(%s), Tk(%s)us), Vs := (ω(ϑs,us), 0, 0, 0),
on peut leur appliquer le lemme div-rot puisque div(t,x) Us et rot(t,x) Vs sont tous deux compacts dans
W−1,r((0, T )× Ωn;R3). On en infère ainsi que
ω(ϑs,us)Tk(%s) ⇀ ω(ϑ,u)Tk(%),
et connaissant la convergence presque partout de ϑs vers ϑ sur (0, T )× Ωn, on conclut que
ω(ϑ,u) = ω(ϑ,u).
Cela nous permet, en revenant à (5.63), d’arriver à l’identité du flux effectif visqueux (5.53) que nous
recherchions.
Mesure de défaut
On commence tout d’abord par introduire la notion de mesure de défaut associée à la suite %s sur le
domaine (0, T )× Ωn. Pour q appartenant [1,∞)
oscq[%s → %]((0, T )× Ωn) := sup
k>0
lim sup
s→∞
∫ T
0
∫
Ωn
|Tk(%s)− Tk(%)|q dxdt. (5.64)
On cherche ici à montrer que cette quantité est bornée par une constante. On commence par remarquer,
d’après les propriétés thermodynamiques décrites dans le cadre de travail du chapitre 4, que
p(%, ϑ) = d%γ + pm(%, ϑ), pour un certain d > 0 et avec ∂%pm(%, ϑ) ≥ 0. (5.65)
En effet, on pose
pm(%, ϑ) = p(%, ϑ)− d%γ , (5.66)
où d est une constante. On déduit de (5.5) que
∂%pm = ϑP ′
( %
ϑ1/(γ−1)
)
− γd%γ−1
= ϑ
[
P ′
( %
ϑ1/(γ−1)
)
− γd
( %
ϑ1/(γ−1)
)γ−1]
≥ 0,
en choisissant la constante d suffisamment petite. Grâce à la propriété algébrique a ≥ b ≥ 0⇒ (a−b)γ ≤
aγ − bγ , et à l’inégalité b− a ≥ Tk(b)− Tk(a) on a pour toute fonction ζ ∈ C∞c ((0, T )× Ωn)
d lim sup
s→∞
∫ T
0
∫
Ωn
(
ζ
1 + ϑ |Tk(%s)− Tk(%)|
γ+1
)
dxdt ≤ d lim sup
s→∞
∫ T
0
∫
Ωn
(
ζ
1 + ϑ (Tk(%s)− Tk(%)) (%
γ
s − %γ)
)
dxdt.
On continue en utilisant la convexité de la fonction % 7→ %γ et la concavité de % 7→ Tk(%), pour majorer
le membre de droite comme suit
d lim sup
s→∞
∫ T
0
∫
Ωn
(
ζ
1 + ϑ (Tk(%s)− Tk(%)) (%
γ
s − %γ)
)
leq
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d lim sup
s→∞
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
Tk(%s)%γs − Tk(%)%γ + Tk(%s)%γ − Tk(%s)%γ − Tk(%)(%γ − %γ)
)
dxdt ≤
d
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
%γTk(%)− %γ Tk(%)
)
dxdt+ d
∫ T
0
∫
Ωn
(
ζ
1 + ϑ
(
Tk(%)− Tk(%)
)
(%γ − %γ)
)
dx dt,
où l’on remarque que le second terme du membre de droite est négatif. Donc
d lim sup
s→∞
∫ T
0
∫
Ωn
(
ζ
1 + ϑ (Tk(%s)− Tk(%)) (%
γ
s − %γ)
)
dx dt
≤d
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
%γTk(%)− %γ Tk(%)
)
dxdt
≤d
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dxdt
− d
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
pm(%, ϑ)Tk(%)− pm(%, ϑ)Tk(%)
)
dxdt
≤d
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dxdt
car
pm(%, ϑ)Tk(%)− pm(%, ϑ)Tk(%) ≥ 0 (5.67)
On se propose de montrer l’inégalité (5.67). Remarquons tout d’abord que
∂ϑpm(%, ϑ) =
γ
γ − 1ϑ
1/(γ−1)P
( %
ϑ1/(γ−1)
)
− 1
γ − 1%P
′
( %
ϑ1/(γ−1)
)
+ 43aϑ
3
= 1
γ − 1ϑ
1/(γ−1) (γP (Z)− ZP ′(Z)) + 43aϑ
3
= 1
γ − 1%
γP (Z)− ZP ′(Z)
Z
+ 43aϑ
3,
où Z = %
ϑ1/(γ−1)
. Ainsi, en revenant à (4.19), on déduit que
|∂ϑpm(%, ϑ)| ≤ c%+ 43aϑ
3. (5.68)
Comme l’on a les convergences (5.20b) et (5.51), on sait que
ϑs → ϑ dans Lp((0, T )× Ωn), ∀p ∈ [1, 17/3). (5.69)
Prouver (5.67) revient ainsi à démontrer l’inégalité
pm(%, ϑ(t, x))Tk(%)− pm(%, ϑ(t, x))Tk(%) ≥ 0. (5.70)
Pour cela, on observe que (5.69) implique aussi que pour tout ε strictement positif, il existe une fonction
Θ ∈ C1((0, T )× Ωn) telle que
‖Θ− ϑ‖L17/3((0,T )×Ωn) < ε. (5.71)
On emploie maintenant le théorème des accroissements finis à la quantité pm(%s, ϑ)− pm(%s,Θ), ce qui
nous assure l’existence d’un ζ compris entre min(ϑ,Θ) et max(ϑ,Θ) tel que
|pm(%s, ϑ)− pm(%s,Θ)| =
∣∣∣∂ϑpm(%s, ζ)(ϑ−Θ)∣∣∣
≤ c(%s + ζ3)|ϑ−Θ|
≤ c(%s + ϑ3 + Θ3)|ϑ−Θ|.
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Il vient de là les inégalités suivantes
‖pm(%, ϑ)Tk(%s)− pm(%s,Θ)Tk(%s)‖L1((0,T )×Ωn) ≤ c(n)‖ϑ−Θ‖L17/3((0,T )×Ωn)
et
‖pm(%, ϑ)Tk(%)− pm(%s,Θ)Tk(%)‖L1((0,T )×Ωn) ≤ c(n)‖ϑ−Θ‖L17/3((0,T )×Ωn).
Finalement, on constate que l’inégalité (5.70) est vraie si
pm(%,Θ)Tk(%)− pm(%,Θ)Tk(%) ≥ 0 (5.72)
Dans cette optique, on remarque qu’avec le même ε qu’employé en (5.71), il existe un δ tel que si B
est une boule de volume strictement inférieur à δ alors∥∥∥Θ− 1|B ∩ (0, T )× Ωn|
∫
B∩(0,T )×Ωn
Θ dx
∥∥∥
L17/3((0,T )×Ωn)
≤ ε.
Ce qui résume notre étude de signe à la quantité
pm(%, [Θ]B)Tk(%)− pm(%, [Θ]B)Tk(%)
où [Θ]B = 1|Θ|
∫
B
Θ dx, qui est non négative d’après le théorème de convergence faible et monotonie
(voir annexe B.5). Par déductions successives, il vient que (5.67) est vraie.
On arrive ainsi à la majoration∫ T
0
∫
Ωn
ζ
1 + ϑ
(
%γTk(%)− %γ Tk(%)
)
dx dt ≤
∫ T
0
∫
Ωn
ζ
1 + ϑ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dxdt.
(5.73)
On fait ensuite le calcul suivant, grâce à l’inégalité de Hölder∫ T
0
∫
Ωn
|Tk(%s)− Tk(%)|q dxdt =
∫ T
0
∫
Ωn
(
1
(1 + ϑ)β |Tk(%s)− Tk(%)|
q(1 + ϑ)β
)
dxdt
≤ c(Ωn)
(∫ T
0
∫
Ωn
1
(1 + ϑ) |Tk(%s)− Tk(%)|
γ+1 dxdt
)q/(γ+1)
,
avec q > 2, β(γ + 1) = q et β(γ + 1)/(γ + 1 − q) ≤ 17/3 pour conserver l’intégrabilité de ϑ d’après
(5.69). En tenant compte de l’estimation de la vitesse (5.17), on va maintenant majorer le terme∫ T
0
∫
Ωn
ζ
1 + ϑ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dxdt
à l’aide de l’identité du flux effectif visqueux (5.53).
On arrive, en utilisant la semi-continuité inférieure de la norme L2, à la majoration suivante pour la
mesure de défaut
(oscq[%s → %]((0, T )× Ωn))(γ+1)/q ≤
∫ T
0
∫
Ωn
Tk(%) div u− Tk(%) div u dx dt (5.74)
≤ lim
s→∞
∫ T
0
∫
Ωn
(Tk(%s)− Tk(%)) div us dxdt
+ lim
s→∞
∫ T
0
∫
Ωn
(Tk(%)− Tk(%)) div us dx dt
≤ ‖div us‖L2(0,T ;L2(Ωn;R3)) lim sup
s→∞
‖Tk(%s)− Tk(%)‖L2((0,T )×Ωn)
≤ c lim sup
s→∞
‖Tk(%s)− Tk(%)‖(q−2)/(2q−2)L1((0,T )×Ωn)‖Tk(%s)− Tk(%)‖
q/(2q−2)
Lq((0,T )×Ωn)
≤ c (oscq[%s → %]((0, T )× Ωn))q/(2q−2) (5.75)
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pour un certain q vérifiant β(γ + 1) = q et β(γ + 1)/(γ + 1− q) ≤ 17/3.
Comme l’exposant q/2q − 2 est plus petit que (γ + 1)/q sous les conditions considérées, on peut
conclure grâce à l’inégalité de Young que
oscq[%s → %]((0, T )× Ωn) <∞. (5.76)
Équation de continuité renormalisée
Ayant montré que la mesure de défaut associée à la suite %s, on peut utiliser le lemme suivant, nous
affirmant que les fonctions limites % et u vérifient l’équation de continuité renormalisée (4.38). On se
réfère à [24, lemme 3.8] pour plus de détails sur ce résultat.
Lemme 32
Soit Q un ouvert borné de R3 et
%s ⇀ % dans L1((0, T )×Q),
us ⇀ u dans Lr((0, T )×Q;R3),
∇xus ⇀ ∇u dans Lr((0, T )×Q;R3×3), r > 1.
On suppose de plus que
oscq[%s → %]((0, T )×Q) <∞, pour 1
q
< 1− 1
r
, (5.77)
où (%s,us) satisfait l’équation de continuité renormalisée (4.38) sur Q.
Alors, les limites % et u sont aussi solutions de (4.38) sur Q.
Démonstration:
Comme %s est une solution à (4.38), on a
Tk(%s)→ Tk(%) dans Cweak((0, T );Lβ(Q)) pour tout β ∈ [1,∞).
Connaissant les convergence de us et ∇xus, on déduit que
Tk(%s)us → Tk(%)u faiblement dans Lr((0, T )×Q;R3),
ce qui nous amène à
∂tTk(%) + divx
(
Tk(%)u
)
+ (%T ′k(%)− Tk(%)) divx u = 0 dans D′((0, T )×Q)
On emploie maintenant le théorème des solutions renormalisées pour l’équation de bilan de masse (voir
théorème B.8 de l’annexe) qui nous permet d’obtenir
∂th
(
Tk(%)
)
+ div
(
h
(
Tk(%)
)
u
)
+
(
h′
(
Tk(%)
)
Tk(%)− Tk(%)
)
div u
= h′
(
Tk(%)
)
(Tk(%)− %T ′k(%)) div u dans D′((0, T )×Q)
(5.78)
où h est une fonction continument dérivable telle que h′(z) = 0 pour tout z supérieur à une certaine
constante M .
Il nous reste donc à montrer que
h′
(
Tk(%)
)
(Tk(%)− %T ′k(%)) div u −−−−→
k→∞
0 dans L1((0, T )×Q). (5.79)
Pour ce faire, on introduit la notation
Qk,M = {(t, x) ∈ (0, T )×Q, |Tk(%)| ≤M}.
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On a l’estimation suivante de notre quantité∥∥∥h′ (Tk(%)) (Tk(%)− %T ′k(%)) div u∥∥∥
L1((0,T )×Q)
≤
(
sup
0≤z≤M
|h′(z)|
)(
sup
s>0
‖div us‖Lr((0,T )×Q)
)
lim inf
δ→0
‖Tk(%s)− %sT ′k(%s)‖L rr−1 (Qk,M ).
(5.80)
Par interpolation on peut majorer cette dernière différence
‖Tk(%s)− %sT ′k(%s)‖L rr−1 (Qk,M ) ≤ ‖Tk(%s)− %sT
′
k(%s)‖βL1((0,T )×Qk,M )‖Tk(%s)− %sT ′k(%s)‖
1−β
Lq((0,T )×Qk,M )
avec β ∈ (0, 1). Par équi-intégrabilité de %s, on sait que
sup
δ>0
{‖Tk(%s)− %sT ′k(%s)‖L1((0,T )×Q)} −−−−→
k→∞
0.
Enfin, comme |%sT ′k(%s)| ≤ Tk(%s), on peut effectuer les estimations suivantes
‖Tk(%s)− %sT ′k(%s)‖Lq(Qk,M )
≤ 2
(
‖Tk(%s)− Tk(%)‖Lq((0,T )×Q) + ‖Tk(%s)− Tk(%)‖Lq((0,T )×Q) + ‖Tk(%)‖Lq(Qk,M )
)
≤ 2
(
‖Tk(%s)− Tk(%)‖Lq((0,T )×Q) + oscq[%s → %]((0, T )×Q) + |(0, T )×Q|
1
q
) (5.81)
Pour finir, on constate que
lim sup
s→∞
‖Tk(%s)− %sT ′k(%s)‖Lq(Qk,M ) ≤ 4oscq[%s → %]((0, T )×Q) + 2M |(0, T )×Q|
1
q , (5.82)
ce qui implique que la convergence (5.79) est vérifiée. Il s’ensuit la démonstration du théorème. 
On déduit de ce résultat que % et u sont solution de l’équation suivante∫ T
0
∫
Ωn
%Lk(%) (∂tϕ+ u · ∇xϕ) dx dt =
∫ T
0
∫
Ωn
Tk(%) div uϕdx dt−
∫
Ωn
%0Lk(%0)ϕ(0, ·) dx, (5.83)
pour tout ϕ ∈ C1c ([0, T )× Ω) vérifiant suppϕ ⊂ [0, T )× Ωn et avec Lk(%) =
∫ %
1
Tk(s)
s2
ds.
Bien entendu, l’équation limite∫ T
0
∫
Ωn
%Lk(%) (∂tϕ+ u · ∇xϕ) dx dt =
∫ T
0
∫
Ωn
Tk(%) div uϕdxdt−
∫
Ωn
%0Lk(%0)ϕ(0, ·) dx (5.84)
est elle aussi vérifiée pour tout ϕ ∈ C1c
(
[0, T )× Ω). En soustrayant (5.83) à (5.84) on arrive à∫ T
0
∫
Ωn
(
%Lk(%)− %Lk(%)
)
(∂tϕ+ u · ∇xϕ) dx dt =
∫ T
0
∫
Ωn
(
Tk(%) div u− Tk(%) div u
)
ϕdxdt. (5.85)
Le terme intégré du membre de droite peut être écrit comme suit
Tk(%) div u− Tk(%) div u = Tk(%) div u− Tk(%) div u + Tk(%) div u− Tk(%) div u
= p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)4
3µ(ϑ) + ξ(ϑ)
+ Tk(%) div u− Tk(%) div u,
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avec∫ T
0
∫
Ωn
Tk(%) div u− Tk(%) div u ≤ c‖div u‖L2(0,T ;L2(Ωn))‖Tk(%)− Tk(%)‖L2((0,T )×Ωn)
≤ c‖Tk(%)− Tk(%)‖(q−2)/(2q−2)L1((0,T )×Ωn)‖Tk(%)− Tk(%)‖
q/(2q−2)
Lq((0,T )×Ωn)
≤ c‖Tk(%)− Tk(%)‖(q−2)/(2q−2)L1((0,T )×Ωn)oscq[%s → %]((0, T )× Ωn)(q−2)/(2q−2)
≤ c(n)‖Tk(%)− Tk(%)‖L1((0,T )×Ωn). (5.86)
On souhaite maintenant passer à la limite k →∞. Pour cela, on fait plusieurs observations. On remarque
tout d’abord que
‖Tk(%)− Tk(%)‖L1((0,T )×Ωn) ≤ ‖Tk(%)− %‖L1((0,T )×Ωn) + ‖%− Tk(%)‖L1((0,T )×Ωn)
≤ lim inf
s→∞ ‖Tk(%s)− %s‖L1((0,T )×Ωn) + ‖%− Tk(%)‖L1((0,T )×Ωn)
≤ c(n) 1
kγ
. (5.87)
En effet,
|{% ≥ k} ∩ Ωn| ≤
∫
{%≥k}∩Ωn
%
k
dx ≤ c1
k
(∫
Ω
%γ
) 1
γ
|{% ≥ k} ∩ Ωn|
γ
γ−1 .
En revenant à la définition de Lk, on sait que
‖%Lk(%)− % ln %‖L1((0,T )×Ωn) =
∫
(0,T )×Ωn
(
%
∫ %
1
Tk(z)
z2
dz − % ln %
)
dxdt
=
∫
{%≤k}∩Ωn
%
∫ %
1
(
Tk(z)
z2
dz − % ln %
)
dx dt
+
∫
{%≥k}∩Ωn
%
∫ %
1
(
Tk(z)
z2
dz − % ln %
)
dxdt
=I1 + I2,
avec
I1 =
∫
{%≤k}∩Ωn
%
∫ %
1
(
1
z
dz − % ln %
)
dx dt = 0
et
I2 =
∫
{%≥k}∩Ωn
%
(∫ k
1
Tk(z)
z2
dz +
∫ %
k
Tk(z)
z2
dz − ln %
)
dxdt
=
∫
{%≥k}∩Ωn
%
(
ln %− ln k +
∫ %
k
Tk(z)
z2
dz
)
dx dt
≤ 3
∫
{%≥k}∩Ωn
% ln % dx dt
≤ c(n)‖%‖Lq(Ωn) |{% ≥ k} ∩ Ωn|
q
q−1 ,
pour tout 1 ≤ q ≤ γ. Ceci nous permet de déduire que
lim
k→∞
‖%Lk(%)− % ln %‖L1((0,T )×Ωn) = 0
mais aussi que
lim
k→∞
‖%Lk(%)− % ln %‖L1((0,T )×Ωn) ≤ lim
k→∞
lim sup
s→∞
‖%sLk(%s)− %s ln %s‖L1((0,T )×Ωn) = 0
On utilise ensuite l’observation faite auparavant
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%) ≥ 0
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mais aussi l’identité du flux effectif visqueux (5.53) pour déduire de (5.85) l’inégalité∫
Ω
(
%Lk(%)− %Lk(%)
)
ϕdx
∣∣∣∣T
0
− lim
k→∞
∫ T
0
∫
Ω
(
%Lk(%)− %Lk(%)
)
(∂tϕ+ u · ∇xϕ) dx dt ≤ 0, (5.88)
pour tout ϕ de C∞c ([0, T ]×Ω) positive. On définit maintenant, pour R > 1, une nouvelle fonction test
ΦR(x) = Φ(x/R) avec
Φ ∈ C∞c (R3), 0 ≤ Φ ≤ 1, Φ =
{
1, si |x| ≤ 1,
0, si |x| ≥ 2,
que l’on utilise dans notre dernière inégalité pour obtenir
∫
Ω
( (
% ln %− % ln %) (τ)ΦR(x)) dx ≤∫ τ
0
∫
Ω
( (
% ln %− r˜ ln r˜)u · ∇xΦR(x)) dx dt
−
∫ τ
0
∫
Ω
(
(% ln %− r˜ ln r˜) u · ∇xΦR(x)
)
dxdt. (5.89)
On remarque que∣∣∣∣∫
Ω
[(% ln %− r˜ ln r˜) u · ∇xΦR(x)]ess dx
∣∣∣∣ ≤c∫
Ω
(
[|%− r˜| (1 + | ln r˜|) |u||∇xΦR(x)]ess
)
dx
≤c‖∇xΦR‖L∞(R3)
∥∥∥√r˜ (1 + |ln r˜|) [%
r˜
− 1
]
ess
∥∥∥
L2(Ω)
∥∥∥[√r˜u]
ess
∥∥∥
L2(Ω;R3)
,
mais aussi∣∣∣∣∫
Ω
[(% ln %− r˜ ln r˜) u · ∇xΦR(x)]resdx
∣∣∣∣ ≤ c‖∇xΦR‖L∞(R3) (‖r˜ ln r˜‖L6/5(Ω) + ‖% ln %‖L6/5(Ω)) ‖u‖L6(Ω;R3).
En regard des estimations (5.7) et (5.8), on déduit de ces majorations que le membre de droite de
l’inégalité (5.89) tend vers 0 quand R→∞ et que donc∫
Ω
(
% ln %− % ln %) (τ) dx ≤ 0.
Comme la fonction z 7→ z ln z est strictement convexe sur (0,∞), on en conclut que
% ln %− % ln % = 0 presque partout sur (0, T )× Ω.
Pour finir, cette dernière convergence implique
%s → % presque partout sur (0, T )× Ω. (5.90)
5.3 Inégalité de dissipation sur Ω
On considère une fonction test ζ pour l’inégalité de dissipation (4.37) ayant les propriétés suivantes :
• ζ ∈ C1c [0, T ),
• ζ ≥ 0,
• ζ ′ ≤ 0.
On obtient alors∫ T
0
ζ ′(t)
∫
Ω
(
1
2%0|u0|
2 + E(%0, ϑ0|r˜, ϑ)
)
dx dt−
∫ T
0
ζ ′(t)
∫
Ωn
(
1
2%s|us|
2 + E(%s, ϑs|r˜, ϑ)
)
dxdt
+
∫ T
0
ζ(t)
∫
Ωn
ϑ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt ≤ 0
(5.91)
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pour tout entier naturel n. En utilisant la semi-continuité inférieure faible de la norme L2, on a immé-
diatement
−
∫ T
0
ζ ′(t)
∫
Ωn
%u2 dxdt ≤ − lim inf
s→∞
∫ T
0
ζ ′(t)
∫
Ωn
%su2s dxdt.
Par ailleurs, E(%s, ϑs|r˜, ϑ) ≥ 0 et les convergences presque partout de %s (5.90) et ϑs (5.51) nous
indiquent que
E(%s, ϑs|r˜, ϑ)→ E(%, ϑ|r˜, ϑ) presque partout sur (0, T )× Ω,
ce qui, via le lemme de Fatou, nous permet d’obtenir l’inégalité
−
∫ T
0
ζ ′(t)
∫
Ωn
E(%, ϑ|r˜, ϑ) dxdt ≤ − lim inf
s→∞
∫ T
0
ζ ′(t)
∫
Ωn
E(%s, ϑs|r˜, ϑ) dxdt.
On peut donc passer à la limite s→∞ dans (5.91), et obtenir∫ T
0
ζ ′(t)
∫
Ω
(
1
2%0|us|
2 + E(%0, ϑ0|r˜, ϑ)
)
dxdt−
∫ T
0
ζ ′(t)
∫
Ωn
(
1
2%|u|
2 + E(%, ϑ|r˜, ϑ)
)
dxdt
+
∫ T
0
∫
Ωn
ζ
ϑ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt ≤ 0,
ce qui nous fournit l’inégalité de dissipation sur Ω pour (%, ϑ,u).
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6.1 Introduction et résultat obtenu
6.1.1 Introduction
Nous avons déjà observé, notamment grâce aux conditions de stabilité thermodynamique, que la
quantité 12%|u−U|2 + E(%, ϑ|r,Θ) où E(%, ϑ|r,Θ) = HΘ(%, ϑ)− ∂%HΘ(r,Θ)(%− r)−HΘ(r,Θ) vue dans
l’inégalité (4.37) est bien adaptée pour mesurer la "distance" entre une solution faible du système de
Navier-Stokes-Fourier et un état quelconque décrit par le triplet (r,Θ,U). L’inégalité de dissipation
utilisée abondamment dans le chapitre précédent fait intervenir cette quantité dans le cas particulier où
Θ = ϑ > 0, r = r˜ > 0 et U = 0. Dans ce chapitre, on se propose de montrer ce que devient l’inégalité de
dissipation si on y introduit le terme 12%|u−U|2 +E(%, ϑ|r,Θ) où (r,Θ,U) sont des fonctions arbitraires.
Cette nouvelle inégalité est appelée inégalité d’entropie relative. Dans cette étude, nous nous inspirons
des travaux [27], [23] et surtout [25] où il a été démontré que toute solution faible dans un domaine
borné satisfait l’inégalité d’entropie relative. Ici, nous montrons que pour une large classe de domaines
non bornés, il est possible de construire des solutions très faibles qui satisfont l’inégalité d’entropie
relative. Contrairement à l’article [25], nous ne sommes pas en mesure de montrer que toute solution
très faible vérifie l’inégalité d’entropie relative. Dans le cadre des domaines non bornés, il s’agit d’un
problème ouvert.
Les travaux exposés dans ce chapitre ont été l’objet de l’article [44] accepté pour publication.
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6.1.2 Présentation du résultat
Avant l’énoncé du résultat obtenu, rappelons rapidement l’inégalité d’entropie relative∫
Ω
(
1
2%|u−U|
2 + E(%, ϑ|r,Θ)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ΘS(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xU
)
dx dt
−
∫ τ
0
∫
Ω
(
Θq(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xΘ
)
dxdt
≤
∫
Ω
(
1
2%0|u0 −U(0, ·)|
2 + E(%0, ϑ0|r(0, ·),Θ(0, ·))
)
dx
+
∫ τ
0
∫
Ω
% (∂tU + u · ∇xU) · (U− u) dxdt+
∫ τ
0
∫
Ω
%(U− u) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dxdt
+
∫ τ
0
∫
Ω
(p(r,Θ)− p(%, ϑ)) div U dx dt+
∫ τ
0
∫
Ω
% (s(r,Θ)− s(%, ϑ)) (∂t + u · ∇xΘ) dx dt
+
∫ τ
0
∫
Ω
(
1− %
r
)(
∂tp(r,Θ) + U · ∇xp(r,Θ)
)
dx dt,
(6.1)
pour presque tout τ ∈ (0, T ) et pour tout
(r − r˜,Θ− ϑ,U) ∈ C1c
(
[0, T ]× Ω;R5) avec r > 0, Θ > 0, U|∂Ω = 0, (6.2)
où
E(%, ϑ|r,Θ) = HΘ(%, ϑ)− ∂%HΘ(r,Θ)(%− r)−HΘ(r,Θ) (6.3)
et
HΘ(%, ϑ) = %e(%, ϑ)−Θ%s(%, ϑ). (6.4)
Théorème 6.1
On suppose que toutes les hypothèses du théorème 5.3 sont vérifiées. Alors le système de Navier-Stokes-
Fourier (4.1) - (4.11) admet au moins une solution très faible (%, ϑ,u) satisfaisant l’inégalité d’entropie
relative (6.1). Il s’agit donc d’une solution dissipative au sens de la définition 4.3.
On trouve dans [25] une preuve de ce résultat dans le cas des domaines bornés. Comme pour le
théorème précédent, nous faisons ici une généralisation à des domaines non bornés avec présence de
forces potentielles à croissance arbitraire à l’infini. La démonstration constitue la section 6.2 de ce
chapitre.
Remarque 3
(Régularité suffisante des fonctions test pour le théorème 6.1)
Il est possible d’élargir l’ensemble des fonctions test r,Θ,U employables dans l’inégalité d’entropie
relative (4.40). Dans le cas où r˜ et F satisfont à (4.29) - (4.30) et vérifient les propriétés suivantes (qui
feront sens dans le prochain chapitre)
∇xF ∈ L2 ∩ L6(Ω;R3) (6.5)
et
r˜ ∈ C1B(Ω), E(r˜, ϑ|r, ϑ) ∈ L1(Ω), (6.6)
alors les classes de fonctions test suivantes sont suffisantes pour que (4.40) soit vraie :
• Pour que le membre de gauche de l’équation d’entropie relative soit bien défini il suffit que
E(r,Θ|r, ϑ) ∈ L∞(0, T ;L1(Ω)), 0 < % ≤ r ≤ % <∞, 0 < ϑ ≤ Θ ≤ ϑ <∞, (6.7)
U ∈ L∞(0, T ;L2 ∩ L6(Ω;R3)). (6.8)
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• Pour que le membre de droite soit bien défini, il est suffisant que
∂tU ∈ L∞(0, T ;L2 ∩ L6(Ω;R3)), ∇xU ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3×3)), (6.9)
∂tΘ ∈ L∞(0, T ;L2 ∩ L4(Ω;R)), ∇xΘ ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3)), (6.10)
∂tr ∈ L∞(0, T ;L2 ∩ L3(Ω;R)), ∇xr ∈ L∞(0, T ;L2 ∩ L6(Ω;R3)). (6.11)
• Enfin
U|∂Ω = 0. (6.12)
Pour justifier ces remarques, on utilise les observations suivantes : à partir de la définition 4.1 et sous
les hypothèses (4.30), (7.2) et (6.7), on arrive à constater que
a) la quantité E(%, ϑ|r˜, ϑ) appartient à L∞(0, T ;L1(Ω)) si et seulement si E(%, ϑ|r,Θ) est dans L∞(0, T ;L1(Ω)),
b) si ∂tr, ∂xr, ∂tΘ et ∂xΘ sont de Lq(0, T ;Lp(Ω)), alors ∂tp(r,Θ) et ∂xp(r,Θ) sont eux-mêmes dans
Lq(0, T ;Lp(Ω)),
c) la quantité p(r,Θ)−p(%, ϑ) peut se récrire p(r,Θ)−p(r, ϑ)+(p(r, ϑ)−p(%, ϑ)) et permet l’utilisation
de la remarque précédente. On peut bien entendu procéder de la même façon avec la quantité
s(r,Θ)− s(%, ϑ),
d) l’ensemble résiduel Ω \
{
r˜
2 ≤ % ≤ 2r˜, ϑ2 ≤ ϑ ≤ 2ϑ
}
est de mesure finie.
6.2 Démonstration du théorème
On rappelle que l’on travaille sur des domaines qui sont soit lipschitziens bornés, soit non bornés
et uniformément lipschitziens. Dans ce dernier cas, il est supposé que notre domaine est de la forme
suivante
Ω =
∞⋃
s=1
Ωs, (6.13)
où les ensembles Ωs sont des domaines lipschitziens bornés satisfaisant Ωs ⊂ Ωs+1.
On utilise les mêmes notations qu’auparavant concernant les solutions sur les domaines bornés Ωs,
c’est-à-dire que (%s, ϑs,us) est une solution du système (4.1) - (4.10) sur (0, T )×Ωs avec des conditions
initiales satisfaisant de surcroit (4.33).
6.2.1 Inégalité d’entropie relative sur les domaines Ωs
On rappelle que les fonctions U, Θ − ϑ, r − r˜ considérées sont toutes dans C∞c ([0, T ] × Ω) et que
r et Θ sont strictement positifs. Pour la suite, on choisit un indice s suffisamment élevé pour que la
fonction U soit aussi dans C∞c ([0, T ]× Ωs).
La fonction ϕ = |U|2
2
peut donc être utilisée comme fonction test dans l’équation de bilan de masse
(4.34) : ∫
Ωs
%s
|U|2
2 dx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ωs
%sU · (∂tU + us · ∇xU) dx dt. (6.14)
On teste l’équation de mouvement (4.35) avec ϕ = U et l’inégalité d’entropie (4.40) avec ϕ = Θ, ce qui
donne∫
Ωs
%sus ·U dx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ωs
(
%sus ·(∂tU+us ·∇xU)+p(%s, ϑs) div U−S(ϑs,∇xus) : ∇U+%sU·∇xF
)
dx dt
(6.15)
et
−
∫
Ωs
%ss(%s, ϑs)Θ dx
∣∣∣∣τ
0
+
∫ τ
0
∫
Ωs
Θ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt
≤ −
∫ τ
0
∫
Ωs
(
%ss(%s, ϑs)(∂tΘ + us · ∇xΘ) + q(ϑs,∇xϑs) · ∇xΘ
ϑs
)
dxdt.
(6.16)
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Pour finir, on revient à l’équation (4.34) que l’on teste cette fois par ϕ = F et on obtient∫
Ωs
%sF dx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ωs
%sus · ∇sF dxdt. (6.17)
On rassemble maintenant ces quatre résultats avec l’égalité de conservation d’énergie (4.44) pour par-
venir à l’inégalité suivante∫
Ωs
(%s
2 |us −U|
2 +HΘ(%s, ϑs)
)
dx
∣∣∣∣τ
0
+
∫ τ
0
∫
Ωs
Θ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dx dt
≤ I1 + I2 + I3 + I4 + I5,
(6.18)
avec
I1 =
∫ τ
0
∫
Ωs
(
S(ϑs,∇xus) : ∇xU− q(ϑs,∇xϑs) ·Θ
ϑs
)
dxdt,
I2 =
∫ τ
0
∫
Ωs
(∂tU + us∇xU) · (U− us) dxdt,
I3 = −
∫ τ
0
∫
Ωs
%ss(%s, ϑs)(∂tΘ + us · ∇xΘ) dxdt,
I4 = −
∫ τ
0
∫
Ωs
p(%s, ϑs) div U dxdt,
I5 =
∫ τ
0
∫
Ωs
%s∇xF · (us −U) dx dt.
On rappelle que
HΘ(%, ϑ) = %e(%, ϑ)−Θ%s(%, ϑ),
ainsi la relation de Gibbs (4.13) nous permet de déduire
a∂%Hb(a, b)−Hb(a, b) = p(a, b).
En conséquence ∫
Ωs
r∂%HΘ(r,Θ)−HΘ(r,Θ) dx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ωs
∂tp(r,Θ) dxdt, (6.19)
pour presque tout τ dans l’intervalle (0, T ). De la même manière qu’auparavant, on remarque que
∂y∂%Hb(a, b) =
1
a
∂yp(a, b)− s(a, b)∂yb.
Cette dernière égalité nous permet, en testant l’équation de bilan de masse (4.34) par −∂%HΘ(r,Θ), de
trouver l’égalité suivante∫
Ωs
%s∂ρHΘ(r,Θ) dx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ωs
%s
(
∂t∂%HΘ(r,Θ) + us · ∇x∂%HΘ(r,Θ)
)
dxdt
=
∫ τ
0
∫
Ωs
%s
r
(
∂tp(r,Θ)− s(r,Θ)∂tΘ + us · (∇xp(r,Θ)− s(r,Θ)∇xΘ)
)
dx dt.
(6.20)
Grâce aux résultats obtenus en (6.19) et (6.20), on peut ajouter le terme
−
∫
Ωs
(
%s∂ρHΘ(r,Θ)− r∂%HΘ(r,Θ) +HΘ(r,Θ)
)
dx
∣∣∣∣τ
0
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dans le membre de gauche de (6.18). On a alors∫
Ωs
(%s
2 |us −U|
2 +HΘ(%s, ϑs)− ∂%HΘ(r,Θ)(%s − r)−HΘ(r,Θ)
)
dx
∣∣∣∣τ
0
(6.21)
+
∫ τ
0
∫
Ωs
Θ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt
≤ I1 + I2 + I3 + I4 + I5 + I6 + I7
où les termes du membre de droite sont les suivants
I1 =
∫ τ
0
∫
Ωs
(
S(ϑs,∇xus) : ∇xU− q(ϑs,∇xϑs) ·Θ
ϑs
)
dx dt,
I2 =
∫ τ
0
∫
Ωs
(∂tU + us∇xU) · (U− us) dx dt,
I3 =
∫ τ
0
∫
Ωs
%s(s(r,Θ)− s(%s, ϑs))(∂tΘ + us · ∇xΘ) dx dt,
I4 =
∫ τ
0
∫
Ωs
(
1− %s
r
)
∂tp(r,Θ) dxdt,
I5 = −
∫ τ
0
∫
Ωs
p(%s, ϑs) div U dxdt,
I6 = −
∫ τ
0
∫
Ωs
%sus ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dxdt,
I7 = −
∫ τ
0
∫
Ωs
%sU · ∇xF dx dt.
L’hypothèse (4.12) a été utilisée dans la réécriture des intégrales I6 et I7. On se propose maintenant de
traiter le terme I6, afin de récrire notre inégalité (6.21) et ainsi faire apparaître l’inégalité d’entropie
relative. On procède comme suit :∫
Ωs
%sus ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx
=
∫
Ωs
%s(us −U) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx+
∫
Ωs
%sU ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx
=
∫
Ωs
%s(us −U) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx+
∫
Ωs
%sU ·
(∇xp(r,Θ)
r
−∇xF
)
dx
=
∫
Ωs
(
%s(us −U) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
−
(
1− %s
r
)
U · ∇xp(r,Θ) + U · ∇xp(r,Θ)− %sU · ∇xF
)
dx
=
∫
Ωs
(
%s(us −U) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
−
(
1− %s
r
)
U · ∇xp(r,Θ)− p(r,Θ) div U− %sU · ∇xF
)
dx.
Il ne nous reste plus qu’à remplacer cette quantité dans (6.21)∫
Ωs
(%s
2 |us −U|
2 +HΘ(%s, ϑs)− ∂%HΘ(r,Θ)(%s − r)−HΘ(r,Θ)
)
dx
∣∣∣∣τ
0
(6.22)
+
∫ τ
0
∫
Ωs
Θ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt
≤ I1 + I2 + I3 + I4 + I5 + I6,
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avec
I1 =
∫ τ
0
∫
Ωs
S(ϑs,∇xus) : ∇xU− q(ϑs,∇xϑs) ·Θ
ϑs
dx dt,
I2 =
∫ τ
0
∫
Ωs
(∂tU + us∇xU) · (U− us) dx dt,
I3 =
∫ τ
0
∫
Ωs
%s(s(r,Θ)− s(%s, ϑs))(∂tΘ + us · ∇xΘ) dx dt,
I4 =
∫ τ
0
∫
Ωs
(
1− %s
r
)
(∂tp(r,Θ) + U · ∇xp(r,Θ)) dx dt,
I5 =
∫ τ
0
∫
Ωs
(p(r,Θ)− p(%s, ϑs)) div U dxdt,
I6 =
∫ τ
0
∫
Ωs
%s(U− us) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dxdt,
et à constater qu’il s’agit de l’inégalité d’entropie relative (4.40) exprimée pour (%s, ϑs,us) sur le
domaine Ωs.
6.2.2 Inégalité d’entropie relative sur Ω
On désire maintenant passer à la limite s → ∞ dans l’équation (6.22). On observe tout d’abord
que les termes intégrés dans le membre de droite sont à support compact du fait de l’appartenance de
(r,Θ,U) à la classe (4.41). On choisit donc un indice n suffisamment élevé pour que le support de ces
intégrandes soit inclus dans Ωn. Comme les intégrandes du membre de gauche sont positifs, on obtient
de (6.22) ∫
Ωn
(%s
2 |us −U|
2 +HΘ(%s, ϑs)− ∂%HΘ(r,Θ)(%s − r)−HΘ(r,Θ)
)
dx
∣∣∣∣τ
0
(6.23)
+
∫ τ
0
∫
Ωn
Θ
ϑs
(
S(ϑs,∇xus) : ∇xus − q(ϑs,∇xϑs) · ∇xϑs
ϑs
)
dxdt
≤ I1 + I2 + I3 + I4 + I5 + I6,
avec
I1 =
∫ τ
0
∫
Ωn
S(ϑs,∇xus) : ∇xU− q(ϑs,∇xϑs) ·Θ
ϑs
dxdt,
I2 =
∫ τ
0
∫
Ωn
(∂tU + us∇xU) · (U− us) dxdt,
I3 =
∫ τ
0
∫
Ωn
%s(s(r,Θ)− s(%s, ϑs))(∂tΘ + us · ∇xΘ) dxdt,
I4 =
∫ τ
0
∫
Ωn
(
1− %s
r
)
(∂tp(r,Θ) + U · ∇xp(r,Θ)) dx dt,
I5 =
∫ τ
0
∫
Ωn
(p(r,Θ)− p(%s, ϑs)) div U dx dt,
I6 =
∫ τ
0
∫
Ωn
%s(U− us) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dxdt.
En utilisant les estimations (5.29) et (5.30) ainsi que les convergences (5.51) et (5.90), il est aisé de
passer à la limite pour le membre de droite. Le membre de gauche est quant à lui traité grâce aux
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mêmes observations que dans la section 5.3. Finalement, on a pour tout n suffisamment grand∫
Ωn
(%
2 |u−U|
2 +HΘ(%, ϑ)− ∂%HΘ(r,Θ)(%− r)−HΘ(r,Θ)
)
dx
∣∣∣∣τ
0
(6.24)
+
∫ τ
0
∫
Ωn
Θ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx dt
≤ I1 + I2 + I3 + I4 + I5 + I6,
avec
I1 =
∫ τ
0
∫
Ωn
S(ϑ,∇xu) : ∇xU− q(ϑ,∇xϑ) ·Θ
ϑ
dxdt,
I2 =
∫ τ
0
∫
Ωn
(∂tU + u∇xU) · (U− u) dx dt,
I3 =
∫ τ
0
∫
Ωn
%(s(r,Θ)− s(%, ϑ))(∂tΘ + u · ∇xΘ) dxdt,
I4 =
∫ τ
0
∫
Ωn
(
1− %
r
)
(∂tp(r,Θ) + U · ∇xp(r,Θ)) dx dt,
I5 =
∫ τ
0
∫
Ωn
(p(r,Θ)− p(%, ϑ)) div U dx dt,
I6 =
∫ τ
0
∫
Ωn
%(U− u) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx dt.
L’inégalité d’entropie relative est donc vérifiée pour tout n suffisamment grand, ce qui achève la
démonstration du théorème 6.1.
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7.1 Introduction et résultat obtenu
7.1.1 Introduction
Dans ce chapitre, on se propose de montrer l’unicité forte-faible pour les équations de Navier-Stokes-
Fourier décrites dans le chapitre introductif de cette partie. Le principe d’unicité forte-faible stipule
que s’il existe une solution faible et une solution forte issues des mêmes données initiales, alors elles
coïncident. Plus précisément, on démontre que toute solution dissipative coïncide avec la solution forte
issue des mêmes données initiales tant que cette dernière existe.
Pour montrer que les solutions dissipative dont l’existence a été montrée au cours des chapitres 5
et 6 respectent le principe d’unicité forte-faible, on utilise l’inégalité d’entropie relative mise en place
dans le chapitre précédent. Pour ce faire, nous devons supposer que la densité à l’état d’équilibre est
constante. Le résultat est obtenu en employant les solutions fortes issues des mêmes données initiales
comme fonction test dans l’inégalité d’entropie relative.
Ce chapitre généralise à une large classe de domaines non bornés le résultat d’unicité forte-faible
démontré dans [25] pour un domaine borné.
Les travaux exposés dans ce chapitre ont été l’objet de l’article [44] accepté pour publication.
7.1.2 Présentation du résultat
Avant d’énoncer le théorème d’unicité forte-faible, rappelons le concept de solution forte qui est
essentiel pour ce prochain résultat.
Définition 7.1 (Solution forte)
On dit qu’un triplet (%˜, ϑ˜, u˜) est une solution forte du système de Navier-Stokes-Fourier (4.1) - (4.11)
sur (0, T )× Ω si
• %˜, ϑ˜, u˜ vérifient les équations (4.1) - (4.11),
• %˜ ∈ C1([0, T ]× Ω),
• ϑ˜, ∂tϑ˜, ∇2xϑ˜ ∈ C([0, T ]× Ω),
• u˜, ∂tu˜, ∇2xu˜ ∈ C([0, T ]× Ω),
• %˜(t, x) ≥ % > 0 pour tout (t, x),
• ϑ˜(t, x) ≥ ϑ > 0 pour tout (t, x).
Théorème 7.1 (Unicité forte-faible)
On suppose que toutes les hypothèses du théorème 5.3 sont vérifiées, que la fonction P décrite en (4.18)
est deux fois continument dérivable sur (0,∞) et que de plus
∇xF ∈ L2 ∩ L6(Ω;R3) (7.1)
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et
r˜ ∈ C1B(Ω), E(r˜, ϑ|r, ϑ) ∈ L1(Ω) (7.2)
pour un certain r > 0.
Soit (%, ϑ,u) une solution dissipative du sytème de Navier-Stokes-Fourier (4.1) - (4.11). Si (%˜, ϑ˜, u˜)
est une solution classique du système (4.1) - (4.11) sur (0, T )×Ω qui satisfait l’inégalité de dissipation
(4.37) vérifiant
0 < ϑ ≤ ϑ˜ ≤ ϑ <∞, 0 < % ≤ %˜ ≤ % <∞, u˜ ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3)),
∂t%˜, ∂tϑ˜, ∂tu˜,∇x%˜,∇mx ϑ˜,∇mx u˜ ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3)), m = 1, 2
(7.3)
et qui émane des mêmes données initiales, alors
(%, ϑ,u) = (%˜, ϑ˜, u˜) sur [0, T ]× Ω. (7.4)
7.2 Inégalité d’entropie relative testée avec une solution forte
On se propose maintenant de montrer l’unicité fort-faible en écrivant l’inégalité d’entropie relative
(4.40) pour r = %˜, Θ = ϑ˜ et U = u˜, où (%˜, ϑ˜, u˜) est une solution forte du système de Navier-Stokes-
Fourier aux données initiales
%˜(0, ·) = %0, u˜(0, ·) = u0, ϑ˜(0, ·) = ϑ0
qui satisfont en outre l’inégalité de dissipation d’énergie (4.27) et possèdent les propriétés (7.3). Il s’en-
suit que le terme comportant les conditions initiales dans le membre de droite de (4.27) va disparaitre.
On cherche ensuite à appliquer le lemme de Gronwall à une forme remaniée de l’inégalité d’entropie
relative pour arriver à montrer que
% ≡ %˜, ϑ ≡ ϑ˜ et u ≡ u˜.
On commence donc par récrire cette équation (4.40) afin de pouvoir y employer le lemme de Gronwall.
Lemme 33
On suppose que toutes les hypothèses du théorème d’unicité forte-faible 7.1 sont vérifiées. Alors on a∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ϑ˜
ϑ
S(ϑ,∇xu) : ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u˜− u) + ϑ− ϑ˜
ϑ˜
S(ϑ˜,∇xu˜) : ∇xu˜
)
dx dt
−
∫ τ
0
∫
Ω
(
ϑ˜
ϑ
q(ϑ,∇xϑ)
ϑ
· ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xϑ˜+ q(ϑ˜,∇xϑ˜)
ϑ
· (∇xϑ˜− ϑ) + ϑ− ϑ˜
ϑ˜
q(ϑ˜,∇xϑ˜)
ϑ˜
· ∇xϑ˜
)
dxdt
≤
∫ τ
0
∫
Ω
((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u˜− u) dx dt
+
∫ τ
0
∫
Ω
(%− %˜) (u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)
dxdt
−
∫ τ
0
∫
Ω
( (S(%, ϑ)− (%− %˜)∂%S(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑp(%˜, ϑ˜)− p(%˜, ϑ˜)) (∂tϑ˜+ u˜ · ∇xϑ˜) )dx dt
−
∫ τ
0
∫
Ω
( (
p(%, ϑ)− (%− %˜)∂%p(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑp(%˜, ϑ˜)− p(%˜, ϑ˜)
)
div u˜
)
dxdt
+
∫ τ
0
∫
Ω
(
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (u− u˜) · ∇xϑ˜)dxdt,
(7.5)
avec
S(%, ϑ) = %s(%, ϑ).
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La preuve de ce lemme est constituée de trois étapes.
Étape 1. L’inégalité d’entropie relative (4.40) écrite pour (%˜, ϑ˜) se lit∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ϑ˜
S(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xu˜
)
dxdt
−
∫ τ
0
∫
Ω
(
ϑ˜
q(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xϑ˜
)
dxdt
≤
∫ τ
0
∫
Ω
% (∂tu˜ + u · ∇xu˜) · (u˜− u) dxdt+
∫ τ
0
∫
Ω
%(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)
dx dt
+
∫ τ
0
∫
Ω
(
p(%˜, ϑ˜)− p(%, ϑ))div u˜ dxdt+ ∫ τ
0
∫
Ω
(
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (∂tϑ˜+ u˜ · ∇xϑ˜) ) dxdt
+
∫ τ
0
∫
Ω
%
(
s(%˜, ϑ˜)− s(%, ϑ)(u− u˜) · ∇xϑ˜
)
dxdt+
∫ τ
0
∫
Ω
(
1− %
%˜
)(
∂tp(%˜, ϑ˜) + u˜ · ∇xp(%˜, ϑ˜)
)
dxdt,
(7.6)
On définit la quantité
A :=
(
%˜(∂tu˜ + u˜ · ∇xu˜) +∇xp(%˜, ϑ˜)− %˜
r˜
∇xp(r˜, ϑ)
)
· (u− u˜) + S(ϑ˜,∇xu˜) : ∇x(u− u˜)
dont l’intégrale sur Ω se révèle être nulle à la vue de l’équation de bilan du moment couplée aux
propriétés de la définition des solutions fortes et à (7.3). On peut donc soustraire le terme
∫ τ
0
∫
ΩAdxdt
dans le membre de droite de notre inégalité (7.6) et en arranger les termes pour obtenir∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ϑ˜
S(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u− u˜)
)
dxdt
−
∫ τ
0
∫
Ω
(
ϑ˜
q(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xϑ˜
)
dxdt
≤
∫ τ
0
∫
Ω
((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u˜− u) dxdt
+
∫ τ
0
∫
Ω
(%− %˜)(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)
dx dt
+
∫ τ
0
∫
Ω
(
p(%˜, ϑ˜)− p(%, ϑ))div u˜ dxdt+ ∫ τ
0
∫
Ω
(
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (∂tϑ˜+ u˜ · ∇xϑ˜) ) dxdt
+
∫ τ
0
∫
Ω
%
(
s(%˜, ϑ˜)− s(%, ϑ)(u− u˜) · ∇xϑ˜
)
dxdt+
∫ τ
0
∫
Ω
(
1− %
%˜
)(
∂tp(%˜, ϑ˜) + u˜ · ∇xp(%˜, ϑ˜)
)
dxdt.
(7.7)
Étape 2. On injecte maintenant la quantité
B := (ϑ−ϑ˜)
(
%˜(∂ts(%˜, ϑ˜) + u˜ · ∇xs(%˜, ϑ˜))− S(ϑ˜,∇xu˜) : ∇xu˜
ϑ˜
+ q(ϑ˜,∇xϑ˜) · ∇xϑ˜
ϑ˜2
)
+q(ϑ˜,∇xϑ˜) · ∇x(ϑ˜− ϑ)
ϑ˜
dans le membre de gauche de l’inégalité précédente. On remarque grâce à l’équation (4.3) et aux mêmes
propriétés que dans le cas de la quantité A que∫ τ
0
∫
Ω
B dxdt = 0,
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ce qui nous permet, en réarrangeant les termes, d’avoir∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ϑ˜
S(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u− u˜) + ϑ− ϑ˜
ϑ
S(ϑ˜,∇xu˜) : ∇xu˜
)
dxdt
−
∫ τ
0
∫
Ω
(
ϑ˜
q(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xϑ˜+ q(ϑ˜,∇xϑ˜) · ∇x(ϑ˜− ϑ)
ϑ˜
+ ϑ− ϑ˜
ϑ
q(ϑ˜,∇xϑ˜) · ∇xϑ˜
ϑ˜2
)
dxdt
≤
∫ τ
0
∫
Ω
((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u˜− u) dx dt
+
∫ τ
0
∫
Ω
(%− %˜)(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)
dxdt
+
∫ τ
0
∫
Ω
(
p(%˜, ϑ˜)− p(%, ϑ)) div u˜ dx dt+ ∫ τ
0
∫
Ω
(
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (∂tϑ˜+ u˜ · ∇xϑ˜) )dxdt
+
∫ τ
0
∫
Ω
%
(
s(%˜, ϑ˜)− s(%, ϑ)(u− u˜) · ∇xϑ˜
)
dxdt+
∫ τ
0
∫
Ω
(
1− %
%˜
)(
∂tp(%˜, ϑ˜) + u˜ · ∇xp(%˜, ϑ˜)
)
dx dt
+
∫ τ
0
∫
Ω
(
%˜(ϑ− ϑ˜)(∂ts(%˜, ϑ˜) + u˜ · ∇xs(%˜, ϑ˜))
)
dxdt.
(7.8)
Étape 3. On récrit tout d’abord les deux derniers termes de notre dernière inégalité de la façon suivante(
1− %
%˜
)(
∂tp(%˜, ϑ˜) + u˜ · ∇xp(%˜, ϑ˜)
)
+ %˜(ϑ− ϑ˜)(∂ts(%˜, ϑ˜) + u˜ · ∇xs(%˜, ϑ˜))
=
((
1− %
%˜
)
∂%p(%˜, ϑ˜) + %˜(ϑ− ϑ˜)∂%s(%˜, ϑ˜)
)
(∂t%˜+ u˜ · ∇x%˜)
+
((
1− %
%˜
)
∂ϑp(%˜, ϑ˜) + %˜(ϑ− ϑ˜)∂ϑs(%˜, ϑ˜)
)(
∂tϑ˜+ u˜ · ∇xϑ˜
)
.
On reformule ensuite les termes du membre de droite comme suit, grâce à l’équation de bilan de masse
(4.1) et la relation de Gibbs (4.13) à travers son équivalent
1
%
∂ϑp(%, ϑ) = −%∂%s(%, ϑ).
Cela nous permet d’avoir((
1− %
%˜
)
∂%p(%˜, ϑ˜) + %˜(ϑ− ϑ˜)∂%s(%˜, ϑ˜)
)
(∂t%˜+ u˜ · ∇x%˜) =
(
(%− %˜)∂%p(%˜, ϑ˜) + (ϑ− ϑ˜)∂ϑp(%˜, ϑ˜)
)
div u˜,
et ((
1− %
%˜
)
∂ϑp(%˜, ϑ˜) + %˜(ϑ− ϑ˜)∂ϑs(%˜, ϑ˜)
)(
∂tϑ˜+ u˜ · ∇xϑ˜
)
= %˜
(
(%− %˜)∂%s(%˜, ϑ˜) + (ϑ− ϑ˜)∂ϑs(%˜, ϑ˜)
) (
∂tϑ˜+ u˜ · ∇xϑ˜
)
= (%˜− %) ((%− %˜)∂%s(%˜, ϑ˜) + (ϑ− ϑ˜)∂ϑs(%˜, ϑ˜)) (∂tϑ˜+ u˜ · ∇xϑ˜)
+ %
(
(%− %˜)∂%s(%˜, ϑ˜) + (ϑ− ϑ˜)∂ϑs(%˜, ϑ˜)
) (
∂tϑ˜+ u˜ · ∇xϑ˜
)
=
(
%˜s(%˜, ϑ˜)− %s(%˜, ϑ˜) + (%− %˜)∂%S(%˜, ϑ˜) + (ϑ− ϑ˜)∂ϑS(%˜, ϑ˜)
) (
∂tϑ˜+ u˜ · ∇xϑ˜
)
,
en remarquant que
∂%S(%˜, ϑ˜) = s(%˜, ϑ˜) + %˜∂%s(%˜, ϑ˜) et ∂ϑS(%˜, ϑ˜) = %˜∂ϑs(%˜, ϑ˜).
Pour finir, on utilise ces résultats dans l’inégalité (7.8), on arrive à l’inégalité voulue, (7.5), ce qui
clôt la preuve du lemme 33.
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7.3 Inégalité d’entropie relative remaniée
7.3.1 Termes de viscosité
On commence par étudier le cas où ϑ appartient à (0, ϑ˜). Pour cela, on remarque d’abord que la
forme quadratique Z 7→ S(ϑ,Z) : Z est convexe ce qui nous donne
S(ϑ,Z+H) : (Z+H)− S(ϑ,Z) : Z ≥ 2S(ϑ,Z) : H.
On peut donc procéder au calcul suivant
1{ϑ<ϑ˜}
(
ϑ˜
ϑ
S(ϑ,∇xu) : ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u˜− u) + ϑ− ϑ˜
ϑ˜
S(ϑ˜,∇xu˜) : ∇xu˜
)
= 1{ϑ<ϑ˜}
(
ϑ˜− ϑ
ϑ
S(ϑ,∇xu) : ∇xu +
(
S(ϑ,∇xu)− S(ϑ˜,∇xu˜)
)
: ∇x(u− u˜) + ϑ˜− ϑ
ϑ
S(ϑ˜,∇xu˜) : ∇xu˜
)
≥ 1{ϑ<ϑ˜}
(
(S(ϑ,∇u)− S(ϑ,∇xu˜)) : ∇x(u− u˜) + ϑ˜− ϑ
ϑ˜
(S(ϑ,∇xu) : ∇xu− S(ϑ,∇xu˜) : ∇xu˜)
)
+ 1{ϑ<ϑ˜}
((
S(ϑ,∇xu˜)− S(ϑ˜,∇xu˜)
)
: ∇x(u− u˜) + ϑ˜− ϑ
ϑ˜
(
S(ϑ,∇xu˜)− S(ϑ˜,∇xu˜)
)
: ∇xu˜
)
≥ 1{ϑ<ϑ˜}
µ(ϑ)
2 |T(∇x(u− u˜))|
2 + 1{0<ϑ<ϑ˜}2
ϑ˜− ϑ
ϑ˜
S(ϑ,∇xu˜) : ∇x(u− u˜)
+ 1{ϑ<ϑ˜}
((
S(ϑ,∇u˜)− S(ϑ˜,∇xu˜)
)
: ∇x(u− u˜) + ϑ˜− ϑ
ϑ
(
S(ϑ,∇u˜)− S(ϑ˜,∇xu˜)
)
: ∇xu˜
)
≥ 1{ϑ<ϑ˜}
µ(ϑ)
2 |T(∇x(u− u˜))|
2
− 1{ϑ<ϑ˜}
∣∣∣ ϑ˜− ϑ
ϑ˜
(
S(ϑ,∇xu˜)− S(ϑ˜),∇xu˜)
)
: ∇xu˜ +
(
S(ϑ,∇xu˜)− S(ϑ˜,∇xu˜) + 2 ϑ˜− ϑ
ϑ˜
S(ϑ,∇xu˜)
)
: ∇x(u− u˜)
∣∣∣.
On passe au cas où ϑ ≥ ϑ˜
1{ϑ≥ϑ˜}
(
ϑ˜
ϑ
S(ϑ,∇xu) : ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u˜− u) + ϑ− ϑ˜
ϑ˜
S(ϑ˜,∇xu˜) : ∇xu˜
)
= 1{ϑ≥ϑ˜}
(
ϑ˜
ϑ
(S(ϑ,∇xu)− S(ϑ,∇xu˜)) : ∇x(u− u˜) + ϑ˜
(
S(ϑ,∇xu˜)
ϑ
− S(ϑ˜,∇xu˜)
ϑ˜
)
: ∇x(u− u˜)
)
+1{ϑ≥ϑ˜}(ϑ− ϑ˜)
(
S(ϑ˜,∇xu˜)
ϑ˜
− S(ϑ,∇xu)
ϑ
)
: ∇xu˜
≥ −1{ϑ≥ϑ˜}
∣∣∣∣ϑ˜(S(ϑ,∇xu˜)ϑ − S(ϑ˜,∇xu˜)ϑ˜
)
: ∇x(u− u˜) + (ϑ− ϑ˜)
(
S(ϑ˜,∇xu˜)
ϑ˜
− S(ϑ,∇xu)
ϑ
)
: ∇xu˜
∣∣∣∣
+1{ϑ≥ϑ˜}
ϑ˜
ϑ
µ(ϑ)
2 |T(∇x(u− u˜))|
2.
(7.9)
On revient à (5.2) afin d’établir l’identité
E(%, ϑ|ϑ˜, %˜) ≥ c
(
[1]res + [%]γres + [ϑ]4res + |[%− %˜]|2ess + |[ϑ− ϑ˜]|2ess
)
(7.10)
où les notations indicielles sont définies comme suit
[h]ess := h1 12≤%/%˜≤2 × 1 12≤ϑ/ϑ˜≤2, [h]res := 1− [h]ess.
On remarque aussi, grâce à (4.36) et (7.2), que
E(%, ϑ|%˜, ϑ˜) ∈ L∞(0, T ;L1(Ω)) (7.11)
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En utilisant (4.5), les propriétés des viscosités (4.22), (7.10), (7.11) et les inégalités de Young et Hölder,
on peut déduire les inégalités∥∥∥∥∥
[
1{0<ϑ<ϑ˜}
((
S(ϑ,∇u˜)− S(ϑ˜,∇u˜)) : ∇x(u− u˜) + ϑ˜− ϑ
ϑ˜
(
S(ϑ,∇u˜)− S(ϑ˜,∇u˜) : ∇xu˜
))]
ess
∥∥∥∥∥
L1((0,τ)×Ω)
+ 2
∥∥∥∥∥
[
1{0<ϑ<ϑ˜}
ϑ˜− ϑ
ϑ˜
S(ϑ,∇xu˜) : ∇x(u− u˜)
]
ess
∥∥∥∥∥
L1((0,τ)×Ω)
+
∥∥∥∥∥
[
1{ϑ>ϑ˜}
(
ϑ˜
(
S(ϑ,∇xu˜)
ϑ
− S(ϑ˜,∇xu˜)
ϑ˜
)
: ∇x(u− u˜)+
+(ϑ− ϑ˜)
(
S(ϑ˜,∇xu˜)
ϑ˜
− S(ϑ,∇xu)
ϑ
)
: ∇xu˜
)]
ess
∥∥∥∥∥
L1((0,τ)×Ω)
≤ δ‖∇x(u− u˜)‖2L2((0,τ)×Ω;R3×3) + c
(
δ, ϑ, ϑ, ‖∇xu˜‖L∞((0,τ)×Ω;R3×3)
) ∫ τ
0
∫
Ω
E(%, ϑ|%˜, ϑ˜) dxdt
et
∥∥∥∥∥
[
1{0<ϑ<ϑ˜}
((
S(ϑ,∇xu˜)− S(ϑ˜,∇xu˜)
)
: ∇x(u− u˜)+
+ ϑ˜− ϑ
ϑ˜
(
S(ϑ˜,∇xu˜)− S(ϑ,∇xu)
)
: ∇xu˜
)]
res
∥∥∥∥∥
L1((0,τ)×Ω)
+ 2
∥∥∥∥∥
[
1{0<ϑ<ϑ˜}
ϑ˜− ϑ
ϑ˜
− S(ϑ,∇xu˜) : ∇x(u− u˜)
]
res
∥∥∥∥∥
L1((0,τ)×Ω)
+
∥∥∥∥∥
[
1{ϑ>ϑ˜}
(
ϑ˜
(
S(ϑ,∇xu˜)
ϑ
− S(ϑ˜,∇xu˜)
ϑ˜
)
: ∇x(u− u˜)+
+(ϑ− ϑ˜)
(
S(ϑ˜,∇xu˜)
ϑ˜
− S(ϑ,∇xu)
ϑ
)
: ∇xu˜
)]
res
∥∥∥∥∥
L1((0,τ)×Ω)
≤ δ‖∇x(u− u˜)‖2L2((0,τ)×Ω;R3×3) + c
(
δ, ϑ, ϑ, ‖∇xu˜‖L∞((0,τ)×Ω;R3×3)
) ∫ τ
0
∫
Ω
E(%, ϑ|%˜, ϑ˜) dxdt
pour tout δ > 0.
En prolongeant u et u˜ par 0 en dehors de Ω et en leur appliquant le lemme de Poincaré 30 et
l’inégalité de Korn (5.16) il vient
‖T(∇x(u− u˜))‖2L2(Ω;R3×3) ≥ c′‖∇x(u− u˜)‖2L2(Ω;R3×3) ≥ c
(
‖u− u˜‖2W 1,2(Ω;R3) −
∫
Ω
%(u− u˜)2 dx
)
.
(7.12)
On arrive donc à la conclusion∫ τ
0
∫
Ω
(
ϑ˜
ϑ
S(ϑ,∇xu) : ∇xu− S(ϑ,∇xu) : ∇xu˜ + S(ϑ˜,∇xu˜) : ∇x(u˜− u) + ϑ− ϑ˜
ϑ˜
S(ϑ˜,∇xu˜) : ∇xu˜
)
dx dt
≥ α‖u− u˜‖2L2(0,T ;W 1,2(Ω;R3)) − c
∫ τ
0
∫
Ω
%(u− u˜)2 + E(%, ϑ|%˜, ϑ˜) dxdt (7.13)
où α et c sont deux constantes positives.
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7.3.2 Termes liés à la conduction de la chaleur
On remarque tout d’abord que
− ϑ˜
ϑ
q(ϑ,∇xϑ) · ∇xϑ
ϑ
+ q(ϑ,∇xϑ) · ∇xϑ˜
ϑ
− q(ϑ˜,∇xϑ˜)
ϑ˜
· ∇x(ϑ˜− ϑ)− ϑ− ϑ˜
ϑ˜
q(ϑ˜,∇xϑ˜) · ∇xϑ˜
ϑ˜
=− ϑ˜q(ϑ,∇x lnϑ) · ∇x lnϑ+ ϑ˜q(ϑ,∇x lnϑ) · ∇x ln ϑ˜− ϑ˜q(ϑ˜,∇x ln ϑ˜) · ∇x ln ϑ˜
+ ϑq(ϑ˜,∇x ln ϑ˜) · ∇x lnϑ− (ϑ− ϑ˜)q(ϑ˜,∇x ln ϑ˜) · ∇x ln ϑ˜
=− ϑ˜ (q(ϑ,∇x lnϑ)− q(ϑ,∇x ln ϑ˜)) · ∇x(lnϑ− ln ϑ˜) + ϑ˜q(ϑ,∇x ln ϑ˜) · ∇x(ln ϑ˜− lnϑ)
− ϑ˜q(ϑ˜,∇x ln ϑ˜) · ∇x ln ϑ˜+ ϑ˜q(ϑ˜,∇x ln ϑ˜) · ∇x lnϑ+ (ϑ− ϑ˜)q(ϑ˜,∇x ln ϑ˜) · ∇x lnϑ
− (ϑ− ϑ˜)q(ϑ˜,∇x ln ϑ˜) · ∇x ln ϑ˜
=ϑ˜κ(ϑ)|∇x(lnϑ− ln ϑ˜)|2 + ϑ˜
(
q(ϑ˜,∇ ln ϑ˜)− q(ϑ,∇x ln ϑ˜)
) · ∇(lnϑ− ln ϑ˜)
+ (ϑ− ϑ˜)q(ϑ˜,∇x ln ϑ˜) · ∇(lnϑ− ln ϑ˜).
On revient aux hypothèses (4.6) et (4.23), aux propriétés (7.10) et (7.11) et on emploie les inégalités
de Young et de Hölder pour déduire les estimations∥∥∥∥∥
[
ϑ˜
(
q(ϑ˜,∇x ln ϑ˜)− q(ϑ,∇x ln ϑ˜)
)·∇x(lnϑ−ln ϑ˜)+(ϑ−ϑ˜)q(ϑ˜,∇x ln ϑ˜)·∇x(lnϑ−ln ϑ˜)]
ess
∥∥∥∥∥
L1((0,T )×Ω)
≤ δ‖
√
κ(ϑ)∇x(lnϑ−ln ϑ˜)‖2L2((0,τ)×Ω;R3×3)+c
(
δ, ϑ, ϑ, ‖∇x ln ϑ˜‖L∞((0,τ)×Ω;R3×3)
) ∫ τ
0
∫
Ω
E(%, ϑ|%˜, ϑ˜) dxdt
et∥∥∥∥∥
[
ϑ˜√
κ(ϑ)
(
q(ϑ˜,∇x ln ϑ˜)− q(ϑ,∇x ln ϑ˜)
)·√κ(ϑ)∇x(lnϑ−ln ϑ˜)+(ϑ−ϑ˜)q(ϑ˜,∇x ln ϑ˜)·∇x(lnϑ−ln ϑ˜)]
res
∥∥∥∥∥
L1((0,T )×Ω)
≤ δ‖
√
κ(ϑ)∇x(lnϑ−ln ϑ˜)‖2L2((0,τ)×Ω;R3×3)+c
(
δ, ϑ, ϑ, ‖∇x ln ϑ˜‖L∞((0,τ)×Ω;R3×3)
) ∫ τ
0
∫
Ω
E(%, ϑ|%˜, ϑ˜) dxdt
pour δ > 0 quelconque.
On peut donc écrire l’inégalité principale de cette section
−
∫ τ
0
∫
Ω
(
ϑ˜
ϑ
q(ϑ,∇xϑ)
ϑ
· ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇x(ϑ˜− ϑ) + q(ϑ˜,∇xϑ˜)
ϑ˜
· ∇x(ϑ˜− ϑ) + ϑ− ϑ˜
ϑ˜
q(ϑ˜,∇xϑ˜)
ϑ˜
· ∇xϑ˜
)
dxdt
≥ α‖
√
κ(ϑ)∇x(lnϑ− ln ϑ˜)‖2L2((0,τ)×Ω;R3×3) − c
∫ τ
0
∫
Ω
E(%, ϑ|%˜, ϑ˜) dxdt, (7.14)
où α et c sont des constantes positives.
7.3.3 Nouvelle inégalité d’entropie
Les deux inégalités (7.13) et (7.14) permettent, en partant de (7.5) d’arriver au résultat suivant
Lemme 34
Si toutes les hypothèses du théorème 7.1 sont satisfaites, alors∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx+ (7.15)
α
(∥∥∥√κ(ϑ) (∇x lnϑ−∇x ln ϑ˜)∥∥∥2
L2((0,τ)×Ω)
+ ‖u− u˜‖2L2(0,T ;W 1,2(Ω;R3))
)
≤ c
∫ τ
0
∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
dxdt+R(%, ϑ,u|%˜, ϑ˜, u˜)
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pour presque tout τ ∈ (0, T ) avec α et c des constantes positives (dépendantes néanmoins de %˜, ϑ˜ et u˜)
et R le terme résiduel défini par
R(%, ϑ,u|%˜, ϑ˜, u˜) =
∫ τ
0
∫
Ω
(
((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u˜− u)
)
dx dt
+
∫ τ
0
∫
Ω
(%− %˜)(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)
dx dt
−
∫ τ
0
∫
Ω
(
S(%, ϑ)− (%− %˜)∂%S(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑS(%˜, ϑ˜)− S(%˜, ϑ˜)
)(
∂t%˜+ u˜ · ∇xϑ˜
)
dxdt
−
∫ τ
0
∫
Ω
(
p(%, ϑ)− (%− %˜)∂%p(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑp(%˜, ϑ˜)− p(%˜, ϑ˜)
)
div u˜ dxdt
+
∫ τ
0
∫
Ω
%
( (
s(%˜, ϑ˜)− s(%, ϑ)) (u− u˜) · ∇xϑ˜) dx dt.
7.4 Estimation du terme résiduel
Dans cette dernière partie, on établit une majoration de notre terme résiduel R permettant l’ap-
plication du lemme de Gronwall à l’inégalité du lemme 34. On traite chaque terme de R de manière
individuelle, ce qui constitue chacune des différentes étapes de cette section.
Étape 1. Concernant le premier terme, on remarque tout d’abord∫
Ω
(%u− %˜u˜) · ∇xu˜ · (u− u˜) dx =
∫
Ω
%(u− u˜) · ∇xu˜ · (u− u˜) dx+
∫
Ω
(%− %˜)u˜ · ∇xu˜ · (u− u˜) dx.
Ainsi, il vient pour la partie essentielle∣∣∣∣∫
Ω
[((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u− u˜)]ess dx
∣∣∣∣
≤ ‖∇xu˜‖L∞((0,T )×Ω;R3×3)
∫
Ω
%|u− u˜|2 dx
+ c
(‖u˜‖L∞(0,T ;W 1,∞(Ω;R3)), ‖∂tu˜‖L∞((0,T )×Ω;R3), ‖%˜‖L∞((0,T )×Ω)) ∥∥∥[%− %˜]ess∥∥∥
L2(Ω)
∥∥∥[u− u˜]ess∥∥∥
L2(Ω;R3)
≤ c (δ, ‖u˜‖L∞(0,T ;W 1,∞(Ω;R3)), ‖∂tu˜‖L∞((0,T )×Ω;R3), ‖%˜‖L∞((0,T )×Ω))×
×
∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
dx+ δ
∥∥∥[u− u˜]ess∥∥∥
et pour la partie résiduelle∣∣∣∣∫
Ω
[((%− %˜)∂tu˜ + (%u− %˜u˜) · ∇xu˜) · (u− u˜)]res dx
∣∣∣∣
≤ ‖∇xu˜‖L∞((0,T )×Ω;R3×3)
∫
Ω
%|u− u˜|2 dx
+ c
(‖u˜‖L∞(0,T ;W 1,∞(Ω;R3)), ‖∂tu˜‖L∞((0,T )×Ω;R3), ‖%˜‖L∞((0,T )×Ω))×
×
(∥∥∥[%]res∥∥∥
L
6
5 (Ω)
+
(∫
Ω
[1]res dx
) 6
5
)∥∥∥[u− u˜]res∥∥∥
L6(Ω;R3)
≤ c (δ, ‖u˜‖L∞(0,T ;W 1,∞(Ω;R3)), ‖∂tu˜‖L∞((0,T )×Ω;R3), ‖%˜‖L∞((0,T )×Ω))×
×
[∫
Ω
1
2%|u− u˜|
2 dx+
(∫
Ω
E(%, ϑ|%˜, ϑ˜) dx
) 5
3
]
+ δ ‖[u− u˜]‖2W 1,2(Ω;R3)
≤ c
∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
dx+ δ ‖[u− u˜]‖2W 1,2(Ω;R3) .
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Étape 2. Pour le second terme, on procède comme suit∣∣∣∣∣
∫
Ω
[
(%− %˜)(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)]
ess
dx
∣∣∣∣∣
≤ c (%, ‖%˜‖L∞(0,T ;W 1,∞(Ω)), ‖r˜‖W 1,∞(Ω)) ∥∥∥[%− %˜]ess∥∥∥
L2(Ω)
∥∥∥[u− u˜]ess∥∥∥
L2(Ω;R3)
≤ c (δ, %, ‖%˜‖L∞(0,T ;W 1,∞(Ω)), ‖r˜‖W 1,∞(Ω)) ∫
Ω
E(%, ϑ|%˜, ϑ˜) dx+ δ
∥∥∥[u− u˜]ess∥∥∥2
L2(Ω;R3)
et ∣∣∣∣∣
∫
Ω
[
(%− %˜)(u˜− u) ·
(∇xp(%˜, ϑ˜)
%˜
− ∇xp(r˜, ϑ)
r˜
)]
res
dx
∣∣∣∣∣
≤ c (%, ‖%˜‖L∞(0,T ;W 1,∞(Ω)), ‖r˜‖W 1,∞(Ω))
(∥∥∥[%]res∥∥∥
L
6
5 (Ω)
+
(∫
Ω
[1]res dx
) 5
6
)∥∥∥[u− u˜]res∥∥∥
L6(Ω;R3)
≤ c (δ, %, ‖%˜‖L∞(0,T ;W 1,∞(Ω)), ‖r˜‖W 1,∞(Ω)) ∫
Ω
E(%, ϑ|%˜, ϑ˜) dx+ δ
∥∥∥[u− u˜]res∥∥∥2
W 1,2(Ω;R3)
.
Étape 3. L’estimation du troisième terme nécessite un développement de Taylor pour la partie
essentielle∣∣∣∣∫
Ω
[(S(%, ϑ)− (%− %˜)∂%S(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑS(%˜, ϑ˜)− S(%˜, ϑ˜)) (∂tϑ˜+ u˜ · ∇xϑ˜)]ess dx∣∣∣∣
≤ c (%, %, ϑ, ϑ; ‖u˜‖L∞((0,T )×Ω;R3), ‖∂tϑ˜‖L∞((0,T )×Ω;R3), ‖∇xϑ˜‖L∞((0,T )×Ω;R3))×
×
(∥∥∥[%− %˜]2ess∥∥∥
L2(Ω)
+
∥∥∥[ϑ− ϑ˜]2ess∥∥∥
L2(Ω)
)
≤ c
∫
Ω
E(%, ϑ|%˜, ϑ˜) dx.
Concernant la partie résiduelle, on commence par remarquer∣∣∣∣∫
Ω
[(S(%, ϑ)− (%− %˜)∂%S(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑS(%˜, ϑ˜)− S(%˜, ϑ˜)) (∂tϑ˜+ u˜ · ∇xϑ˜)]res dx∣∣∣∣
≤ c (%, %, ϑ, ϑ, ‖u˜‖L∞((0,T )×Ω;R3), ‖∂tϑ˜‖L∞((0,T )×Ω;R3), ‖∇xϑ˜‖L∞((0,T )×Ω;R3))(∥∥[%s(%, ϑ)]res∥∥L1(Ω) + ∫
Ω
[1]res dx
)
.
Il vient, au regard de (5.25) et des propriétés de E(%, ϑ|%˜, ϑ˜) (7.10) et (7.11)∣∣∣∣∫
Ω
[(S(%, ϑ)− (%− %˜)∂%S(%˜, ϑ˜)− (ϑ− ϑ˜)∂ϑS(%˜, ϑ˜)− S(%˜, ϑ˜)) (∂tϑ˜+ u˜ · ∇xϑ˜)]res dx∣∣∣∣ ≤ c∫
Ω
E(%, ϑ|%˜, ϑ˜) dx.
Étape 4. Comme dans l’étape précédente, on a pour le quatrième terme∣∣∣∣∫
Ω
[(
p(%, ϑ)− (%− %˜)∂%p(%˜, %˜)− (ϑ− ϑ˜)∂ϑp(%˜, %˜)− p(%˜, ϑ˜)
)
div u˜
]
ess
dx
∣∣∣∣ (7.16)
≤ c (%, %, %, ϑ, ‖u˜‖L∞((0,T )×Ω;R3))× (∥∥∥[%− %˜]2ess∥∥∥
L2(Ω)
+
∥∥∥[ϑ− ϑ˜]2ess∥∥∥L2(Ω)
)
(7.17)
≤ c
∫
Ω
E(%, ϑ|%˜, ϑ˜) dx (7.18)
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et ∣∣∣∣∫
Ω
[(
p(%, ϑ)− (%− %˜)∂%p(%˜, %˜)− (ϑ− ϑ˜)∂ϑp(%˜, %˜)− p(%˜, ϑ˜)
)
div u˜
]
res
dx
∣∣∣∣ (7.19)
≤ c (%, %, %, ϑ, ‖u˜‖L∞((0,T )×Ω;R3))× (∥∥∥[p(%, ϑ)]res∥∥∥
L1(Ω)
+
∫
Ω
[1]res dx
)
(7.20)
≤ c
∫
Ω
E(%, ϑ|%˜, ϑ˜) dx. (7.21)
Au moyen de (5.27) et de (7.10), on arrive finalement à la majoration∣∣∣∣∫
Ω
[(
p(%, ϑ)− (%− %˜)∂%p(%˜, %˜)− (ϑ− ϑ˜)∂ϑp(%˜, %˜)− p(%˜, ϑ˜)
)
div u˜
]
res
dx
∣∣∣∣ ≤ c∫
Ω
E(%, ϑ|%˜, ϑ˜) dx.
Étape 5. Grâce à la formule de Taylor, on déduit∣∣∣∣∫
Ω
[
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (u− u˜) · ∇xϑ˜]ess dx∣∣∣∣
≤ c (%, %, %, ϑ, ‖∇xϑ˜‖L∞((0,T )×Ω;R3))× (∥∥∥[%− %˜]2ess∥∥∥
L2(Ω)
+
∥∥∥[ϑ− ϑ˜]2ess∥∥∥L2(Ω)
)
‖u− u˜‖L2(Ω;R3)
≤ c (δ, %, %, %, ϑ, ‖∇xϑ˜‖L∞((0,T )×Ω;R3)) ∫
Ω
E(%, ϑ|%˜, ϑ˜) dx+ δ ‖u− u˜‖L2(Ω;R3) .
Pour la partie résiduelle, en procédant comme dans la première étape, on conclut∫
Ω
[
%
(
s(%˜, ϑ˜)− s(%, ϑ)) (u− u˜) · ∇xϑ˜]res dx (7.22)
≤ c
(
%, %, ϑ, ϑ,
∥∥∇xϑ˜∥∥L∞(Ω;R3))
(∥∥∥[%s(%, ϑ)]res∥∥∥
L
6
5 (Ω)
+
(∫
Ω
[1]res dx
) 6
5
)
‖u− u˜‖L6(Ω;R3) (7.23)
≤ c
∫
Ω
E(%, ϑ|%˜, ϑ˜) dx+ δ ‖u− u˜‖2W 1,2(Ω;R3) . (7.24)
Étape 6. On choisit un paramètre δ suffisamment petit dans les étapes précédentes pour déduire de
(7.15) ∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
(τ, ·) dx ≤ c
∫ τ
0
∫
Ω
(
1
2%|u− u˜|
2 + E(%, ϑ|%˜, ϑ˜)
)
dx dt
pour presque tout τ appartenant à l’intervalle (0, T ).
On peut maintenant conclure, grâce au lemme de Gronwall, que % = %˜, ϑ = ϑ˜ et u = u˜. Ceci termine
la preuve du théorème 7.1.
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8.1 Introduction et cadre de travail
8.1.1 Introduction
Ce chapitre est consacré aux modifications à apporter aux définitions, théorèmes et preuves dans le
cas où l’on considère des conditions de glissement au bord du domaine.
On modifie tout d’abord les définitions des solutions faibles pour accueillir ces conditions aux limites,
puis on décrit les résultats obtenus et les changements à effectuer pour accorder les démonstrations des
précédents chapitres avec les nouvelles conditions de bord.
Les travaux exposés dans ce chapitre ont été acceptés pour publication dans [44].
8.1.2 Travail sur un domaine borné
On souhaite traiter le système de Navier-Stokes-Fourier (4.1) - (4.6), (4.10) - (4.11) avec les conditions
suivantes au bord
u · n|∂Ω = 0, S(ϑ,∇xu)n× n|∂Ω = 0, q · n|∂Ω = 0. (8.1)
De la même manière que dans le chapitre 5, on travaille sur une suite de domaines bornés croissants
remplissant notre domaine Ω. Pour un domaine G de cette suite, les conditions de bord appropriées
pour la vitesse sont du type u|∂G∩Ω = 0, u · n|∂G\∂Ω = 0. On considère donc pour le cas général les
conditions de bord mixtes
u · n|Γ = 0, S(ϑ,∇xu)n× n|Γ = 0, u|∂Ω\Γ = 0, q · n|∂Ω = 0, (8.2)
où Γ est un partie régulière de la frontière ∂Ω. Il est a noter que si Γ s’avère être égal à la frontière ∂Ω,
alors on retrouve les conditions de Navier évoquées en (8.1).
On introduit pour la suite l’espace de Sobolev suivant
W 1,2n,Γ(Ω) :=
{
u ∈ C2,ν(Ω \ Γ) | u · n|Γ = 0, u|∂Ω\Γ = 0
}W 1,2(Ω)
où ν appartient à l’intervalle (0, 1), voir Solonnikov et Schadilov [76]. Dans un souci de clarté, on
notera W 1,2n (Ω) pour désigner l’espace W 1,2n,∂Ω(Ω). À la lumière de ces changements, il est évident que
les solutions recherchées ne sont plus les mêmes que celle définies au chapitre 4.
8.1.3 Retour sur les solutions recherchées
Les définitions de solutions très faibles données au début de cette partie doivent donc être modifiées
de la façon suivante :
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Définition 8.1
(Solution très faible avec conditions de Navier)
On dit qu’un triplet (%, ϑ,u) est une solution très faible du système de Navier-Stokes-Fourier (4.1) -
(4.7), (4.10) - (4.11), (8.2) si et seulement si les conditions suivantes sont satisfaites :
1. Conditions de régularité :
• %(t, x) ≥ 0, ϑ(t, x) > 0 presque partout sur (0, T )× Ω,
• %r˜ − 1 ∈ L∞
(
0, T ;
[
Lγr˜γ + L2r˜γ
]
(Ω)
)
,
• %u ∈ L∞
(
0, T ;
[
L2γ/(γ+1) + L21/r˜
]
(Ω;R3)
)
,
• %u2 ∈ L∞ (0, T ;L1(Ω)),
• ϑ− ϑ ∈ L∞ (0, T ; [L4 + L2](Ω)) ∩ L2 (0, T ;W 1,2(Ω)),
• ∇x log ϑ ∈ L2
(
0, T ;L2(Ω;R3)
)
,
• u ∈ L2
(
0, T ;W 1,2n,Γ(Ω;R3)
)
.
2. Conditions sur l’équation du bilan de masse :
• % doit appartenir à l’espace Cweak ([0, T ];Lγ(K)) pour tout compact K inclus dans Ω,
• l’équation du bilan de masse (4.1) est vérifiée au sens suivant :∫
Ω
%ϕdx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
%∂tϕ+ %u · ∇xϕdx dt, pour tout τ ∈ [0, T ] et ϕ ∈ C1c
(
[0, T ]× Ω) . (8.3)
3. Conditions sur l’équation du bilan de quantité de mouvement :
• %u doit appartenir à l’espace Cweak
(
0, T ;L2γ/(γ+1)(K;R3)
)
pour tout compact K inclus dans
Ω,
• l’équation du bilan de quantité de mouvement (4.2) est vérifiée au sens suivant :∫
Ω
%u ·ϕ
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
(
%u·∂tϕ+%u⊗u : ∇xϕ+p(%, ϑ) divxϕ−S(ϑ,∇xu) : ∇xϕ+%∇xF ·ϕ
)
dxdt,
(8.4)
pour tout τ ∈ [0, T ] et ϕ ∈ C1c
(
[0, T ]× (Ω ∪ Γ);R3) , ϕ · n|Γ = 0.
4. L’équation du bilan d’entropie est satisfaite au sens suivant
−
∫
Ω
%s(%, ϑ)ϕdx
∣∣∣∣τ
0
+
∫ τ
0
∫
Ω
ϕ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤ −
∫ τ
0
∫
Ω
(
%s(%, ϑ∂t + %s(%, ϑ)u · ∇xϕ) + q(ϑ,∇xϑ) · ∇xϕ
ϑ
)
dxdt, (8.5)
pour presque tout τ ∈ (0, T ) et pour tout ϕ ∈ C1c
(
[0, T ]× Ω) .
5. L’inégalité de dissipation est vérifiée∫
Ω
(
1
2%|u|
2 +Hϑ(%, ϑ)− ∂%Hϑ(r˜, ϑ)(%− r˜)−Hϑ(r˜, ϑ)
)
(τ, ·) dx (8.6)
+
∫ τ
0
∫
Ω
ϑ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dxdt
≤
∫
Ω
(
1
2%0|u0|
2 +Hϑ(%0, ϑ0)− ∂%Hϑ(r˜, ϑ)(%0 − r˜)−Hϑ(r˜,ϑ)
)
dx
pour presque tout τ ∈ [0, T ].
Définition 8.2
(Solution très faible renormalisée avec conditions de Navier)
On dit qu’un triplet (%, ϑ,u) est une solution très faible renormalisée du système de Navier-Stokes-
Fourier (4.1) - (4.7), (4.10) - (4.11), (8.2) s’il est une solution très faible et si de plus
• le couple (%,u) vérifie l’équation de bilan de la masse renormalisée∫
Ω
b(%)ϕdx
∣∣∣∣τ
0
=
∫ τ
0
∫
Ω
b(%) (∂tϕ+ u · ∇xϕ) dx dt+
∫ τ
0
∫
Ω
(%b′(%)− b(%)) divxuϕdxdt, (8.7)
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pour tout τ ∈ [0, T ], ϕ ∈ C1c
(
[0, T )× Ω) et b ∈ C([0,∞)) ∩ C1(0,∞) vérifiant
zb′(z) ∈ L∞(0, 1),
b(z)/z5γ/6 ∈ L∞(1,∞),
zb′(z)−b(z)
zγ/2
∈ L∞(1,∞)
(8.8)
Définition 8.3
(Solution dissipative avec conditions de Navier)
On dit qu’un triplet (%, ϑ,u) est une solution dissipative du système de Navier-Stokes-Fourier (4.1) -
(4.7), (4.10) - (4.11), (8.2) s’il est une solution très faible et s’il satisfait l’inégalité d’entropie∫
Ω
(
1
2%|u−U|
2 + E(%, ϑ|r,Θ)
)
(τ, ·) dx
+
∫ τ
0
∫
Ω
(
ΘS(ϑ,∇xu)
ϑ
: ∇xu− S(ϑ,∇xu) : ∇xU
)
dxdt
−
∫ τ
0
∫
Ω
(
Θq(ϑ,∇xϑ)
ϑ2
: ∇xϑ− q(ϑ,∇xϑ)
ϑ
· ∇xΘ
)
dxdt
≤
∫
Ω
(
1
2%0|u0 −U(0, ·)|
2 + E(%0, ϑ0|r(0, ·),Θ(0, ·))
)
dx
+
∫ τ
0
∫
Ω
% (∂tU + u · ∇xU) · (U− u) dx dt+
∫ τ
0
∫
Ω
%(U− u) ·
(∇xp(r,Θ)
r
− ∇xp(r˜, ϑ)
r˜
)
dx dt
+
∫ τ
0
∫
Ω
(p(r,Θ)− p(%, ϑ)) div U dxdt+
∫ τ
0
∫
Ω
% (s(r,Θ)− s(%, ϑ)) (∂t + u · ∇xΘ) dx dt
+
∫ τ
0
∫
Ω
(
1− %
r
)(
∂tp(r,Θ) + U · ∇xp(r,Θ)
)
dxdt,
(8.9)
pour presque tout τ ∈ (0, T ) et avec les fonctions test de classe
(r − r˜,Θ− ϑ,U) ∈ C1c
(
[0, T ]× Ω;R5) avec r > 0, Θ > 0, U · n|Γ = 0, U|∂Ω\Γ = 0, (8.10)
où
E(%, ϑ|r,Θ) = HΘ(%, ϑ)− ∂%HΘ(r,Θ)(%− r)−HΘ(r,Θ) (8.11)
et
HΘ(%, ϑ) = %e(%, ϑ)−Θ%s(%, ϑ). (8.12)
De façon similaire au chapitre 4, dans le cas où le domaine Ω est borné, on modifie la définition de
solution faible avec conditions de Navier de la façon suivante :
Définition 8.4
(Solution faible dans un domaine borné) On dit qu’un triplet (%, ϑ,u) est une solution faible du système
de Navier-Stokes-Fourier (4.1) - (4.7), (4.10) - (4.11), (8.2) s’il satisfait aux conditions 1 à 4 de la
définition 8.1 et si de plus il respecte la conservation d’énergie totale dans Ω :∫
Ω
(
1
2%|u|
2 + %e(%, ϑ)− %F
)
(τ, ·) dx =
∫
Ω
(
1
2%0|u0|
2 + %0e(%0, ϑ0)− %0F
)
(8.13)
pour presque tout τ ∈ [0, T ].
8.2 Résultats pour les domaines bornés avec des conditions de
bord mixtes
On reprend ici les théorèmes d’existence dans le cas d’un domaine borné, mais adaptés aux conditions
de bord mixtes énoncées en (8.2). On se réfère aux mêmes travaux que dans le cas des conditions
d’adhésion décrites au chapitre 5, avec toutefois quelques changements mineurs.
97
8 Cas des conditions de bord de Navier
Théorème 8.1
On suppose que toutes les hypothèses du théorème 5.1 sont vérifiées. Si le domaine Ω est de classe C2,ν
avec ν ∈ (0, 1), alors le système de Navier-Stokes-Fourier (4.1) - (4.7), (4.10), (8.2) possède au moins
une solution faible renormalisée (%, ϑ,u) au sens des définitions 8.2 et 8.4.
On se rapporte encore une fois à [24, Chapitre 3] pour la preuve de ce théorème dans le cas où Γ = ∂Ω,
en y apportant néanmoins de légères modifications.
Théorème 8.2
Si les hypothèses du théorème 8.1 sont satisfaites, on a
• Toute solution faible est une solution très faible. En particulier, toute solution faible vérifie l’in-
égalité de dissipation (4.37).
• Toute solution faible est une solution dissipative. En particulier, toute solution faible satisfait
l’inégalité d’entropie relative (4.40) avec les fonctions test de type (8.10), où Γ = ∂Ω.
8.3 Résultats pour les domaines non bornés avec des conditions de
Navier
8.3.1 Type de domaine non borné étudié
On s’intéresse de manière plus précise au type de domaines non bornés pour lesquels on propose des
résultats sous les conditions de glissement de Navier. On suppose que les domaines étudiés vérifient les
propriétés suivantes :
• Ω est uniformément lipschitzien de la forme
Ω =
s=∞⋃
s=1
Ωs, Ωs ⊂ Ωs+1, Ωs ∈ C2,ν avec ν ∈ (0, 1). (8.14)
• Pour tout u ∈W 1,2(Ωs;R3),
u · n|∂Ωs\∂Ω = 0, u|∂Ωs∩Ω = 0 et le prolongement de u par 0 à Ω \ Ωs appartient à W 1,2n (Ω;R3).
(8.15)
• Pour tout α > 0, il existe c = c(α) > 0 tel que pour tout u ∈ W 1,2(Ω;R3) et tout V ⊂ Ω avec
|V | < α,
‖u‖2W 1,2(Ω;R3) ≤ c
(
‖T(∇xu)‖2L2(Ω;R3×3) +
∫
Ω\V
u2 dx
)
. (8.16)
Ce type de domaine inclut entre autre les domaines extérieurs, les demis-espaces, R3 tout entier ou
encore des cylindres infinis de base quelconque.
Les trois théorèmes énoncés dans la section qui suit sont tous écrits pour des domaines caractérisés
par ces propriétés.
8.3.2 Résultats obtenus
Théorème 8.3
Soit Ω ⊂ R3 un domaine soit borné de classe C2,ν avec ν ∈ (0, 1), soit non borné qui possède les
propriétés (8.14) - (8.16).On suppose que
• p, e et s vérifient les hypothèses (4.15) - (4.21),
• µ, ξ et κ respectent les relations (4.22) et (4.23),
• la force potentielle F est de classe C1(Ω),
• l’état d’équilibre (r˜, ϑ) qui est associé à F satisfait à (4.30),
• les données initiales définies en (4.10) ont les propriétés décrites en (4.31) - (4.33).
Alors le système de Navier-Stokes-Fourier (4.1) - (4.6), (4.11) avec les conditions initiales (4.10) et les
conditions de bord de Navier (8.1) possède au moins une solution très faible renormalisée (%, ϑ,u) au
sens des définitions 8.1 et 8.2.
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Théorème 8.4
On suppose que toutes les hypothèses du théorème 8.3 sont vérifiées, alors le système de Navier-Stokes-
Fourier (4.1) - (4.6), (4.11) avec les conditions initiales (4.10) et les conditions de bord de Navier (8.1)
admet au moins une solution dissipative au sens des définitions 8.1 et 8.3. Elle satisfait en particulier
l’inégalité d’entropie relative (4.40) testée avec le triplet (r,Θ,U) de classe (8.10) avec Γ = ∂Ω .
Théorème 8.5
On suppose que toutes les hypothèses du théorème 8.3 sont vérifiées, que la fonction P décrite en (4.18)
est deux fois continument dérivable sur (0,∞) et que de plus
∇xF ∈ L2 ∩ L6(Ω;R3) (8.17)
et
r˜ ∈ C1B(Ω), E(r˜, ϑ|r, ϑ) ∈ L1(Ω) (8.18)
pour un certain r > 0.
Soit (%, ϑ,u) une solution dissipative du sytème de Navier-Stokes-Fourier (4.1) - (4.6), (4.11) avec
les conditions initiales (4.10) et les conditions de bord de Navier (8.1). Si (%˜, ϑ˜, u˜) est une solution
classique du système (4.1) - (4.11) sur (0, T )×Ω qui satisfait l’inégalité de dissipation (4.37) vérifiant
0 < ϑ ≤ ϑ˜ ≤ ϑ <∞, 0 < % ≤ %˜ ≤ % <∞, u˜ ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3)),
∂t%˜, ∂tϑ˜, ∂tu˜,∇x%˜,∇mx ϑ˜,∇mx u˜ ∈ L∞(0, T ;L2 ∩ L∞(Ω;R3)), m = 1, 2
(8.19)
et qui émane des mêmes données initiales, alors
(%, ϑ,u) = (%˜, ϑ˜, u˜) sur [0, T ]× Ω. (8.20)
8.4 Modification des preuves pour passer aux conditions de Navier
1. Pour le théorème 8.3 : On note (%s, ϑs,us) une solution très faible du problème (4.1) - (4.6), (4.11),
(8.2) avec Γ = ∂Ωs \ Ω avec (4.10) pour conditions initiales. L’existence d’une telle solution
est assurée par le théorème 8.1. On prolonge (%s, ϑs) par (r˜, θ) sur Ω \ Ωs et us par 0 sur ce
même ensemble en conservant les mêmes notations pour ces nouvelles fonctions. Connaissant les
propriétés de prolongement de us décrites en (8.15), on en déduit que us est dans W 1,2n (Ω;R3).
On utilise ensuite l’inégalité (8.16) avec l’ensemble V = {x ∈ Ω | |%s− r˜| ≥ r˜/2}. Les estimations
(5.8) nous permettent de déduire que |V | est bornée indépendamment de s. Ainsi, l’utilisation de
(8.16) en association avec (5.12) implique la majoration
‖u‖L2(0,T ;W 1,2(Ω,R3)) ≤ c. (8.21)
Cette dernière remplace l’estimation (5.17) de la preuve dans le cas des conditions d’adhérence
du chapitre 5. Le reste de la preuve demeure inchangé.
2. Pour le théorème 8.4 : Il suffit de suivre la preuve décrite dans le chapitre 6.
3. Pour le théorème 8.5 : La seule différence notable avec la démonstration détaillée pour le théorème
7.1 réside dans les prolongements de u et u˜ par 0 en dehors de Ωs. Ces derniers ne sont plus
continus ce qui empêche l’utilisation de l’inégalité de Korn pour obtenir (7.13). Pour pallier cela,
on réitère l’utilisation de la propriété (8.16) avec V = {x ∈ Ω | |%s − r˜| ≥ r˜/2}. La minoration
(7.10) nous indiquant que V est borné, on arrive à l’inégalité
‖T(∇x(u− u˜))‖L2(Ω;R3) ≥ c
(
‖u− u˜‖2W 1,2(Ω;R3) −
∫
Ω
%(u− u˜)2 dx
)
. (8.22)
Ceci permet de finir la démonstration sans autre changement.
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Conclusion et perspectives
Dans cette partie dédiée à l’étude des écoulements instationnaires, nous avons travaillé sur le système
de Navier-Stokes-Fourier complet en domaine non borné. Nous avons prouvé des résultats d’existence
de solutions faibles, une inégalité d’entropie relative et démontré que le principe d’unicité forte-faible
est respecté pour les solutions faibles qui vérifient l’inégalité d’entropie relative.
Les résultats ont d’abord été obtenus sur une large classe de domaines bornés pour des conditions de
bord d’adhérence, puis nous avons pu les porter au cas des conditions de Navier à la frontière réduisant
quelque peu la classe des domaines non bornés pouvant être considérées. Concernant les conditions à
l’infini, nous imposons une vitesse nulle, une température constante et une densité à l’équilibre dans
chacun des cas.
La démonstration de l’existence des solutions très faibles a nécessité l’emploi de plusieurs outils déjà
décrits dans la première partie, comme l’identité du flux effectif visqueux, l’utilisation d’une mesure
de défaut, le concept de solutions renormalisées pour l’équation de conservation de la masse et divers
arguments techniques se rapportant à chacun de ces outils. Nous pouvons ajouter à cela une variante
du lemme div-rot et l’utilisation de mesures de Young paramétrées indispensables à la preuve de la
convergence de la température.
On établit l’inégalité d’entropie relative en incorporant dans l’inégalité de dissipation la quantité
1
2%|u − U|2 + E(%, ϑ|r,Θ) où (r,Θ,U) sont des fonctions arbitraires. On démontre qu’il est possible
de construire des solutions très faibles vérifiant cette inégalité, mais nous n’arrivons toutefois pas à
montrer que toute solution très faible satisfait l’inégalité d’entropie relative.
Ceci permet d’estimer "l’éloignement" entre une solution très faible vérifiant notre inégalité et ces
fonctions arbitraires. Il s’agit d’un point crucial dans la démonstration du principe d’unicité forte-faible,
où l’on teste notre inégalité d’entropie relative avec une solution dissipative et une solution forte issue
des mêmes données initiales. En effet, après avoir exhibé une forme quadratique dans notre inégalité,
nous avons appliqué le lemme de Gronwall et montré que les deux solutions coïncident.
On constate que l’inégalité d’entropie relative joue un rôle de premier plan dans l’étude du système
de Navier-Stokes-Fourier. Ceci nous ouvre des perspectives avec, par exemple :
1. Son application dans la réduction de modèles thermodynamiques à une analyse asymptotique des
équations de Navier-Stokes-Fourier (limites à faibles nombres de Mach ou de Froude ou encore à
grands nombres de Reynolds ou de Péclet). Dans ce cas, on pourrait envisager d’utiliser l’inégalité
d’entropie relative pour mesurer la distance entre la solution faible du système de Navier-Stokes-
Fourier et une solution forte du système cible. Par exemple, siMa→ 0 et Fr → 0, le système visé
peut être l’approximation d’Oberbeck-Boussinesq, si Ma→ 0, Fr → 0 et Re→ 0, on s’attend à
tendre vers un système d’Euler avec une force de "buoyancy". Notons que le système cible dépend
de divers ratios entre les nombres caractéristiques qui entrent en jeu.
2. Son emploi dans la mise en place et l’étude de schémas numériques respectant la théorie d’existence
des solutions. En effet, l’inégalité d’entropie relative serait un bon outil dans l’étude de la stabilité
des schémas numériques par rapport aux solutions fortes. Les premiers schémas numériques avec
cette propriété pour le système de Navier-Stokes compressible barotrope ou le système de Stokes
compressible barotrope ont été construits par Gallouët, Gastaldo, Herbin et Latché [33], Gallouët
et al. [32], Eymard, Gallouët, Herbin et Latché [20], [19] suivis par Karper [49].
Il est aussi envisageable d’étudier les équations de Navier-Stokes-Fourier couplées avec l’équation de
Maxwell dans l’esprit de Feireisl et Ducomet [15] ou encore avec des termes supplémentaires de capil-
larité dans l’esprit de Haspot [38], [37], ou encore le problème de Cauchy pour un solide immergé dans
un fluide compressible avec des conditions de glissement (partiel ou total) au bord comme l’ont fait
Planas et Sueur dans leur travail [65], mais pour des fluides incompressibles. Notons que dans le cas des
conditions de Dirichlet, nous disposons des études de problèmes similaires par Serre [73] et Takahashi,
Tucsnak [78] pour les fluides incompressibles et de Feireisl [22] pour les fluides incompressibles.
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Annexe A
Définitions usuelles
On rappelle ici plusieurs définitions et notations souvent usuelles afin de donner un sens clair aux
différentes notations employées au cours des nos travaux. Notons que dans ce chapitre Ω un désigne un
domaine de R3.
Opérateurs différentiels
Notation (Dérivée partielle)
On utilise le symbole
∂xif(x) :=
∂f
∂xi
(x)
pour représenter la dérivée partielle de la fonction f par rapport à la variable xi, calculée en un point
x. On emploie la même notation pour parler des dérivées au sens des distributions.
Définition A.1 (Opérateur gradient)
Le gradient d’une fonction scalaire f est le vecteur défini et noté de la manière suivante
∇f(x) := [∂x1f(x), ..., ∂xN f(x)] .
Le gradient d’un vecteur v est la matrice
∇v(x) := {∂xjvi(x)}Ni,j=1.
Dans chacun des cas, on note ∇T f ou ∇Tv le vecteur transposé ou la matrice transposée du gradient
du scalaire f ou du vecteur v.
Notation (Gradient spatial)
Le gradient par rapport aux coordonnées spatiales d’une fonction scalaire f(t, x) ou d’une fonction
vectorielle v(t, x) est noté ∇x. Il est défini par
∇xf(t, x) := [∂x1f(t, x), ..., ∂xN f(t, x)] et ∇xv(t, x) := {∂xjvi(t, x)}Ni,j=1.
Définition A.2 (Opérateur divergence)
La divergence d’une fonction vectorielle v est une fonction scalaire définie par
div v(x) :=
3∑
i=1
∂xvi(x).
La divergence d’une fonction matricielle A(x) est une fonction vectorielle définie par
divA(x) := [∂xjA1,j(x), ∂xjA2,j(x), ∂xjA3,j(x)]
où l’on utilise la convention d’Einstein de sommation sur les indices répétés.
Notation (Divergence spatiale)
Comme pour le gradient, la divergence par rapport aux coordonnées spatiales d’une fonction vectorielle
v(t, x) ou d’une fonction matricielle A(t, x) est noté divx. Elle est définie par
divx v(t, x) :=
3∑
i=1
∂xvi(t, x) et divxA(t, x) := [∂xjA1,j(t, x), ∂xjA2,j(t, x), ∂xjA3,j(t, x)].
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Définition A.3 (Opérateur laplacien)
On définit l’opérateur laplacien comme la composée du gradient par la divergence
∆(·) := div∇(·).
Définition A.4 (Rotationnel)
En dimension 2 on définit le rotationnel d’un vecteur v comme le scalaire
∂x1v2 − ∂x2v1.
Le rotationnel d’un vecteur v(x) de dimension 3 est l’opérateur
∇× v(x),
où le symbole ∇ représente le vecteur (∂x1(·), ∂x2(·), ∂x3(·)).
En dimension n > 3, on appelle rotationnel d’un vecteur v, noté rot v, l’opérateur
rot v := (∇v−∇Tv). (A.1)
Il s’agit donc d’un tenseur antisymétrique d’ordre 2.
Espaces des fonctions continues
Définition A.5 (Fonctions de classe Ck)
Pour k ∈ N, Ck(Ω) est l’ensemble des fonctions k fois continument dérivables sur Ω et Ck(Ω) l’ensemble
des restrictions à Ω des fonctions de Ck(RN ).
Notation (Fonctions continues à support compact)
On note Ckc (Ω) l’ensemble des fonctions de classe Ck(Ω) à support compact dans Ω.
Notation (Fonctions continues bornées)
On note CkB(Ω) l’espace de Banach des fonctions de Ck(Ω) dont toutes les dérivées jusqu’à l’ordre k
muni de la norme
‖f‖Ck
B
(Ω);RM := max|α|≤k supx∈Ω
|∂αf(x)|,
où α est un multiindice.
Définition A.6 (Fonctions Hölderiennes)
Une fonction f de Ω ⊂ RN dans RN est dite µ-Hölderienne avec µ ∈ (0, 1] s’il existe une constante L
telle que pour tout x, y ∈ Ω,
|f(x)− f(y)| ≤ L|x− y|µ.
On note l’ensemble des fonction µ-Hölderiennes C0,µ(Ω) et Ck,µ(Ω) l’ensemble des fonction µ-Hölderiennes
dont toutes les dérivées sont elles-mêmes µ-Hölderiennes jusqu’à l’ordre k. L’espace Ck,µ(Ω) muni de
la norme
‖f‖Ck,µ(Ω) = max|α|≤k supx∈Ω |∂
αf(x)|+ max
|α|≤k
sup
(x,y)∈Ω2,x6=y
|∂αf(x)− ∂αf(y)|
|x− y|µ
est un espace de Banach. Si µ = 1 et k = 0, les fonctions sont dites lipschitziennes.
Notation (Dual de l’espace des fonctions continues bornées)
On note
[CB(Ω)]∗ le dual topologique de CB(Ω). Il s’agit d’un espace de Banach quand on le munit de
la norme
‖f‖[CB(Ω)]∗ := sup
ϕ∈CB(Ω)
〈f, ϕ〉CB(Ω),[CB(Ω)]∗
‖ϕ‖CB(Ω)
Définition A.7 (Distributions)
Soit Ω ⊂ RN un ensemble ouvert. On désigne par D(Ω;RM ) l’espace C∞c (Ω;RM ) muni de la topologie
induite par la convergence
ϕn → ϕ dans D(Ω;RM ) si ϕn → ϕ dans Ck(K;RM )
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pour tout entier naturel k, avec K un compact de Ω incluant le support de ϕ. Le dual topologique de
D(Ω) est noté D′(Ω). Il s’agit de l’espace des distributions sur Ω à valeurs dans RM .
Définition A.8 (Espaces Cweak(Ω;X))
On note Cweak(Ω;X ) l’espace des fonctions sur Ω à valeurs dans un espace de Banach X qui sont
continues pour la topologie faible de X . On dit que fn converge vers f dans Cweak(Ω;X ) si
〈fn;ϕ〉X ,X∗ → 〈f ;ϕ〉X ,X∗ dans C(Ω) pour tout ϕ ∈ X ∗.
Espaces de Lebesgue
Définition A.9 (Espaces de Lebesgue)
On définit l’espace de Lebesgue Lp(Ω) par
Lp(Ω) :=
{
f mesurable,
∫
Ω
|f(x)|p dx <∞
}
,
où 1 ≤ p <∞. C’est un espace de Banach pour la norme ‖f‖Lp(Ω) =
[∫
Ω |f |p
] 1
p .
De manière similaire, on note L∞(Ω) l’espace
L∞(Ω) := {f mesurable, ∃c > 0, |f(x)| ≤ c presque partout} .
Il est lui aussi un espace de Banach pour la norme
‖f‖L∞(Ω) = inf {c ≥ 0, f(x) ≤ c presque partout} .
Les espaces Lp(Ω) sont séparables si 1 ≤ p <∞ et réflexifs pour 1 < p <∞.
Notation (Duaux des espaces de Lebesgue)
Pour 1 < p <∞, on désigne le dual de l’espace de Lebesgue Lp(Ω) par
[Lp(Ω)]∗ := Lp
′
(Ω)
et on a 1p +
1
p′ = 1. Le dual de L1(Ω) est L∞(Ω), mais on sait seulement que L1(Ω) ⊂ [L∞(Ω)]∗.
Notation (Fonctions localement intégrables)
Pour p ∈ [1,∞), on désigne par Lploc(Ω) l’ensemble des fonctions appartenant à Lp(K) pour tout K
compact de Ω.
Notation (Espaces des fonctions p-intégrables pondérées)
Pour 1 ≤ p <∞ et f ≥ 0 mesurable, on note Lpf (Ω,RN ) l’ensemble{
v | f |v|p ∈ L1(Ω,RN )} .
Espaces de Sobolev
Définition A.10 (Espaces de Sobolev)
Soit 1 ≤ p <∞, on définit l’espace de Sobolev W 1,p(Ω)
W 1,p(Ω) :=
{
f ∈ Lp(Ω),∃(gi)ni=1 ∈ Lp(Ω) telle que
∫
Ω
f∂iϕ =
∫
Ω
giϕ, ∀ϕ ∈ C∞c (Ω)
}
.
On généralise cette définition aux dérivées d’ordres supérieurs avec, par exemple, la définition suivante
W k,p(Ω) := {u ∈ Lp(Ω), ∂αu ∈ Lp(Ω) pour tout multiindice α vérifiant |α| ≤ k} .
Enfin, on note
W 1,p0 (Ω) = C∞c (Ω)
W 1,p(Ω)
,
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la fermeture de C∞c (Ω) dans l’espace W 1,p(Ω). On utilise la norme
‖f‖W 1,p(Ω) :=
(
‖f‖pLp(Ω) +
n∑
i=1
‖∂if‖pLp(Ω)
) 1
p
pour laquelle W 1,p(Ω) est un espace de Banach si 1 ≤ p ≤ ∞. W 1,p(Ω) est de plus séparable pour
1 ≤ p <∞ et réflexif pour 1 < p <∞. Enfin, on munit W k,p(Ω) de la norme
‖f‖Wk,p(Ω) :=
 k∑
|α|=0
∫
Ω
|∂αf |p dx
 1p
qui en fait un espace de Banach.
Définition A.11 (Duaux des espaces de Sobolev)
Soit 1 ≤ p ≤ ∞. On note
W−k,p(Ω) =
[
W k,p
′
0 (Ω)
]∗
,
qui représente le dual topologique de W 1,p
′
0 (Ω), avec 1p +
1
p′ = 1.
Définition A.12 (Espaces de Sobolev-Slobodetskii)
Si k ∈ N, ε ∈ (0, 1) et p ∈ [1,∞), alors on définit l’espace de Sobolev-Slobodetskii W k+ε,p(Ω) comme
l’espace des fonctions de W k,p(Ω) vérifiant∫
Ω
∫
Ω
|∂αu(x)− ∂αu(y)|p
|x− y|N+pε dxdy <∞
pour tout multiindice α tel que |α| = k. Muni de la norme
‖u‖Wk+ε,p(Ω) =
(
‖u‖Wk,p(Ω) + intΩ
∫
Ω
|∂αu(x)− ∂αu(y)|p
|x− y|N+pε dxdy
)1/p
,
W k+ε,p(Ω) est un espace de Banach.
Notation
On note W k,pn (Ω) l’ensemble des éléments de W k,p(Ω) à trace normale nulle au bord.
Notation
Dans le dernier chapitre, traitant de conditions mixtes au bord d’un domaine, on met en place la
notation suivante
W 1,2n,Γ(Ω) :=
{
u ∈ C2,ν(Ω \ Γ) | u · n|Γ = 0, u|∂Ω\Γ = 0
}W 1,2(Ω)
.
Dans le cas où Γ = ∂Ω, on revient à la notation introduite précédemment.
Espaces de Bochner
Définition A.13 (Espaces de Bochner)
On définit les espaces de Bochner Lp(0, T ;X ) pour 1 ≤ p < ∞, L∞(0, T ;X ) et C(I;X ), où T > 0, X
est un espace de Banach et I est un intervalle de R , ainsi que la norme dont on les munit de la façon
suivante
f : (0, T )→ X appartient à Lp(0, T ;X ) ⇔ ‖f‖pLp(0,T ;X ) :=
∫ T
0
‖f(t)‖pX dt <∞,
f : (0, T )→ X appartient à L∞(0, T ;X ) ⇔ ‖f‖L∞(0,T ;X ) := sup ess
(0,T )
‖f(t)‖X <∞,
f : (0, T )→ X appartient à C([0, T ];X ) ⇔ ‖f‖C([0,T ];X ) := sup
(0,T )
‖f(t)‖X <∞.
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Ce sont des espaces de Banach pour les normes ‖f‖Lp(0,T ;X ) et ‖f‖C([0,T ];X ) respectivement.
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On rappelle dans cette partie quelques résultats connus auxquels on fait référence au cours de nos
travaux. Les références indiquées ne sont pas toujours originales, mais on peut consulter les ouvrages
cités pour plus de références.
Lemme 35 (Inégalité de Poincaré)
Soit 1 ≤ p <∞ et Ω un domaine lipschitzien de RN . Alors :
1. Pour tout ensemble A ⊂ ∂Ω de surface non nulle, il existe une constante positive c = c(p,N,A,Ω)
telle que
∀v ∈W 1,p(Ω), ‖v‖Lp(Ω) ≤ c
(
‖∇v‖Lp(Ω;RN ) +
∫
A
|v|dS
)
. (B.1)
2. Il existe une constante positive c dépendant uniquement de p et du domaine telle que
∀v ∈W 1,p(Ω),
∥∥∥∥v − 1Ω
∫
Ω
v dx
∥∥∥∥
Lp(Ω)
≤ c ‖∇v‖Lp(Ω) . (B.2)
Pour ce résultat, on se rapporte à [24] et aux travaux auxquels il fait référence.
Théorème B.1 (Théorème de Rellich-Kondrachov)
Soit Ω un domaine lipschitzien borné de RN .
1. Si kp < N , l’espace de Sobolev W k,p(Ω) est inclus continument dans Lq(Ω) si
1 ≤ q ≤ Np
N − kp . (B.3)
L’inclusion se révèle compacte si k > 0 et q < NpN−kp .
2. Si kp = N , l’espace de Sobolev W k,p(Ω) est inclus de façon compacte dans Lq(Ω) pour tout q
dans [1,∞).
3. Si kp > N , l’espace de Sobolev W k,p(Ω) est inclus continument dans Ck−[N/p]+1,ν(Ω) avec
ν =
{
[Np ] + 1− Np , si Np 6∈ Z,
un nombre quelconque de (0, 1), si Np ∈ Z.
(B.4)
De plus, l’inclusion est compacte si 0 < ν < [Np ] + 1− Np .
On se réfère pour ce théorème au livre [62] et à toutes les références qu’il contient.
Lemme 36 (Lemme de Gronwall - Forme intégrale)
Soit h une fonction continue sur un intervalle [a, b] et r une fonction intégrable sur l’intervalle ouvert
(a, b). On suppose en outre que h et r sont positives ou nulles presque partout sur (a, b).
Si y est une fonction continue sur [a, b] satisfaisant l’inégalité suivante
y(t) ≤ h(t) +
∫ b
a
r(s)y(s) ds (B.5)
pour tout t dans (a, b), alors on a
y(t) ≤ h(t) +
∫ b
a
h(s)r(s) exp
(∫ t
s
r(τ) dτ
)
(B.6)
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pour tout t dans (a, b).
Citons par exemple le livre [18] qui contient une preuve de ce lemme.
Théorème B.2 (Théorème d’Egoroff)
Soit fn une suite de fonctions convergeant presque partout vers une fonction f sur un ensemble M
mesurable et borné de Rn, avec f finie presque partout. Alors, pour tout ε > 0, il existe un sous-
ensemble A de M tel que |M \A| < ε où f converge uniformément vers f .
On se réfère à [62] pour cette formulation du théorème ainsi qu’aux citations qu’il donne.
Lemme 37 (Inégalité d’interpolation)
Soit Ω ⊂ RN et v ∈ [Lp ∩ Lq](Ω) avec 1 ≤ p, q ≤ ∞, alors l’inégalité suivante est vérifiée
‖v‖Lr(Ω) ≤ c‖v‖λLp(Ω)‖v‖1−λLq(Ω), (B.7)
où
1
r
= λ
p
+ 1− λ
q
, 0 ≤ α ≤ 1.
Voir [7].
Théorème B.3 (Théorème d’Arzela-Ascoli)
Toute suite {vn}∞n=1 d’éléments de CB([0, T ];RN ) bornée et uniformément équi-continue est précompacte
dans CB([0, T ];RN ).
Une fois encore, on invoque [7] et toutes les références qu’il donne.
Définition B.1 (Fonctions de Carathéodory)
Soit Q un domaine de RN . On appelle fonction de Carathéodory de Q×RM vers Q×RM toute fonction
Ψ vérifiant
• pour presque tout x de Q, la fonction λ 7→ ψ(x, λ) est continue sur RM ,
• pour tout λ de RM , la fonction x 7→ ψ(x, λ) est mesurable sur Q.
On dit que {µx}x∈Q est une famille de mesures paramétrées si µx est une mesure de probabilité pour
presque tout x de Q et si la fonction x 7→ ∫RM φ(λ) dµx(λ) := 〈µx, φ〉 est mesurable sur Q pour tout
φ ∈ (C(RM ) ∩ L∞(RM )).
Théorème B.4 (Théorème fondamental des mesures de Young paramétrées)
Soit {vn}∞n=1, vn : Q → RM une suite de fonctions bornées dans L1(Q;RM ) où Q est un domaine
borné de RN .
Alors, il existe une sous-suite de {vn}∞n=1 (toujours indicée par n) et une famille {µy}y∈Q de mesures
de probabilité sur RM qui vérifient la propriété suivante :
pour toute fonction de Carathéodory Φ = Φ(y, z), (y, z) ∈ Q×RM telle que Φ(·,vn) ⇀ Φ dans L1(Q),
on a
Φ(y) =
∫
RM
ψ(y, z) dµz pour presque tout y ∈ Q. (B.8)
Ce résultat est issu de [24], auquel on se rapporte pour trouver la référence originale.
Théorème B.5 (Convergence faible et monotonie)
Soit I un intervalle de R, Q un domaine de RN et (P,G) un couple de fonctions continues croissantes
sur I.
Supposons que %n est une suite de L1(Q; I) telle que l’on ait les convergences faibles suivantes dans
L1(Q) :
• P (%n)→ P (%),
• G(%n)→ G(%),
• P (%n)G(%n)→ P (%)G(%).
Alors, P (%) et G(%) vérifient les propriétés :
1.
P (%)G(%) ≤ P (%)G(%) (B.9)
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2. Si en outre
• G ∈ C(R) est strictement croissante avec G(R) = R,
• P ∈ C(R) est croissante,
• P (%)G(%) = P (%)G(%),
alors
P (%) = P ◦G−1
(
G(%)
)
. (B.10)
La preuve de ce résultat peut être trouvée dans [24], ainsi que références à des travaux similaires plus
anciens.
Définition B.2 (Opérateur de Riesz et inverse de la divergence)
On définit les opérateurs suivant :
• L’opérateur de Riesz :
Rj [v] := F−1
[
iξj
|ξ| F [v]
]
,
• L’opérateur de Riesz double :
Rk,j [v] := F−1
[
ξkξj
|ξ|2 F [v]
]
,
• L’opérateur d’inversion de la divergence :
Aj [v] := −F−1
[
iξj
|ξ|2F [v]
]
,
où F représente la transformée de Fourier.
Théorème B.6 (Propriétés des opérateurs de Riesz et d’inversion de la divergence)
On rappelle des propriétés issues de calculs directs, valables pour des éléments f et g des espaces Lp(R3)
et Lp′(R3), 1 < p <∞ :
• Rj,k[f ] = ∂jAk[f ] = −Rj [Rk[f ]] ;
• Rj [Rk[f ]] = Rk [Rj [f ]] ;
•
3∑
k=1
Rk [Rk[f ]] = f ;
•
∫
Ω
Ak[f ]g dx = −
∫
Ω
fAk[g] dx;
•
∫
Ω
Rj [Rk[f ]] g dx =
∫
Ω
fRj [Rk[g]] dx.
Théorème B.7 (Continuité des opérateurs de Riesz et d’inversion de la divergence)
Les opérateurs Rk et Rk,j sont linéaires et continus de Lp(R3) vers Lp(R3) pour tout p de (1,∞) et on
a l’inégalité suivante
‖R[v]‖Lp(R3) ≤ c(p) ‖v‖Lp(R3) , pour tout v ∈ Lp(R3),
où R représente Rk ou Rk,j.
L’opérateur Ak est linéaire continu de L1(R3) ∩ L2(R3) dans L2(R3) + L∞(R3) et de Lp(R3) dans
L
3p
3−p (R3) pour tout p de (0,∞). De plus, les deux inégalités suivantes sont respectées :
‖Ak[v]‖L2(R3)+L∞(R3) ≤ c‖v‖L1(R3)∩L2(R3), pour tout v ∈ L1(R3) ∩ L2(R3),
et
‖Ak[v]‖
L
3p
3−p (R3)
≤ c‖v‖Lp(R3), pour tout v ∈ Lp(R3), 1 < p <∞.
Enfin, si v et ∂tv appartiennent à Lp(I × R3) où I est un intervalle, alors
∂tAk[v](t, x) = Ak [∂tf ] (t, x) pour presque tout couple (t, x) de I × R3.
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Lemme 38 (Premier lemme des commutateurs)
Soit Us convergeant faiblement vers U dans Lp(R3;R3) et vs convergeant faiblement vers v dans Lq(R3)
avec
1
p
+ 1
q
= 1
r
< 1.
Alors, on a la convergence
vsR[Us]−R[vs]Us ⇀ vR[U]−R[v]U
dans Lr(R3;R3).
Lemme 39 (Second lemme des commutateurs)
Soit w un élément de W 1,r(R3;R) et z appartenant à L2(R3;R3) avec
1 < r < 3, 1
r
+ 16 <
1
s
< 1.
On a alors
‖R[wz]− wR[z]‖Wa,s(R3;R3) ≤ c‖w‖W 1,r(R3)‖z‖L2(R3;R3),
où a3 =
1
s − 16 − 1r .
Ces définitions et résultats sont issus du livre [24] qui cite les résultats originaux. On peut toutefois
citer [9] parmi les initiateurs de ce genre d’argument.
Théorème B.8 (Solutions renormalisées de l’équation du bilan de masse)
Soit β ∈ [1,∞), q ∈ [1,∞] avec 1/q + 1/β ∈ (0, 1]. On suppose que les fonctions % et u appartiennent
respectivement aux espaces Lβloc((0, T )×R3) et Lqloc(0, T ;W 1,qloc (R3;R3)) avec % ≥ 0 presque partout sur
(0, T )× R3 et vérifient
∂t%+ divx(%u) = f dans D′((0, T )× R3), (B.11)
où f ∈ L1loc((0, T )× R3).
Alors on a
∂tb(%) + div (b(%)u) + (%b′(%)− b(%)) divx u = fb′(%) dans D′((0, T )× R3) (B.12)
pour tout b ∈ C1([0,∞)) ∩W 1,∞(0,∞).
Le résultat est tiré de [24]. Citons aussi [14].
On considère le problème {
divx u = f dans Ω
u|∂Ω = 0
(B.13)
Théorème B.9 (Inverse de l’opérateur divergence - Formule de Bogovskii)
Soit Ω ⊂ R3 un domaine lipschitzien borné.
1. Il existe une application linéaire B telle que
B :
{
f |f ∈ C∞c (Ω),
∫
Ω
f dx = 0
}
→ C∞c (Ω,R3)
telle que divx(B[f ]) = f . Par conséquent, u = B[f ] est solution de (B.13).
2. On a
‖B[f ]‖Wk+1,p(Ω;R3) ≤ c‖f‖Wk,p(Ω)
pour tout p ∈ (0,∞) et k ∈ N. En particulier, B peut être prolongé de manière unique en un
opérateur linéaire borné
B :
{
f |f ∈ Lp(Ω),
∫
Ω
f dx = 0
}
→W 1,p0 (Ω;R3).
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3. Si f appartient à Lp(Ω) avec
∫
Ω f dx = 0 avec en plus f = divx g où g ∈ Eq,p0 (Ω), 1 < q < ∞,
alors
‖B[f ]‖Lq(Ω;R3) ≤ c‖g‖Lq(Ω;R3).
4. On peut étendre B de manière unique en un opérateur linéaire borné
B :
[
W˙ 1,p
′
(Ω)
]∗
=
{
f ∈W 1,p′(Ω)|〈f ; 1〉 = 0
}
→ Lp(Ω;R3)
de manière à ce que
−
∫
Ω
B[f ] · ∇v dx = 〈f ; v〉[W 1,p′ ]∗(Ω);W 1,p′ (Ω)
et
‖B[f ]‖Lp(Ω;R3) ≤ c‖f‖[W 1,p′ (Ω)]∗ .
Ici, on identifie f ∈ C∞c (Ω) a une forme linéaire de
[
W 1,p
′(Ω)
]∗
via la formule de Riesz
〈f ; v〉[W 1,p′ ]∗(Ω);W 1,p′ (Ω) =
∫
Ω
fv dx pour tout v ∈W 1,p′(Ω).
Ici, l’ensemble Eq,p0 (Ω;R3) représente l’ensemble des fonctions q-intégrables à divergence dans Lp(Ω)
qui sont à trace nulle. Plus précisément, on a
Eq,p(Ω) := {u ∈ Lq(Ω)|div u ∈ Lp(Ω)}
que l’on munit de la norme ‖u‖Lq(Ω;R3) + ‖div u‖Lp(Ω). La fermeture C∞c (Ω;R3)
Eq,p(Ω) sera désignée
par Eq,p0 (Ω;R3). Le résultat énoncé est celui de [24] qui repose sur les travaux [3] et [31] entre autres.
Lemme 40 (Lemme div-rot)
Soit Q un ouvert de R3. On suppose que
Un ⇀ U dans Lp(Q;R3), (B.14)
Vn ⇀ U dans Lq(Q;R3), (B.15)
avec
1
p
+ 1
q
= 1
r
< 1.
Si de plus on a
div Un est précompact dans W−1,s(Q), (B.16)
rot Vn := ∇V−∇TVn est précompact dans W−1,s(Q;R3×3) (B.17)
pour un certain s > 1, alors
Un ·Vn ⇀ U ·V dans Lr(Q).
Ce lemme est issu de [24], mais on peut aussi se référer aux travaux [59] et [79].
Théorème B.10 (Décomposition de Helmholtz)
Soit Ω un domaine borné de classe C1,1. Alors l’espace de Lebesgue Lp(Ω;R3) peut être décomposé
comme suit
Lp(Ω;R3) = Lpσ(Ω;R3)⊕ Lpg(Ω;R3), 1 < p <∞,
où
Lpσ(Ω;R3) :=
{
v ∈ Lp(Ω;R3)|divx v = 0, v · n|∂Ω = 0
}
et
Lpg(Ω;R3) :=
{
v ∈ Lp(Ω;R3)|v = ∇xΨ, Ψ ∈W 1,ploc (Ω)
}
.
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Plus précisément, on a pour tout v ∈ Lp(Ω;R3) :
v = H[v] + H⊥[v]
avec H⊥[v] = ∇xΨ où Ψ ∈W 1,ploc (Ω) est l’unique solution faible du problème de Neumann∫
Ω
∇xΨ · ∇xϕdx =
∫
Ω
v · ∇xϕdx pour tout ϕ ∈ C∞(Ω),
∫
Ω
Ψ dx = 0.
Citons [24] d’où provient le résultat et qui en fournit une preuve.
Théorème B.11 (Semi-continuité inférieure faible des fonctions convexes)
Soit Ω un ensemble mesurable de RN et {vk}k∈N une suite de fonctions de L1(Ω;RM ) telle que
vk ⇀ v dans L1(Ω;RM ).
Soit Φ : RM → (−∞,∞] une fonction convexe semi-continue inférieurement telle que Φ(vk) ∈ L1(Ω)
pour tout k de N et
Φ(vk) ⇀ Φ(v) dans L1(Ω).
Alors, on a l’inégalité suivante :
Φ(v) ≤ Φ(v) presque partout sur Ω.
De surcroit, si Φ est strictement convexe sur un ouvert U ⊂ RM avec
Φ(v) = Φ(v) presque partout sur Ω,
alors
vk(y)→ v(y) pour presque tout y ∈ {y ∈ Ω | v(y) ∈ U}
quitte à extraire une sous-suite le cas échéant.
On se réfère à [24] pour plus de détails sur la preuve et les références originales.
Théorème B.12 (Théorème de représentation de Riesz)
Soit G un borélien de RN . On considère l’ensemble B(G) des boréliens de G pour la topologie induite.
Soit ϕ une forme linéaire positive sur Cc(G).
Il existe une unique mesure de Radon µ positive sur B(G) telle que
∀f ∈ Cc(G),
∫
G
f dµ = ϕ(f).
De surcroit, cette mesure est régulière.
Remarque 4
Si G est fermé est si ϕ est positive et appartient à [CB(G)]∗, alors
‖ϕ‖[CB(G)]∗ = µ(G).
On se réfère à [71] pour une démonstration complète de ces résultats.
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Quelques résultats mathématiques en thermodynamique des fluides
compressibles
Dans cette thèse, nous étudions les écoulements de fluides compressibles décrits par les équations de
Navier-Stokes-Fourier dans les cas stationnaire et instationnaire et avec des conditions de bord assurant
l’isolation thermique et mécanique du fluide. On commence par le cas stationnaire barotrope et des
conditions de Navier à la frontière du domaine. La pression est donc de la forme p(%) = %γ où γ est
appelé coefficient adiabatique et nous arrivons à montrer l’existence de solutions faibles pour γ > 1.
On généralise ensuite ce résultat aux équations de Navier-Stokes-Fourier avec conduction de la chaleur
et glissement (partiel ou total) au bord, toujours dans le cas stationnaire. On montre cette fois-ci
l’existence de solutions faibles particulières appelées solutions entropiques variationnelles respectant
l’inégalité d’entropie pour γ > 1 et l’existence de solutions faibles respectant le bilan de l’énergie totale
au sens faible pour γ > 5/4. On travaille ensuite sur les écoulements instationnaires décrits par les
équations de Navier-Stokes-Fourier sur une large variété de domaines non bornés, tout d’abord pour
des conditions de bord d’adhérence puis pour des conditions de Navier à la frontière (ce qui restreint
quelque peu la diversité des domaines non bornés admissibles). On arrive à montrer l’existence de
solutions faibles particulières respectant l’inégalité d’entropie et une inégalité de dissipation remplaçant
l’égalité de conservation d’énergie totale dans le volume Ω qui n’a plus de sens dans les domaines non
bornés. Par après, on met en place une inégalité dite d’entropie relative dont on montre qu’elle est
respectée par certaines des solutions faibles exhibées auparavant. Ces solutions sont appelées solutions
dissipatives. On parvient à prouver que pour chaque donnée initiale, il existe au moins une solution
dissipative. Cette inégalité d’entropie relative nous permet de démontrer le principe d’unicité forte-faible
pour nos solutions dissipatives. Précisément, cela signifie qu’une solution dissipative et une solution forte
issues des mêmes données initiales coïncident sur le temps maximal d’existence de la solution forte. La
propriété d’unicité forte-faible donne un fondement à la notion de solution dissipative pour les domaines
non bornés.
Mots clefs : Système de Navier-Stokes-Fourier, Fluides compressibles, Entropie relative
Some mathematical results in thermodynamic of compressible fluids
In this thesis, we study the Navier-Stokes-Fourier system describing the flow of compressible fluids both
in the steady and unsteady case and we suppose that the fluid is thermally and mechanically isolated.
We start with the case of a steady barotropic fluid and Navier boundary conditions. In this situation,
the pressure law considered is of the form p(%) = %γ , where γ is called the adiabatic constant. We show
the existence of weak solutions for γ > 1. We then extend this result to the complete Navier-Stokes-
Fourier system with heat conductivity and slip or partially slip boundary conditions, once again in the
steady case. In this setup, we prove the existence of a specific type of weak solutions, called variationnal
entropy solutions, which satisfy the entropy inequality for γ > 1 and the existence of weak solutions
satisfying the conservation of total energy in its weak formulation for γ > 5/4. We then treat the
unsteady flows described by the complete Navier-Stokes-Fourier system on a large class of unbouded
domains, first with no-slip boundary conditions and then with the Navier boundary conditions which
reduce the class of the admissible unbounded domains. We manage to prove the existence of a specific
type of weak solutions verifying the entropy inequality and a dissipation inequality instead of the
global conservation of total energy which is no more relevant in the unbounded domains. Afterwards,
we establish a new inequality called relative entropy inequality and we show that it is satisfied by some
of the weak solutions presented previously. These are called dissipative solutions. Next we show that
for any given initial data there exists at least one dissipative solution. This observation allows us to
perform the proof of the weak-strong uniqueness principle in the class of dissipative solutions. Precisely,
it means that a dissipative solution and a classical one emanating from the same initial data coincide
as long as the latter exists. The weak-strong uniqueness property justifies the concept of dissipative
solutions in the situation of unbounded domains.
Keywords: Navier-Stokes-Fourier system, Compressible fluids, Relative entropy
