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Abstract
Accurate pedestrian trajectory prediction is of great impor-
tance for downstream tasks such as autonomous driving and
mobile robot navigation. Fully investigating the social inter-
actions within the crowd is crucial for accurate pedestrian tra-
jectory prediction. However, most existing methods do not
capture group level interactions well, focusing only on pair-
wise interactions and neglecting group-wise interactions. In
this work, we propose a hierarchical graph convolutional net-
work, HGCN-GJS, for trajectory prediction which well lever-
ages group level interactions within the crowd. Furthermore,
we introduce a novel joint sampling scheme for modeling the
joint distribution of multiple pedestrians in the future trajecto-
ries. Based on the group information, this scheme associates
the trajectory of one person with the trajectory of other people
in the group, but maintains the independence of the trajec-
tories of outsiders. We demonstrate the performance of our
network on several trajectory prediction datasets, achieving
state-of-the-art results on all datasets considered.
1 Introduction
Predicting human trajectories is crucial for many tasks in-
cluding crowd aware robot navigation, crowd surveillance
systems, and autonomous driving. For human-aware au-
tonomous systems, accurate prediction of pedestrian trajec-
tories can help safe and efficient planning and control.
One of the main challenges of making accurate trajectory
prediction is to model the complex social interactions within
the crowd (Rudenko et al. 2020). The social interactions be-
tween pedestrians are mainly driven by social rules and so-
cial relationships. For example, when walking in a crowd,
pedestrians will avoid passing through a group of people
talking to each other. People tend to show coherent trajecto-
ries with friends and maintain a comfortable distance from
others. These interactions are to capture.
According to Moussaid et al. (Moussaı¨d et al. 2010), up
to 70% of pedestrians are moving in groups. However, group
level interactions, which encode a wealth of information
about social relationship within the crowd, are rarely con-
sidered. How group members interact with each other, with
other pedestrians and with other groups has not been sys-
tematically investigated. A recent work introduced motion
coherence as a way to set adjacency in graph-based interac-
tion modeling (Chen et al. 2020a). However, it failed to cap-
ture the full complexity of crowd interactions because group
Interactions modeling Trajectory predictionJoint sampling
Figure 1: Pedestrian trajectory prediction that fully utilizes
the group information. A single hierarchical GCN captures
the intragroup and intergroup interactions for all pedestrians.
Joint sampling of the latent space is conducted based on the
group constraints. This results in joint predictions with more
aligned and realistic trajectories.
labels were only used to modulate pairwise interactions. The
impact of social interactions between groups was neglected.
In this work, we propose a novel hierarchical graph con-
volutional network to model the interactions between and
within the groups better. The lower level of the hierarchy
models interactions between individual pedestrians within
groups. The upper level of the hierarchy models interactions
between groups.
Furthermore, the trajectory sampling process is indepen-
dent per pedestrian or per scene in most previous works,
which either adopt GAN (Gupta et al. 2018; Sadeghian et al.
2019; Amirian, Hayet, and Pettre´ 2019) or VAE (Ivanovic
and Pavone 2019; Chen et al. 2020a) as backbone network
to model stochastic property of trajectory prediction. How-
ever, independent sampling per pedestrian might cause un-
realistic predictions such as colliding trajectories for mem-
bers in same group. On the other hand, sampling the same
latent vector for all pedestrians in the scene introduces too
much coupling. To address these shortcomings, we propose
a joint sampling scheme for generating correlated predic-
tions within groups.
As illustrated in Fig. 1, through the hierarchical GCN and
joint sampling operation, we fully utilize the group informa-
tion and predict realistic trajectories. Our main contributions
are as follows:
• We propose to model social interactions better, using a
novel hierarchical graph representation that captures intra
and inter group behavior at different levels of the hierar-
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• We propose a joint sampling scheme with group con-
straints for generating coupled trajectories for pedestrians
within groups.
• With above benefits, the proposed HGCN-GJS achieves
state-of-the-art performance on multiple trajectory pre-
diction benchmarks1.
2 Related Work
2.1 Interactions Modeling for Trajectory
Prediction
As introduced in the last section, interactions modeling is
critical for trajectory prediction.
Many earlier works modeled the interactions based on
hand-crafted energy functions (Helbing and Molnar 1995;
Antonini, Bierlaire, and Weber 2006; Wang, Fleet, and
Hertzmann 2007). However, hand-crafted features do not
generalize well to complex scenes.
Recent works using recurrent neural networks (RNNs),
like long short-term memory networks (LSTMs), have
achieved great successes in trajectory prediction tasks (Alahi
et al. 2016; Su et al. 2017; Hasan et al. 2018; Xu, Piao, and
Gao 2018; Zhang et al. 2019; Lisotto, Coscia, and Ballan
2019). The ways these methods handle social interactions
can be roughly classified into pooling based methods and
graph based methods.
Social LSTM, (Alahi et al. 2016) used a social pooling
layer, which pools the hidden states of the neighbors ac-
cording to the spatial distances to the interested person. This
pooling process can only cover pedestrians inside the lo-
cal grid map. Social GAN (Gupta et al. 2018) used a max-
pooling module to aggregate information from all other hu-
mans in crowds, but only captured pairwise interactions. So-
Phie (Sadeghian et al. 2019) adopted a soft attention oper-
ation to integrate information across humans and from the
physical scene. Similarly, the social attention module did
not fully capture important information about the geomet-
ric configuration of the crowds.
More recent work has used graph structure to model in-
teractions between humans based on GCNs (Chen et al.
2020b,a), GATs (Huang et al. 2019; Kosaraju et al. 2019)
and message passing neural networks (Hu et al. 2020). The
use of multi-head attention in the GAT increases its com-
putational complexity compared to the GCN. For message
passing neural networks, the number of node-to-edge and
edge-to-node iterations needs to be searched as a key hy-
perparameter for different datasets. With different iteration
settings, the model structures are different, which makes it
hard to get a unified model for all datasets. In this work, we
utilize a GCN to integrate interaction between humans and
between groups.
2.2 Group Information for Trajectory Prediction
Motion coherency within the crowd, containing implicit but
rich information of social relationships, has been applied
1The source code will be publicly available upon publication of
the paper.
in many tasks, such as crowd activity perception (Wang,
Ma, and Grimson 2008) and crowd behavior understanding
(Zhou, Wang, and Tang 2012).
Several approaches have been proposed to detect coherent
motion within the crowd (Zhou, Tang, and Wang 2012) or to
quantify the collectiveness of crowds (Mei et al. 2019). Zhou
et al. (Zhou, Tang, and Wang 2012) introduce coherent fil-
tering methods for motion coherency detection. The coher-
ent filtering method works well for crowds with large crowd
densities. Based on the coherent filtering, Chen et al. pro-
posed a hybrid labeling method leveraging DBSACN clus-
tering method to compensate for the drawbacks of coherent
filtering in small group detection (Chen et al. 2020a). They
added coherent motion labels to current benchmark datasets
for trajectory prediction to address the unavailability of mo-
tion coherency.
To date, only a few works have considered group infor-
mation for trajectory prediction. Based on the social LSTM,
Bisagno et al. proposed the group-LSTM (Bisagno, Zhang,
and Conci 2018), which selectively contains information of
outsiders in the social pooling process of interested peo-
ple. Sun et al. (Sun, Jiang, and Lu 2020) learned the re-
lation matrix to distinguish whether two pedestrians are in
the same group, and applied this matrix to a GCN for in-
teraction modeling. They did not separate intergroup or in-
tragroup interactions. Chen et al. better exploited the group
information by using two GCNs to tackle the interactions
between the interested people and other people in the group
and interactions between the interested people and outsiders
(Chen et al. 2020a). They demonstrated that incorporating
motion coherency benefits trajectory prediction. However,
they failed to model crowd interactions jointly and neglected
the social interaction between groups.
In this work, we propose a novel hierarchical graph rep-
resentation that better captures interactions within and be-
tween groups to improve interaction modeling.
2.3 Sampling Scheme for Stochastic prediction
For generative models that predict multiple trajectories, a
sampling procedure is conducted to introduce stochastic-
ity. The decoding stages of previous RNN based trajectory
prediction works (Lee et al. 2017; Chen et al. 2020a) sam-
pled independently for each pedestrian. However, indepen-
dent sampling for trajectory prediction is not reasonable for
pedestrians in the same group, whose trajectories are cou-
pled. For example, independent sampling may cause gen-
erated trajectories for pedestrians inside the same group to
cross, due to their close proximity.
In this work, we propose a novel joint sampling scheme
to generate stochastic joint behaviors that are more realistic.
3 Methodology
3.1 Problem Definition
Our goal is to predict future trajectories of pedestrians
based on their observed past trajectories. We assume there
are N pedestrians distributed in M groups consistently
existing in the scene in an observed time window (1:
tobs). The observed trajectories are denoted as x
(1:tobs)
1,...,N =
2
{(xt11,...,N , yt11,...,N ), ..., (xtobs1,...,N , ytobs1,...,N )}, where (x, y) are
coordinates of pedestrians in the world coordinate system.
In practice, most works simply represent the trajectories as
x
(1:tobs)
rel1,...,N , where x
t
reli denotes the relative position of human
i at time step t to the position at t− 1. The predicted trajec-
tories of T time steps is defined as xˆ(tobs:tobs+T )rel1,...,N .
x
(1:tobs)
rel1,...,N reveals the motion pattern of pedestrians. How-
ever, it does not contain the relative spatial information of
pedestrians. In this work, p(1:N)reli that denotes the positions
of humans 1, ..., N relative to person i at tobs is calculated
to compensate for this. Furthermore, coherent motion infor-
mation, found beneficial for trajectory prediction in previous
work, is fully utilized and investigated.
3.2 Overall Model
The overall model is a variational encoder-decoder network.
As shown in the upper left of Fig. 2, it consists of an en-
coder to encode the past trajectories into features, a sam-
pler that generates latent codes z following the distribution
z ∼ N (µ,Σ), and a decoder that generates trajectory pre-
dictions. The whole process can be split into five steps.
First, we obtain the self representation for each pedestrian
that encodes the motion information (x(1:tobs)rel ) and relative
spatial information (p(1:N)rel ). Eqn. (1) shows this process that
takes person i as an example. We first use two single-layer
MLPs (FCs) to obtain the embeddings. Then an LSTM is
utilized to extract the motion features and average pooling
is conducted to combine the spatial features. These features
are concatenated (+ ) to get ci.
ci = LSTMen(MLPmot(x
(1:tobs)
reli )) + Avg.(MLPsp(p
(1:N)
reli ))
(1)
Second, we build a graph that regards each pedestrian as
a node, and use a two-layer graph convolutional network
(GCN), GCN intra, to model the intragroup interactions:
eintra1,...,N = GCNintra(c1,...,N , Aintra) (2)
Third, the generated features (eintra1,...,N ) then go through
a group-wise pooling module to obtain the representation
for each group (gin1,...,M ). We further build a graph that
treats each group as a node, and use the two-layer GCN
(GCN inter) to model the intergroup interactions. The gen-
erated intergroup features (gout1,...,M ) then go through a
GUnpool module to be distributed to each pedestrian.
gin1,...,M = GPool(eintra1,...,N ) (3)
gout1,...,M = GCNinter(gin1,...,M , Ainter) (4)
einter1,...,N = GUnpool(gout1,...,M ) (5)
Fourth, the generated intragroup (eintra1,...,N ) and inter-
group (einter1,...,N ) features for each pedestrian are concate-
nated as e1,...,N , which is further used to generate mean and
variance vector of the distribution z ∼ N (µ,Σ) through
two MLPs. A joint sampling process is conducted to make
the generated vector z of pedestrians positively correlated to
other members in the same group.
e1,...,N = eintra1,...,N + einter1,...,N (6)
µ1,...,N ,Σ1,...,N = MLPµz (e1,...,N ),MLPΣz (e1,...,N ) (7)
z1,...,N = Sampling(µ1,...,N ,Σ1,...,N ) (8)
Fifth, the sampled latent features are concatenated with
the embedding computed from the last predicted state and
then together fed into an LSTM. The output of the LSTM
goes through an FC to get the predicted next state. This pro-
cess loops T times to obtain the predicted trajectories.
xtobs+l+1rel = MLP(LSTM(z1,...,N + MLPde(x
tobs+l
rel ))) (9)
3.3 Hierarchical GCN for Interaction Modeling
As an efficient and straightforward method for interactions
modeling, GCN has been used for tasks like trajectory pre-
diction and robot navigation. However, in previous work,
they mainly considered pairwise human-human interactions
by constructing multiple star-topology graphs. In (Chen
et al. 2020a), they considered the group interactions by in-
corporating two parallel GCNs that each tackles the pair-
wise intragroup or intergroup interactions. Our work differs
in two aspects. First, for intergroup or intragroup interac-
tions modeling, rather than N GCNs, we used one GCN to
account for all the pedestrians. This allows us to take the
crowd interactions into account while predicting the trajec-
tory of the interested person i. In other words, interactions
modeling for person i modeled interactions not limited to
interactions between person i and j, but also person j and
k. It is expected to cover more complex interactions but
with more compact design and fewer parameters. Second,
we propose a hierarchical method that first models the in-
tragroup interactions and then models the intergroup inter-
actions. The method is inspired by considering the pedestri-
ans and groups as an analogy to the atoms and molecules,
where intramolecular forces within the molecule bind to-
gether the atoms and intermolecular forces mediate interac-
tions between molecules.
For intragroup interactions modeling, we represent each
person as the node and establish the fully connected graph
inside each group. The adjacency matrix Aintra is calculated
from the coherency mask Mintra accordingly:
Mintra =
{
1, if person i,j in the same group or i = j
0, else
(10)
Aintra = Normalize(Mintra) (11)
The normalization process is a row-wise normalization that
ensures each row of the adjacency matrix sums to 1.
To get the representative feature for each group, we de-
ploy a group-wise average pooling process. We first obtain
the M unique rows from Mintra, which results in Rintra ∈
RM×N . Then the GPool process can be represented as:
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Figure 2: The variational trajectory prediction network. The network takes the past trajectory as input and predicts multiple
future trajectories. The modeling process can be split into 5 steps: 1. For each pedestrian, we obtain the self representation
that includes the self motion pattern and context. 2. Intragroup interactions are modeled with GCN intra, which constructs
fully connected graphs within the groups. 3. After the GPool process for each group, GCN inter takes the group features as
input and construct a fully connected graph for intergroup interactions modeling. 4. After the GUnpool process, the group-wise
intergroup interaction features are concatenated with the intragroup features. The resulting embedding is used for creating a
distribution with mean µ and variance Σ. Joint sampling process is applied and samples inside a group are designed to have
large positive correlation coefficients (corr), while samples from different groups are designed to have corr close to zero. 5. The
sampled features are fed into a decoder LSTM to generate the predicted trajectories.
Rintra = Unique(Mintra) (12)
gin1,...,M = Normalize(Rintra) · eintra1,...,N (13)
For intergroup interactions modeling, we consider group-
wise interactions and establish the fully connected graph of
all groups. The adjacency matrix Ainter is also normalized
row-wise:
Ainter = Normalize(Minter), (14)
where Minter ∈ RM×M is an all-ones matrix.
To distribute the group-wise features to all pedestrians, we
deploy a GUnpool process:
einter1,...,N = R
T
intra · gout1,...,M (15)
Then the intragroup and intergroup features are concate-
nated to give the features of each pedestrian for further pro-
cessing.
3.4 Joint Sampling for Coherent Trajectories
In previous works that aim at modeling the distributions of
a pedestrian’s possible trajectories, when generating trajec-
tories, they considered the sampling process independently
and generated latent codes from the marginal distribution.
This often results in unrealistic trajectories. As shown in
Fig. 3(a), if the sampling process for pedestrians are inde-
pendent, it may break the motion coherency by predicting
crossed trajectories (red trajectories). To address this prob-
lem, we introduce the joint sampling.
(a) independent (b) joint
Figure 3: Predicted multiple trajectories by different sam-
pling strategy. Trajectories in different colors showed the
trajectories generated at different times.
Rather than sampling from z ∼ N (µ,Σ), in practice,
a reparameterization trick is adopted in variational autoen-
coder (VAE). For each pedestrian i, we obtain zi:
zi = µi + Σ
1/2
i · i (16)
For independent sampling, each i ∈ RD is sampled inde-
pendently, where D is the size of the latent code. To incor-
porate the motion coherence into the sampling process, we
introduce correlations between the i vectors for pedestrians
in the same group. If we concatenate the i vectors into a
single  ∈ RN×D vector, then we sample this vector from
 ∼ N (0,Σg), where
Σg =

1 ρ12 · · · ρ1N
ρ21 1 · · · ρ2N
...
...
. . .
...
ρN1 ρN2 · · · 1
⊗ ID, (17)
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where ⊗ indicates the Kronecker product, ID is the D ×D
identity matrix and ρij = ρ if person i and j are in the same
group and zero otherwise. If ρ = 1, then we can obtain 
from the concatenation of M independent sampled vectors,
g ∈ RM×D, using the GUpool process:
 = RTintra · g, (18)
where each gi in g is sampled from gi ∼ N (0, ID). We
discuss the choice of ρ in the following.
4 Experiments
4.1 Implementation details
MLPmot, MLPsp, and MLPde had a single fully conneted
layer with output dimension 16. The hidden dimension of
LSTMen was 32. The two GCNs had two layers with dimen-
sions 72 and 16. MLPµz and MLPΣz had a single FC layer
with output dimension 8. LSTMde had hidden dimension 32.
MLP had output dimension 2. We used ReLU as the activa-
tion function.
4.2 Training and evaluation
Dataset for training and evaluation: The training and
evaluations are conducted on two public pedestrian trajec-
tory datasets: ETH (Pellegrini et al. 2009) and UCY (Lerner,
Chrysanthou, and Lischinski 2007) with the coherent mo-
tion labels provided by (Chen et al. 2020a) which is publicly
available.
The ETH dataset consists of two sets: ETH and Hotel.
The UCY dataset consists of three sets: Univ, Zara1, and
Zara2. There are five sets of data with four different scenes
and 1536 pedestrians in total. We followed S-GAN’s data
loader, taking trajectories with 8 time steps as observation
and evaluating trajectory predictions over the next 12 time
steps.
Loss and other settings used for training: We trained the
network with Adam optimizer. The mini-batch size is 64 and
the learning rate is 1e-4. The models were trained for 400
epochs. Models with lowest validation error were selected
for evaluation. As shown in (19), the loss function contains
two parts. The first part is the L1 distance between the esti-
mated trajectory and the ground truth trajectory. The second
part is the KullbackLeibler divergence from q to z, where
q ∼ N (0, 1).
Lpred = ||xreli − xˆreli ||+ αKL(z, q). (19)
Following SGAN, we adopted the variety loss with k=20.
During the training time, 20 trajectories will be predicted
for each pedestrian and the one with minimum loss will be
applied for parameters update.
We developed the model in PyTorch and trained it on a
single Nvidia GTX1080 Ti GPU, with memory usage less
than 1GB and training time less than 2 hours.
Metrics for evaluation: Same as previous works (Gupta
et al. 2018; Kosaraju et al. 2019; Sadeghian et al. 2019),
we use two standard metrics for performance evaluation in
meters:
Average Displacement Error (ADE): Average L2 distance
over all time steps between the ground truth trajectory and
the predicted trajectory.
Final Displacement Error (FDE): Average L2 distance at
the final time step between the ground truth trajectory and
the predicted trajectory.
Baselines for comparison: We compare our model with
the following recent works based on generative methods:
Social GAN (S-GAN) (Gupta et al. 2018): A generative
model leveraging GAN to generate stochastic predictions. It
uses a global max-pooling module to integrate crowd inter-
actions.
SoPhie (Sadeghian et al. 2019): A improved GAN based
model which considers additional physical interaction with
environmental constraints using CNN for feature extraction.
Trajectron (Ivanovic and Pavone 2019): A generative
model using CVAE for stochastic predictions with spa-
tiotemporal graph structure.
Social-BiGAT (Kosaraju et al. 2019): A generative model
using Bicycle-GAN for stochastic prediction and GAT for
crowd interaction modeling.
CoMoGCN (Chen et al. 2020a): A generative model using
GCN for crowd interaction aggregation which incorporate
coherent motion information.
STGAT (Huang et al. 2019): A generative model using
spatial-temporal graph structure for crowd interaction com-
bining.
NMMP (Hu et al. 2020): A generative model using neu-
ral message passing module to aggregate social interaction
between crowds.
5 Results
5.1 Comparison with state-of-the-art methods
We compare our results with state-of-the art methods both
quantitatively and qualitatively.
Table 1 shows comparison between our model and several
previous state-of-the-art models. The average displacement
error (ADE) and final displacement error (FDE) were listed
across five datasets.
We can see from the table that our proposed HGCN-GJS
significantly outperforms all baselines with lowest ADE and
FDE on average. Compared to S-GAN, we achieve 29.6%
improvement in ADE and 31.9% improvement in FDE on
average. Compared to the full model of SoPhie, which
considers additional environment context information, we
achieve 24.4% improvement in ADE and 30.0% improve-
ment in FDE on average. Compared to Trajectron, which
uses CVAE to capture stochastic nature, we achieve 23.0%
improvement in ADE and 24.2% improvement in FDE on
average. Compare to Social-BiGAT, which use GAT for in-
teraction modeling, we achieve 15.0% improvement in ADE
and 19.6% improvement in FDE on average. Compare to
CoMoGCN, which also integrate coherent motion informa-
tion, we achieve 9.3% improvement in ADE and 11.6% im-
provement in FDE on average. Compare to STGAT, which
uses GAT to aggregate spatial and temporal interaction, we
achieve 7.3% improvement in ADE and 6.5% improvement
in FDE on average. Compare to NMMP, which uses neural
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(a) HGCN-GJS vs. S-GAN
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(i) independent (ii) joint
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Figure 4: Qualitative results of trajectory prediction for (a) comparison with S-GAN (b) ablation study of different sampling
strategy. In (a), the 20 samples generated are shown in thin dashed lines. In (b), trajectories shown with different markers
are trajectories generated at different times. In both (a) and (b), the observed past trajectories are shown in solid lines, the
ground truth future trajectories are shown in wide dashed lines and the predictions generated by the mean value (µ) is shown as
dot-dashed lines. Different line colors denote different pedestrians. Best viewed in color.
Baselines Ours
Dataset S-GAN Sophie Trajectron S-BiGAT CoMoGCN STGAT NMMP HGCN-GJS
ETH 0.81/1.52 0.70/1.43 0.59/1.17 0.69/1.29 0.70/1.28 0.70/1.21 0.67/1.22 0.67/1.20
HOTEL 0.72/1.61 0.76/1.67 0.42/0.80 0.49/1.01 0.37/0.75 0.32/0.63 0.33/0.64 0.27/0.49
UNIV 0.60/1.26 0.54/1.24 0.59/1.21 0.55/1.32 0.53/1.16 0.56/1.20 0.52/1.12 0.52/1.14
ZARA1 0.34/0.69 0.30/0.63 0.55/1.09 0.30/0.62 0.34/0.71 0.33/0.64 0.32/0.66 0.32/0.65
ZARA2 0.42/0.84 0.38/0.78 0.52/1.04 0.36/0.75 0.31/0.67 0.30/0.61 0.29/0.62 0.26/0.54
AVG 0.58/1.18 0.54/1.15 0.53/1.06 0.48/1.00 0.45/0.91 0.44/0.86 0.426/0.852 0.408/0.804
Table 1: Quantitative results of trajectory prediction for comparison with state-of-the-art. Two metrics ADE and FDE are
reported in meters for evaluation over five different datasets. Our full model (HGCN-GJS) achieves state-of-the-art results
outperforming all baseline methods (lower value denotes better performance).
motion message passing module for interaction modeling,
we achieve 4.2% improvement in ADE and 5.6% improve-
ment in FDE on average.
Qualitative results Fig. 4a showed several examples of
the generated trajectories from our model and S-GAN. It
can be observed that trajectories generated by our method
distributed more accurately around the ground truth trajecto-
ries (the red trajectories in (i)). Trajectories predicted by the
proposed model show lower variance for pedestrians mov-
ing in groups (the blue trajectories in (ii) and (iii)), due to
the constraints introduced by the coherent motion. This is
particularly noticeable for still pedestrians (e.g. the five still
pedestrians in the two groups in (ii)). We observed that the
S-GAN, generated lower amplitude motions for the HOTEL
dataset, while our proposed method gives trajectories that
are more consistent with the ground truth (blue trajectories
in (iv)).
5.2 Ablation study
We conducted quantitative and qualitative experiments to
determine the reasons for the performance gains by our sys-
tem.
Hierarchical GCN vs. Parallel GCN To show the ad-
vantage of the hierarchical GCN design, we implemented
a model where intragroup and intergroup information was
integrated by two GCNs placed in parallel, similar to the
CoMoGCN architecture (Chen et al. 2020a). Two systems
were identical, except for the replacement of the hierarchi-
cal GCN by the two parallel GCNs. For both models, we
used independent sampling across pedestrians for consis-
tency with past work.
As shown in Table 2, using the hierarchical GCN design
improves ADE by 1.8% and FDE by 5.0% on average.
Joint sampling vs. independent sampling To show the
advantage of joint sampling, we compared trajectory sam-
ples generated by joint sampling and independent sampling.
Fig. 4b shows representative examples for two pedestrian
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ETH HOTEL UNIV ZARA1 ZARA2 AVG
Para- ADE 0.73 0.33 0.53 0.34 0.26 0.438
lell FDE 1.45 0.68 1.16 0.71 0.56 0.912
Hierar- ADE 0.73 0.30 0.52 0.33 0.27 0.430
chical FDE 1.35 0.59 1.13 0.69 0.57 0.866
Table 2: Performance comparison of different GCN struc-
ture design.
0 0.2 0.5 0.7 0.9 1
0.405
0.41
0.415
0.42
0.425
0.43
0 0.2 0.5 0.7 0.9 1
0.8
0.81
0.82
0.83
0.84
0.85
0.86
0.87
ADE FDE
Figure 5: Average ADE and FDE with different ρ settings.
travelling together. The model with independent sampling
generates trajectories that often diverge (blue) or intersect
(cyan and green). Trajectories of the two pedestrians gener-
ated by joint sampling tend to remain side-by-side and main-
tain the same speed, consistent with our expectations.
To show the improvement, as we increase the correlation
within each group, we set the ρ in Eqn. (17) to 0, 0.2, 0.5,
0.7, 0.9, and 1 respectively. The average ADE and FDE of
models trained with different ρ settings are shown in Fig. 5.
With the increase of ρ, both ADE and FDE decrease. When
the correlation coefficient was equal to 1, we obtained the
best result. Compared with the model with independent sam-
pling, the average ADE and FDE of our proposed model is
5.1% and 7.2% smaller, respectively.
6 Conclusion
In this paper, we propose a novel generative model, HGCN-
GJS, for trajectory prediction which outperforms state-of-
the-art methods. We design a hierarchical graph convolu-
tional network for group level interaction aggregation within
the crowd. Unlike previous work, which either only focused
on pairwise interaction or neglected the influence of social
interactions between groups on the crowd dynamics, our hi-
erarchical network enables us to focus on pairwise interac-
tions where they are most important (within groups), and to
that the interactions between groups at a higher level of ab-
straction. Furthermore, we introduce a novel joint sampling
scheme for generating stochastic trajectories in a more real-
istic and reasonable way. Our results demonstrate that each
innovation leads to significant improvements in the perfor-
mance of trajectory prediction, and that when combined to-
gether, the benefits compound.
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