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The famous Travelling Salesman Problem
(TSP) is an important category of optimization
problems [1] that is mostly encountered in var-
ious areas of science and engineering. Studying
optimization problems motivates to develop ad-
vanced techniques more suited to contemporary
practical problems [2–7]. Among those, especially
the NP hard problems provide an apt platform to
demonstrate supremacy of quantum over classical
technologies in terms of resources and time. TSP
is one such NP hard problem in combinatorial
optimization [8, 9] which takes exponential time
order for solving by brute force method. Here we
propose a quantum algorithm to solve the trav-
elling salesman problem using phase estimation
technique. We approach the problem by encoding
the given distances between the cities as phases.
We construct unitary operators whose eigenvec-
tors are the computational basis states and eigen-
values are various combinations of these phases.
Then we apply phase estimation algorithm to cer-
tain eigenstates which give us all the total dis-
tances possible for all the routes. After obtaining
the distances we can search through this infor-
mation using the quantum search algorithm for
finding the minimum [10] to find the least possi-
ble distance as well the route taken. This pro-
vides us a quadratic speedup over the classical
brute force method for a large number of cities.
In this paper, we illustrate an example of the trav-
elling salesman problem by taking four cities and
present the results by simulating the codes in the
IBM’s quantum simulator.
Travelling Salesman Problem (TSP) is a classic opti-
mization problem [1] in the field of computer science.
It belongs to an intriguing class of ‘hard’ optimization
problems called NP hard [11, 12]. The problem involves
a salesman who has to travel N cities, visiting each city
once and reaching ultimately at the same city where he
started. This cycle of visiting each city once, where each
city represents a unique vertex in a graph, and returning
to the starting city is known as a Hamiltonian cycle [13].
Each city is connected to other cities with a specific cost
associated to each connection. The cost gives an idea of
∗ These authors contributed equally to this work.
how difficult it is to take the corresponding route. The
aim of the salesman is to minimize the cost of travel, sat-
isfying the above described conditions. Even if we break
the travelling salesman problem into smaller components,
each component will be at least as complex as the initial
problem. This is why it belongs to the class of NP hard
problems. The most expensive and simplest classical so-
lution to the problem is to find the solution by brute
force method. However, the problem becomes impossi-
ble to solve when a large number of cities are taken. For
N cities, (N-1)! possible iterations are needed to search
for the solution, which shoots up very fast as N increases.
Other classical approaches to solve the problem include
branch and bound algorithms [14–17], heuristics [18–21]
and other methods [22–24]. Using branch and bound al-
gorithms the problem has been solved for around 86,000
cities, but the success in branch and bound algorithms
depends on certain factors which if not satisfied give us
the same complexity as the brute force method. Heuris-
tics approach is based on providing a set of rules on op-
timal selection of next city to travel. But this does not
give optimal solution in every case as heuristics result in
approximations.
With the advent of the era of quantum technologies
possibilities of solving this problem with quantum com-
puters has come to the limelight with the aim to tackle
a much bigger problem of proving P = NP class. Several
quantum algorithms [25] have also been proposed aim-
ing at the same. Goswami et al. [26] have presented a
framework for efficiently solving the approximate travel-
ling salesman problem. A quantum heuristic algorithm
has been proposed by Bang et al. [27] to solve the travel-
ing salesman problem by generalizing the Grover search.
Moylett et al. [28] have given a proof of the quantum
quadratic speed up for the Travelling Salesman Problem
for bounded-degree graphs. The above mentioned algo-
rithms work only when certain conditions are satisfied,
however our algorithm combined with the quantum algo-
rithm for finding the minimum by Durr and Hoyer [10]
gives a quadratic speedup over the classical brute force
method without further conditions on the problem.
The classical algorithms to solve the problem take in-
put in the form of a matrix say A such that [A]ij = φij ,
where φij is the cost/distance/time or any other quan-
tity taken to travel from city i to city j. This quantity
for the overall journey has to be minimized. Without loss
of generality, we take the quantity as cost in the current
work. In the problem, the main motivation to take input
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2as phases stems from the following two facts; first the
matrix made of the given distances using the above pro-
cedure is not unitary in general which implies that the
implementation and manipulation of the operator is not
possible on a quantum computer. Second, the phases will
get added when we multiply them or take tensor prod-
ucts of states with these phases as coefficients, that is the
distances will get added as phases which is required for
the search. Hence we represent the input as a martix B,
where Bij = e
i(φij).
FIG. 1. The figure illustrates the Travelling Salesman Prob-
lem for four cities. The cities are represented by circles named
1, 2, 3 and 4 and the cost for each path connecting the cities
are labelled on them. Here, φij represents the cost of travel
from city i to city j. This is the most general case of travelling
salesman where the cost for travelling from city i to city j is
not the same as the cost for travelling from city j to city i.
Next major step in our algorithm is phase estimation
which is the backbone of our algorithm. In fact the so-
lution of Travelling Salesman Problem (TSP) we present
here seems to be a perfect application of phase estimation
algorithm. The next step in the algorithm is to construct
unitaries Uj from the matrix B as
[Uj ]kk =
1√
N
[B]jk, (1)
where N is the number of cities and j, k ≥ 0 and j, k
∈ [1, N ]. The rest of the elements in the matrix Uj are
initialized to zero. It is cleary observed that Uj is a diago-
nal unitary matrix. Using these unitaries, we now create
another unitary matrix which is the tensor products of
all the unitaries; U = U1⊗U2⊗ ...UN . The eigenvalues of
this unitary matrix U, are estimated using the phase esti-
mation algorithm. The phases can be easily normalized
to be bound within 0 and 2pi once we know the range
of distances between the cities which is given to us in
the problem. Here, U is a diagonal matrix since it is a
tensor product of N diagonal matrices. This means that
the eigenstates of this matrix U are computational basis
states with eigen values as the corresponding diagonal
elements. Hence there will be (N-1)! diagonal elements
of interest to us out of the NN elements. These elements
will have the total cost of the (N-1)! possible Hamilto-
nian cycles as phases. This implies that there are (N-1)!
eigenstates of U with eigenvalues being the total cost of
the corresponding Hamiltonian cycle as phase. It is easy
to calculate the position of these elements in this matrix
U which will have this “useful” information. Since for
a given number of cities, we know the location of the
elements with total cost, we can prepare computational
basis eigenstates corresponding to the location of each of
these elements and extract the phase using phase estima-
tion. We get the phases in form of binary output from
phase estimation algorithm, then we can easily perform
the quantum algorithm for finding the minimum [10] to
find the minimum cost and the corresponding route that
is to be taken for that particular cost.
In the travelling salesman problem with four cities
shown in the Fig. 1, we can take a total of six routes
which satisfy the conditions for being a Hamiltonian cy-
cle. If the cost of travelling from city i to city j is the
same as that of city j to city i (the symmetric case) then
we will get only three routes with unique total costs. We
have taken the symmetric case for implementing on IBM
quantum experience. We have implemented this problem
using the circuit given in the Fig. 2 on the IBM quantum
experience custom topology. However in the simulation
we took six qubits for phase estimation instead of four
apart from the eigenstate qubits. We repeated this cir-
cuit six times, once for each eigenstate. The eigenstates
corresponding to the different routes, the theoretical ex-
pectation for the values of φij and the experimental ob-
servations are given in the table I.
TABLE I. The result of simulation for (4-1)! eigenstates and
the theoretical expectations are presented in the T.bael The
values taken as costs for travelling are given in the Supple-
mentary Information Section
SL No. Eigenstate Theoretical Experimental
1. 11000110 100100 100000
2. 01101100 100100 101000
3. 10001101 100000 010000
4. 01110010 100000 010000
5. 11100001 011000 101000
6. 10110100 011000 010000
Even though the experimental results do not exactly
coincide with the theoretical expectations, we can rectify
this by taking more qubits for phase estimation, which
is its inherent property. To successfully obtain the phase
accurate up to n bits with probability of success at least
1− , the number of qubits we need for phase estimation
(t) is given by the following expression,
t = n+
⌈
log
(
2 +
1
2
)⌉
(2)
3FIG. 2. The above figure shows the quantum circuit for phase
estimation of eigenstate | 11000110〉 which corresponds to the
route (Hamiltonian cycle) 1 → 2 → 3 → 4 → 1. We have
taken here six qubits for estimating the phase and rest eight
qubits for preparing the corresponding eigenstate (all of which
are initialized in the | 0〉 state) by the use of pauli X gates on
specific qubits. The unitary U is the one described earlier i.e.
the tensor product unitaries U1 ⊗ U2 ⊗ ...UN . The part of
the circuit in red represents initialization of the eigenstates.
The part of the circuit in blue performs the phase estimation
method.
Using the proposed algorithm, we are able to create a
database of all possible routes that can be taken along
with the distance of each. If one devices a quantum al-
gorithm to find the minimum element in an unsorted ar-
ray, which is faster than the one we currently have, then
we can use that algorithm to find the minimum. This
gives our algorithm a flexibility, which can be exploited
in the future to solve the travelling salesman problem
much more efficiently.
Even though our algorithm deals with a very general
case, there are certain cases which cannot be directly
solved using our algorithm. These are the cases where
there are restrictions on routes connecting cities. For
instance, city i does not have a route connecting it to
city j. This can be thought of as the distance between
those cities being infinite. Since our algorithm requires
distances that can be normalized such that the total dis-
tance for the longest route is less than 2pi, this does not
bode well for us. Fortunately, there is a way to deal
with this exception. We can take the distance between
the concerned cities as a very large distance such that
the routes containing the path connecting city i and j
will have a total distance which will certainly exceed the
minimum distance.
Supplementary Information is available in the on-
line version of the paper.
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SUPPLEMENTARY INFORMATION: EFFICIENT QUANTUM ALGORITHM FOR SOLVING
TRAVELLING SALESMAN PROBLEM
I. 4 CITY EXAMPLE EXPLANATION
The distance matrix for the Travelling salesman problem consisting of four cities is given by
D =
1
2

1 eiφ12 eiφ13 eiφ14
eiφ21 1 eiφ23 eiφ24
eiφ31 eiφ32 1 eφ34
eiφ41 eiφ42 eiφ43 1
 (3)
where φ12 = φ21 = pi/2, φ13 = φ31 = pi/8, φ14 = φ41 = pi/4, φ23 = φ32 = pi/4, φ24 = φ42 = pi/4, φ34 = φ43 = pi/8,
and the unitaries Uj with j = 1, 2, 3 and 4 are as follows
U1 = | 00〉〈00 |+ eiφ21 | 01〉〈01 |+ eiφ31 | 10〉〈10 |+ eiφ41 | 11〉〈11 | (4)
U2 = e
iφ12 | 00〉〈00 |+ | 01〉〈01 |+ eiφ32 | 10〉〈10 |+ eiφ42 | 11〉〈11 | (5)
U3 = e
iφ13 | 00〉〈00 |+ eiφ23 | 01〉〈01 |+ | 10〉〈10 |+ eiφ43 | 11〉〈11 | (6)
U4 = e
iφ14 | 00〉〈00 |+ eiφ24 | 01〉〈01 |+ eφ34 | 10〉〈10 |+ | 11〉〈11 | (7)
5We constructed the unitaries Uj by decomposing it as follows;
Uj =

eia 0 0 0
0 eib 0 0
0 0 eic 0
0 0 0 eid
 =
[
1 0
0 ei(c−a)
]
⊗
[
eia 0
0 eib
]
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ei(d+c−a−b)
 (8)
Note that this is the unitary Uj , by putting specific values of a, b, c, d we can find decomposition for each
U1, U2, U3, U4. For phase estimation we need controlled-(U1 ⊗ U2 ⊗ U3 ⊗ U4) which is same as (C − U1 ⊗ C − U2 ⊗
C−U3⊗C−U4), where C−U1 represents controlled-U1. For realizing controlled Uj we implemented controlled each
element in the decomposition of Uj in equation 8.
FIG. S1. The figure illustrates our implementation of controlled Uj gate with the use of single qubit unitaries U(a) as described
earlier. Here we implement a controlled unitary (C-A) which is equivalent to implementing controlled unitaries that belong to
the decomposition of A. In this figure, x = (d+c-a-b)/2
II. THE EIGENSTATES
Fig. 2 shows the part of the circuit where we estimate the phase corresponding to the route going through cities
1, 2, 3 and 4 in the same order and returning to one. Starting from any other city but following the same order
as mentioned will also give us the same eigenstate. The eigenstate for any route can be calculated as follows. In a
particular route, if we are going from city i to j, then each i is uniquely mapped to j. Hence we can write i as a
function of j i.e, i(j). The eigenstate corresponding to that particular route is,
|ψ〉 = ⊗
j
| i(j)− 1〉 (9)
where j goes from 1 to n.
Once these eigenstates are calculated, circuits similar to Fig. 1, with eigenstate qubits initiated to the rest of the
eigenstates, can be run in parallel. Then we can search through this database using the quantum search algorithm in
the order of O(
√
(N − 1)!) steps to find the route with the least cost. If the cost of travelling from city i to city j is
the same as city j to city i, then we can reduce the number of eigenstates by half of the original value. This means
we will be able to search through the data in O(
√
((N − 1)!)/2) steps.
III. SUBROUTINES IN IBM QUANTUM EXPERIENCE - CUSTOM TOPOLOGY
In the simulation, we took advantage of the “Add subroutine” under advanced option present in the custom topology
[1] and built these unitaries. The qasm code written for the simulation of the circuit (Fig. S2) is given below.
1 i n c l ude ” q e l i b 1 . inc ” ;
qreg q [ 1 4 ] ;
3 creg c [ 6 ] ;
5 #Contro l l ed un i tary gate to implement C−U1 , C−U2 , C−U3 & C−U4
gate uni ( a , b , c , d ) x , y , z {
67 cu1 ( c−a ) x , y ;
u1 ( a ) x ;
9 cu1 (b−a ) x , z ;
ccx x , y , z ;
11 cu1 ( ( d−c+a−b) /2) x , z ;
ccx x , y , z ;
13 cu1 ( ( d−c+a−b) /2) x , y ;
cu1 ( ( d−c+a−b) /2) x , z ;
15 }
17
#Contro l l ed U = tenso r product o f U1 , U2 , U3 & U4
19 gate bigU (a , b , c , d , e , f , g , h , i , j , k , l ) m, n , o , p , q , r , s , t , u {
uni (0 , a , b , c ) m, n , o ;
21 uni (d , 0 , e , f ) m, p , q ;
uni ( g , h , 0 , i ) m, r , s ;
23 uni ( j , k , l , 0 ) m, t , u ;
}
25
#C−U with the va lue s g iven
27 gate f inU m, n , o , p , q , r , s , t , u {
bigU ( p i /2 , p i /8 , p i /4 , p i /2 , p i /4 , p i /4 , p i /8 , p i /4 , p i /8 , p i /4 , p i /4 , p i /8) m, n , o , p , q , r , s , t , u ;
29 }
31 #C−Uˆ2
gate f inU2 m, n , o , p , q , r , s , t , u {
33 f inU m, n , o , p , q , r , s , t , u ;
f inU m, n , o , p , q , r , s , t , u ;
35 }
37 #C−Uˆ4
gate f inU4 m, n , o , p , q , r , s , t , u {
39 f inU2 m, n , o , p , q , r , s , t , u ;
f inU2 m, n , o , p , q , r , s , t , u ;
41 }
43 #C−Uˆ8
gate f inU8 m, n , o , p , q , r , s , t , u {
45 f inU4 m, n , o , p , q , r , s , t , u ;
f inU4 m, n , o , p , q , r , s , t , u ;
47 }
49 #C−Uˆ16
gate f inU16 m, n , o , p , q , r , s , t , u {
51 f inU8 m, n , o , p , q , r , s , t , u ;
f inU8 m, n , o , p , q , r , s , t , u ;
53 }
55 #C−Uˆ32
gate f inU32 m, n , o , p , q , r , s , t , u {
57 f inU16 m, n , o , p , q , r , s , t , u ;
f inU16 m, n , o , p , q , r , s , t , u ;
59 }
61 #Al l the c on t r o l l e d u n i t a r i e s toge the r
gate fU a , b , c , d , e , f , n , o , p , q , r , s , t , u {
63 f inU f , n , o , p , q , r , s , t , u ;
f inU2 e , n , o , p , q , r , s , t , u ;
65 f inU4 d , n , o , p , q , r , s , t , u ;
f inU8 c , n , o , p , q , r , s , t , u ;
67 f inU16 b , n , o , p , q , r , s , t , u ;
f inU32 a , n , o , p , q , r , s , t , u ;
69 }
71 #The r e s t are the gate s f o r Inve r s e f o u r i e r trans form
gate r2 x , y {
73 cu1 (−pi /2) x , y ;
}
75 gate r3 x , y , z {
cu1 (−pi /4) x , z ;
777 r2 y , z ;
}
79 gate r4 w, x , y , z {
cu1 (−pi /8) w, z ;
81 r3 x , y , z ;
}
83 gate r5 v ,w, x , y , z {
cu1 (−pi /16) v , z ;
85 r4 w, x , y , z ;
}
87 gate r6 u , v ,w, x , y , z {
cu1 (−pi /32) u , z ;
89 r5 v ,w, x , y , z ;
}
91
93 #The c i r c u i t
h q [ 0 ] ;
95 h q [ 1 ] ;
h q [ 2 ] ;
97 h q [ 3 ] ;
h q [ 4 ] ;
99 h q [ 5 ] ;
x q [ 6 ] ;
101 x q [ 8 ] ;
x q [ 9 ] ;
103 x q [ 1 1 ] ;
fU q [ 0 ] , q [ 1 ] , q [ 2 ] , q [ 3 ] , q [ 4 ] , q [ 5 ] , q [ 6 ] , q [ 7 ] , q [ 8 ] , q [ 9 ] , q [ 1 0 ] , q [ 1 1 ] , q [ 1 2 ] , q [ 1 3 ] ;
105 h q [ 0 ] ;
r2 q [ 0 ] , q [ 1 ] ;
107 h q [ 1 ] ;
r3 q [ 0 ] , q [ 1 ] , q [ 2 ] ;
109 h q [ 2 ] ;
r4 q [ 0 ] , q [ 1 ] , q [ 2 ] , q [ 3 ] ;
111 h q [ 3 ] ;
r5 q [ 0 ] , q [ 1 ] , q [ 2 ] , q [ 3 ] , q [ 4 ] ;
113 h q [ 4 ] ;
r6 q [ 0 ] , q [ 1 ] , q [ 2 ] , q [ 3 ] , q [ 4 ] , q [ 5 ] ;
115 h q [ 5 ] ;
measure q [ 0 ] −> c [ 0 ] ;
117 measure q [ 1 ] −> c [ 1 ] ;
measure q [ 2 ] −> c [ 2 ] ;
119 measure q [ 3 ] −> c [ 3 ] ;
measure q [ 4 ] −> c [ 4 ] ;
121 measure q [ 5 ] −> c [ 5 ] ;
TSP qasm.py
8FIG. S2. The figure depicts the circuit implemented in the custom topology in IBM quantum experience. The codes for the
subroutines depicted in the figure are given in the qasm code for the entire circuit presented above. The circuit in the box
performs inverse quantum Fourier transform for six qubits.
[1] IBM Quantum Experience https://www.research.ibm.com/ibm-q/
