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Zusammenfassung
Diese Doktorarbeit befasst sich mit der Realisierung nicht-ergodischer Zustände ultrakalter
Atome in quasi-periodischen optischen Gittern mit einem zweikomponentigen, wechsel-
wirkenden, fermionischen Gas aus Kalium-40-Atomen in einer und zwei Dimensionen.
Die Ergebnisse zeigen hochangeregte, nicht-thermalisierende Zustände in isolierten Quan-
tensystemen. Unsere Beobachtungen lassen sich mit dem Phänomen der Vielteilchen-
lokalisierung erklären – einer nicht-ergodischen Phase der Materie, deren Eigenschaften
mittels dynamischer Observablen detektiert werden können.
Zur Untersuchung einer solchen Phase präparieren wir zunächst einen Nichtgleich-
gewichtszustand und beobachten wie dessen Merkmale während der Zeitentwicklung ver-
loren gehen. So können mehrere Parameterbereiche und Zeitskalen identifiziert werden,
in denen lokale Quanteninformationen aufgrund der Unordnung erhalten bleiben und von
Parameterbereichen unterschieden werden, in denen lokale Informationen mit Hilfe von
Wechselwirkungen in hochgradig nichtlokale Quantenkorrelationen umgewandelt wer-
den. Wir zeigen, wie die Beschreibung isolierter Quantensysteme in allen Experimenten
systematisch zusammenbricht, da das System (notwendigerweise) an eine badähnliche
Struktur gekoppelt ist. Des Weiteren wird gezeigt, dass Lokalisierung auch in periodisch
getriebenen Quantensystemen existieren kann, von denen bis vor kurzem angenommen
wurde, dass sie sich immer entsprechend einem Zustand unendlicher Temperatur verhal-
ten. Wir ermöglichen die experimentelle Erforschung ungeordneter Systeme in zwei Di-
mensionen und zeigen die Existenz einer nicht-trivialen Dynamik, die als Zusammenspiel
von Wechselwirkungen, Störungen und Dimensionen auftritt. Nach der Untersuchung
eines mutmaßlichen Übergangs zeigen wir weitere Signaturen einer neuen Art langsamer
Relaxation, die möglicherweise auf Unordnung im Anfangsszustand züruckzuführen ist.
Wir schließen die Diskussion mit einigen theoretischen Ergebnissen zur Untersuchung der
Quantendynamik in Abwesenheit von Transport und diskutieren vielversprechende zukün-
ftige Experimente.
x Zusammenfassung
Abstract
This thesis reports on first experiments on the observation of ergodicity breaking in a two-
component, interacting fermionic gas of Potassium-40 subject to quasi-periodic optical
lattices in one and two dimensions, demonstrating the breakdown of thermalization in
highly excited states of isolated quantum systems. Our observations can be explained
by the phenomenon of many-body localization, a non-ergodic phase of matter, whose
properties can be detected with non-equilibrium probes.
To probe such a phase, we first design a far-from-equilibrium initial state and then mon-
itor how much the system remembers of this design during time evolution. This allows us
to identify regimes and timescales where disorder can protect local quantum information
and distinguish such cases from regimes where interactions amalgamate local information
into highly nonlocal quantum correlations. We then describe how this treatment systemat-
ically breaks down in all real-world systems as the system is (necessarily) coupled to some
bath-like structure. Following very recent developments, we are further able to show that
order can exist even in driven quantum systems, which were earlier thought to exhibit no
interesting features, corresponding to an infinite temperature state. We also extend the
experimental realm to explore two dimensions and show that the dynamics emerge as a
distinct interplay of interactions, disorder, and dimensions. Upon probing a putative MBL
transition, we further show signatures of a new kind of slow relaxation, potentially arising
due to randomness in the initial state. We close with some theoretical results on probing
quantum dynamics ensuing in the absence of transport and a discussion of exciting areas
for future experiments.
xii Zusammenfassung
CHAPTER 1
Introduction
Ground states of quantum many-body systems and their low-energy excitations host myr-
iad exciting quantum phenomena [1], including superconductivity [2], superfluidity [3–
5], quantum Hall effects [6, 7] and Bose-Einstein condensation [8–10]. Understanding
the nature of these phases forms the basic tenet of many-body physics. Conventionally,
these phases have been described utilizing the notions of equilibrium statistical physics.
This allows for the classification of quantum phases according to patterns of local orders
emerging via Spontaneous Symmetry Breaking (SSB) [11] and more recently, according
to various classes of topological orders [12–14]. Both of these classifications come with
some general constraints. Most topological insulators, e.g. the integer quantum Hall insu-
lator, possess a bulk gap. For systems exhibiting true long-range local order via SSB such
as ferromagnets, the Mermin–Wagner theorem [15–17] prohibits their existence at finite
temperatures in lower dimensions.
Different quantum phases are disconnected from each other via Quantum Phase Tran-
sitions (QPTs), where the system undergoes macroscopic rearrangements at zero tempera-
ture as a parameter in the Hamiltonian is tuned [18, 19]. An exemplary case is the Bose-
Hubbard Model which exhibits a QPT as the ratio of kinetic energy to on-site repulsion is
tuned [20]. For large kinetic energies, the system is in a symmetry broken superfluid (SF)
state, while for large on-site repulsion the system is in a Mott-insulating (MI) phase. These
two phases have very different qualitative properties. In a QPT, it is useful to identify a
quantity called the order parameter, which undergoes a singular (non-analytic) change at
the phase transition. Multiple order parameters can characterize the phase, such as the
energy gap between the ground and the first excited state or the incompressibility of the
MI phase. At zero temperature, this order parameter has a non-zero value in the MI phase,
and becomes exactly zero outside it. The SF, on the other hand, is characterized as a com-
pressible, gap-less state with long-range order. Hence, the two phases have qualitatively
very different properties.
Recent progress on Many-Body Localization (MBL) [21–23] shows that several of these
ideas are incomplete. The existence of MBL states implies the existence of genuinely new,
and distinct phases of quantum matter in highly excited states and in lower-dimensions,
whose signatures are not captured by equilibrium thermodynamics, but instead by non-
equilibrium dynamics. MBL generalizes the idea of localization of single particles due
to quenched disorder (Anderson Localization (AL) [24]) to interacting particles and de-
scribes a non-ergodic phase present in highly excited states. Further, MBL itself can be
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of different kinds and can exhibit phases with SSB or topological order [25–27]. Such
phenomena strongly violate the expectation from the Mermin-Wagner type arguments,
generally ruling out SSB in lower dimensions as well as realizing the possibility of topo-
logical order even in a gapless bulk. In an MBL system, the localization of excitations,
allows order to persist in highly excited states, contrary to the predictions of equilibrium
thermodynamics.
The transition from a thermalizing phase to an MBL phase itself has attracted enormous
interest [28–37]. On one side of the transition, ergodicity prevails, and the system has
notions of temperature and thermodynamics, and eigenstates are expected to follow the
Eigenstate Thermalization Hypothesis (ETH) [34, 38]. In such an ergodic time evolution,
local degrees of freedom becomes fully entangled with the rest of the system, leading
to an effectively classical description, with only slow hydrodynamic modes surviving at
long times [39]. On the other side of the transition, quantum correlations can persist
locally for arbitrarily long times. Since the transition lies outside the purview of traditional
statistical mechanics, a variety of novel tools have been developed to understand such an
ETH violating phase [22, 23, 40]. Further, dynamical order parameters characterize these
phases, instead of thermodynamic ones, and there are indications that these even change
abruptly across the transition [41, 42].
All the references mentioned above about MBL are theoretical. In many ways, this is
naturally connected to a necessary requirement for the existence of the phase: that there
should be no underlying bath in the system. In traditional condensed matter systems,
lattice phonons provide such a bath and lead to Mott’s variable range hopping phenom-
ena [43] instead of AL. Moreover, such phonons are highly effective at high temperatures
at delocalizing the otherwise localized states (both AL and MBL). In general, any dis-
sipative coupling to the outside world is expected to thermalize the MBL phase eventu-
ally [21]. This implies that perfect MBL can only exist in perfectly isolated systems, which,
unfortunately, do not exist. This is reminiscent of QPTs, which are exactly defined only
at zero temperature [18] and hence, do not exist in the real world. However, properties
of quantum systems at low enough temperatures can be understood by their zero temper-
ature quantum phases and QPTs up to a certain frequency scale. In the same spirit, even
though perfectly isolated systems do not exist, the properties of almost isolated systems
can be understood by their isolated limits up to a certain time scale.
Synthetic quantum systems provide ideal test beds for such theories due to their high
degree of isolation and versatile control of almost all the microscopic parameters. Ex-
perimental platforms such as ultracold atoms [44], ions [45], hybrid quantum circuits
utilizing superconducting q-bits [46] and nitrogen-vacancy centers [47] are continuously
separated from their surroundings to both increase their potential to perform digital com-
putations [45], as well as to provide exciting areas to explore foundational questions in
quantum physics [48]. In these systems, the timescales of internal dynamics are well sepa-
rated from the timescales at which they couple to the environment. Up to such times, they
are expected to show one of the two generic behaviors: thermalization via entanglement
with the rest of the system [49–52] or many-body localization.
3Ultracold atoms in optical lattices
Owing to the remarkable progress in laser cooling of neutral atoms in vacuum cham-
bers [53–55], multiple groups were able to reach quantum degeneracy in bosonic atomic
alkali gases [56] in the mid-90s, followed by DeMarco and Jin reaching degeneracy with
an ultracold fermionic gas of Potassium-40 [57]. These bulk gases were then successfully
used as constituents for assembling lattice models. Following the proposal of Ref. [58], a
landmark experiment showed a QPT from a Mott-insulator to a superfluid in 2001 in the
group of T. Hänsch [59]. This work demonstrated the potential of ultracold atoms to per-
form quantum simulations of many-body lattice Hamiltonians by allowing the realization
of (almost) an ideal Bose-Hubbard model.
To achieve this, the bosonic atoms were trapped in periodic potentials formed by laser
light called an optical lattice. The resulting system allowed a wide tuning range for the
parameters of the Hamiltonian. This, coupled with long coherence times compared to
the natural timescales of the system, facilitated the realization of an almost ideal non-
dissipative quantum system. An outbreak of experimental results followed, including re-
alizations of the fermionic Mott-insulator [60, 61]. These systems of fermions in optical
lattices in the strongly correlated regime opened up possibilities for further simulations
of condensed matter phenomena [62]. Two hallmark experiments [63, 64], one with a
quasi-periodic potential and one with a real-random potential, demonstrated that neutral
ultracold atoms can be employed to probe effects of disorder in a controlled manner. With
a new platform to probe Anderson localization, new observables could be employed to
probe the effects of disorder. Such experiments were able to directly show an exponen-
tially localized density distribution, a distinctive feature of Anderson localization. More-
over, interactions could be readily introduced in these systems, and hence, they provided
a novel platform for exploring interacting many-body disordered systems [65–68].
Ultracold atoms are thus being described as quantum simulators, in many ways ac-
cording to the line of thought of R. Feynman [69]. In many niches, these new systems
possess a natural advantage over even established methods. For example, they are natural
systems to study dynamics, especially in higher dimensions in a controlled manner. In the
context of MBL, this becomes even more relevant, as some of the most successful methods,
such as the stochastic method [70] and matrix-product-state type algorithms [71], find it
extremely challenging to capture the dynamics in highly excited energy states in higher
dimensions. On the experimental side, in real materials, the effects of the underlying
phonon bath is usually too strong to leave signatures of MBL. In this thesis, we describe
how ultracold fermions in quasi-periodic optical lattices can be used to probe many-body
localization in a highly coherent manner, with almost complete control over the interaction
and the disorder. This is achieved by preparing an artificial density-wave and monitoring
its relaxation dynamics. We describe the requirements to create such a phase of matter
and demonstrate its features. Our experiments reveal dynamics in regimes which are often
not accessible to state-of-the-art numerical simulations.
4 Chapter 1. Introduction
Contents of this thesis
We remark that unlike the results of many previous experiments with ultracold atoms,
the fundamental physics which describe our experiments is itself currently not fully un-
derstood and little is known with certainty. Therefore, not only is the relevant physics
being demonstrated in such artificial systems for the first time, but in many ways, we are
even knowing them for the first time. On the one hand, this makes the subject extremely
exciting, but at the same time, care must be taken to read the current interpretations, as it
is necessarily subject to the best of my comprehension of the performed experiments and
the limitations of experimental data.
In this thesis, the current theoretical understanding is summarized, and the experi-
mental progress on probing many-body localization with ultracold atomic gases in one
and two dimensions is reported. The results are explained with a particular emphasis on
understanding the role of real experimental platforms. As much as possible, the details
of the experiments which might be too technical, are provided in separate chapters, for
a clear presentation of experimental results. Moreover, the field of MBL originally de-
veloped with a strong theoretical purview and only with the recent advances in isolating
quantum systems have experiments started to explore this interesting regime. Therefore,
many of the theoretical notions are translated to what we understand will be more easily
accessible to experimentalists. To achieve this in an orderly fashion, this thesis is divided
into 10 Chapters. The initial chapters are devoted to explaining the necessary theoretical
concepts required to interpret the experimental results. The later chapters describe the
experimental results along with their interpretations and limitations.
Chapter 2 is devoted to taking the textbook notions of thermodynamics and statistical
mechanics to the realm of interacting isolated systems, under the purview of the Eigen-
state Thermalization Hypothesis (ETH). In generic interacting systems, ETH represents an
extreme form of the equivalence of ensembles and allows the usage of the machinery built
for traditional statistical mechanics directly to isolated quantum systems, without neces-
sitating the notion of an underlying bath or ensemble averaging. Chapter 3 explains the
basics of Anderson localization, providing simple illustrations to describe localization of
single particles in disordered lattices [24].
While Chapter 2 espouses that interactions in isolated systems cause thermalization,
Chapter 3 proposes that disorder can make the system highly non-ergodic. In Chapter 4,
these two mechanisms are put to compete against one another. This leads to Many-body
localization (MBL) wherein interactions can indeed turn a system thermal, but only if the
disorder is weak. On the other hand, if the disorder is strong enough, the system fails to
thermalize and becomes MBL. We describe many exotic properties of this phase such as
the absence of transport due to localization and a slow growth of quantum correlations
(which saturate to sub-thermal values).
The experimental apparatus is introduced in Chapter 5. For all experiments, we have
used fermionic Potassium-40 atoms (40K). The atoms are laser cooled in a dual-species
Magneto-Optical Trap with bosonic Rubidium-87 (87Rb) in a vacuum chamber, followed
by a magnetic transfer to another vacuum chamber with a lower background pressure.
Subsequently, they are evaporatively cooled in a magnetic trap. They are then transferred
5into an optical dipole trap and evaporatively cooled further. In the final stage, the 87Rb
atoms are removed, leaving behind a pure fermionic 40K gas, which is then loaded into
optical lattices of various configurations. We then argue how this turns the system into
almost ideal lattice models. Importantly, the preparation of a far-from-equilibrium state
is described, necessary for probing the dynamical structure of the different Hamiltonians.
For the read-out, a specific band-mapping sequence is described. This finishes the nec-
essary theoretical, and experimental background and the following chapters will utilize
them to describe and interpret experimental results.
Chapter 6 describes the first experiments performed in our group to probe MBL,
wherein an underlying quasi-periodic potential serves as the disorder. Results on how
an isolated system, pulled far away from equilibrium may not relax to a thermal state are
presented. This is captured quantitatively with the relaxation of the density-wave and
benchmarked against numerical simulations, providing additional support for the experi-
mental prowess. Our results explore the role of energy density, interactions, and disorder,
providing an almost complete description of the Hamiltonian in highly excited states. Most
results are supported by numerical calculations, which show very good agreement.
Chapter 7 explores the effect of a controllable bath-like effect by coupling identical
MBL systems with each other, providing benchmarks in regimes not directly accessible to
numerical simulations. We show that this technique can be used to distinguish interacting
and non-interacting systems. It suggests that non-thermal but interacting systems (includ-
ing MBL) in d dimensions should generically get destabilized and transform into thermal
systems in d +1 dimensions under such a coupling. Further, non-interacting, non-thermal
systems (including AL) remain stable under such a coupling and retain their features.
Having explored features in static systems up to now, in Chapter 8, a more general
class of systems are described, whose Hamiltonians are periodic in time, called Floquet
systems. The generalization of ETH in the Floquet-setting is presented, generically lead-
ing to a heat death. An exception is provided by MBL systems, protected from heating
due to locality but it was theoretically argued to hold only if the drive frequency is high
enough. We show evidence for such a drive-induced delocalization at finite frequency. In-
terestingly, the experiment reveals a new regime, which remains exceedingly stable even
at low frequencies, and is still not fully understood. The role of the functional form of the
drive is highlighted, as well as the non-universality in the emerging descriptions.
To go beyond all these cases built on the one-dimensional MBL case, Chapter 9 de-
scribes a two-dimensional system with quasi-periodic potentials along both directions. The
two orthogonal directions are separable in the non-interacting case, which allows us to set
clear benchmarks. The relaxation is then explored, in the case of interacting systems and
special emphasis is put on probing the dynamics near a possible MBL critical point. We
also report the impact of interaction and energy-density on the ensuing dynamics.
All the results mentioned above are related to particle transport. Finally, in Chapter 10,
some theoretical calculations are presented which might make it possible to study quan-
tum dynamics that ensue even in the absence of transport. These are based on generaliza-
tions of out-of-time-ordered measurements, requiring time-reversal of the Hamiltonian.
However, it does not require two identical copies of the quantum system.
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CHAPTER 2
Emergence of Thermodynamics in Isolated
Quantum Systems
Short summary: The chapter introduces the notion of thermalization in closed and isolated
quantum systems and overviews the basic ideas developed under the umbrella of the
Eigenstate Thermalization Hypothesis. In particular, their implication on the experimental
observables is discussed.
2.1 Introduction
All micro(and macro)-scopic systems are coupled to their surroundings. This coupling
could be very weak but is nonetheless, non-zero. The surroundings are themselves, in
principle, some quantum system consisting of a large number of particles. To describe
this, one can often approximate the surroundings to have a “bath-like” effect on the sys-
tem, i.e. it acts like a Markovian source-drain (for particles/energy, etc.) and effectively
provides a temperature to the system. Using this assigned temperature and assuming er-
godicity, one can obtain the results of statistical mechanics, providing the necessary link
to connect the microscopic variables to macroscopic observables, as a natural result of
probabilistic chances when a large collection of particles is considered. However, several
recently developed quantum systems, such as ultracold atoms, are not very well coupled to
their surroundings and one is quite interested in timescales on which they are effectively
completely isolated. One can ask if even such isolated quantum systems thermalize and if
yes, what is the notion of temperature, ergodicity, and thermalization in such systems?
The Eigenstate Thermalization Hypothesis (ETH) seeks to provide answers to such
questions and describes a set of ideas which posit how, when and why isolated quan-
tum systems can be accurately described by using the concepts of equilibrium statistical
mechanics. In particular, one seeks to answer questions such as, how fast a far-from-
equilibrium state can approach a state which appears to be in equilibrium and thermalized
and what it means to say that the system thermalizes. Isolating many of these notions is
useful to compare and contrast them.
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Figure 2.1: Isolated quantum systems, A: Schematic illustrating a quantum system Hˆ, such as
ultracold quantum gases in optical lattices, which can be approximated as well isolated from all
other systems (e.g. environment) at certain timescales. This isolation can be parametrized with
some (necessarily non-zero) dissipative coupling Γ > 0 and the system is said to be isolated for
all times which are much smaller compared to the inverse of such a coupling t << 1/Γ . Energy
density in a many-body system, B: Typical plot of the density of states n(ε) of a many-body
system with a bounded energy density, ε. Almost all of the states lie in the middle of the spectrum
(darker blue). Finite energy density states are depicted with blue color. Towards the end of the
spectrum they fade to zero energy density states (white color).
2.2 Isolated quantum systems
As remarked earlier, all systems are coupled to some other system in the universe. In this
sense, the only (maybe also not) isolated system would be the universe. This is not a useful
notion. In general, to define a practical notion of an isolated quantum system one would
like to assume some (a very weak but non-zero) coupling to the environment, 0< Γ << 1,
see Fig. 2.1 A. From the standard notions of statistical mechanics described above, the
system is expected to thermalize on timescales which are much larger than the inverse
coupling, i.e. t >> 1/Γ . It means that the system, once taken out of equilibrium at some
point, will return to thermal equilibrium at those timescales. However, the interesting
question is what happens to the system at timescales which are much shorter than the
inverse coupling scale, i.e. t << 1/Γ and whether the system still thermalizes, without
the coupling to the environment, already on timescales much smaller than the inverse
coupling? Hence, the expected hierarchy of timescales would be the following:
tisolated << tcrossover ∼ 1/Γ << tthermal (2.1)
At times t < tisolated, the system is called isolated and is describable by unitary Hamil-
tonian evolution, where one would like to ask about thermalization without a bath at
t ∼ tisolated. The crossover to the regime of t ∼ tcrossover is also explored in this thesis by
implementing a controlled coupling Γ , see Chapter 7. At long times t ∼ tthermal, thermal-
ization is always expected via an external bath.
2.3 Equilibration 9
A
to
m
s 
in
 t
op
-l
ef
t 
q
ua
rt
er
Time
Figure 2.2: Equilibration of an observable: An observable of the system is said to be equilibrated
when the expectation value of the observable does not change appreciably with time. This is
illustrated with the following example. Consider a gas of atoms initialized on the top left quarter
of a box, and we monitor the number of atoms in that quarter as a function of time. After long
times the gas would expand to occupy the whole box and the atom numbers in any area, including
the top-left quarter, would become stationary. This would happen after some time teq, which will
depend on details, such as the system size, the measured observable and the initial state. After this
period, this observable has equilibrated. Additionally, if the equilibrated value of the observable
is also the same as expected from a thermal distribution, the observable is said to have a thermal
expectation value. In this sense, equilibration is a prerequisite for thermalization.
2.3 Equilibration
The notion is adapted from Ref. [52]. Imagine that a system is not prepared in an eigen-
state, but instead in a far-from-equilibrium state. In particular, it is not a thermal state
either (i.e. not Boltzmann distributed), but a generic superposition of many eigenstates.
For example, one can take a gas of atoms in a box, and put it in the top left quarter of the
box, see Fig. 2.2.
One would like to time evolve this state and say that the system equilibrates if the
system evolves in such a way that the expectation values of all observables do not change
with time appreciably for almost all times. Note that it does not have to become stationary
to the value obtained from a thermal distribution at the same energy, but only become
stationary so that the fluctuations are very small. If it happens, one can also define a
timescale for this and call it the equilibration time, teq. This means for example that the
released gas then occupies the entire box and afterwards almost never goes back to the
top left quarter again, and the number of atoms in the top left quarter of the box does
not change with time. The equilibrated value of an observable may or may not be the
same as the expectation from a thermal ensemble. If, however, it is, the observable is
said to follow the thermal expectation value. In this sense, equilibration is a prerequisite
for thermalization. Note that different observables can have very different equilibration
times teq and this has important observable consequences on the system. At this point,
it appears that all time-independent systems, which are not fine-tuned, have observables
which show equilibration (including MBL systems); however, the distinctions can lie in
how they equilibrate and if they thermalize.
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2.4 Thermalization
We call the system thermal, if the equilibrated state is such that the expectation value
of all observables can be accurately determined by assuming a single temperature T and
calculating all observables from this with a Boltzmann density matrix, fully recovering the
results of statistical mechanics. This definition of thermalization would permit that as long
as one can find one observable that does not show the same behavior as expected from
thermal behavior, the system is non-thermal. This statement will be utilized to demon-
strate the non-thermal behavior of the MBL state with a very simple local observable.
However, showing thermalization of a large system is very challenging, as it is in general
prohibitively difficult to measure the density matrix of a large system [78]. While such
results have partly been demonstrated in experiments [79, 80], they are limited to small
system sizes N < 10, as it becomes exponentially hard (in the system size) to demonstrate
this for larger systems.
2.5 High energy density
The notion is adapted from Garrison and Grover [81]. Consider a large system of size L
and total number of particles N . The density of particles ρ, is assumed to be fixed:
ρ = lim
N ,L→∞N/L = c > 0 (2.2)
Other parameters are assumed to be finite (i.e. internal states of the particle/sub-lattice
structure on a site). To each eigenstate |φi〉, an energy density εi is associated:
εi = limN→∞ Ei/N (2.3)
where, Ei = 〈φ| Hˆ |φ〉 is the eigenenergy of the state and εi is assumed to be bounded
and continuous. Let εmin and εmax denote the minimum and the maximum energy density
over all the eigenstates. The notions which follow are believed to be true for all eigenstates
φi, with an energy density εi not close to the minimum or the maximum,
|(εmin − εi)(εmax − εi)|> 0 (2.4)
These are the blue regions in Fig. 2.1 B. Physically this means that one wants to con-
sider only those eigenstates which are far away from the ends of the spectrum. Note that
the above definition takes care of both gapped and gapless systems as the definition re-
quires a finite density of excitations and a finite energy gap between the ground state and
the first excited state is not important.
In the literature, one also finds terms such as “infinite temperature”, “finite energy
density”, “highly excited state”, “extensive energy densities”, “far away from the ground
state”, etc. and they could all be interchangeably used without changing the physics and
mean the same, above defined property.
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2.6 The Eigenstate Thermalization Hypothesis
ETH provides one (possibly generic) way to answer the questions mentioned above and
provides a mechanism for thermalization in isolated quantum systems. Some of the initial
ideas were developed by Deutsch [49] in 1991, whereby it was shown that an integrable
non-interacting gas of atoms defies the common ideas of quantum statistical mechanics,
but adding even small perturbations restores the results of quantum statistical mechanics.
In 1994, Srednicki [50] showed that under certain conditions an isolated quantum system
with many particles in a specific initial state will always approach thermal equilibrium
and used the term “eigenstate thermalization”. That is, thermalization is present at the
level of individual eigenstates, and no ensemble averaging is required to obtain statistical
mechanics. This is highly non-trivial. Obviously, the micro-canonical ensemble is used
to describe isolated systems, but it requires the assumption of ergodicity to obtain the
expectation values of observables. In the case of eigenstate thermalization, this entire
procedure of ensemble averaging is not necessary, and just a single state is enough and
hence, one does not need the ergodic hypothesis. It is, of course, another matter, that it is
usually impossible to obtain the individual eigenstates of quantum many-body systems.
These results were further elaborated and illustrated with numerical calculations by
Rigol et.al. in Refs. [51, 82], who proposed that if thermalization happens, the mechanism
is indeed ETH and is expected to describe thermalization at finite energy densities [83]. The
exclusion of states near the ground state is necessary since they are known to be ergodicity
breaking. Hence, instead, the discussion is about thermalization at finite energy-densities.
Why are the low-lying eigenstates excluded?
A very natural question to ask is why the low-lying eigenstates with zero energy density
are excluded. Note that this is not only the ground state(s) but infinitely many states
close to it which are zero energy density states. For example, consider the Mott-insulator
ground state and consider exciting just one of the atoms. This still results in a zero energy
density state. Such states are excluded from the discussion.
This is because such zero energy density states are special and we know of explicit
cases where they break ergodic behavior. For example, take a spontaneous symmetry
breaking (SSB) ground state such as a ferromagnet. Here, the system explicitly breaks
ergodicity as once it has chosen (randomly) an alignment; it does not explore the other
equally energetically allowed alignments as it has zero matrix element to tunnel in a large
system. Hence, if one measures the local magnetization, it becomes non-zero, even though
a microcanonical average is zero. Further, the low-energy excitations are long-wavelength
magnons of the system (just spin-waves), which still will not render this to zero. This
local polarization can only be destroyed at very high temperatures with infinitely many
excitations. These are the states which are the bulk of the system and will be the basis to
scrutinize ETH.
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ETH
ETH holds true, if the expectation value of an operator Oˆ, calculated from the micro-
canonical ensemble at an energy density, is identical to the one calculated from any single
eigenstate at the same energy density. This implies that the expectation value of such
operators are the same in nearby eigenstates, even though the eigenstates themselves are
orthogonal. In this case, the expectation value of an operator in a finite energy density
state |ψ〉 is precisely equal to the one obtained from a thermal ensemble, i.e.
〈ψ| Oˆ |ψ〉= t r(Oˆe−Hˆ/(kBT ))
t r(e−Hˆ/(kBT ))
(2.5)
where, kB is Boltzmann constant and the temperature T is chosen such that Eq. 2.5
holds true when Oˆ = Hˆ. Additionally, the off-diagonal elements between two distinct
eigenstates, |φ〉 and |ψ〉 with 〈φ|ψ〉= 0, are vanishing,
〈ψ| Oˆ |φ〉= 0 (2.6)
In this sense, ETH is an extreme case of the micro-canonical ensemble where thermal-
ization happens at the level of a single eigenstate. Naturally, there have to be certain
constraints on the operators one can choose for such a result to hold, as it is visibly not
true for highly non-local operators, such as the projection operators. In general, ETH does
not propose the operators for which it is true, and hence, by itself, it is incomplete. In this
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Figure 2.3: Thermalization and initial state independence: In systems which thermalize, the
expectation value of an observable at long times is identical for any initial condition, as long as
certain extensive quantities such as the total energy and the total particle number remain the same.
For example, as shown in this cartoon figure, one can release the gas in any configuration in the
box, and in a thermal system, not only will they equilibrate, they will equilibrate to the same value
of the observable. This “loss of memory” of the initial state to always reach the same final state at
long enough times is one of the main defining features of a thermal system. The time to thermalize
(dashed lines), however, will depend on the observable, the initial state and the microscopic details
of the Hamiltonian.
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context, Ref. [81] proposes and gives numerical evidence that the equations are true for
all operators within a subsystem A when the volume of the subsystem A satisfies VA << V ,
where V is the volume of the full system. It also gives some evidence, that even when
the volume of the subsystem VA is a non-zero but restricted fraction of the total volume,
all operators not explicitly involving energy conservation take their thermal values. The
experimental consequences of ETH and thermalization are far reaching. They imply that
all generic isolated systems are already thermal and a measurement of any observable of
the above kind, even in an eigenstate, would result in the value one would expect from
statistical mechanics.
Initial state independence
While ETH normally applies to eigenstates, the dynamical version of thermalization and
ETH can be understood by considering Fig. 2.2 again, where we expect that the gas would
not only equilibrate but also thermalize. This means that the left top quarter will contain
a quarter of the total number of atoms, as in a high-temperature thermal state in such a
system. Further, this would hold true no matter what the starting conditions are. One
could start with all the atoms in the right half and after long times, the top-left quarter
would still contain a quarter of the total number of atoms. This is another defining feature
of thermal systems: the final state does not depend on the initial conditions as all the
memory of the initial conditions is lost during the dynamical evolution into highly non-
local quantities, and becomes essentially irretrievable (except some extensive constraints
like total energy, total particles etc [39, 84]). Hence, if one can find one observable
that retains some memory of the initial conditions, this directly implies the failure of
thermalization. Such a result would enable us to detect the MBL phase, which manifestly
breaks many of such defining features of a thermal system. This is illustrated in Fig. 2.3.
The total number of atoms in the top left quarter is monitored as a function of time starting
from three different initial conditions. The black line shows the case when all the atoms
were initially located in the top left quarter, the yellow line when half the atoms were in
the top left and the other half in the top right quarter and the blue line when all the atoms
are initially located in the bottom right quarter. In a thermal system, all of these starting
initial states evolve into one homogeneous system at long times, and they all forget their
memory of the initial conditions (or more precisely, convolve them into highly non-local,
non-retrievable correlations).
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CHAPTER 3
Single Particle Dynamics and Anderson
Localization
Short summary: The notion of single particle localization due to the addition of quenched
disorder in lattice models is introduced. The similarities and differences between real-
random and quasi-periodic potentials are highlighted.
3.1 Introduction
P. W. Anderson’s work on “Absence of Diffusion in Certain Random Lattices" [24] sug-
gested the possibility of absence of quantum transport in a disordered medium as a result
of localization of eigenstates. Subsequently, such a localization was given the name of An-
derson Localization (AL) and was recognized as a more general phenomenon associated
with the wave-equation. In particular, it applies to many other systems, such as the prop-
agation of electromagnetic and acoustic waves, and serves as the foundation of ergodicity
breaking in interacting systems.
3.2 Conductors and insulators
To understand the absence of transport due to disorder, it is sufficient to consider the
case of non-interacting fermions on a lattice. In this case, there is no notion of ergodicity
or ETH but one can still have conductor-insulator transitions. Traditionally, we define a
metal/conductor vs an insulator depending on the conductivity of the material at zero
temperature:
σ(T = 0) =
(
0, Insulator
> 0, Conductor
(3.1)
Fig. 3.1 compares the band structure of a metal, a band insulator, and an Anderson
insulator. In a metal, Fig. 3.1 A, the Fermi level EF lies inside the ground band. All eigen-
states in the ground band are extended. Applying an infinitesimal DC electric field results
in a current. Therefore, the system has a non-zero conductivity at zero temperature (and
also at finite temperatures). Further, the excitations are gapless since the energy cost of
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Figure 3.1: Metal, A: In a conventional metal, the ground band is partially filled with (e.g. spin-
less) fermions. At zero temperature, the lowest energy levels are occupied. It takes infinitesimal
energy to cause an excitation (it has gapless excitations). Also, the conductivity of the system at
zero temperature is strictly non-zero σ(T = 0)> 0. band insulator, B: In a conventional BI, all the
available states in the ground band are filled, and it costs a finite energy to cause a current carrying
excitation (gapped). Such a system has zero conductivity at zero temperature, σ(T = 0) = 0 and
hence, it is an insulator. Anderson insulator, C: In such an insulator, the bands appear very similar
to the metallic case, but still low energy excitations cannot carry current as the excited states are
themselves localized. In such a case, the excitations can be gapless, but still the conductivity at
zero temperature is zero, σ(T = 0) = 0, implying an insulator. However, unlike the BI, the conduc-
tivity in an AL can remain zero even in the excited states, implying a finite temperature insulator.
Here, EF is the Fermi energy at zero temperature, and blue symbols denote low-energy excitations.
making an excitation is infinitesimal. In a band insulator, Fig. 3.1 B, the ground band is
fully filled with fermions and applying an infinitesimal DC electric field results in zero
current. The lowest energy excitations are gapped since the smallest possible excitation
has a finite energy cost as a particle has to be excited to the higher band. However, this is
an insulator only at zero temperature with an exactly filled band. At finite temperatures,
there are always a few mobile excitations, and hence, it does not have an exactly zero
conductivity σ∝ e−(E2−E1)/T at non-zero temperatures.
While the band structure can explain the conducting/insulating behaviors for conven-
tional metals and band insulators, one needs to investigate the conductivity of individual
eigenstates in the case of Anderson insulators to understand why they do not conduct de-
spite appearing similar to a metal in the band structure, Fig. 3.1 C. This happens because
of a mobility gap, as each of the underlying eigenstates is localized itself, causing the con-
ductivity to be zero in an infinite system. Hence, applying a small electric field does not
result in a current, even though the excitations are gapless. In contrast to conventional in-
sulators which have zero conductivity only at zero temperature, Anderson insulators have
zero conductivity even at finite temperatures, as the low-energy excitations in the same
band result in states being occupied, which themselves do not conduct.
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3.3 Basic results on Anderson localization
In this section, after some known results on AL are presented, the main features of the
dynamics of a single particle in disordered systems are illustrated with numerical calcula-
tions. This is done to illustrate the phenomenon and to show the dynamics in non-periodic
systems in one dimension, which serve as a starting point to understand many of the re-
sults of the interacting system.
3.3.1 A simple tight-binding model
Many features of the quantum world can be understood via simple models. In order to
understand the phenomena of quantum localization, we consider the following model in
one dimension:
HˆAL = −J
∑
i
(cˆ†i+1 cˆi + cˆ
†
i cˆi+1) +∆
∑
i
Vi nˆi (3.2)
Here, i denotes the lattice site, J is the nearest-neighbor tunneling matrix element and
cˆ†i (cˆi) is the creation(annhilation) operator of a single particle. The number operator is
defined as nˆi = cˆ
†
i cˆi and its expectation value at a site gives the probability density of the
particle on that site. Vi ∈ [−1,+1] denotes the onsite potential and ∆ is an overall strength
of the quenched onsite potential. Some important special cases for the onsite potentials
are as follows:
1. Real-random (RR): Since the system is in one dimension, for truly randomly dis-
tributed onsite potentials Vi in [−1,1], all eigenstates of the system are localized for
∆> 0 and all eigenstates are delocalized for∆= 0. Hence, there is a quantum phase
transition at ∆=∆c = 0. This is the kind of disorder studied in Ref. [24] that results
in localization of eigenstates.
2. Aubry-André (AA): True disorder is not required for localization of eigenfunctions,
which also occurs in quasi-periodic systems with Vi = cos(2piβ i). Here, β is an
irrational number, and all eigenstates of the system are localized for ∆ > 2 J and all
eigenstates are extended for ∆ < 2 J [85–88]. This is the kind of onsite modulation
which has been realized in our experiment.
3. It is expected that as long as Vi is such that for all i 6= j, Vi 6= Vj, and ∆ is large,
all eigenstates can be localized. Even other “random-enough” potentials such as
[Vi = (ipi)2 mod2] with a large ∆ can show localization. Here, mod is the modulus
operator. While the necessary and sufficient requirement for single-particle localiza-
tion is unclear, it appears that detuning the onsite energy of every lattice site with
unity probability is enough to induce single-particle localization. Note that RR and
AA satisfy this criterion.
All these kinds of localization phenomena, which pertains to the localization of eigen-
states of the non-interacting Hamiltonian, are collectively referred as AL. When necessary,
we would distinguish between them by referring to a specific type of potential as real-
random or quasi-periodic.
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Figure 3.2: A localized and an extended state: Am illustration showing that a localized state
(blue) has the bulk of its probability density localized in a small region in a large lattice of size L.
On the contrary, an extended state (red) spans the entire lattice. Note that an extended state need
not be periodic.
3.3.2 Localized eigenstate
A rough notion of a localized eigenstate is intuitively clear: something that is localized in
a small region of the lattice. Therefore, we call a normalized eigenstate |φ〉, expressed
in the real space basis |i〉, as localized, if given any c < 1, there exists a site j and a
length l <∞, such that ∑ j+li= j−l | 〈φ|i〉 |2 > c. Physically, this means that the bulk of the
probability density of the eigenstate is localized in some region around some site. If the
eigenstate does not satisfy this criterion, we call the eigenstate extended. Further, it turns
out that the eigenstates of Eq. 3.2 in the case of both real-random and quasi-periodic
potentials are exponentially localized. This means that the long distance envelope decays
as an exponential with respect to some site j, i.e. φ ∼ e−|x− j|/ξ, for |x − j| >> 1. Here, ξ
denotes the localization length.
3.3.3 Mobility edges
In both real-random and quasi-periodic disorders, all eigenstates are simultaneously local-
ized above a critical value of the disorder strength. One can ask if this is always true or
whether extended and localized states can simultaneously exist at different energy densi-
ties. If yes, one can have mobility edges, defined as the energy which separates localized
states from delocalized states. Typically, one does not expect extended and localized states
to coexist at the same energy density and survive small perturbations. As such, mobility
edges must separate bands which are localized and extended. Further, we expect that near
the band edges, it is easier to localize the eigenstates as compared to near the center and
hence, one could have (two or more) mobility edges in a system with a bounded spectrum
as depicted in Fig. 3.3 B. At least in the single-particle case, we explicitly know of models
in one dimension with mobility edges, e.g. Refs. [89, 90].
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Figure 3.3: Localization length as a function of disorder strength, A: In general, a larger
disorder strength ∆ results in a lower localization length ξ. The critical properties, such as location
of the critical point ∆c , or how the localization length diverges near ∆c , will depend on the type
of disorder potential, dimensionality and energy density. Mobility edges, B: In the spectrum of
the eigenstates a mobility edge might exist, i.e. a critical energy density which separates localized
and delocalized eigenstates. In the diagram they are denoted at ε0, ε˜0, separating localized and
delocalized eigenstates. Localization length divergence as a function of energy density, C: Near
the mobility edge, the localization length diverges, but as function of energy density. Note that in
the one-dimensional non-interacting models with RR or AA type disorder, no mobility edge exists.
3.3.4 Higher dimensions, d > 1
The results mentioned above are all in one dimension, d = 1. The question about higher
dimensions d = 2,3 is interesting but also very challenging for both numerics and ana-
lytical results. In particular, many of the models introduced above are (at least partly)
motivated to be able to get qualitatively similar features of higher dimensions in one-
dimensional models, which are easier to study. Here, it is important to mention the results
of Ref. [91, 92], about the “Scaling Theory of Localization” which predicts that for RR
type of disorder, all eigenstates get localized for arbitrary small disorder strength in one
and two dimensions, i.e. ∆d=1,2c = 0. This would also imply the absence of mobility edges.
On the other hand, in three dimensions d = 3, the critical value of the disorder strength
is not zero, and mobility edges exist [91, 92]. Note that the non-zero value of the critical
disorder strength does not imply the presence of mobility edges and hence, these are two
different results (e.g. in the AA model, one has a non-zero value of the critical disorder
strength but no mobility edges). These results are summarized in Table 3.1.
Finite size effects and effective mobility type effects
All real systems are finite. In this light, it is not only of academic interest but of fundamen-
tal importance to understand finite size effects in such synthetic systems. For the topics
within this section, the important finite size effect is the following: effective mobility edges
seem to exist even in models such as RR or AA, which do not have mobility edges. This is
because typically the localization length ξ depends on the energy density and the system
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d ∆c Mobility Edge
1 0 No
2 0 No
3 > 0 Yes
Table 3.1: Critical disorder strengths and mobility edges in systems with real-random disor-
der: Following [91], the critical disorder strengths and the presence or absence of a mobility edge
is given for the case of real-random disorder for different dimensionalities. In two dimensions, the
system is critically localized for small disorders, and the localization lengths can be very large.
under consideration is of a finite linear size L. If ξ >> L a local observable will not be able
to distinguish the system from a delocalized system.
3.4 Dynamics in Anderson localized systems
This section is devoted to showing (via simple numerics) the dynamics in an AL system
and how crucially it differs from a clean non-disordered system. An important observable
is introduced, namely the even-odd density imbalance, to understand many of the proper-
ties of the system. This is done for multiple reasons. First, this observable can capture the
localization-delocalization transition and is easily measurable in the experiments. More-
over, the notion of the exponential decay of the wave-function will not remain useful in
the presence of interactions. However, this even-odd imbalance will continue to be a mea-
sure of localization for both interacting and non-interacting cases, allowing us to make
quantitative comparisons between single-particle and many-body localization.
3.4.1 The statics-dynamics duality and the expansion dynamics
Until now, we focused on static observables, such as the structure of the eigenstates, and
classified the systems accordingly. However, experiments do not prepare single eigenstates
but a superposition of eigenstates. Hence, we describe another method to characterize the
system, by probing its dynamics. Intuitively, the duality and the illustration that follow can
be understood by projecting the wave-function into the eigenstates and monitoring the
expansion of the system. In an extended system, the particles are expected to expand in-
definitely. On the other hand, in a localized system, the expansion would remain bounded.
The case of a mobility edge is easy to understand as a superposition of the two cases as
the corresponding expansion can be broken down as the sum of the extended case where
the probability density escapes to infinite distance, and the localized case, the probability
density of which remains bounded near the origin of the expansion.
In order to see this directly, consider a particle being released from a single site in
the above Eq. 3.2 in one dimension. The sites are numbered from i ∈ [1, L], where L is
the system size and the site of release is the center of the system. This implies that the
probability density of the particle, di(t) at zero time is given by di(t = 0) = δ(i− L/2). We
monitor the radius of expansion,
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Figure 3.4: Expansion in a homogeneous lattice, A: For a system with all onsite energies the
same, the plot shows the evolution of the probability density of the particle when it is released from
the center of the lattice, exhibiting a ballistic spread. This kind of expansion would imply that the
system has delocalized eigenstates. Expansion in a disordered lattice, B: If the onsite energies
of the system are strongly disordered, the expansion completely stops, and the entire probability
density remains localized near the origin. This dynamical signature is indicative of localized eigen-
states. For these plots, we use Eq. 3.2 with the real-random disorder with an amplitude of ∆ = 0
for the homogeneous case and ∆ = 5 J for the disordered case. All times are given in terms of the
hopping time τ= ħh/J .
R2(t) =
∑
i
(i − L/2)2di(t) (3.3)
To be concrete, the model is fixed to Eq. 3.2. The following cases are of interest:
1. Free particle, ∆= 0: For zero disorder, the particle expands in a ballistic fashion, i.e.
R∝ t. A plot of the time evolution of the probability density of the particle is shown
in Fig. 3.4 A, where one can observe a light cone like propagation. In this case, the
eigenstates of the system are extended, resulting in an unbounded expansion.
2. Anderson localized particle, ∆ >> 1 J: If the disorder strength is much larger than
the hopping strength, a particle can remain bounded in its expansion dynamics even
at long times, R(t →∞)∼ R0, where R0 is some fixed distance. In this case, the time
evolution of the particle is shown in Fig. 3.4 B, where the bulk of the probability dis-
tribution remains near the center of the system (the starting site). All the eigenstates
of the system are localized, which results in bounded expansion. The final expan-
sion radius increases with the localization length of the eigenstates, i.e. R0 ∼ ξ. For
systems with true disorder, all eigenstates are localized for arbitrary small disorder
strengths and hence, R0 is finite for any finite ∆. For the quasi-periodic potential, all
eigenstates are localized for ∆ > 2 J and hence, R0 is finite only above this critical
threshold strength.
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Figure 3.5: Imbalance evolution in a homogeneous lattice, A: The even-odd density imbalance,
I is shown for a particle released in a clean lattice from an even site. The imbalance decays
exponentially fast to zero, indicating that the system is delocalized. Imbalance evolution in an
AL system, B: The imbalance equilibrates but does not relax to zero, implying that the system has
localized eigenstates. For these plots, we use Eq. 3.2 with RR type disorder and amplitude of ∆= 0
for the homogeneous case and ∆ = 5 J for the disordered case. All times are in inverse hopping
τ= 1/J .
3.4.2 Odd-even density imbalance
One can capture the extended-localized behavior with another observable, the density
imbalance between the even and the odd sites:
I = pe − po (3.4)
where pe(po) is the total probability density of the particle on even(odd) sites. While
it can be related to the expansion and single-particle localization length, there are other
significant advantages of it, the most important being that it is directly generalizable to the
many-body case. In particular, starting from a density-wave and measuring the difference
between the occupations of the even and the odd sites can provide signatures of many-
body localization [93].
For the case of freely expanding fermions, the time evolution of the imbalance is shown
in Fig. 3.5 A. The imbalance relaxes very quickly (exponentially fast [94–96]) to zero,
indicating that the system is delocalized. Such a quick relaxation is important due to
finite-time limitations in an experiment, see Chapter 7. In contrast, Fig. 3.5 B shows the
imbalance time evolution for a system with localized eigenstates. While the imbalance
equilibrates in this case also, it equilibrates to a non-zero value, as a result of localized
eigenstates. Therefore, the transition from zero to a non-zero value of imbalance can serve
as an order parameter for probing localization. One can summarize this as:
Delocalized Eigenstates ≡ Unbounded Expansion ≡ I = 0
Localized Eigenstates ≡ Finite Expansion ≡ I > 0
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Figure 3.6: Observables for the delocalized and the localized phases: To quantify and char-
acterize the delocalized phase for weak disorders and the localized phase for strong disorders, we
use different observables. These observables can be grouped into two classes, A and B, which
quantify different phases. For example, expansion velocity at long times is a type A observable, as
it characterizes the delocalized phase. On the other hand, if the expansion is finite and stops at a
radius of R0, then this R0 is a class B observable, characterizing the localized phase. The expected
behavior of a class A observable, such as the expansion velocity, is shown in purple. It continu-
ously decreases upon increasing the disorder, until it vanishes at the critical point. In the localized
phase, class B observables, such as the inverse of the expansion radius, 1/R0, can characterize the
extent of localization (green curve). Note that a class A observable is not useful to characterize
the localized phase and the vice versa.
3.4.3 The delocalized phase, the localized phase and the transition point
The kind and amount of disorder can result in very different phases and dynamics, and
hence, we would like to characterize each of the phases with an appropriate order pa-
rameter. This is similar in spirit to the case of a non-interacting band insulator vs. a
metal. In the metallic phase, the hopping determines the properties of the system, while
in the band-insulating phase, it is the band-gap. In this sense, the hopping is not useful to
characterize the band-insulating phase and the band-gap is not useful to characterize the
metallic phase.
If we monitor the time evolution in the extended phase, then the radius of expansion
will continue to increase. In general, the precise form of expansion can depend on the
details of the disorder. At long times, the radius can increase as a function of time as R =
a(t)t b(t). Here, b = 1 means ballistic expansion and b = 0.5 implies diffusive expansion.
The long time limit of a can be used to characterize the extended phase, assuming that the
expansion remains ballistic (b = 1). For the RR case, there is only one point ∆ = 0 which
is extended and here, a particle has a constant expansion velocity, R∝ t. On the other
hand, for the AA case, the velocity of expansion continuously decreases with increasing
disorder up to the critical disorder of ∆ = 2 J . Such measures which capture the rate of
expansion can be used to characterize the delocalized phase. Similarly, the manner in
which the even-odd imbalance I decreases to zero can characterize the delocalized phase.
In the delocalized phase, one can observe the rate at which any memory of the initial
condition vanishes dd tM0. We can use all such operators to classify the extended phase,
and group them into type A observables, see Fig. 3.6.
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On the other hand, in the localized phase, the expansion radius does not change at
long times and saturates to R0. We can use the inverse of R0 as an order parameter that
characterizes the localized phase. Similarly, the long time value of the imbalance can
characterize the localized phase. We can also group such observables in class B and they
will characterize the localized phase. Observables like imbalance can capture the effect of
disorder and interactions. In general, observables which show the memory of the initial
conditions would characterize the MBL phase and belong to class B observables. This is
not meant as an exhaustive classification, but as an example to show the need for different
parameters to probe and characterize different phases.
CHAPTER 4
Breakdown of Thermodynamics in Isolated
Quantum Systems via Many-Body
Localization
Short summary: Many-body localization is introduced as a generalization of Anderson
localization to interacting systems and argued as a generic Eigenstate Thermalization Hy-
pothesis breaking phenomenon. The disordered XXZ Hamiltonian is introduced to eluci-
date its properties.
4.1 Introduction
Many phenomena in physics can be understood by considering non-interacting Hamilto-
nians, such as the integer quantum Hall insulator, a conductor and a band insulator. This
does not mean that interactions are not present in an actual integer quantum Hall system
or a band insulator. The physics of the system is just easier to understand and can be
captured by the non-interacting limit. However, matter is indeed interacting and with the
addition of interactions, comes a very large amount of complexity. Out of this complexity,
fascinating quantum phenomena can arise near the ground states, such as the fractional
quantum Hall effect [7] and (topological) Mott-insulators [97]. However, at finite energy
densities, interactions in quantum systems are expected to generically result in thermal-
ization [49], as was argued in Chapter 2. The only generic exception to this known so
far, is the phenomenon of Many-Body Localization (MBL), an interacting generalization of
Anderson localization.
4.1.1 Key-ingredients
Before introducing the XXZ Hamiltonian and MBL, a few terms are described because they
are repeatedly used to understand the physics. These are:
1. Local short-range interactions: Throughout this thesis, only short-ranged and local
interactions are considered. This implies that the interactions are local in space, e.g.
on-site interactions and nearest-neighbor interactions. Longer-ranged interactions,
such as Coulomb interactions, should also generate interesting dynamics, at least
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at intermediate times, if not exhibit a true MBL phase. However, their adequate
treatment is beyond the scope of this thesis [98].
2. Isolated quantum systems: The systems under consideration should be effectively
isolated from any degree of freedom not explicitly mentioned in the Hamiltonian,
and we will assume that the system undergoes unitary dynamics. The result of
relaxing this assumption is explored in Chapter 7.
3. Finite-energy density: While localization can occur in all eigenstates (including
ground states), we discuss it only in finite energy density states.
4. Many degrees of freedom: The discussions require many degrees of freedom, just
like ETH would require many degrees of freedom interacting with each other. Finite-
size effects are described in relevant subsections.
5. Disorder: The discussions rely on an explicit term of quenched disorder in the Hamil-
tonian, as described in Chapter 3. Whether MBL can exist in translationally invariant
systems is currently an open question. This could happen for example via an effec-
tive disorder in the initial state itself [99, 100]. However, this is beyond the scope of
this thesis.
6. Genericness: The results will be mostly about generic features under the above-
mentioned conditions. This means that small, local perturbations are not expected
to change the global features. For example, a small additional term like next-nearest-
neighbor hopping should not change the global phase. This feature makes MBL
dramatically robust compared to other non-thermal systems such as interacting in-
tegrable systems [49, 101]. Additionally, the notions are expected to be features of
all similar systems at high energy densities, irrespective of the actual Hamiltonian,
as long as the basic conditions described above are satisfied (i.e. it should also be
visible in other Hamiltonians with an appropriate choice of parameters).
Under these conditions, two generic cases are currently believed to exist:
Thermalization or Many-Body Localization.
Out of these two, proving that a system is indeed thermal is hard – one would need
to measure the density matrix of all possible subsystems and show that they approximate
the thermal density matrix – a daunting task for systems with many degrees of freedom.
Hence, throughout this thesis, we will not be able to show that the system thermalizes, but
only be able to show that certain observables are consistent with the system being ther-
mal or not, on the timescales of the experiment. Thermalization was argued as a generic
phenomenon as described in Chapter 2 and in this chapter, we will describe its break-
down via MBL. A few other non-thermal cases, such as integrable systems and quantum-
disentangled liquids [102] are expected to be fine tuned and are beyond the scope of this
thesis.
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Figure 4.1: Finite temperature metal-insulator transition in an interacting isolated system:
Summarizing Ref. [21], the figure shows the DC conductivity σ of a system remaining exactly
zero up to a critical temperature Tc > 0 and the system undergoing a finite temperature metal-
insulator transition. This scenario is argued to appear when there is no phonon bath and short-
range electron-electron interactions are taken into account. Due to disorder, all the single-particle
states are assumed to be well localized.
4.2 Phonons vs. Electrons
Disorder can localize all the single-particle eigenstates and lead to vanishing conductivity
at zero temperature in a non-interacting system. However, experiments do not work at
zero temperature, so the natural question to ask is, what are the relevant experimental sig-
natures of this phenomenon. In real materials, there are typically some underlying phonon
modes, which are activated at non-zero temperatures and interact with the electrons. In
the absence of any electron-electron interactions, this leads to very small but finite con-
ductivity at finite temperatures via the mechanism of hopping conductivity [43, 103].
Here, electrons can hop between the localized states via (virtual) energy exchange with
the phonon bath. The conductivity generated by this mechanism at finite temperature T
in d dimensions is given by:
σ(T ) = σ0e
−(T0/T )1/(d+1) (4.1)
where σ0, T0 are some energy scales dependent on the underlying disorder strength
(and also weakly on temperature). This implies that the conductivity remains non-zero
at non-zero temperatures for any disorder strength. A natural question to ask is if in the
absence of any such phonon modes, can electron-electron interactions alone provide the
necessary energy exchange and allow for delocalization? For example, electrons can re-
instate hopping by causing correlated hops and hence, restore conductivity. This question
was already addressed in the original paper by P. W. Anderson [24], arguing that in the
presence of strong enough disorder, electron-electron interactions might be insufficient
to restore conductivity. This was put on a much firmer footing by Refs. [21, 104], who
showed that electron-electron interactions alone cannot cause the conductivity to become
finite if the disorder is strong enough and as long as the temperature is below some critical
temperature Tc, see Fig. 4.1. Roughly speaking, this is because in a system with strongly
localized single-particle eigenstates, interactions effectively remain completely local and
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hence, such interactions cannot couple the system fully and localization persists. Fur-
ther, it is shown that if the temperature was high enough, the system always has finite
conductivity. Together, these two statements imply that the system undergoes a finite tem-
perature metal-insulator transition. This result was particularly intriguing, as we expect
other interacting insulators (such as the Mott-insulator) to have finite conductivity at finite
temperatures.
4.3 The disordered XXZ Hamiltonian
To numerically explore the features mentioned above, we describe the model used by
Oganesyan and Huse in Ref. [105], wherein a random field (disorder) was added to an
otherwise delocalized, one-dimensional XXZ Hamiltonian. The resulting Hamiltonian of-
fers exciting possibilities to study many interesting cases of high-temperature dynamics.
Each of them is briefly discussed below, as they serve as starting cases for understanding
the dynamics in the experiment.
Almost all of the numerical results on MBL in one dimension are performed on the
disordered XXZ Hamiltonian. In this sense, it becomes quite instructive to understand
many generic properties of MBL systems with this Hamiltonian. This is not the model
which is realized in the experiments but nevertheless, this model should still be useful
for understanding many properties of excited states of all local Hamiltonians with not too
fine-tuned parameters. We refer to reviews [22, 23, 40] for a in-depth reviews.
The Hamiltonian
The one-dimensional XXZ Hamiltonian is a spin model, written as:
HˆXXZ = J⊥
N−1∑
i=1
(Xˆ i Xˆ i+1 + Yˆi Yˆi+1) + Jz
N−1∑
i=1
Zˆi Zˆi+1 +
N∑
i=1
hi Zˆi (4.2)
where, Mi with M ∈ {Xˆ , Yˆ , Zˆ} are the Pauli matrices for a spin-half particle on site
i ∈ {1,N} and the reduced Plank’s constant is set to unity. There are no motional degrees
of freedom, only spin degrees of freedom. The Jordan-Wigner transformation [106] shows
that this Hamiltonian is exactly equivalent to spinless fermions with nearest-neighbor in-
teractions in one-dimension. The physical interpretation of each of the microscopic pa-
rameters is described as follows:
1. J⊥ is a fixed number and can be set to unity. It represents a hopping term and merely
rescales the overall energy scale (and with it, the hopping time). If the Hamiltonian
only had this term, it would be a free-fermion Hamiltonian.
2. Jz represents an interaction term. In d > 1, this would introduce interactions be-
tween particles and the system is expected to be ergodic. However, in one dimension
it represents a fine tuned case, and the system represents an integrable model. The
addition of any small term, e.g. three body interactions, is expected to break such
fine-tuned integrable behavior.
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Figure 4.2: Phases of the one-dimensional disordered XXZ Hamiltonian: Keeping the hopping
term J⊥ = 1 fixed, one can obtain many different phases of the disordered XXZ Hamiltonian. For
zero interactions, Jz = 0, and zero disorder, ∆= 0, one obtains a free fermion (FF) model, denoted
by a dot. Along the x-axis, there are no interactions but the disorder term is finite, and one
obtains a localized system beyond a critical disorder ∆c . Along the y-axis, there is no disorder, and
the model reduces to an integrable model. For weak interactions and strong disorders, the system
shows MBL (blue area), while for weak disorders and strong interactions, the system shows ergodic
behavior (white area).
3. hi is a random number chosen between [−∆,∆] and represents the amount of dis-
order in the system. Here, ∆ ≥ 0 is the strength of the disorder in the system. For
0 < ∆ << 1, we expect the system to be ergodic (as it also acts as an integrability
breaking term), while for ∆ >> 1, the system can show MBL (current estimate of
critical disorder strength is about ∆c ≈ 3.7± 1 [22]). The bulk of the results below
will focus on tuning this term, i.e. the strength of the disorder, keeping the hopping
and the interaction fixed to J⊥ = 1 and Jz = 1, respectively.
4.3.1 High-temperature regimes
What is remarkable about this Hamiltonian is that by merely changing two parameters
(∆ and Jz) one can obtain many distinctive high-temperature regimes and study their
dynamics. As illustrated in Fig. 4.2, this Hamiltonian can show five distinct types of high-
temperature regimes: an ergodic phase, an Anderson localized state, a free fermion sys-
tem, an interacting integrable model, and the MBL phase. The ergodic phase is described
in Chapter 2 and the AL/free-fermion cases are described in Chapter 3. After a brief com-
ment on the interacting integrable model, the properties of the MBL phase are described
in some detail.
4.3.2 Interacting integrable systems
Interacting integrable systems are non-disordered systems, which do not thermalize even
though they are interacting. Such systems are restricted in their dynamics due to an ex-
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tensive number of conserved quantities. They are believed to be fine tuned cases, whereby
interactions are unable to cause thermalization. As far as I know, interacting integrable
models are only known in one-dimension. Eq. 4.2 remains integrable for all interactions
Jz ≥ 0 as long as the disorder is zero, ∆= 0. This Hamiltonian exhibits a very rich dynam-
ical spectrum. For vanishing interactions, the system shows ballistic transport. Usually,
one could expect the transport to become diffusive as soon as interactions are turned on.
However, this model is special and upon turning on interactions, for Jz < 2, the system
remains ballistic [107]. For larger interactions though, Jz > 2, the system becomes diffu-
sive [108]. Other interesting examples of integrable systems include the one-dimensional
Bose-Hubbard model in the hard-core limit, which shows ballistic transport (with no dou-
blons, and it essentially behaves the same as non-interacting particles) [109–111] and the
one-dimensional Fermi-Hubbard model for all interactions [112].
4.4 Many-body localized systems
The addition of strong disorder can make generic interacting systems non-ergodic [21,
104, 113], including the XXZ Hamiltonian. In this setting, MBL would imply that Anderson
localization due to disorder would survive interactions. The notion of eigenstates being
localized in some region is no longer valid because, in a many-body system, eigenstates
span the whole system. However, as described below, localization would be preserved
in the sense that, the memory of initial conditions remains preserved locally. This result
is surprising because, in principle, the entire spectrum gets coupled upon turning the
interactions on and yet, localization survives. The many-body eigenstates span the entire
space, and hence the system should naively conduct (if one just considers at eigenstates,
which appear extended). However, the system still does not conduct. Additionally, to
observe the phenomenon, one has probe the non-equilibrium dynamics of the system [114,
115].
To understand this notion of localization, the time evolution of a product-state in the
disordered XXZ Hamiltonian is shown. Interactions are turned on, i.e. Jz > 0 and an odd-
even spin imbalance is monitored. If this imbalance remains non-zero, it directly shows
a breakdown of ergodicity and a persistent memory of the initial state. This is because
the expectation value of energy on even and odd sites is the same (zero) and hence,
according to micro-canonical prediction the spin density must have equal value in these
two subspaces and hence, the imbalance must relax to zero. If it does not relax to zero,
this implies that the system breaks ETH.
4.4.1 Non-ergodic time evolution
To understand the relaxation dynamics in such a system, the initial state is fixed to be
an infinite temperature state with classical Néel order, i.e. an alternating spin up, spin
down configuration, |ψ〉initial = |... ↑↓↑↓ ...〉. The total spin imbalance, which is the amount
of total spin on even sites minus the total spin on odd sites is calculated from the wave-
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Figure 4.3: Time evolution of spin-imbalance in the XXZ Hamiltonian, A: The figure shows
the evolution of spin imbalance as a function of time and for various disorder strengths. The re-
laxation of the spin-imbalance continuously slows down with increasing disorder strength, and for
large enough disorder strengths, there seems to be no relaxation, and the spin-imbalance saturates
to a non-zero value. This shows the breakdown of ergodicity, a hallmark of MBL. Relaxation expo-
nents ζ, B: The relaxation can be captured with a power-law, with an exponent ζ, which captures
trend and almost vanishes around h ≈ 4. L denotes the length of the spin chain and h = |∆| is the
magnitude of disorder amplitude. Figure adapted from Ref. [116] with permission. Copyrighted
by the American Physical Society.
function |ψ(t)〉 at time t as I(t) =∑i 〈ψ| (−1)i Zˆi |ψ〉. Here, Zˆi is the z-Pauli matrix on site
i. The result of such a calculation is shown in Fig. 4.3 A, adapted from [116].
The plot shows that for weak disorders h < 4, the system relaxes slowly and the im-
balance decreases in time. This rate of relaxation is captured by the relaxation exponent
ζ, which is shown in Fig. 4.3 B, with I ∝ t−ζ (see Chapter 9 for further details on this).
We see that the system relaxes progressively slowly until a critical disorder strength of
roughly hc ≈ 4 is reached, beyond which the imbalance is non-zero, and the relaxation
vanishes. This indicates the beginning of an MBL phase, which would be consistent with
other studies which have probed this using other parameters [28, 117, 118]. Beyond this
critical value of the disorder, the system is MBL and the systems show persistent memory
of the initial conditions, demonstrating a breakdown of ergodicity via MBL.
4.4.2 Entanglement
Many important distinctions can be made between different systems from the entangle-
ment properties of the eigenstates of the system and the growth of spatial entanglement
after a quantum quench of a spatially non-entangled product state. It is believed that
typical eigenstates of many-body systems follow a “volume-law” for entanglement. This
is to be distinguished from their ground states, which can support an “area-law” of en-
tanglement [120]. These notions can be calculated for the Von Neumann entanglement
entropy:
S(t) = −Tr(ρ log(ρ)) (4.3)
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BA
Figure 4.4: Entanglement growth in AL vs. MBL systems, A: The growth of entanglement
entropy S(t) is shown as a function of the interaction strength. In the AL case (Jz = 0), the
entanglement entropy saturates after a small increase. In contrast, in the MBL phase Jz > 0, the
entanglement entropy grows slowly, increasing logarithmically with time. This is quite different to
non-disordered systems, where entanglement is expected to grow linearly with time. L denotes the
size of the spin chain. The unbounded growth of the entanglement entropy in the MBL phase,
B: The growth of the entanglement is unbounded in the MBL phase, and the saturation S∞ follows
a volume law (i.e. proportional to L in one dimension). The inset shows the time dependence
for various system sizes. In contrast, the AL system has a bounded entanglement growth. The
surprising feature of the MBL phase is the growth of entanglement without any particle transport.
Figure adapted from Ref. [119] with permission. Copyrighted by the American Physical Society.
where Tr is the trace operator and ρ is the density matrix of a sub-system. Naturally, there
is no entropy in the entire system, as it is assumed to be in a pure state. Instead, typically
one can consider a small subsystem A of the entire system, which is entangled with the
rest of the system. Importantly, such a sub-system A is chosen in real space (as we are
discussing localization in real space).
For states which follow an “area-law”, the entanglement of the subsystem A, with a
density matrix ρA, scales as the periphery of the system (a pictorial depiction is shown in
as the cover illustration of the thesis):
SA = −Tr(ρA log(ρA))∝ Ld−1 (4.4)
where L is the linear size of the sub-system A and d is the number of dimensions of the
system. This implies that if the system indeed follows an “area-law”, then the sub-system
has very little influence on far away parts of the system. In one dimension, ground-states
of all local and gapped Hamiltonians follow such an area law, e.g. band insulators and
Mott-insulators [120, 121]. Higher dimensions and longer-range interactions are funda-
mentally harder to understand, and it is not so clear if area laws also hold true in those
systems [120]. Further, finite-energy-density states are different and are expected to follow
a “volume-law” of entanglement for subsystems, i.e. SA∝ Ld . We expect such a volume-
law to hold for delocalized systems at finite energy density. The systems mentioned above
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which satisfy the area law, such as the Mott-insulator and the band insulator, possess lo-
calized states. However, the excited states of those Hamiltonians, away from those exact
filling, have no localization property and hence, should follow volume-law entanglement.
On the other hand, localization persists in AL and MBL cases for all energy densities, and
hence, one expects them to follow an area-law [40].
Probing the dynamics in such systems can also reveal interesting features. For a
simple illustration of the dynamics of entanglement entropy, we consider the above
mentioned XXZ Hamiltonian, and probe the growth of entanglement entropy S(t) =
Tr(ρA(t) log(ρA(t))) after starting with an initial state as the classical Néel state which has
zero entanglement and taking the subsystem to be one-half of the system. We remark
that in this initial state, there is no entanglement in the real-space basis. For this system,
the growth of the entanglement after a quantum quench without disorder was studied in
Refs. [122–124] and shows a ballistic entanglement growth, S(t) ∝ t. This was found
to be true for both integrable and non-integrable systems. The key property of these
systems was their delocalized nature, and the spatial entanglement grew in a ballistic
fashion [38]. Furthermore, in the non-integrable model which is expected to follow ETH,
as studied in Ref. [124], the entanglement saturated ∝ L, i.e. volume law. This is also
the expectation from a thermal state. Note that this is not precisely S∞ = L/2, as shown
in Ref. [125], but in the thermodynamic limit, the relative error is small. This implies that
the dynamics are consistent with a fully mixed and thermal system.
On the other hand, it was found that in MBL systems, the entanglement entropy grew
proportional to the logarithm of time, i.e. S(t) ∝ log(t), as reported in Ref. [126] in
2008 (the year after the XXZ model was introduced in Ref. [105]), highlighting the lo-
calized nature of the eigenstates in the MBL phase. Moreover, it was found that the
growth of entanglement entropy was unbounded, and the saturation only happened af-
ter an exponentially long time in the system size t ∼ eL and followed a volume-law
S(t → ∞) ∝ L [119]. Naively, this would imply that the system eventually always
thermalizes just slower than normal systems. However, the saturation value of the en-
tanglement entropy per site was found to be smaller than the infinite temperature thermal
value (which would be associated roughly with two states per site, for the randomness as-
sociated with two spins) [40, 127, 128]. This can heuristically be understood as a result of
dephasing due to interactions, which fully mix the quantum phases, but do not delocalize
the system.
The results of Ref. [119] are shown in Fig. 4.4. After a quench in the MBL or AL
phase, the spin density imbalance saturated to a non-zero value, supporting the absence
of transport. In the AL phase, the entanglement entropy growth halts at a finite value
and also shows the same behavior as the spin imbalance. However, in the MBL phase, the
entanglement continues to grow indefinitely, showing volume law saturation. We note that
entanglement entropy can grow even without interactions in the delocalized phase due to
particle transport. The surprising feature is the continuous increase of the entanglement
even in the absence of any particle transport. Additionally, the results show that the
saturation follows volume law, but it is still sub-thermal, showing that MBL systems do not
fully thermalize (unlike the ergodic case).
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Behavior XXZ Parameter Transport Entanglement Expt. Examples
FF Jz = 0,∆= 0 Ballistic S∝ t,S∞ ∼ V U = 0 FHM [129]U = 0 BHM [111]
AL Jz = 0,∆> 0 0 S∝ c,S∞ ∼ c RR/AA [63, 64]
II Jz = 1,∆= 0 Ballistic S∝ t,S∞ ∼ V 1D-FHM [72]1D HC-BHM [111]
Thermal Jz = 1,∆= 1 Diffusive S∝ t,S∞ ∼ V 2D-FHM [129]1D-BHM [79, 111]
MBL Jz = 1,∆= 10 0 S∝ log(t),S∞ ∼ αV 1D MBL [72]
Table 4.1: Summary and important characteristics of the five high-temperature regimes: The
table shows a summary of the five high-temperature behaviors and their central properties. These
properties are written for the known case of XXZ parameters. While entanglement growth is hard
to measure in an experiment, one can consider coupled systems to probe many properties of the
systems to distinguish the interacting vs. non-interacting cases, see Chapter 7. c is a constant
and α is some constant less than unity which describes the non-thermalness of the MBL phase.
The abbreviations used stand for: FF = Free fermions, AL = Anderson localized, II = Interacting
integrable, MBL = Many-body localized, BHM = Bose-Hubbard Model, FHM = Fermi-Hubbard
Model, HC = Hard core interactions, U =∞, RR = real-random disorder, AA = Aubry-André.
S denotes the spatial entanglement growth after quench from a product state. S∞ is the spatial
entanglement after infinite evolution times, and V denotes “volume law”.
In summary, the MBL phase shows a logarithmic entanglement growth without parti-
cle transport which saturates to a volume but the sub-thermal value at infinite times (or
more precisely at exponentially long times in the system size). Further, this growth begins
roughly around inverse local interaction timescales ∝ 1/Jz. Having discussed these two
results, one can also ask about the results at the MBL critical point and the behavior of
entanglement at the critical point [41, 42]. Unfortunately, while being extremely interest-
ing, this is currently far away from understood, like most other questions about relaxation
near the critical point.
CHAPTER 5
Overview of the Experimental Setup and
the Measurement Techniques
Short summary: The experimental setup is briefly overviewed. In particular, two impor-
tant processes are described: the construction of discrete lattice models from continuous
optical fields and the band-mapping sequence used to extract the even-odd imbalance.
5.1 A degenerate gas of fermionic Potassium-40 atoms
All experiments in this thesis are performed with an ultracold fermionic gas of Potassium-
40 (40K) atoms, produced via sympathetic cooling with bosonic Rubidium-87 (87Rb)
atoms. These two gases are captured together in a dual-species Magneto-Optical trap
and then cooled evaporatively. The entire production procedure and the evaporative
cooling sequence is fairly involved and can be found in earlier Ph.D. theses from our
group [130–132]. Only the essential characteristics of the resulting ultracold gas are
briefly overviewed.
The reduced temperature of the ultracold Fermi gas in the dipole trap is T/TF ≈ 0.15,
where TF if the Fermi temperature, with about 5%− 10% fluctuations between different
experimental realizations. The total atom number is about 105, with similar relative fluc-
tuations as in the temperature. The total atom number can be varied up to a factor of
2-3, without changing the temperature. However, this does not change the effective sys-
tem size much, especially in lower dimensions d, as the effective system size scales more
weakly (∝ N d/3) than atom numbers. Hence, within the current status of our experiment,
we can assume the system size to be approximately fixed. Such a filling results in about
200 atoms in the central tube along the x-direction and a similar number of atoms along
the y-direction. Due to a much stronger confinement along the z-direction, the size of the
ultracold gas along the z-direction is about five times smaller. All experiments in this thesis
are restricted to a maximum of two dimensions and for almost all times, the z-direction
would be effectively uncoupled (i.e. the probed timescales are such that there is negligible
hopping along the z-direction).
The experiments utilize a mixture of the two lowest-hyperfine levels of 40K atoms,
which are denoted as the up-spin |F,mF 〉= |92 ,−92〉 ≡ |↑〉 and down-spin |F,mF 〉= |92 ,−72〉 ≡
|↓〉, with a purity such that we cannot detect any other hyperfine levels in the dipole trap
(hence, estimated to be above 99%, given the current imaging calibration). The relative
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atom numbers between the two spins can be tailored. For most of the experiments, it was
chosen to be 50% in each spin state and we call this as the “spin-balanced” case. Note that
due to the fermionic nature of the atoms and point-like interactions, the balanced mixture
produces the “most” amount of interaction, as the same spin states effectively do not
interact. The other case we sometimes use, which we call the “spin-polarized” case, has
over 95% of the atoms in the up-spin state. This allows us to switch the interactions off and
use it to probe the properties of the non-interacting gas. We utilize this to set benchmarks
via comparisons with explicit calculations of the corresponding non-interacting quantum
models (which are much easier to simulate as compared to interacting models).
5.2 From running optical fields to discrete lattice models
While the lattice models which we want to simulate are discrete, the optical light fields we
use are continuous. This dichotomy can be understood via a combination of the geometry
of the problem and a separation of energy (and time) scales of the problem.
After obtaining a cold gas of fermionic atoms, we switch on the “lattice” lasers. These
lasers are aligned so that they are reflected back on their incoming path from a mirror, as
shown in Fig. 5.1. This forms a standing wave caused by the interference of the “forward”
and the “backward” propagating optical fields, creating a periodic modulation of the light
intensity in space, where the period is given by the lattice constant, ld = λ/2, where λ is
the wavelength of the laser. Depending on the detuning of the laser with respect to the
transition wavelength, the atoms can be located at the intensity minimum or maximum,
as the potential can be attractive or repulsive [133]. For the lattices which we have em-
ployed in the experiments, the wavelength of the lattice light and the atomic transition
wavelength are well separated. If the wavelength of the light is more than the wavelength
of the atomic transition, the potential is red-detuned. In this case, the minimum of the
potential is found near the positions with maximum intensity, and hence, ultracold atoms
are located near the maximum of the intensity. On the other hand, if the wavelength of the
lattice laser light is less than the wavelength of the atomic transition, the potential is blue-
detuned. In this case, ultracold atoms are located near in the minimum of the intensity of
the light [133].
These periodic potentials generate many energy bands [134], which the atoms can
populate. For carefully picked lattice parameters, only the ground band can be chosen to
be predominantly populated. For such a case, the size of the laser beam forming the lattice
should be large enough compared to the size of the atomic cloud and the intensity should
be strong enough to separate the ground band from the higher bands. Additionally, the
lattices have to be turned on slowly, so as to remain as adiabatic as possible. Even though
the optical fields are still continuous, with almost unity probability, the atoms can now be
located only at discrete points, corresponding to the potential minima, forming a discrete
lattice. The “size” of a lattice site is normally much smaller than the distance between two
consecutive minima. There is an appreciable probability of an atom tunneling between
nearest sites, which depends on the lattice spacing ld between them and the height of the
potential barrier, controlled by the lattice laser intensity.
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Figure 5.1: Lattice formation and experimental parameters: All lattices in this thesis are formed
via retro-reflecting optical laser fields from a mirror. Upon adding a main laser to the superlattice
laser (of twice the wavelength), one can obtain period-two potentials, used to create the period-
two density-wave. These lasers are typically used with comparable power. The distance between
the retro-mirror, and the atoms is about 20 − 30 cm. This is much bigger than the size of the
atomic cloud (FWHM of ∼ 50µm). The size of the cloud encompasses many lattice periods, each
of which is separated by half of the wavelength of the lattice light, ld = λ/2 ∼ 0.5µm. Quasi-
periodic potentials are created by superposing two lasers with an irrational wavelength ratio β .
The disorder laser utilizes much lower intensity as compared to the main laser, creating only a
small perturbation at the minima of the potential. The picture is not to scale and is only for
depiction. Additional elements, which are required to maintain the Gaussian shape of the laser
beam and correct for a finite Rayleigh range, are omitted for clarity. Individual lattice wavelengths
along all the directions are shown in the second picture. See Table 5.1 for more details.
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Direction Main-Lattice Disorder-Lattice Super-Lattice
x 532 nm 738 nm 1064 nm
y 738 nm 1064 nm
z 738 nm
Table 5.1: The table shows the lattices and their wavelengths which have been used in the ex-
periment along the three directions. The z-direction points against gravity and the x − y plane is
orthogonal to it.
While the lattice spacing is not controllable in our experiment, the height of the poten-
tial can be tuned and hence, the tunneling can be controlled at will. Since the interactions
are point-like, they are effective only if two atoms occupy the same site. Hopping to
the next-nearest-neighboring sites is typically negligible, as it is multiple orders of mag-
nitude smaller [135]. Hopping between nearest-neighbors is typically tunable between
100µs−1 s, corresponding to an energy scale of h×1 Hz-10 kHz. The energy scale of the
interactions is about h×0 Hz-10 kHz and the energy scale of the on-site energies is about
h×0-5 kHz. The higher bands are effectively detuned away, with a minimum band-gap of
about h×50 kHz (when the energy scales of the lowest band is about h×1 kHz). Here, h
is Plank’s constant. Further, the atom number lifetime in the dipole trap is more than 30 s
and remains more than 1 s for most lattice configurations which are used. A full derivation
for our setup for these parameters of the lattices is described in further detail in the follow-
ing theses [132, 136]. Since the time evolution is typically restricted to 50 ms, the only
relevant scales are the hopping in the ground band, the interactions between different
spins on the same site and the on-site potentials. These parameters can be calculated from
the intensities of each lattice laser and the magnetic field (which controls the scattering
length) [132, 136], see also Appendix.A.
5.3 Optical lattices and the initial state preparation
The experiments utilize a total of six optical beams for the lattice lasers. They are obtained
by distributing power from three lasers and hence, are of total three distinct wavelengths,
as summarized in Table 5.1. The source of the 532nm light is a Coherent 18 W Verdi, the
source of the 738nm light is a Coherent titanium-sapphire laser pumped with another Co-
herent 18 W Verdi and the source of the 1064nm light is a Nufern amplifier 50 W pumped
with about 100mW of Rock laser. Here, W denotes the power in Watts.
The turning on of the optical lattice potentials is done slowly so as to minimize heating
and be as adiabatic as possible. The crucial factor here is to load as many atoms as possible
into the ground band of the resulting optical lattice. The full sequence to load into a deep
lattice to freeze the system is shown in Fig. 5.2. All optical powers are expressed in terms
of their respective recoil depth energy, Eλr = h
2/(2mλ2). Here, h is Plank’s constant, m is
the atomic mass of 40K atoms and λ is the wavelength of the laser light.
By controlling the wavelength of each of the lasers, the phase of the lattice at a given
point in space can be controlled. This can be understood as follows: the zero of the phase
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Figure 5.2: Creation of the one-dimensional charge-density wave (CDW): The atoms are trans-
ferred from the optical dipole into an optical lattice by slowly turning on the intensity of the lattice
lasers. Along the x-direction, we additionally use a super-lattice potential composed of 532nm
and 1064nm lasers to create tilted wells, by first switching on the 1064 nm laser and following
by switching on the 532 nm laser with a phase difference. At the end of this sequence, the atoms
predominantly occupy one side of the well, which has lower on-site potential. The 738 nm lattices
along the y-direction and the z-direction are kept deep during this time.
is set by the retro-mirror but the atoms are located at some distance from the mirror. The
effective phase at a point in space, say at a distance L away from the mirror, is given by
2L/λ mod2pi. Here, mod is the modulo operation. Since the atomic cloud is about 20 cm
away from the retro-mirror, tuning about 1GHz results in about 2pi or one lattice site of
phase change. While this frequency change is negligible concerning the modification of the
lattice parameters, such as hopping or on-site interactions, it allows the control over the
lattice phase. This phase control is crucial for the preparation of the density wave, as the
relative phase between two super-lattice lasers allows us to create the density modulation.
Along the x-direction, we first switch on the 1064nm lattice laser slowly to a depth
of 1 E1064nmr , so that the atomic distribution can adjust to the lattice potential. Next, we
slowly increase the intensity of the lattice potential to a depth of 8 E1064nmr , where the
dynamics are relatively frozen. We then increase the lattice depth to about 20 E1064nmr .
Next, we increase the intensity of the 532nm lattice laser to a depth of 20 E532nmr , with a
phase of about pi/3, such that the individual double well it forms with the 1064nm lattice
is highly tilted, resulting in primarily loading all atoms on one-side of the well, which has
lower on-site energy. This is because, in the reduced basis of a double well, the ground
band is almost completely localized on the deeper side.
The main lattices along the y-direction and the z-direction are similarly first ramped
to shallow and then to higher values. The final values of their intensity depend on the
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experiment since we redistribute the available laser power according to the requirement
of the experiment. However, typically they were chosen to be between 36 − 50 E738nmr ,
creating a deep enough lattice, so that the hopping was strongly suppressed during the
loading sequence.
5.3.1 Super-lattice setup
The super-lattice is a combination of two lattices - the 532 nm lattice and the 1064 nm
lattice. The 1064 nm laser output can be as large as 50 W, but typically only about 10 W
of laser power is used. It is locked to an external cavity which is thermally stabilized and
acoustically isolated to provide a short-term stability of about 100 kHz. Since about 1 GHz
of change in the frequency of the laser implies a phase change of pi; and this stability is suf-
ficient for the experiment. The 532 nm laser is locked to the 1064 nm laser, by frequency
doubling the 1064 nm light and then locking them together via an offset beat lock, which
provides feedback to the 532 nm laser. The short term stability is approximately 1 MHz.
This is covered in more detail in Ref. [132].
5.3.2 The main-perpendicular lattices
The main perpendicular lattices are the 738 nm lattices which run along the y-direction
and the z-direction (and the same laser also provides the power for the disorder lattice
along the x-direction). By controlling the source frequency, their phase can be controlled.
This also means that independent control over the phase along each of the directions is
not possible. However, this is not expected to be important for the measured observable.
The laser generates about 4.2 W of power, out of which roughly about 2 W is put along the
y-direction and 1.5 W along the z-direction and the rest along the x-direction. The short
term stability of the laser is measured to be about 1 MHz.
5.3.3 Disorder lattices
The disorder lattice along the x-direction is the 738 nm lattice laser, which forms a quasi-
periodic potential upon superposing it with the main lattice laser of a wavelength of
532 nm. Along the y-direction, power from the 1064 nm laser serves as the source of
quasi-periodic potential for the main lattice laser of wavelength of 738 nm. Although the
disorder lattices are designed to be like any other lattice, they primarily use little power
as they essentially act as a perturbation to the main lattice.
5.4 Even-odd atom number readout via band-mapping
Measuring the number of atoms on the even and the odd sites allows us to extract the
imbalance of the system. This is performed by utilizing the same period two superlattice
which was used to create the density-wave [138, 139]. After various evolution times,
the distribution of atoms is frozen by suddenly increasing the depth of the 532 nm lattice
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Figure 5.3: Side-projection and band-mapping: Brief schematic of the lattice ramps that lead to
the creation of double wells. The band-mapping sequence follows, in which the atomic distribution
is mapped to the bands of a very deep 1064 nm lattice. Finally, the 1064 nm lattice is band-
mapped [137], where the atoms in the first band correspond to the atoms in the left side of the
well (even sites of the 532 nm lattice) and the atoms in the third band correspond to the right side
of the well (odd-sites of the 532 nm lattice).
to 20 E532nmr , as shown in Fig. 5.4 A. Simultaneously, 20 E
1064nm
r of the 1064 nm lattice is
added along this direction, with a phase difference of about pi/3 to the 532 nm lattice.
Since the total depth of the two lattices is large and there is a phase difference between
the two lattices, it creates an array of effectively isolated double wells.
Fig. 5.4 B shows an individual double well, where the left side of the well contains the
atoms from the even sites, and the right side contains the atoms from the odd sites of the
main lattice. We now increase the depth of the 1064 nm lattice quickly, so that there is a
level crossing between the second band and third band [136]. This transfers the atoms
which were originally on the right side of the double well to the third band. The 532 nm
lattice is then switched off so that the atoms occupy the first (=ground) band and the third
band (=second excited band) of the resulting wells. The 1064 nm lattice is now turned
off slowly compared to the band gaps, to not cause any excitation to the higher bands but
fast compared the hopping in the lattice. This maps the quasi-momentum occupation in
the lattice onto the real-space momentum. All confining potentials are then switched off
simultaneously. After 8 ms of time-of-flight, we illuminate resonant light on the atoms to
image them. By counting the number of atoms in the different bands, the atom numbers
on the even and the odd sites at the end of the time-evolution can be extracted.
Finally, Fig. 5.4 C shows three exemplary band-mapped images. Since the initial state
contains almost all the atoms on the even sites, this implies that the band-mapped image
should contain a very high population of atoms in the ground band. This is indeed the
case as shown in the first image. On the other hand, if the atoms are equally distributed
between the even and odd sites, then the first and the third bands should be equally
populated. This is the case shown in the second image. Finally, the third image shows
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Figure 5.4: Freezing of the dynamics and creation of isolated double wells, A: After the
dynamical time evolution is complete, we increase the depth of the main lattice (solid line) quickly
and superpose it with a long lattice of double the wavelength (dashed line) with a phase difference
of about pi/3. This creates an array of isolated and tilted double wells (bottom). Band mapping
sequence, B: In the individual double wells, the left well has the atoms from the even sites, and the
right well has the atoms from the odd sites. We now ramp the long lattice quickly to even deeper
values, to make the second and third band of the double well cross their energies. Next, we switch
the main lattice off. This projects the atoms on the even sites on the ground band and on the odd
sites on to the second excited band. Upon switching off the long lattice, the quasi-momenta of these
bands projects onto real-space momenta. Example band-mapped time-of-flight images, C: Upon
switching off all the potentials, the atoms are released in free-fall for about 8 ms. Subsequently, we
shine resonant light and perform absorption imaging. Three exemplary resulting cases are shown.
The first one has a strong imbalance between the left and the right side, and hence, almost all of
the atoms are measured in the ground band. This is what the initial state in the experiment maps
to. The second one has an equal number of atoms on the even and the odd sites and results in zero
imbalance between the even and the odd sites. This is how a thermal state would appear. Finally,
an intermediate case is shown with a visible imbalance between the left and the right sides. This
is typical when the system is well localized.
an interesting case, where the system is not the same as the initial state but also does not
show full redistribution between the even and odd sites, indicating partial memory of the
initial atom distribution.
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5.5 Doublon fraction and energy density
Usually, the energy density of a state is associated with its temperature – the higher the
temperature, the higher is the energy density. For systems which obey ETH, this makes
sense, as the temperature is the single parameter which essentially characterizes the ob-
servables at a given energy density. However, since MBL systems do not thermalize, they
do not have a well-defined temperature. Hence, we use the energy density to characterize
different observables and not the temperature.
To vary the energy density of the system in the lattice Hamiltonian, one could change
the temperature of the ultracold gas in the dipole trap. However, these two cases are not
the same. This is because, by increasing the temperature of the ultracold gas, one would
also necessarily increase the size of the cloud, resulting in a more dilute gas of atoms.
Therefore the size of the system dramatically changes in the lattice, as well as increases the
average distance between the atoms (by introducing more holes in the state), effectively
reducing the interaction strength of the system. It creates additional complications by
populating higher bands during the loading process and therefore, changes the density
of the ground band which we are interested in probing. Finally, this creates a counter-
intuitive situation: one would expect a high energy-density state of a repulsive Hubbard
model to have a lot of doublons (sites with double occupations), but a high-temperature
state in the dipole trap translates to having almost no doublons in the lattice.
An alternative way to change the energy density of the state is via the number of
doublons in the initial state. This can be achieved by controlling the interspecies scattering
length during the lattice switch on. Subsequently, the interactions can be independently
chosen during the time evolution. To characterize this, before the lattices are switched
on, we slowly change the interspecies interactions strength to different values using a
Feshbach resonance at 202.1 G [140] and then switch the lattices along the y-direction
and the z-direction to a depth of 36E738nmr . Simultaneously, we also increase the depth of
the 1064 nm lattice along the x-direction to 20E1064nmr and then quickly ramp it further
deep to 40E1064nmr . This freezes the atomic distribution during the time of measurement
of the doublon fraction. The Feshbach field is then tuned in about 3 ms to either 206.3 G,
which is above the resonance or to 198.3 G, which crosses the resonance. Upon crossing
the resonance, doublons on a single site are converted to Feshbach molecules with very
high fidelity [141]. The bound molecules have a slightly different resonance wavelength
as compared to the unbound single atoms. Hence, the normal imaging sequence can be
used to detect the number of atoms which were on singly occupied sites, and this provides
an estimate of the number of doublons.
Fig. 5.5 A shows this measured doublons fraction as a function of the scattering length
during the lattice switch on. By making the scattering length strongly repulsive, one sup-
presses almost all doublon formation, while if we make the interaction strength attractive,
then we can obtain close to 50% doublon fraction. The resulting number of doublons in
the lattice depends on the temperature of the ultracold gas in the dipole trap and on the
adiabatic-ness of the loading procedure [142]. For all the experiments in this thesis, this
remains limited to a maximum of 50% in the initial state. Fig. 5.5 B shows the measured
doublon fraction as a function of the temperature of the ultracold gas in the dipole trap
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Figure 5.5: Doublon fraction as a function of the scattering length, A: The doublon fraction can
be varied by choosing different interspecies interaction lengths before the optical lattice potentials
are turned on. This shown for a reduced temperature of T/TF = 0.2. Attractive interactions
result in a higher doublon fraction as compared to repulsive interactions. Doublon fraction as
a function of temperature, B: For three difference interspecies scattering lengths, we show the
measured doublon fraction as a function of the reduced temperature. We observe that colder
temperatures result in higher doublons. Error bars show the standard deviation.
for three different scattering lengths. First, we consider the non-interacting case which
is easier to understand. We measure significantly more doublons at lower temperatures
compared to higher ones. This can be understood by thinking about the extreme cases
first. At zero temperature, the system has no entropy. This would correspond to a state in
which each site occupies one doublon, and hence have zero spin and zero hole entropy.
On the other hand, at high temperatures, the ultracold gas becomes both big in size as
well as dilute. This would result in a very low doublon fraction. For a flat box, it is easy
to estimate the doublon fraction from this argument. Consider a L site system and N/2
particles of each spin state and α = N/L ≤ 1 characterize this. One can, therefore, esti-
mate the probability of the doublon fraction as α/(2−α). As α increases with decreasing
temperature, the doublons fraction increases with decreasing temperature. This increas-
ing doublon fraction with decreasing temperature is shown in Fig. 5.5 B. This is because
it is harder to create a doublon starting from a large cloud of atoms with low density.
Tuning the scattering length to repulsive (red symbols) suppresses doublon formation.
Qualitatively, this can be understood as a result of different energy scales. If the repul-
sion is stronger than all other energy scales, a low-temperature state contains almost no
doublons. Therefore, changing the temperature has a negligible effect on the doublon
fraction. Similarly, attractive interactions (blue symbols) favor doublon formation.
CHAPTER 6
Many-Body Localization in a
One-Dimensional Optical Lattice
Short summary: We observe the breakdown of ergodicity, indicating many-body localiza-
tion of interacting fermions in a one-dimensional quasi-periodic optical lattice potential.
This is achieved by monitoring the relaxation of a period-two density-wave, prepared as
the initial state. The experimental results show a highlighted difference between the dy-
namics in the MBL phase and the ergodic phase.
6.1 Introduction
The ergodic hypothesis forms the backbone of statistical mechanics and allows us to gain
a quantitative description of many-body systems and their long-time dynamical response.
In an ergodic time evolution, local degrees of freedom get fully entangled with the rest of
the system, leading effectively to a classical description at long times [39]. Ergodicity is
thus responsible for the demise of quantum correlations in the dynamics of many-body sys-
tems. It is therefore of fundamental interest to investigate regimes where ergodicity breaks
down and understand the alternative, genuinely quantum paradigms for the dynamics
that would ensue in its absence. Recent theoretical works have pointed to many-body
localization in a disordered quantum system as a robust, generic alternative to ergodic be-
havior [21, 104, 143]. In such an MBL phase, the relaxation of local observables does not
follow the conventional paradigm of thermalization and is expected to show ergodicity
breaking explicitly.
While the non-interacting case of Anderson localization has seen several experimental
realizations, including light scattering from semiconductor powders [144], photonic lat-
tices [145], and in ultracold atoms [63, 64, 146], the interacting generalization of MBL
has been harder to unambiguously detect. In traditional condensed matter systems, the
underlying phonon bath is expected to mask the signatures of MBL [147]. On the other
hand, it is aa challenging task to introduce interactions in optical light fields which mimic
quantum models.
Ultracold atoms provide a unique opportunity to explore this phase because of control
over both interaction as well as disorder and can be approximated very well as isolated
systems. One important distinction between our experiment and most theoretical studies
is that the onsite energies in our experiment are not distributed in a real-random way,
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Figure 6.1: One-dimensional interacting Aubry-André model, A: The Hamiltonian of the system
is composed of three terms: the hopping between neighboring sites J , the onsite interaction energy
U and the quasi-periodic disorder potential with the strength∆. Initial state density-wave, B: The
atoms are prepared in a high energy-density state, such that only the even sites are predominantly
occupied with atoms, while the odd sites are unoccupied. This is a far-from-equilibrium state
whose relaxation is monitored. The ergodic phase and the non-ergodic phase, C: The resulting
phase diagram is shown as a function of the disorder strength ∆ and the interaction strength U .
In the ergodic phase, the density-wave quickly smears out. In the non-ergodic localized phase, the
system retains partial memory of the initial state and a part of the density-wave order persists. For
zero-interactions, the system has a (de)localization transition at ∆ = 2 J . Upon introducing inter-
actions, the system can undergo the (de)localization transition depending on the strength of the
disorder. For sufficiently large disorder strengths, interactions are unable to cause delocalization.
The exact boundary of the transition further depends on the energy density of the initial state, and
is expected to lie in the shaded area. The solid black line denotes the expected phase boundary in
the absence of doublons, where the critical disorder strength for hard-core interaction is the same
as the non-interacting case.
but in a quasi-periodic fashion. However, this does not a priori preclude the existence of
an MBL phase and several theoretical studies find evidence for the existence of localiza-
tion with interactions even in quasi-periodic potentials [148–151]. In fact, there is some
evidence that the MBL phase might even be more stable in quasi-periodic systems as com-
pared to systems with real-random disorder [152]. Note that, in Ref. [72], we had called
this kind of disorder as “quasi-random” and “quasi-periodic” more or less interchangeably.
However, with growing semantics and the possibility of different critical properties in sys-
tems with deterministic versus non-deterministic disorders [152], it seems appropriate to
call this kind of onsite disorder term quasi-periodic potential.
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6.2 Model
Our system can be described as the one-dimensional Fermi-Hubbard model with quasi-
periodic onsite energies. This is equivalent to the one-dimensional Aubry-André model [85]
with onsite interactions between the two-spin species. The Hamiltonian of the system can
be written as:
Hˆ = −J∑
i,σ
(cˆ†i,σ cˆi+1,σ + cˆ
†
i+1,σ cˆi,σ) +∆
∑
i,σ
cos(2piβ i +φ)nˆi,σ + U
∑
i
nˆi,↑nˆi,↓ (6.1)
The terms of the Hamiltonian are illustrated in Fig. 6.1 A and their physical meaning is
explained below:
1. J ≈ h×550Hz is the nearest-neighbor tunneling matrix element, and controls the
hopping time between neighboring sites, τ = h/(2piJ) ≈ 0.290ms. It is set by the
main lattice with a lattice spacing ld = λ/2 = 256nm and the depth of the lattice
8 E532nmr . All evolution times are given in terms of this hopping rate. Throughout
the experiment, this serves as the energy scale.
cˆi,σ(cˆ
†
i,σ) are the destruction (creation) operators and as the particles are fermions,
they obey anti-commutation relations. The spin of the particle is given by σ ∈ [↑,↓],
i denotes the lattice site and the number operator is defined as nˆi,σ = cˆ
†
i,σ cˆi,σ.
2. U is the interaction term, which is the energy cost of putting two atoms on the same
site. As the atoms are fermionic, they must have opposite spins. The magnitude
of the interaction can be controlled by tuning the scattering length via a Feshbach
resonance [140]. Using the repulsive side of the resonance, the maximum accessible
U/J is approximately 20. Using the attractive side, we can access much larger |U/J |,
but it is less stable as compared to the repulsive side.
3. ∆ sets the strength of the quasi-periodic potential. For ∆ = 0, the Hamiltonian
reduces to the one-dimensional Fermi-Hubbard model, which is integrable for all
interaction strengths [112]. For any small but finite value of the disorder ∆> 0 and
the interaction U > 0, the system is expected to be away from the integrable limit.
The quasi-periodic potential is parametrized by the incommensurable number β ≈
532nm/738nm≈ 0.721 and the phase of the disorder realization φ.
It is widely believed that for almost every irrational β , all single-particle eigenstates
are localized for disorder strengths ∆ > 2 J , all single-particle eigenstates are delocalized
for ∆ < 2 J and there is a single metal-insulator transition at ∆ = 2 J at all energy densi-
ties [85–88]. This is in contrast to real-random disorder, wherein localization occurs for
arbitrarily small disorders. This model was experimentally realized with ultracold atoms
in the group of M. Inguscio in Italy [63] by superposing two lasers with incommensurate
wavelengths. The non-interacting system with a real-random disorder was realized us-
ing ultracold atoms in the group of A. Aspect in France [64] using speckle potentials. In
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many ways, the expansion dynamics studied in these experiments forms the basis of our
experiment, extended to the realm of individual particles and sites.
6.3 Observable
The initial state in the experiment is prepared using the superlattice setup, such that only
every second site is occupied, as depicted in Fig. 6.1 B. This density-wave is the starting
point of the experiment. The relaxation of this density-wave is monitored and character-
ized by our main observable, the imbalance, defined as the difference in the fraction of
atoms on the even and the odd sites,
I = Ne − No
Ne + No
(6.2)
where, Ne(No) is the total number of atoms on the even (odd) sites. Such an observable
has several key advantages. In the absence of disorder, the particles will quickly tunnel
to nearby sites and the imbalance will vanish in a few tunneling times [93, 95, 96] (see
Fig. 3.5). This allows us to clearly separate a longer, disorder induced timescale. The im-
balance serves as our dynamical order parameter and characterizes the system as localized
or delocalized by its value at long times,
lim
t→∞I(t) =
(
0 Delocalized
> 0 Localized
(6.3)
Since no experiment works at truly infinite times, our measure will be to look at times
which are much bigger than the hopping time, i.e. t/τ >> 1, to infer the localization
properties of the system.
6.4 Results
6.4.1 Observation of Anderson localization with non-interacting fermions
Since the non-interacting system is easy to both simulate and understand, the experiment
is first benchmarked against this case. To this goal, the interaction strength is set to zero
by tuning the magnetic field to approximately 209G [140] and the imbalance is monitored
for various evolution times for different disorder strengths. This is shown in Fig. 6.2.
In part A, the imbalance is shown as a function of the evolution time for three important
cases. The imbalance is close to unity at zero evolution times since only the even sites are
occupied in the initial state. In the absence of disorder, ∆/J = 0, the system is expected to
be delocalized and hence, the imbalance should quickly vanish. This is indeed observed to
be the case, and the imbalance vanishes within a couple of tunneling times. This supports
that the system is delocalized.
On the other hand, upon tuning the disorder to higher values, and in particular, beyond
the localization transition at ∆/J = 2, the time evolution is expected to result in a non-
zero value of the imbalance at long times. This is indeed observed in the time traces of
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Figure 6.2: Non-interacting time evolution, A: For three different disorder strengths and zero
interacting strength, we show the imbalance as a function of time. In all cases, the imbalance at
zero evolution time is close to unity, since almost all the atoms are located on the even sites in
the initial state. However, the relaxation dynamics of the imbalance is strongly governed by the
disorder strength: for no disorder ∆/J = 0, the system is delocalized and the imbalance relaxes
quickly to zero. On the other hand, at ∆/J = 3 and 8, the imbalance remains non-zero to very long
times, signaling localization. The yellow shaded area indicates the time window used to extract the
quasi-stationary imbalance. Solid lines denote Exact Diagonalization (ED) calculations, and their
width denotes the standard deviation calculated from several phase realizations of the disorder.
Each point is an average over six individual experimental realizations. Error bars denote the error
of the mean. Disorder dependence of the quasi-stationary imbalance, B: The average value of
the imbalance in the yellow shaded area is shown as a function of the disorder strength. We observe
that the imbalance increases continuously with increasing disorder strength. ED calculations taking
into account the harmonic trap are shown as the red line. The gray line shows the same calculation
in the absence of a harmonic trap. The harmonic trap effectively sets a cut-off for the maximum
length scale in the non-interacting system. The non-interacting transition occurs at ∆/J = 2. To
be sure that the system is non-interacting, a spin-polarized gas was employed and additionally, the
interaction strength was set to zero.
the imbalance for ∆/J = 3 and 8. The imbalance decreases from unity but stays non-zero,
indicating localization. Moreover, the saturation value of the imbalance is observed to
be larger for ∆/J = 8 as compared to ∆/J = 3. This shows that the system is localized
more strongly for larger disorder strengths. The experimental data (symbols) are well
supported with ED calculations (solid lines). To capture the behavior of the system with
disorder systematically, the imbalance is measured after an evolution time of 12 − 20τ,
once the initial dynamics have subsided and the system has attained a quasi-stationary
value. This is shown in Fig. 6.2 B. The imbalance increases continuously with increasing
disorder strength (symbols – experimental data, red solid line – ED calculations). A sharp
change at ∆/J = 2 is not observed in the experiment since an effective cut-off length-scale
is imposed by the finite size of the system due to the harmonic confinement of the dipole
trap and due to finite times of measurement [72, 132]. In the ED calculations, the effect of
the absence of the harmonic confinement is simulated and a sharper feature can be seen
near ∆/J = 2 (gray line).
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Figure 6.3: Time evolution in the interacting system: The imbalance is plotted as a function
of the evolution time for several interacting cases. For larger disorder strengths, the imbalance
remains non-zero even for long times. This signals localization in the presence of interactions.
Each data point is averaged over six individual experimental realizations and solid lines show the
result of DMRG simulations. Error bars denote the error of the mean. The yellow shaded region is
used to extract the quasi-stationary imbalance.
6.4.2 Survival of localization in presence of interactions
The existence of many-body localization can be cast in terms of the stability of the imbal-
ance plots when the system turns interacting i.e. the imbalance remains non-zero in the
presence of interactions. We implement this by using a spin-mixture and the Feshbach res-
onance [140] to obtain the interacting system. The resulting evolution of the imbalance is
shown in Fig. 6.3. We observe that the imbalance can indeed remain non-zero in several
interacting cases. This supports the existence of MBL for larger disorder strengths. Note
that the interactions are non-zero in all these cases. It might even appear quite similar to
non-interacting time traces, supporting the result of Ref. [21], that once the single-particle
eigenstates are well localized, interactions only have a marginal effect.
Fig. 6.4 shows the quasi-stationary imbalance as a function of interactions for multiple
disorder strengths. Tuning the interactions from zero to intermediate values (U/J ≤ 5)
results in a reduction of the quasi-stationary imbalance. However, increasing the inter-
actions to even larger values, increases the value of the quasi-stationary imbalance; a
feature related to the energy density and the dimensionality of the system, explained
in the next section. Experimental data points (symbols) are well supported by numer-
ical simulations (solid lines) employing Density matrix renormalization group (DMRG)
techniques. Fig. 6.4 B shows the phase diagram as a function of the disorder and the in-
teraction strength, extracted by measuring the quasi-stationary imbalance. The white line
denotes the equi-imbalance line passing from the known non-interacting transition point
of ∆/J = 2, providing an estimate for the phase boundary between the delocalized and
the localized regions in interacting cases. This estimate turns out to be a lower bound of
the transition, due to additional slowing down emerging from Griffiths-type effects near
the MBL transition which are absent in the non-interacting model, see Chapter 9 for fur-
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Figure 6.4: Interaction effects on the quasi-stationary imbalance, A: To illustrate the delo-
calizing effect of interactions, the quasi-stationary imbalance (yellow shaded region in Fig. 6.3) is
shown as a function of the interactions for several disorder strengths. The quasi-stationary imbal-
ance decreases upon tuning the interactions from zero to small values. The increase in imbalance
at larger disorders is related to the presence of doublons in the initial state, due to their reduced
mobility for strong interactions. Each data point is an average of twelve individual experimental
realizations and error bars denote the error of the mean. Solid lines denote the results from DMRG
calculations. Expected phase diagram, B: We plot the quasi-stationary imbalance as a function of
the interaction and disorder strength. The white line is an equi-imbalance line, originating from
the known non-interacting transition point at ∆/J = 2, giving an estimate for the transition in
interacting cases.
ther details. Furthermore, the data is observed to be symmetric under the transformation
U →−U , arising from a dynamical symmetry of the Hubbard model [72, 129].
6.4.3 Energy density and doublons
Small to moderate interaction strengths exhibit a lower quasi-stationary imbalance as
compared to the non-interacting case. For a fixed disorder strength, the imbalance de-
creases from U ∼ 0 till U ∼ 2∆, after which it increases again. For very strong interaction
strengths, the quasi-stationary imbalance was observed to be even larger than in the non-
interacting case. Qualitatively this can be understood as follows: the initial state is pre-
pared with a vanishing scattering length between the two spins, and hence, some of the
sites (about 30% in this particular case) contained two particles. For sufficiently strong in-
teractions, U > 8 J , these two particles can get bound into a heavier quasi-particle (called
a doublon), which has a much smaller hopping strength, JD ∼ J2/U << J . This strongly
enhances the effective disorder strength for a doublon ∆D/J∝∆/JD >>∆/J , resulting in
stronger localization.
To probe the effect of the energy density on the dynamics, we measure the quasi-
stationary imbalance for ∆/J = 3 with three different doublon fractions in the initial
state, shown in Fig. 6.5. By controlling the scattering length between the two spins during
the preparation of the initial state, we can tune the fraction of doublons in the initial
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Figure 6.5: Effect of the energy-density on the dynamics in one dimension: By controlling the
fraction of doublons in the initial state, we can vary its energy density and observe its effect on the
dynamics. In this specific case, we test three initial states with different energy densities, varying
from almost no doublons (red symbols) to about 40% doublons (dark blue symbols). We observe
that more doublons result in a higher quasi-stationary imbalance at large interaction strengths.
Each point is an average of twelve individual experimental realizations and error bars denote the
error of the mean. Solid lines are guides to the eye. The gray shaded area represents results for
the same parameters using DMRG simulations with the doublon fraction varying from 0% to 50%.
state. Attractive interactions result in many doublons and repulsive ones result in very
few doublons in the initial state. In Fig. 6.5, the red symbols denote the quasi-stationary
imbalance for the initial state with almost no doublon fraction, resulting from repulsive
loading, the light blue points denote the case of about 30% doublon fraction, resulting
from non-interacting loading and lastly, the dark blue points denote the case of about 40%
doublon fraction, resulting from attractive loading. These observations can be understood
by categorizing them into three effective regimes:
1. Small interactions, U < 5 J: In this regime, we observe no difference in the three
cases and the quasi-stationary imbalance generically reduces upon increasing the
interaction strength, showing that interactions favor delocalization. Naively, this
would imply the absence of a mobility edge in this regime, since there is no de-
pendence of imbalance on the energy density. However, this might be inaccurate
because the energy density varies very little in this regime. Consider the case with
the interaction strength of U = 3 J and disorder strength of ∆= 3 J . The expectation
value of the energy density in the initial state is zero in the absence of doublons.
With about 30% doublons, it can be estimated to be roughly 0.3×U/2= 0.45 J .
The minimum possible energy density is expected to be −2 J (we can assume in
this case that the low potentials (∆i ≈ −2 J) and lower quasi-momentum states
are occupied (contributing another −1 J)). The maximum possible energy density
would arise when all particles are paired to form doublons. This would total to
an energy density of about 5 J . This implies that both states, with and without
doublons, are essentially in the middle of the spectrum and the relative change in
the energy density of the two states is small. Hence, the relative change in the
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Figure 6.6: Entanglement entropy growth, S and long term imbalance dynamics: The DMRG
simulations are shown (no experimental data) in the the plots. In A, the growth of the entangle-
ment entropy as a function of evolution time is presented, showing a slow growth consistent with a
logarithmic increase (At this point, it is actually unclear the exact form of the growth, see [153]).
In part B, the imbalance is visibly non-zero and stationary, showing the stability of the MBL phase.
resulting imbalance would be negligible. For this reason, we would not be able to
observe it. Hence, it is unclear whether or not a mobility edge exists (for larger
changes in the energy density).
2. Intermediate interactions (5 J < U < 10 J): Upon increasing the interaction
strength, we see an increase in the quasi-stationary imbalance. This increase de-
pends mildly on the energy density and could be either a finite time effect (since
doublons take longer to dissociate) or it could be due to the presence of a mobility
edge.
3. Strong interactions U > 10 J: At even stronger interactions, there is a marked
difference between the quasi-stationary imbalance of the three cases. In the absence
of doublons (red symbols), the infinitely strong interactions are known to map to
non-interacting particles. Hence, the imbalance is expected to be the same for both
cases, as measured in the experiment. Upon increasing the doublon fraction, we
observe an increase in the quasi-stationary imbalance. In this regime, the doublons
form quasi-particles and are very hard to dissociate as that requires higher-order
processes. This introduces a new timescale in the dynamics, namely the hopping of
the doublons, which is much slower. While the data might not be truly indicative
of the infinite time answer, it shows that the dynamics are drastically slowed down.
This data would also be consistent with the presence of a mobility edge.
6.4.4 Growth of the entanglement entropy
Entanglement growth has been argued to capture quantum dynamics which particle trans-
port cannot. While in extended integrable and non-integrable systems, the entanglement
grows ballistically after a quantum quench [122, 124], it was shown to increase in a log-
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arithmic fashion in MBL systems [126]. While it is prohibitively hard to measure entan-
glement entropy in large quantum systems, it can be calculated using DMRG simulations.
The long time growth of the entanglement entropy for our system is presented in Fig. 6.6.
Part A shows the growth of the entanglement entropy as a function of evolution time,
and part B shows the imbalance. Even without any particle transport (i.e. a stationary
and non-zero imbalance), the entanglement entropy continues to increase slowly, and in a
logarithmic manner (yellow lines). It remains an important challenge for experiments to
measure such quantum dynamics, especially in the absence of particle transport. Such re-
sults further support and demonstrate the stability of the MBL phase, since the imbalance
does not relax to zero, even at very long times.
6.4.5 Conclusion
Our experiment provides a first experimental exploration of dynamics of interacting par-
ticles in quasi-periodic potentials, showing a breakdown of thermalization to very long
times, even for moderate disorder strengths which are well within the two-particle energy
bandwidth. Excellent agreement with high-performance numerical calculations demon-
strates the viability of such an experimental platform to probe such regimes. Moreover,
the experiment clearly shows the role of the interaction, the energy density and the possi-
bility of localization in the entire spectrum of a many-body Hamiltonian.
6.5 Discussions
Several pertinent topics are discussed in this section, including supporting material for the
main results.
6.5.1 Imbalance of an exponentially localized wave-function
A natural question to ask is the connection between the non-interacting localization length
and the imbalance. We can estimate this by calculating explicitly the imbalance of a perfect
exponential, and infer the connection between the critical exponents of the transition and
the divergence of the inverse imbalance.
We assume that the density of a single particle has relaxed to a steady state after the
quench and that the time-averaged wave-function of the particle can be described by the
following form (written in real space basis, with i denoting the lattice site index):
ψi =
1
A
e−
|i|
2ξ (6.4)
where, 1/A is the normalization of the wave-function with the relaxation length∞ >
ξ > 0. Using,
∞∑
i=−∞
|ψi|2 = 1 (6.5)
we can obtain a closed form expression for the normalization:
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1/A=
e1/ξ − 1
e1/ξ + 1
(6.6)
as well as the imbalance I,
I =
∞∑
i=−∞
(−1)i|ψi|2 = (1/A)2 (6.7)
Note that the infinite disorder limit ξ → 0 gives imbalance of I = 1 as expected and
the vanishing disorder limit ξ→∞ gives I = 0 as expected. Further, as ξ→∞, we can
obtain
I ∼ 1/ξ2 (6.8)
An important feature of the imbalance is that it can continue to serve as an order
parameter in the MBL phase, where ξ is ill-defined. These relations can also be connected
to the disorder strength, and will, in general, depend, on the nature of the disorder. For
example, it is known that in quasi-periodic potentials, the localization length of the single-
particle eigenstates, ξ0 is independent of the eigenenergy and is given by [85]:
ξ0 =
1
log( ∆2 J )
(6.9)
We distinguish this from the relaxation length ξ, resulting from a stable wave-function
after the time evolution. In general, the two could be connected via an exponent µ (and
possibly a scaling), both of which can depend on the energy density. In this case, the
imbalance will vanish as limδ→0 I ∼ (δ/J)2µ, where we have approximated the logarithm
near the critical point of ∆ = 2 J , such that δ = ∆ − 2 J . Hence, to probe the critical
properties, one could measure the divergence of inverse of the imbalance at long times,
both for the MBL and AL cases and possibly for different kinds of disorders (e.g. real-
random or quasi-periodic), and compare the resulting critical exponents ν,
1/I ∼ 1/(∆−∆c)ν (6.10)
Note that the above calculation is just to illustrate how a larger localization length
can be connected to a smaller imbalance and not show how one can exactly solve the
expansion dynamics analytically.
6.5.2 Deviations from the ideal Aubry-André model
This subsection briefly overviews the main deviations from the exact quasi-periodic model
that has been presented. The emphasis is to present the physical effects of the underly-
ing mechanisms in an isolated fashion, and not to perform a full simulation with all the
experimental details.
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Figure 6.7: Expansion dynamics of a single particle in a homogeneous lattice, A: An atom
released in a flat potential expands indefinitely in a light cone fashion, as shown in the plot.
The y-axis denotes the lattice site number and the particle is released in the center of it. The
particle expands exploring the entire space. Expansion dynamics of a single particle in a global
confining potential, B: The dipole trap effectively provides a confining potential, which for the
deep depths we work at, acts like a ∼ r2×ω2 confining potential, with r being the distance from
a center and ω the dipole frequency. The particle is released from the center of such a trap (blue
area), under a strong confinement. The particle rebounds back after reaching a distance where the
dipole potential roughly equals the kinetic energy. The particle then shows damped oscillations
near the center. Such effects, which arise from a finite dipole length, are even more severe away
from the center. We expect them to be less important in case of an interacting system.
Effect of the dipole trap
The dipole trap is a far-detuned laser beam of Gaussian shape employed to hold the atoms
in a conservative potential. This Gaussian profile can be approximated as a harmonic
potential near its center, resulting in a confining potential of the form V (r) ∝ r2×ω2,
where r is the distance to the center of the trap and ω is the dipole frequency. This
sets the limit to the particle expansion. This is because the energy of the particle has to
be conserved during the time evolution and hence, it cannot tunnel to arbitrarily large
distances. The cut-off distance can be estimated roughly to be the distance where the
potential energy of the dipole trap equals the kinetic energy of the particle. We note that
this puts a cut-off length-scale in the experiment, and smears out the transition point. To
show the dynamics in a confining potential, we show the expansion of a single particle
with and without a strong dipole trap in Fig. 6.7. The confining effect of the dipole trap
limits how far the particle can spread. Note, this is just an illustration of the main effect,
see Ref. [72] for complete details.
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Figure 6.8: Experimental sequence: The plot shows the lattice and magnetic field ramps, phase
settings, and the charge-density-wave (CDW) preparation. At the end of the sequence, we initiate
the band-mapping sequence to measure the number of atoms on the even and the odd sites.
Dephasing contributions to the non-interacting imbalance
In addition to the dephasing caused by the dipole trap (since different atoms experience
different dipole potentials), there are modulations of the hopping J , in the presence of the
disorder lattice. This is because the addition of an incommensurate potential alters the
position of the minimum of the individual wells of the lattice as well as the barrier height
by a small amount and hence, the hopping is modulated slightly. This effect is less than
10% for most of the disorder strengths we have used. Furthermore, we expect the slightly
lower and the slightly higher hopping to cancel out their contribution to the average im-
balance to first order and hence, the effect of hopping modulation on the imbalance is
negligible. However, the inhomogeneous hopping masks the oscillations of the imbalance.
Additionally, the finite size of the lattice beams also changes the value of ∆/J between
different individual tubes. The lattice beams have a 1/e2 waist of roughly ∼ 150µm at
the position of the atoms. The size of the atomic cloud corresponds to a full width at
half maximum of approximately ∼ 50µm in the horizontal plane and about 15µm in the
vertical direction. From this, we estimate that about 90% of the atoms see less than 20%
of the change in the tunneling J . Along the direction of the beams, the Rayleigh range
is sufficiently large such that there is no appreciable change in the beam shape along this
direction. These differences in the tunneling make different tubes dephase differently and
while it does not change the mean value of the imbalance appreciably, the oscillations of
the imbalance are damped faster than what is expected from a single tube.
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CHAPTER 7
Coupling Identical Many-Body Localized
Quantum Systems
Short summary: MBL systems can reach local thermal equilibrium when they are cou-
pled to an external bath. Further, coupling identically disordered MBL systems with each
other can be enough to destabilize all of them as they can serve as a bath for each other
and result in delocalizing all of them. This coupling can be used as a tool to distinguish
interacting vs. non-interacting localized systems.
7.1 Introduction
Hamiltonians describe the physics of closed and isolated quantum systems and the un-
derlying system is assumed to be describable with a wavefunction. Naturally, a question
of direct significance arises: How can the knowledge about perfectly isolated systems be
connected to real experimental systems, which are never perfectly isolated and impor-
tantly, the reverse? Typically, there exists a timescale (or alternatively a frequency/length
scale) which sets a cut-off for the observable physics. This cut-off will depend inversely
on the effective coupling Γ between the non-perfectly isolated system and the coupled
environment. The following section describes these ideas more specifically in the context
of ultracold atoms and many-body localization.
While an MBL phase describes a stable non-thermal phase at high energy densities,
this phase is not robust to coupling to an external bath or bath-like structure [22, 73, 76,
103, 154–160]. Any such coupling will eventually always result in a thermal system, see
Fig. 7.1. Intuitively, it can be understood by observing that the system can now exchange
heat with the bath freely with some coupling Γ . This coupling allows the system to freely
explore otherwise restricted areas of the system by energy exchange with the bath and
explore the full phase space. This thermalizes the system. Since all experiments are
inevitably coupled to some external environment, it is crucial to understand the effects of
such a coupling quantitatively. This also lets us understand the limits of the experimental
results. Note that, it is not just the MBL phase, but all other coherent quantum many-
body phases are susceptible to such couplings to a generic external environment at a
high temperature. A strong enough stochastic environment should always destroy the
coherence of a quantum state and hence, erase the interesting quantum features.
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Figure 7.1: Bath-induced hopping: The cartoon depicts how coupling a system to an external
bath can restore hopping of a single particle. The left part shows a system with just two lattice
sites detuned in energy by a large amount δ, and hence, in a closed system evolution, a particle
cannot be transferred from the lower to the higher energy level. On the other hand, upon coupling
this system to a high-temperature external bath with which it can freely interact, the particle can
absorb energy of exactly an amount δ and hop on the higher energy site. Such processes also
restore hopping on a more general lattice system and destroy localization, both when the system
is Anderson localized or when it is many-body localized.
The transition between the ergodic phase and the MBL phase becomes a crossover at
a non-zero coupling to the environment. Qualitatively, this can be understood by first
looking at the Mott insulator-superfluid transition [20]. As shown in Fig. 7.2 A, at zero
temperature the excitation gap changes as the interactions are tuned, (a). Up to some
critical interaction strength (U/J)c, the system is gap-less. However, beyond this critical
interaction strength, a gap in the excitation spectrum opens. On the other hand, the co-
herence of the system, (for e.g. in the time-of-flight experiments), (b), vanishes beyond
the critical interaction strength (U/J)c. The two ensuing phases at zero temperature are
the superfluid phase at weak interactions and the Mott-insulator phase at strong inter-
actions. The finite but low-temperature properties of this Hamiltonian are shown in the
T > 0 graph, where one observes a “fan” up to a critical temperature till where one can
see signatures of the ground state either in the coherence (corresponding to the super-
fluid regime) or of the gap (corresponding to a Mott-insulator regime). In between, one
can observe a crossover region which behaves quantum critical. In a perfectly isolated
quantum system, one can observe similar features across the MBL transition, Fig. 7.2 B.
All observables in class B, (as defined in Chapter 3) e.g. measurement of imbalance and
its change at a critical disorder strength ∆c from zero to non-zero and provide a measure
of the transition. Using class A operators, such as measuring how the imbalance relaxes,
can shed light on the critically slowly relaxing phase below the transition [77]. This time
dependence can be captured using a relaxation exponent. For a finite value of the bath-
coupling, there is a crossover between the two regimes. However, these two observables
can still be used to diagnose the transition point with a finite bath-coupling at times much
smaller than the inverse coupling, as shown in the graphs with Γ > 0.
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Figure 7.2: Finite temperature/coupling effects: The figures compare and contrast two different
experimental observables at zero and finite temperatures, for the case of A: Mott insulator to
superfluid transition and B: Many-Body Localization-Delocalization transition. The variables with
a visible “fan” at finite temperatures (T > 0) for the MI-SF transition can be for e.g. excitation
gap/coherence. Similarly, one can observe something similar for the MBL transition with imbalance
and the relaxation exponents, which result in a crossover region at finite coupling to an external
environment (Γ > 0). While the superfluid state extends to arbitrarily small interaction strengths,
it is unclear if the critical slowing can be observed to arbitrarily small disorder strengths.
7.2 Model
Our system consists of an array of one-dimensional tubes along the x-direction. These
tubes have quasi-periodic disorder and can be described by the AA model with onsite
interactions between atoms of two different spins. A finite coupling between the different
1D lattices is present and is controlled the hopping rate J⊥ between the tubes. The system
can be effectively described by the following Hamiltonian:
Hˆ =− J∑
i, j,σ
(cˆ†i+1, j,σ cˆi, j,σ + h.c.)− J⊥
∑
i, j,σ
(cˆ†i, j+1,σ cˆi, j,σ + h.c.)
+∆
∑
i, j,σ
cos(2piβ i) nˆi, j,σ + U
∑
i, j
nˆi, j,↑ nˆi, j,↓,
(7.1)
Here, J ≈ h×550Hz is the tunneling matrix element along the x-direction. The creation
(annihilation) operator for a fermion on a site i in a tube j in the spin state σ ∈ {↑,↓}
is defined as cˆ†i, j,σ(cˆi, j,σ) and the local number operator is defined by nˆi, j,σ = cˆ
†
i, j,σ cˆi, j,σ.
The quasi-periodic on-site disorder is characterized by the disorder amplitude ∆ and the
incommensurate wavelength ratio β = λs/λd ≈ 0.721. The on-site interaction energy
between two different spin states is given by U . The different 1D tubes are coupled via the
tunnel matrix element between the adjacent tubes along the y-direction, J⊥. A schematic
of the setup is shown in Fig. 7.3.
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Figure 7.3: Schematic of the experiment: The relaxation of an initially prepared density-wave
is monitored. The disorder ∆, hopping J and interaction U are identical in all the tubes. Red and
blue spheres denotes the two-spins of the fermionic atoms. The redistribution of atoms between
the even (e) and the odd (o) columns is studied for different tunnel matrix elements J⊥ along the
y-direction, which couples the different 1D tubes (blue shading). The case of J⊥/J = 10−3 is
referred as the 1D+ case and the case of J⊥/J = 1 is called the 2D case.
Experimental control of the microscopic parameters in the Hamiltonian
The experiment allows almost complete control over the different parameters described
above. The tunnel matrix element along the x-direction J is controlled by the lattice
depth of the main lattice along the x-direction. For the current experiment, this was kept
constant at 8 E532nmr and sets the energy scale of the system. The disorder strength ∆ is
controlled by the depth of the disorder lattice along the x-direction. The onsite interaction
strength U can be tuned by the magnetic field using a Feshbach resonance at 202.1G [140].
The tunneling matrix element along the y-direction, J⊥, is controlled by the lattice depth
of the main lattice along the y-direction.
For the current experiment, the variation of the hopping rates along the x-direction
and y-direction is in the range J⊥/J ∈ [1,10−3]. The two extreme limits of almost zero
coupling, J⊥/J = 10−3 and equal coupling, J⊥/J = 1 are termed as the 1D+ and 2D cases,
respectively. It is important to stress here, that even the lowest achievable coupling in the
case of 1D+, is not the same as the theoretical limit of an exact 1D system. The small but
finite coupling is exactly what will set the limit to experimentally relevant timescales. It is
also this coupling that acts like a bath and sets the cut-off timescale of the experiment.
7.3 Results
7.3.1 Single-particle localized vs many-body localized
The disorder strength is fixed to ∆= 5 J . For this disorder strength, a perfectly isolated 1D
system should be localized at all interaction strengths [72]. In the experiment, however,
we cannot realize a perfectly isolated 1D system and instead study the weakly coupled
1D+ and strongly coupled 2D system. We monitor the time evolution of the imbalance
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Figure 7.4: Instability of MBL under coupling: The plot shows the temporal evolution of imbal-
ance I for a fixed disorder strength of ∆ = 5 J in the non-interacting U = 0 J (green points) and
interacting U = −6 J (blue points) cases for the 1D+ (circles) and the 2D (diamonds) system. The
imbalance is almost identical for the non-interacting case. In contrast, there is a large difference
in the time evolution of the measured imbalance in the interacting case. The gray shaded area de-
notes exact diagonalization calculations for the non-interacting system. Each experimental point is
an average of six individual experimental realizations. All times are given in units of the hopping
time, τ= h/(2piJ).
for two different interaction strengths (i) the non-interacting system U = 0 and for (ii) a
strongly interacting system U = −6 J . This is shown in Fig. 7.4. The time evolution can be
understood by partitioning it into three different regimes, which continuously crossover
from one to another:
1. t << 100τ: For times shorter than the single particle hopping time, we find that all
the four traces lie on top of each other. This just represents single particle dynamics
where the system is suddenly allowed to relax, and there is an initial relaxation
between the even and odd sites, resulting in the reduction of imbalance from almost
unity to a finite value (in Fig. 7.4, it drops to roughly 0.4). One does not need
interactions, or coupling effects, to understand this relaxation, which is just a single
particle expansion to the nearest neighbor sites.
2. t ∈ [100, 102]τ: After just a couple of tunneling times, the above description fails.
Particles have explored their neighborhood and interacted with their neighboring
particles. As such, in the interacting case of U = −6 J , we see the strong difference
between the two time-traces. On the other hand, the non-interacting traces are still
almost on top of each other and exhibit a time window where they are almost flat.
Further, the imbalance closely matches the exact diagonalization calculation (gray
shaded area) in the background.
This qualitative difference in behavior in the interacting vs. non-interacting cases
can be understood as follows. Along the y-direction, each particle sees no change in
the onsite potential (since the disorder is identical in all tubes). Hence, it can freely
move in that direction. In the interacting case, this means that the particles are free
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Figure 7.5: Interaction effects: The plot shows the extracted imbalance lifetime as a function of
interactions for the 1D+ and 2D cases for a fixed disorder strength of ∆= 5 J . In the 2D case, away
from U = 0, the lifetime sharply drops signaling delocalization in the interacting case. Note that the
1D+ case differs crucially from the ideal isolated 1D system. Error bars denote the fit errors. Light
gray shading near the top of the graph represents the measured atom number lifetime, denoting
experimental limits of the measured lifetime.
to interact with other particles in that direction. Note that this is not the same as
saying that they can freely exchange energy with them. In principle, the y-direction
represents a one-dimensional Fermi-Hubbard model and that is integrable for all
interacting strengths U . As such, particles cannot thermalize.
However, this integrability is broken as many MBL tubes are coupled to each other.
Hence, the aforementioned integrability along the y-direction is broken by the dis-
ordered tubes along the x-direction, and the localization along the x-direction is
broken by energy relaxation along the otherwise integrable system along the y-
direction. This coupling is only present when the system has non-zero interactions.
In the case of the non-interacting case of Anderson Localization, there are no in-
teractions and hence, the x-direction and y-direction remain uncoupled (in other
words, the Hamiltonian becomes separable along the two directions). Hence, while
AL is protected against such a coupling, MBL breaks down.
3. t >> 102τ: For even longer times, even the non-interacting cases of Anderson lo-
calization start to deviate from the exact diagonalization calculation. Here, other
sources of noise in the experiment, such as lattice noise, photon scattering, etc.
become dominant, and the system cannot be taken as a reliable quantum simula-
tor [76].
We find that the decay of the plateau can be well captured by a stretched exponential of
the form e−(Γ t)β . Here, Γ denotes the decay rate and β is the stretching exponential. The
inverse of the relaxation rate is then defined as the imbalance lifetime T1/e = 1/Γ . The
physical origin of a stretched exponential (instead of a normal exponential) can be con-
nected to the inhomogeneity of the underlying potential which gives rise to a distribution
of local relaxation times [160].
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Figure 7.6: Weak coupling - strong coupling crossover: The figure shows the measured imbal-
ance lifetimes for a fixed disorder strength of ∆= 5 J as we continuously tune from weak coupling
regime with J⊥/J = 10−3 to strong coupling regime with J⊥/J = 1. For all interacting cases, we
find that the lifetime continuously decreases as the coupling is increased. The form of the decrease
of the lifetime, however, appears to change its nature from a power law for weak coupling case
to something much faster for the strongly coupling case. This might happen as the leading order
process changes as we tune the coupling. Error bars denote the fit errors and are mostly smaller
than the individual points.
7.3.2 Interaction dependence
We directly study the interaction dependence of the imbalance lifetime quantitatively for
the 1D+ and the 2D cases by measuring it as a function of the interaction at a fixed disorder
strength of ∆= 5 J . This is shown in Fig. 7.5.
Firstly, we see similar lifetimes in the case of different non-interacting systems, which
lie in the atom number lifetime range (gray shaded band). In the 2D case, going away
from the non-interacting case strongly reduces the lifetime, signaling delocalization. Fur-
ther, one also sees a slight increase in the lifetime for very large interactions. This could
happen due to the reduced rate of thermalization at hard-core interactions as compared
to intermediate ones. We have separately checked that this is not due to a small number
of residual doublons, by also measuring the lifetime after removing the small number of
the leftover doublons using near-resonant light pulse [111]. Nevertheless, the same qual-
itative trend can also be observed in the 1D+ case. This could mean that even in the 1D+
case, the small but finite coupling (since J⊥/J = 10−3 is not exactly zero) could still be the
limiting factor. To directly check this, we measure the imbalance lifetimes as a function of
J⊥/J , i.e. go from the weak coupling case of 1D+ to the strong coupling case of 2D.
7.3.3 Weak coupling - strong coupling crossover
We measure the imbalance lifetime for a fixed disorder strength of ∆ = 5 J as we directly
tune the inter-tube coupling strength. This is shown in Fig. 7.6. We do this for different
regimes of interactions, varying from the non-interacting limit to the strongly interacting
limit. Each of the limits is described in detail as follows:
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Figure 7.7: Intermediate time imbalance: The plot shows the imbalance measured after an
evolution time of 40τ for the weakly coupled 1D+ case and the strongly coupled 2D case. The
strong disparity between the two cases of coupling for any interactions is already visible at these
times, where we can neglect the effects of external noise sources with good confidence. In the
1D+ case, the data represents the value if the system was perfectly isolated, while in the 2D case
it is indicative of a decay lifetime. Each point is an average of twelve individual experimental
realizations, and solid lines are guides to the eye. The 2D data is limited to U = 10 J due to details
of the used Feshbach resonance.
1. U = 0: As described earlier, in the non-interacting case, the system is separable in
the two orthogonal directions. This holds irrespective of the coupling strength J⊥/J .
Hence, we expect the lifetime to be largely independent of the coupling strength
and to be limited by other factors, such as noise in the stability of the optical fields,
off-resonant photon scattering, etc. This is also visible in the non-interacting case
of Fig. 7.6, where we obtain lifetimes of about ≈10000τ, consistent with our atom
number lifetime and almost independent of the coupling strength. We attribute the
small decrease in the lifetime for the 2D case (J⊥/J = 1) to the system not being
exactly separable (due to finite lattice widths for example) and due to experimental
uncertainties in maintaining absolute zero scattering length throughout the mea-
surement. Nevertheless, we find long lifetimes which are largely independent of the
coupling strength and provide strong experimental support for a stable AL phase.
2. |U | > 0: In the interacting cases (|U | = 2,6,20 J), the qualitative behavior it quite
different. For the weakest coupling that was realized in the experiment, called the
1D+ case, we still see large lifetimes of about a thousand tunneling times. However,
upon increasing the coupling strength such that weak coupling still holds J⊥/J << 1,
we find that the lifetimes decrease in a power law fashion. However, upon reaching
the strong coupling behavior of the 2D case, we find that there is a crossover to a
much faster rate of relaxation with lifetime of a few tens of tunneling times (for
these values, even our assumption of fitting a plateau breaks down as we observe a
quick relaxation). Further, we see a strong contrast in the strong coupling lifetime
between the non-interacting and the interacting cases, with almost two orders of
magnitude of lifetime difference. This would indicate that MBL breaks down under
any such coupling.
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Figure 7.8: Effect of disorder strength on the imbalance lifetimes: The lifetimes are extracted
from fits with data measured up to evolution times of 3000τ and hence, can only be trusted up to
this limit. We find that the imbalance lifetime increases strongly with disorder strength in all cases.
The gray shaded area denotes the atom number lifetime. Error bars denote the fit uncertainty, and
solid lines are guides to the eye.
Intermediate time imbalance
This strong contrast between the imbalance lifetimes in one and two dimensions in the
interacting cases can also be seen directly in the value of imbalance after an evolution
time of 40τ, as shown in Fig. 7.7. In the 1D+ case (blue circles), we find that the imbal-
ance is always high and displays the characteristic “W”-shape behavior. The data can be
well described with matrix product state simulations for a perfectly isolated 1D system
for all interactions at these times, giving us strong confidence on the unitary dynamics
assumption. In comparison, the imbalance for the strongly coupled 2D case at the same
evolution time is also shown (green diamonds). We observe that that non-interacting case
agrees with the imbalance in the non-interacting case of 1D+ system because the system
is separable. In all other cases, we see a strong reduction in the value of imbalance, sig-
naling delocalization. This data can also serve as a benchmark for theoretical simulations
in higher dimensions, where perhaps the behavior discovered in the experiments could be
captured with a few one-dimensional tubes coupled to each other.
Disorder dependence of the rate of relaxation
Until now, all measurements were performed at a fixed disorder strength of ∆ = 5 J .
Even though we expect that MBL systems will ultimately always delocalize due to such
a coupling, the timescale of such a process can be strongly dependent on the disorder
strength. To quantitatively see this, we measure the lifetime of the weakly coupled (1D+)
and strongly coupled (2D) systems for different disorder strengths, as shown in Fig. 7.8.
We observe that the imbalance lifetime increases strongly with the disorder strength. Even
in the strongly coupled case (2D), the imbalance lifetime of the interacting system can
increase strongly with increasing disorders. This could be understood qualitatively by first
looking at the underlying non-interacting case. Due to the decreasing localization lengths
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Figure 7.9: Coupling identical MBL systems, A: The diagram summarizes the effect of coupling
identical MBL systems with each other. While AL is protected against such a coupling, any other
case will eventually always thermalize. However, there exists a crossover timescale (shaded region)
between the three regimes. The crossover timescale will depend on the microscopic details such
as the coupling, interactions, and the underlying disorder strength. Generalization and other
examples, B: The second part shows that this phenomenon also occurs in other integrable systems,
wherein coupling identical systems in one dimension result in thermalization of each of them.
For example, coupling the integrable one-dimensional hard-core Bose-Hubbard model results in
the thermal two-dimensional hard-core Bose-Hubbard model [111]. Note that interactions are
necessary for such a conclusion, the non-interacting system remains non-thermal.
with increasing disorder strength, the matrix overlap between neighboring sites strongly
reduces and hence, the rate of hopping decreases. This results in strongly increasing
lifetimes with increasing disorder. In the case of experiments, this is then cut off by other
sources of noise, giving an upper bound on the lifetime and the atom numbers (the gray
shaded region).
7.3.4 Conclusion
In conclusion, we have seen that coupling identically disorder tubes could delocalize all of
them if they are interacting. On the other hand, Anderson localization would be protected
in the presence of any such coupling. This can be summarized in Fig. 7.9 which shows
that MBL would only survive if the coupling between such tubes is identically zero, as
denoted on the x-axis. On the other hand, if the interactions are zero, as on the y-axis,
then coupling would not destroy localization. In the experiment, there are some finite
residual interactions and finite residual coupling. This renders the experiment very close
to x-axis in the case of the 1D+ system. This is denoted by the shaded region showing
that one can still study the properties of the MBL phase up to some timescale. Other
the other hand, upon increasing the coupling (along the direction of the arrow), one can
completely thermalize an otherwise MBL phase. The only case stable to such a coupling is
the non-interacting case.
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Figure 7.10: Lifetime of atom numbers: The figure shows normalized atom numbers as a func-
tion of evolution time for many different cases. We fit exponentials to them and find that the
lifetimes are typically more than 5000τ. Each point is an average of six individual experimental
realizations and error bars represent the error of the mean.
7.4 Discussions
7.4.1 Coupling “non-identically” disordered tubes
For the cases explored till now, the particles were free to move along the y-direction as
the underlying potential landscape was not disordered along the y-direction. In the non-
interacting case, this gave rise to delocalized modes along the y-direction and localized
modes along the x-direction. Upon introduction of interactions, these modes were coupled
and the delocalized modes destroyed the localized ones.
An immediate question that arises is the fate of the system if the disorder is not identical
in all tubes? This is not clear, as the problem reduces to the question of the existence of
MBL in two dimensions, which is discussed in Chapter 9. This is because if the disorder is
not identical in all the tubes, then along the y-direction the particles cannot move freely.
The result, in this case, cannot be inferred from the above analysis, and it might or might
not delocalize depending on the disorder type. It might even be possible to destroy AL if
the disorder is not identical.
7.4.2 Coupling effects in higher dimensions
The bath-like properties that coupled systems with identical disorder exhibit should hold
true also in higher dimensions. We have observed this effect in two dimensions, by mea-
suring accelerated relaxation of coupled identically disordered two-dimensional planes,
see Chapter 9.
7.4.3 Atom number and imbalance lifetime extraction
The time dependence of the imbalance is captured using the following fit:
70 Chapter 7. Coupling Identical Many-Body Localized Quantum Systems
10−1 100 101 102 103
Time (¿)
0.0
0.2
0.4
0.6
0.8
Im
ba
lan
ce
 I
1D+ , U=0J
2D, U=0J
1D+ , U=−6J
2D, U=−6J
ED - Theory
Figure 7.11: Stretched vs normal exponential fit comparison: We show Fig. 7.4 along with
normal exponential fits where we find significant improvement in the fit quality using stretched
exponential fits (solids lines) as compared to the normal exponential fits (dashed lines).
I = (Ae−t/t1cos(νt) + Ist) e−(Γ t)
β
(7.2)
Here, A is the amplitude of a damped sinusoidal function, with t1 ∼ 1τ and frequency
ν ∼ 1/τ. It then saturates to a plateau value of Ist. This imbalance plateau value then
decays slowly with a long lifetime, T1/e = 1/Γ , which depends on the coupling between
the tubes, where Γ is the decay rate and β is the stretching exponent.
We fit an exponential decay to the measured atom numbers as a function of evolution
time to obtain the atom number lifetime. Five curves for this are shown in Fig. 7.10. The
lifetimes are similar across all the presented parameter ranges, and we do not observe
any strong dependence on interactions, disorder strength or the dimension. The extracted
lifetime ranges from 0.5− 1.1×104τ, with systematic errors occurring possibly due to the
limited measurement times of 3000τ.
7.4.4 Normal vs stretched exponentials
We find that the quality of the fit is significantly better if we use stretched exponen-
tials ∼ e−(Γ t)β ) as compared to a normal exponential function ∼ e−Γ t . However, none
of the quantitative numbers or the conclusions of the paper change due to this. Further,
a stretched exponential might be naturally expected because of different regions having
different local disorder strength. This gives rise to a variety of relaxation timescales, which
result in a stretched exponential function as compared to a normal exponential. We show
this difference between normal and stretched exponential fits in Fig. 7.11.
7.4.5 Stretching exponents
The value of the stretching exponents β might contain additional information on the na-
ture of the dynamics. For example, one can expect that a homogeneous thermal system
will decay with a stretching exponent of one (i.e. like a normal exponential), which could
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Figure 7.12: Stretching exponents across the weak coupling-strong coupling crossover: We
find that the stretching exponents to the imbalance time evolution in Fig. 7.6 do not change within
error bar with a mean of 0.6. The data is measured at a fixed disorder strength ∆= 5 J . Error bars
denote the fit error. Weak coupling denotes J⊥/J << 1 and strong coupling denotes J⊥/J ∼ 1.
be expected in the case when the bath completely dominates the relaxation. We show the
extracted stretching exponents in Fig. 7.12. Within the experimental uncertainty, we do
not observe a systematic change in β , but mostly find it to scatter around 0.6.
7.4.6 The phase of the quasi-periodic disorder
The relative phase, φ, between the disorder lattice and the main lattice along the x-
direction is not discussed until now. This term is present in the quasi-periodic potential,
cos(2piiβ +φ). However, such a term is not expected to change the imbalance of a large
system and hence, is not emphasized. We have checked this in the experiment by com-
paring the mean from six individual experimental realizations with a constant phase with
the imbalance measurements averaged over six different phases and found them to be
identical. This can be understood by thinking that in a thermodynamic system, different
phases are automatically averaged in different regions of the system and hence, no phase
averaging is necessary. We expect the experimental system sizes to be large enough to be
close to this limit.
7.4.7 A dynamical symmetry for the Hubbard models
There exists a dynamical symmetry, i.e. in the time evolution in the Fermi-Hubbard Model,
as was revealed in the experiments studying expansion dynamics of the Fermi-Hubbard
model [129]. Here, it was realized that the expansion velocity of a two-component
fermionic gas in two dimensions is independent of the sign of interactions U , i.e., the
expansion velocity was the same for both +U and −U , as long as the starting state was the
same. A similar behavior was also observed in the expansion of a homogeneous Bose gas in
one and two dimensions in Ref. [111] and also for the one-dimensional MBL phase [72].
In our work, we found that such behavior can still be observed with the disorder only
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Figure 7.13: Dynamical symmetry between the positive and the negative interactions: We fix
the disorder to be ∆ = 5 J and measure the imbalance after different evolution times for positive
and negative interactions with a strength of 10 J . We find that the imbalance is identical for
both cases, revealing the presence of a dynamical symmetry between +U ↔ −U . Each point is
an average of six individual experimental realizations and the error bars denote the error of the
mean. Solid lines are guides to the eye.
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Figure 7.14: Experimental lattice sequence: The schematic shows the various lattice ramps for
the experiment. Importantly, the y-lattice is ramped to various values to obtain the configurations
which range from 1D+ to 2D.
present along the x-direction. To check this directly, we also measured the time evolution
of the imbalance for interactions U = ±10U and we find this symmetry to hold to very
long times, as shown in Fig. 7.13.
7.4.8 Experimental sequence
The experimental sequence till the production of ultracold fermions and loading it into
a lattice with the even sites occupied is the same as described in Chapter 5. The lattice
ramps after that are shown in Fig. 7.14, where the lattice depths are denoted in the units
7.4 Discussions 73
of their respective recoil energies Eλr = h
2/2mλ2. Here, h is Plank’s constant, m is the mass
of the Potassium-40 atom and λ is the wavelength of the lattice. Along the x-direction,
the 1064nm x-lattice is switched off quickly in 10µs to 0 E1064nmr . Simultaneously, the
532 nm lattice is ramped down from 20 E532nmr to 8 E
532nm
r and the 738 nm main lattice
along the y-direction is ramped down from 45 E738nmr to various lattice depths to obtain
different perpendicular hoppings, J⊥. For example, for the case of the weakest coupling
of the 1D+ case, J⊥/J = 10−3, the final depth stays at 45 E738nmr and for the case of
the strongest coupling used in the paper, J⊥/J = 1, we decrease the y-lattice depth to
5.4 E738nmr . See Appendix. A for additional values of the parameters. The magnetic field
is appropriately adjusted to change the scattering length to compensate for the reduction
of the Wannier overlap so that we obtain the same value of the onsite interaction strength
U as the perpendicular hopping is changed. After variable evolution times, the dynamics
are frozen by increasing the depth of all lattices to large values and performing the band-
mapping procedure to extract the imbalance as described in Chapter 5.
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CHAPTER 8
Periodically Driving a Many-Body Localized
Quantum System
Short summary: Periodically driven disordered systems can avoid the heat-death that other
ergodic systems are expected to suffer. Such regimes of extreme stability in a periodically
driven system are observed.
8.1 Introduction
The time dependent Schrödinger equation can be written as:
iħh ∂
∂ t
|Ψ〉= Hˆ(t) |Ψ〉 (8.1)
It governs the unitary time evolution of an isolated system in a state |Ψ〉 evolving with
a time-dependent Hamiltonian Hˆ(t). In full generality, this is a very hard problem to study,
with its solutions possibly containing the design of insects and trees, amongst others. For
a much simpler case, one can consider a closed-system Hamiltonian which is independent
of time, by solving just the eigenstates of the static matrix Hˆ. This is also impossible
to solve in full generality. However, we know of many interesting quantum phenomena
which are present in this class of static quantum systems such as superconductivity and
the quantum-Hall effects.
One of the tractable ways to study time-dependent systems is to consider a subclass
which possesses periodicity in time. Such systems, called Floquet systems, are such that
the Hamiltonian can be described by Hˆ(t + T ) = Hˆ(t), with a period of repetition T . Here,
one can construct the time-independent Floquet Hamiltonian HˆF from the effect of a single
period of the drive:
e− iħh HˆF T = T e− iħh
∫ T
0 Hˆ(t)d t (8.2)
Here, T is the time-ordering operator. This is recasting the problem so that we focus
on one period and subsequently, generate the dynamics by applying the Floquet unitary
multiple times. This Floquet unitary governs the stroboscopic dynamics (i.e. dynamics
observed after integral multiples of the period T) of the system.
One would expect to find new phases of matter and interesting dynamics in these new
class of systems. However, in such systems, local correlations do not persist, and most
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(quasi)-energy
Floquet-ETH Floquet-MBLA B CStatic-ETH
Figure 8.1: Static-ETH, Floquet-ETH, Floquet-MBL: The diagram shows the result of calculating
the expectation value of a simple operator in different eigenstates. In static-ETH systems, A, this
gives rise to a purely energy dependent and smooth behavior (ETH-preserving). Here, quasi-energy
is the same as the eigenenergy. In contrast, in Floquet-ETH systems, B, one only finds an infinite
temperature behavior, and all states show infinite-T behavior. Finally, in MBL systems (Floquet or
otherwise), C, the expectation value can wildly oscillate from eigenstate to eigenstates, violating
ETH very strongly.
Floquet-systems inevitably heat up to featureless infinite temperature states. This pro-
vides a generalization to ETH in periodically driven systems, with an important distinc-
tion: the system thermalizes but to an infinite-temperature state. However, this eventual
result is not the only possible fate, and a counter-example is presented in strongly MBL
systems [161–167]. It must also be noted here that, such results are for infinitely long
time, and interesting dynamics should be present even in non-MBL systems (at least in
lower dimensions) to very long times [168]. Since, transients are all that exist in the
real world and have been demonstrated in many relevant cases [169–175], these works
establish Floquet-engineering as a tool to engineer quasi-stable phases. However, recent
theoretical works have demonstrated that one can instead have an exact notion of sharply
delineated phases in driven systems [176–182] if they are MBL and show a stability to
heating due to the drive. Such systems will be the focus of this chapter. ac
To understand these cases, it is illuminating to look at Fig. 8.1. Here, we consider the
expectation value of a simple operator as a function of the eigenstates, ordered according
to their increasing eigenenergy. Then, if the system obeys ETH, nearby eigenstates have
the same expectation value of the operator, and hence, the overall change is smooth in the
energy of the system, as shown in Fig. 8.1 A [162]. On the other hand, generic periodically
driven systems without disorder become fully mixed. Further, one can only define quasi-
energy, instead of eigenenergy, defined as energies modulo 2pi, Fig. 8.1 B [183]. In such
systems, energy is not conserved, and one finds no structure in the observables. Finally,
in C, one can see the same for Floquet-MBL states showing strong fluctuations in the
expectation value of the operator. Here, the system is driven and interacting, but still, fails
to thermalize and shows drastic deviations from ETH of either form.
This chapter describes our experiment in which we have realized the cases of B and C
in a periodically modulated one-dimensional lattice. We measure imbalance, which does
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Figure 8.2: Initial state, A: A density wave of spinful atoms is loaded on only the even sites of a
one-dimensional lattice. Time dependent modulation, B: The lattice potential is given by a time-
periodic disorder which varies with a frequency ν. Phase diagram, C: The resulting phase diagram
for a large amplitude of the drive A ∼ ∆ shows a localized phase at large disorders and high
frequencies and an ergodic phase otherwise. They are separated by a delocalization-localization
transition, induced due to the drive.
not relax to the value predicted from Floquet-ETH, due to the addition of disorder, and
present an estimate of the phase transition between the Floquet-ETH and the Floquet-MBL
phases.
8.2 Model
As in the previous experiments, the tunneling along the y-direction and z-direction is
strongly suppressed as compared to x-direction. This effectively decouples the tubes which
run along the x-direction which form one-dimensional systems. An individual tube along
the x-direction can be theoretically described by the one-dimensional Aubry-André model
with on-site interactions [148] and a time periodic quasi-random disorder potential:
Hˆ =− J∑
i,σ
(cˆ†i+1,σ cˆi,σ + h.c.) + U
∑
i
nˆi,↑nˆi,↓
+ [∆+ Asin(2piνt)]
∑
i,σ
cos(2piβ i +φ)nˆi,σ. (8.3)
Here, J ≈ h×550Hz is the tunneling matrix element between neighboring sites and h is
Planck’s constant. The fermion creation (annihilation) operator in the spin state σ ∈ {↑,↓}
on site i are denoted by cˆ†i,σ (cˆi,σ) and the particle number operator is nˆi,σ = cˆ
†
i,σ cˆi,σ. The
on-site interaction strength between the two spins is given by U .
The disorder is parametrized by its strength ∆, the incommensurate wavelength ratio
β = λs/λd , and the relative phase φ. The disorder strength ∆ is modulated periodically in
time, with the amplitude A effectively reducing or increasing the instantaneous disorder
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strength. In the experiment, this is implemented by periodically modulating the intensity
of the disorder lattice such that the amplitude of the drive A is restricted to ∈ [0,∆].
This modulation happens in a sinusoidal fashion with a frequency ν = 1/T , where T
is the period of one cycle of modulation. This makes the Hamiltonian periodic in time
H(t) = H(t + T ). In the case of zero amplitude of drive A = 0, the model is the same
as the one studied earlier as the time-independent MBL case in Chapter 6 and shows a
many-body localization transition around ∆= 4 J for U = 4 J .
Periodically modulated optical fields
In principle, modulating any of the terms in the Hamiltonian J , U or ∆ periodically would
make the system Hamiltonian periodic in time. However, there are certain practical re-
strictions on each of them. Due to the fast timescales involved, the magnetic field usually
cannot be easily periodically modulated in the high-frequency limit. Hence, we choose to
modulate the optical fields rather than magnetic fields. One could modulate the hopping
J or the disorder ∆ term. However, the hopping J is not modulated proportional to the
power of the optical field, since the hopping has exponential dependence. Hence, the dis-
order potential is used as the modulation parameter, by merely modulating the intensity
of the disorder laser. While this also perturbs the hopping, this perturbation is small, and
it is not expected to change the global relaxation dynamics. A possibility in the future
would be to use the drives mentioned in many theoretical proposals. These drives could
be gradient drives such as modulation of the dipole trap, a magnetic field gradient or
staggered drive, which can be implemented by using the super-lattice laser, allowing us to
experimental realize several novel regimes [161–167].
8.3 Results
8.3.1 Stroboscopic time-evolution
We first set the interactions to U = 4 J . We also fix the disorder strength to ∆= 7.5 J such
that the undriven system is strongly localized. We then monitor the time evolution of the
imbalance I for the case of very strong driving A = ∆. Two exemplary traces are shown
in Fig. 8.3 for a high drive frequency ν = 2.0∆/h and a low drive frequency ν = 0.4∆/h.
The reason for calling them high and low will be explained in the coming sections. The
normalization of imbalance is performed with the asymptotic imbalance of the undriven
system I0 ≈ 0.6. This is because we would like to understand the additional effect of the
drive as compared to the dynamics of the undriven system. In any case, this merely scales
the y-axis. This is also the reason why the normalized imbalance, I/I0 is higher than
unity at zero time of evolution (cut-off from the graph). This will not be important, as we
will focus on the long time value. We have plotted all times in terms of the tunneling time
τ= h/(2piJ).
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Figure 8.3: Time evolution of imbalance for low and high drive frequency: We fix the disorder
strength to ∆ = 7.5 J , interactions to U = 4 J and work with a strong drive A = ∆ and show the
resulting evolution of the normalized imbalance I/I0 as a function of time for one high frequency
ν = 2.0∆ and one low frequency ν = 0.4∆. Here, I0 ≈ 0.6 is the asymptotic imbalance in the
undriven case. All times are given in units of the hopping time τ = h/(2piJ). We observe a large
imbalance for the case of high frequency but a vanishingly small imbalance for the case of driving
with low frequency. Each point is an average of six individual experimental realizations, and the
error of the mean is smaller than the point size. Theoretical data obtained from matrix product
simulations is shown as lines, and gray shaded region denotes the time window considered for
obtaining the asymptotic imbalance.
Time evolution
We observe that at high frequency ν = 2.0∆/h the normalized imbalance is almost unity
(I/I0 ∼ 1, blue points). This supports that the system is essentially transparent to the
drive in this regime and the resulting imbalance is the same as the case with no drive. On
the other hand, we find that the imbalance is qualitatively different and almost vanishes
for low drive frequency, ν = 0.4∆/h. Here, the dynamics in the periodically modulated
Hamiltonian permits the redistribution of atoms between even and odd sites, leading to
a vanishingly small imbalance (I/I0 ∼ 0, gray points). Theoretical simulations using
matrix product states on a fairly large system (L=32) are shown in solid lines and strongly
support our conclusions. Furthermore, the good agreement indicates that one can consider
the system to be fairly well isolated from the rest of the environment at these times scales.
On the instantaneous Hamiltonian
We note the following two points about the drive amplitude and frequency from the math-
ematical structure of the drive:
1. Consider two arbitrary frequencies ν1 and ν2 (one low and one high). Additionally,
we fix the total time of evolution t of the Hamiltonian, such that t = m/(ν1ν2), where
m is some integer, ensuring stroboscopic measurements. This also guarantees that
the total time spent by the instantaneous Hamiltonians such that the instantaneous
disorder amplitude is less than the critical value in the undriven case is independent
of the drive frequency and only depends on the amplitude of the drive. This is in
80 Chapter 8. Periodically Driving a Many-Body Localized Quantum System
contrast to keeping the number of cycles fixed, in which the systems spends different
amount of total time in the low disorder phase. Hence, the response in Fig. 8.3
cannot be explained by the reduction of time in the delocalized phase.
2. For a strong drive amplitude A ∼ ∆, the system continuously crosses the critical
disorder strength of the undriven system. In a conventional phase transition, one
could expect the system to strongly heat up, as it crosses a quantum critical point
continuously. This idea appears to break down in the case of a high-frequency drive
in disordered systems.
To understand the experimental observations, a small digression is presented. This
digression would focus on the non-interacting case since it is easier to understand qualita-
tively. The experimental results after this section show the results for the interacting case,
which share many of the qualitative features.
Failure of a simple freeze-expand model
Consider the following model in which the disorder is periodically switched between a
very large value ∆ >> ∆c (strongly localized, localization length ξ << 1) and zero ∆ =
0(delocalized). We monitor the expansion of a particle, starting from a single site. Naively,
one would expect that the expansion (and hence. imbalance) would be independent of
the drive frequency but only depends on the total evolution time. This follows directly
if one assumes that during the time of large disorder, the particle completely freezes and
during the time of low disorder, the particle expands. Then, the total expansion would
only depend on the time spend in the delocalized phase. Since this is independent of the
frequency, one would conclude that the expansion is independent of the drive frequency.
This is not what one observes because the time evolution is highly coherent and the
backscattering during the time of high disorder strongly suppresses the expansion during
the low disorder. This implies that even in the phase without the disorder, there is a mem-
ory of the phase with the disorder, reflected in the destruction of the coherence, required
for expansion ( result in the absence of expansion even in the low disorder phase). At
high enough frequencies, the expansion can even be completely suppressed, even though
the system has arbitrarily long amounts of time at zero disorder. The central realization is
that it is the total amount of time in the delocalized phase in one period that is relevant,
and not the total time in the delocalize phase.
8.3.2 Phase diagram and the drive-induced delocalization
To understand what is a low frequency and what is a high frequency, one can systemat-
ically examine the value of imbalance after a time evolution of 50τ as a function of fre-
quency. This time is chosen so as to be long compared to few local interaction timescales
(which normally should lead to thermalization of simple operators) but not too long so
that the imbalance gets affected by the background bath coupling. Further, we expect this
timescale to be capturing the asymptotic imbalance as long as the system is sufficiently far
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Figure 8.4: Phase diagram for large amplitude drive: We extract a phase diagram of the strong
amplitude drive with A= ∆ as we vary the disorder potential and the drive frequency. The inter-
actions are fixed to U = 4 J . Experimental results are shown in A and theoretical results are shown
in B and show the imbalance measured after a time evolution of ∼ 50τ. In both the theory and
the experiment, we find that the system remains localized at high frequencies for strong disorders
but gets delocalized at low disorders or low enough frequencies. Further, in the insets, we show
the theoretical calculation of the level statistics parameter P(r) of the effective Floquet Hamilto-
nian, which shows COE statistics (gray line) in the delocalized phase signaling ergodic behavior
and shows Poisson level statistics (blue line) signaling MBL. Dashed lines show their functional
forms as a guide to the eye. Hence, they affirm our expectations based on the resulting asymptotic
imbalance.
away from any critical point. We comment below on the dynamics near the critical points.
This scan along the frequency is shown for various disorder strengths in Fig. 8.4.
The results obtained for large fixed amplitude A ∼ ∆ and fixed interactions U = 4 J
from the experiment is shown in Fig. 8.4 A and for comparison the same is also shown as
obtained from the matrix product based simulations in Fig. 8.4 B. On the x-axis is the high-
frequency limit (∆/ν → 0), where we can expect the system to behave the same way as
the undriven system. Hence, we also expect the transition to be the same as in the case of
the undriven system with a critical disorder strength of ∆= 3 J . This is also where we see
a sharp size of the imbalance. This region is the critical region and the analysis here of the
precise critical point requires more care, and is separately described in Chapter 9. One can
also see explicitly that the imbalance is non-zero at the disorder strength of ∆c = 3 J and
hence, ask if this is already MBL. However, this is not accurate as near the critical point,
there is (probably at least) one diverging length scale which causes finite time imbalance
to be non-zero. A better way to understand this region is to consider the relaxation rates
as explained in Chapter 9.
For larger disorder, on the x-axis one obtains a large imbalance in both theory and
experiment which shows the localized nature in the high frequency limit. Decreasing the
drive frequency generically causes the imbalance to decrease but it still persists at a non-
zero value for a finite but high frequency. Further lowering the frequency, however, causes
the system to completely delocalize, resulting in vanishing imbalance. This is shown in the
form of an arrow from the MBL phase 2© to the ergodic phase 1©, black arrow. As described
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in the introduction, the stroboscopic time evolution can be captured by a time-independent
Floquet Hamiltonian, HˆF :
e− iħh HˆF T = T e− iħh
∫ T
0 Hˆ(t)d t (8.4)
which describes the unitary evolution over one period of the drive. Here, T is the time
ordering operator and ħh is the reduced Planck’s constant. Further, its statistical properties
determine whether the quantum dynamics are ergodic or not [184]. For example, one
can compute the level statistics of the quasi-energies εα, obtained from diagonalizing HˆF ,
and calculate the quasi-energies εα modulo h/T (due to the periodicity of the drive). The
distribution P(r) of the level statistics parameter, rα = min[
εα+1−εα
εα−εα−1 ,
εα−εα−1
εα+1−εα ] helps one to
identify the nature of the dynamics (ergodic or not). While the P(r) in ergodic dynamics is
expected to follow the circular orthogonal ensemble, a Poisson distribution is expected in
the localized phase due to the absence of level repulsion. Typical plots for the distribution
P(r) are shown in the insets in Fig. 8.4 B and agree with these expectations. However,
these numerics have been performed on systems of size L = 8, due to the finite amount
of available computing resources. Hence, these results must be taken with caution. Nev-
ertheless, they support the results obtained from the imbalance. Further, they show a
crossover from the Poisson to the Gaussian distribution as one goes from the MBL phase
2© to an ergodic phase 1© along the black arrow, due to the finite system sizes.
Quantitative analysis of the frequency dependence
Fig. 8.5 A illustrates the contours of the phase diagram better by showing a cut at a con-
stant disorder (vertical cut, along the black arrow). Here, we show the normalized im-
balance for fixed ∆ = 7.5 J and interactions U = 3 J for large amplitude A = ∆. The
normalized imbalance is unity at high frequencies and continuously decreases upon de-
creasing the frequency, except for a small “bump” around ∆/(hν) ∼ 1. This is visible both
in the experimental data (points) and the theoretical simulations (lines) and is connected
to the nearest-neighbor energy level distribution of the quasi-periodic disorder. Upon low-
ering the frequency further, such that ∆/(hν) > 2, we measure a vanishing imbalance
signaling ergodic dynamics. The experimental data is typically slightly smaller than the
theoretical data, likely due to the effects of the finite coupling to the environment [73].
8.3.3 Low amplitude regime and some open questions
Until now, we have focused primarily on the case of the large amplitude drive with A=∆.
In Fig. 8.5 B, we show the imbalance after 50τ as a function of the amplitude of the drive
for a low frequency of hν = ∆/7.5 = 1 J with fixed disorder ∆ = 7.5 J and interaction
U = 3 J . As noted earlier, the system delocalizes at large amplitudes A ∼ ∆. Upon de-
creasing the amplitude, we observe that the imbalance continuously increases, signaling
that the system might no longer remain ergodic and might become MBL even at low fre-
quencies, if the amplitude of the drive is not large enough. This implies that, despite
the low-frequency drive, the system remains exceedingly stable for small drive amplitudes.
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Figure 8.5: Amplitude and frequency cuts: The plot shows the asymptotic normalized imbalance
for fixed disorder ∆ = 7.5 J and interaction U = 3 J for, A, fixed large amplitude A = ∆, the
frequency scan and B, fixed small frequency ν = ∆/7.5, the amplitude scan. The system appears
to be stable at small amplitudes, but promptly delocalizes for large ones. The experimental data is
shown as blue points and the gray lines denote the numerical simulation results. Error bars denote
the error of the mean from six individual experimental realizations and are typically smaller than
the data points. Thickness of the theoretical lines denotes one standard deviation of the data for
different disorder realizations.
This is in stark contrast to many theoretical results, which argued that many-body sys-
tems must get delocalized at low frequencies. While it is unclear if this is a finite time
result, further numerical simulations at least tend to support that the system might indeed
strongly reduce the critical numbers to A/(hν) ∼ 10−5. Nonetheless, it is clear that an
MBL system should be extremely robust in the case of the above-defined global drive at
all frequencies. This could provide novel avenues for engineering new phases of matter.
The ultimate fate of such a system for low drive amplitudes and low frequencies, however,
remains an open question.
8.3.4 Conclusion
By periodically driving a many-body Hamiltonian, we have created and probed ergodic
and non-ergodic phases. Periodic driving also provides a new tool to study the frequency-
resolved measurements of the many-body system [185]. Further, we experimentally
demonstrate that disorder can indeed protect driven systems from heating up. Even
for highly non-perturbative drives with very large amplitudes, the MBL system is shown
to undergo a finite-frequency localization-delocalization transition. Further, our experi-
ment finds a novel regime of extreme stability at any drive frequency, providing exciting
opportunities for engineering periodically driven phases of matter.
8.4 Discussions
We discuss, compare and contrast some important points to make the results mentioned
above more concrete. Further, we think that these results can significantly add to the un-
derstanding of the microscopic picture and contribute to understand the various regimes.
We will focus on numerics based results in this section, which are performed on the XXZ
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Figure 8.6: A quantitative comparison between the experimental global-drive and an electric-
field gradient-drive. A: The time evolution of the imbalance is calculated using matrix-product-
state techniques and is shown for a few illustrative cases: For no drive A = 0 in (a), a gradient
drive with A/∆= 0.2 in (b) and the global drive for two low frequencies in (c) and (d). Compared
to a static MBL system in (a), the driven system in (b) shows a clear power law relaxation of
the imbalance. However, in case of driving with the global drive in (c) and (d), an unambiguous
relaxation of the imbalance is not visible. The disorder strength is ∆= 5 J and interaction U = 4 J .
B: A similar trend for the global drive can be captured by the relaxation of the spin polarization
in the XXZ Hamiltonian, which also shows a large imbalance are very long times. The simulations
are performed for disorder ∆ = 5 J⊥ and interaction Jz = 1.0 J⊥ and support that our observation
of stability of MBL for the low-amplitude global-drive is also visible in other models of MBL. The
simulations are performed by Prof. Michael Knap and are reported here with permission.
Hamiltonian as described in the initial chapters. The numerics in this section were neces-
sitated out of discussions, and I thank Prof. Michael Knap for permission to share some
unpublished results.
8.4.1 Global drive vs gradient drive and a Landau-Zener picture
Multiple theoretical studies [162–164, 166, 167, 186] on the MBL phase in the disordered
XXZ Hamiltonian have studied the response of an MBL system at low frequencies and have
pointed out that such a system must always delocalize. The reason for such a delocaliza-
tion can be understood with a simple picture of Landau-Zener crossings [162], whereby
the energy levels in the many-body spectrum have crossings which effectively get coupled
at low frequencies. What is interesting in most theoretical studies is that even though
the considered drives are macroscopically different, ranging from electric field gradient
drive [167] to staggered hopping [166], they all find that MBL breaks down universally
roughly for A/(hν)¦ 1.
Since the drive we studied in this work was previously unexplored; we compared the
relaxation of our system when driven by one of the above drives, where the system is
modulated with a gradient potential. This is done for two reasons. One is for a direct
comparison to check if the experimental results imply a generic result, expected in highly
excites states of all disordered Hamiltonians, and more importantly, because of the low
amplitude results in our system, where we already measured indications of non-universal
behavior. To have such a comparative study, we show in Fig. 8.6 A four different time
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Figure 8.7: Dynamical phase diagram as a function of frequency and amplitude. We plot the
imbalance after an evolution time of 50 J for a disorder strength of ∆ = 4 J and an interaction
strength of U = 4 J as a function of the drive frequency and the drive amplitude. We observe
that the system remains localized for high frequencies for all amplitudes. At low frequencies, the
system delocalizes for large amplitude. The system appears localized for low amplitudes and low
frequencies.
evolutions. In Fig. 8.6 A(a) we show the imbalance for the case of no driving, where we
observe a saturation of imbalance, signaling MBL. In Fig. 8.6 A(b), we show the relaxation
for a gradient drive, showing the predicted power law relaxation (and delocalization) of
imbalance [167], for A/(hν) = 8>> 1. However, for the same parameter ratio, A/(hν) = 8,
for the global drive studied in our system we see a relaxation to a new plateau behavior
and no power law relaxation, as shown in Fig. 8.6 A(c,d). However, it is not unambigu-
ously clear that there cannot be further relaxation at longer times, and it is challenging to
simulate even longer times in this case.
This limitation can be (up to a degree) circumvented by performing simulations with
the disordered XXZ Hamiltonian, where it is possible to perform calculations for smaller
frequencies and longer times. This is shown in Fig. 8.6 B. Here, we use a disorder strength
∆ = 5 J⊥ and an amplitude of A = 0.16∆ for a chain of length L = 16. We show the
time evolution of a staggered Néel state (with a projected polarization of unity) for two
very low frequencies ν = 2×10−5/τ and ν = 10−4/τ, which results in a large value of the
parameter, A/(hν). However, even for times as long as 106τ, we do not observe a clear
sign of delocalization. These results show that our observations are most likely generic and
represent a case of extreme stability of the MBL state with respect to a small amplitude
global-drive, in which the strength of the disorder is itself modulated. It remains an
open challenge for both experimental and theoretical investigations, to infer the correct
asymptotic description of the such in such regimes. Nonetheless, such results demonstrate
novel avenues for engineering exceedingly stable driven phases of matter.
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Figure 8.8: Long-time evolution of the imbalance with a large amplitude drive: We plot
the theoretical imbalance I in the time traces in Fig. 8.3 to eacven longer times with disorder
∆ = 7.5 J and interaction U = 4 J . This supports the result that the system remains localized
for high frequency ν = 2.0∆/h but gets delocalized at low frequency ν = 0.4∆/h. Part A and B
show the same data, but on linear-linear and log-log plots, respectively. The linear plot is for the
comparison to Fig. 8.3, while the log-log plot shows the slow power law decay of the small residual
imbalance at low drive frequency.
Real-random disorder vs quasi-periodic disorder
One can ask if the non-interacting problem also delocalizes. There seems to be an im-
portant difference between the real-random (RR) and quasi-periodic (AA) disorder and
that is the finiteness of the localization-delocalization point that changes the response at
low frequencies, i.e. the critical disorder strength in the undriven non-interacting model
is ∆RRc = 0, while it is ∆
AA
c = 2 J for the AA disorder. While it seems that the RR never
delocalizes, indeed the localization length in the Floquet Hamiltonian can become arbi-
trarily large. On the other hand, it seems that indeed there is delocalization in the AA
case. These results suggest that it is the finiteness of the critical point which is crucial and
not the interactions. It would be interesting to realize driving protocols, where the driven
non-interacting system (with finite undriven critical disorder strength) remains localized,
but the driven interacting system delocalizes.
Role of interactions
One simple thing that interactions do is to move the localization-delocalization transition
point to a finite value whether the system has RR or AA disorder. Hence, in this case, there
is a finite value of the critical point, and hence, for any interactions, there still seems to be
a localized and delocalized regime for the large amplitude global drive/gradient drive.
8.4.2 Amplitude-frequency phase diagram
We map out the amplitude-frequency phase diagram for disorder ∆ = 4 J and interaction
U = 4 J , as shown in Fig. 8.7. While the system shows vanishing imbalance for large
amplitude and low frequency, it shows a persistent imbalance for high frequency and/or
low amplitude. We expect the system to be MBL in these cases, though the fate of the
system at low amplitude and low frequency, while it appears to be MBL, is unclear.
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Figure 8.9: Frequency resolved spectrum of a localized state, A: We measure stationary im-
balance for fixed disorder ∆= 7.5 J and vanishing interactions for various modulation frequencies
and find strong absorption signal for frequencies between 0.2-2.0∆/h. Nearest-neighbor onsite
energy differences in the quasi-periodic model, B: The absorption can be understood as a re-
sult of a strong localized system and the nearest neighbor onsite energy differences δE in the
Aubry-André model.
8.4.3 Asymptotic imbalance of the undriven system
The asymptotic value of the imbalance of the undriven system I0 is the value of the im-
balance after an evolution of 40− 50τ for A= 0. For disorder ∆ = 7.5 J and U = 4 J , we
expect this value to be the imbalance of our system at infinite times. The undriven asymp-
totic value obtained in the experiment is Iexp0 = 0.56 and its value for the theoretical case
is I theory0 = 0.66. The discrepancy between theory and experiment is primarily attributed
to the weak coupling of the experiment to the nearby tubes [73], which acts like a bath
and to the lower value of the initial state imbalance of Iexp(t = 0) = 0.91, compared to
the numerical calculations which has unity imbalance for zero time evolution.
8.4.4 Longer-time dynamics of the strongly driven system
To further support the case of localization at high frequencies but delocalization at low
frequencies, we theoretically evaluate the imbalance to even longer times than shown in
Fig. 8.3 and this is shown in Fig. 8.8. The disorder is fixed to ∆ = 7.5 J , the interaction to
U = 4 J and the amplitude of the drive to A=∆. Part A and B show the same data, but the
former is on a linear-linear plot and the latter on a log-log plot. The linear plot is to extend
the earlier data to longer times showing a stable high-frequency phase. In the log-log plot,
a very slow power-law decay of the imbalance is observed for the low-frequency drive.
This supports the initial observation that the system is indeed in a Floquet-MBL phase for
high-frequencies and is consistent with a Floquet-ETH phase for low-frequencies.
8.4.5 Frequency resolved spectrum
Lattice modulation spectroscopy is a powerful probe to characterize the excitation spec-
trum of a many-body state. This has been successfully used to characterize the low-
temperature states such as the Mott-insulating and superfluid states and their low-energy
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excitation spectrum [187]. Further, for ergodic excited states, one would expect a broad
continuum of absorption. We can adapt this to our experiment and measure the absorp-
tion via imbalance loss as a function of modulation frequency for a small amplitude of
modulation A/∆ = 0.2. We perform this measurement for a strong disorder of ∆ = 7.5 J
and interactions close to zero U ≈ 0. This is shown in Fig. 8.9. The graph shows the resid-
ual normalized imbalance (I/I0) as a function of the drive frequency, and we observe
strong absorption between frequencies ν ∈ [0.2,2]×∆/h. The particular shape that we
observe is a direct consequence of localization and the nearest-neighbor onsite energy dif-
ferences in the quasi-periodic potential with Aubry-André type disorder potential (shown
in Fig. 8.9 B) which features a peak ∼ 1.5∆. This strongly peaked distribution of absorp-
tion is also visible in the phase diagram obtained in the main text. In the experiment,
the measured absorption signal might be smoothened (especially near the maximum ab-
sorption point) due to the finite modulation amplitude (changes the Hamiltonian), the
harmonic confinement and the averaging over multiple tubes [72], see Chapter 5.
CHAPTER 9
Slow Relaxation and Many-Body
Localization in 2D Quasi-Periodic Potentials
Short summary: MBL is probed in a model in two dimensions, with quasi-periodic poten-
tials along both directions. The relaxation dynamics of the system near a possible MBL
transition in two dimensions are revealed and described with phenomenological Griffiths-
type arguments. The chapter closes with several open questions and the current status of
the field.
9.1 Introduction
Whether and under which conditions MBL can occur in dimensions more than one remains
an outstanding challenge for both experiment and theory. While a variety of numerical
and analytical methods [22, 23, 40, 118, 188] have allowed us to understand and develop
a physical picture for the MBL phase in one dimension, much less is evident in higher
dimensions.
Simulations are expected to be reliable only deep in the MBL phase and cannot be
easily extended to the regimes close to the MBL transition point. Consequently, despite in-
tense interest [28–37], little is known with certainty about this regime. In particular, since
the physical picture of the transition is unclear, the critical properties of the transition are
unclear, and even basic notions are contested, such as whether the transition is continuous
or discontinuous [41, 42]. For works which assume a continuous transition, critical expo-
nents obtained from exact diagonalization studies of finite-sized systems (νFS ∼ 1) seem
incompatible with the ones from renormalization group analysis [29, 30](νRG ∼ 3.5) and
from some analytical considerations [189–191](νHarris ≥ 2) but are consistent with other
analytical works [192] (ν ∼ 1). In comparison. the situation is even less certain in higher
dimensions, which faces an acute scarcity of results [193–195]. Numerical calculations,
for example, are extremely challenging in higher dimensions [196] due to small system
sizes which are available.
Given the apparent conflict of the available results near the transition point and the
inaccessibility of numerical simulations in higher dimensions, experiments stand to play
a major role in illuminating the dynamics in these regimes. Previously, experiments have
studied the possibility of MBL in three-dimensions [197] and in two dimensions [198]
with short-ranged interactions and real-random disorder, by measuring mass transport.
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While this provides some evidence for an MBL phase in higher dimensions, mass transport
is probably the slowest relaxing observable in these systems, and hence, it becomes very
hard to separate a slow, disorder induced timescale of transport [129]. Additionally, it has
been argued that such an observable might not be able to capture the effects of rare regions
in higher dimensions [199], which are expected to significantly affect the dynamics near
the MBL transition point.
In this experiment, we probe a two-dimensional model with quasi-periodic potentials
along both directions. The relaxation of a far-from-equilibrium state is captured with the
imbalance, which relaxes very quickly in the absence of disorder and hence, allows captur-
ing the longer relaxation timescales in disordered cases. Our results constitute benchmarks
for theories which aim to capture the relaxation near a possible MBL transition point in
higher dimensions.
9.2 Model
The model used to study the interplay of the interaction and the disorder in two dimen-
sions is a direct generalization of the one-dimensional model described in Chapter 6. We
load the fermionic Potassium-40 gas in a two-component spin mixture into a square lattice
in two dimensions, as shown in Fig. 9.1 A. Atoms can tunnel between neighboring sites of
this lattice and interact via on-site interactions. Different quasi-periodic potentials run
along the orthogonal x and y-directions. This implies that the system is separable in the
absence of interactions. The Hamiltonian of the system can be written as follows:
Hˆ =− J ∑
〈i,j〉,σ
(cˆ†j,σ cˆi,σ + h.c.) + U
∑
i
nˆi,↑nˆi,↓
+∆
∑
i,σ
[cos(2piβxm) + cos(2piβyn)]nˆi,σ. (9.1)
Here, cˆ†i,σ(cˆi,σ) denotes the creation (annihilation) operator of a fermion with spin
σ ∈ {|↑〉 , |↓〉} on a lattice site i, characterized by its Cartesian coordinates i = (m,n). The
number operator is denoted by nˆi,σ = cˆ
†
i,σ cˆi,σ. The angle brackets in the first term 〈 , 〉
denote a restricted sum over nearest-neighbor sites. The tunneling matrix element along
both the x-direction and the y-direction is the same and is set to J ≈ h × 330Hz. Here,
h is Planck’s constant. The on-site interaction strength between two spins is denoted by
U and is tunable via a Feshbach resonance [140]. The disorder potential is characterized
by the strength ∆ and the lattice incommensurable wavelength ratios βx ≈ 0.721 along
the x-direction and βy ≈ 0.693 along the y-direction. The incommensurable wavelength
ratios are computed by the ratio between the main-lattice wavelength and the disorder-
lattice wavelength. Therefore, in the x-direction, it is βx ≈ 532nm/738.2nm ≈ 0.721 and
in the y-direction, it is βy ≈ 738.2nm/1064nm≈ 0.693.
Atoms are selectively loaded on the even stripes to form a far-from-equilibrium state,
and the relaxation dynamics is captured by monitoring the redistribution of atoms be-
tween the even and the odd stripes. In an ergodic time evolution, this density-wave pat-
tern will quickly vanish, as the dynamics erase any visible microscopic details of the initial
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Figure 9.1: Schematic of the experiment, A: The two-dimensional system can be described by
a square lattice with even stripes occupied by atoms in the initial state. The spin at each site is
not controlled and is expected to be random. The hopping along both the x-direction and the
y-direction is the same and is given by J . The interaction U is present only between atoms of
different spin states located on the same site. The disorder is characterized by the quasi-periodic
potential of strength ∆ and the incommensurable numbers βx and βy . The size of the system in
the central plane is approximately 200×100 sites containing several thousand atoms. Expected
phase diagram, B: One expected phase diagram would be a thermal-ETH phase for low-disorders
which relaxes very quickly (green area) and an MBL phase at large disorders which violates ETH
(red-area). If there is a transition between the two, dynamics near it can be strongly dictated by
regions which have anomalous characteristics, such as extremely long relaxation times arising due
to strong local disorder or unusually few interaction partners.
conditions. If this does not happen, and the system remembers its initial state, this di-
rectly indicates the breakdown of ergodicity. The memory of the initial conditions can
be measured by the normalized atom number difference between the even stripes (Ne)
and the odd stripes (No), defined as the imbalance I = (Ne − No)/(Ne + No). Like in the
one-dimensional case, this serves as our dynamical order parameter. The imbalance ex-
hibits fast relaxation in the absence of disorder and thereby, facilitates identification of a
possible slow relaxation timescale, introduced due to the addition of disorder. This must
be contrasted with the mass transport studied in Refs. [197, 198], which is a slow process
even in clean ergodic systems, without any disorder [129]. Furthermore, the imbalance
is argued to capture effects stemming from Griffiths-type relaxation mechanisms, even in
higher dimensions [199].
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Figure 9.2: Time evolution of imbalance in two dimensions: We fix the interaction to U = 5 J
and measure the imbalance after different evolution times for several disorder strengths starting
from an initial state with the imbalance close to unity. A: Shown on a linear plot, one can directly
observe that the imbalance relaxes to zero very quickly in case of low disorder strength ∆ = 1 J ,
signaling ergodic behavior. At intermediate disorder strength ∆ = 4 J , the imbalance appears to
show slow relaxation. For a strong disorder strength ∆ = 10 J , the system appears to relax at a
vanishingly small rate. B: The imbalance relaxation is shown for additional disorder strengths on
a logarithmic plot and shows a continuous slowing down of relaxation with increasing disorder
strength. Solid lines are fits ∝ t−ζ log(t), where ζ is the relaxation exponent, as described in the
main text. Each point is a mean of six individual experimental realizations, and error bars denote
the error of the mean. All times are given in units of the hopping time, τ= h/(2piJ).
9.3 Results
9.3.1 Slowing down of thermalization
To exemplify the relaxation dynamics in such a Hamiltonian, we fix the interaction to
U = 5 J and explore the dynamics for a variety of disorder strengths, as shown in Fig. 9.2.
Since the initial state contains almost all atoms on the even stripes, the imbalance is
close to unity at zero evolution times for all cases. During the time evolution, however,
the relaxation strongly depends on the underlying disorder strength. In Fig. 9.2 A, this is
plotted on a linear scale. For a low disorder strength,∆= 1 J , we see the imbalance relaxes
to zero in a few tunneling times. This signals that the system is ergodic for small disorders.
On the other hand, upon increasing the disorder strength to intermediate values, ∆= 4 J ,
we see that the imbalance does not quickly vanish, but instead shows a slow relaxation.
This becomes even weaker for larger disorder values, ∆= 10 J . To see this slow relaxation
at intermediate disorders clearly, we plot it for several additional values in Fig. 9.2 B on a
double logarithmic scale, which shows the continuous slowing down of relaxation as the
disorder strength is increased.
9.3.2 Locally in the other phase
Here, we that the theoretical understanding of the mechanism behind the observed re-
laxation in two dimensions is currently unclear. It appears intimately connected to the
nature of two very challenging problems: firstly, on the possibility of an MBL phase itself
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Figure 9.3: Rare-region schematic: The diagram shows two possible mechanisms which are ex-
pected to dominate the relaxation of the system. A: If the on-site potentials are distributed truly
randomly, local fluctuations of the disorder can result in the creation of regions with an usually
large amount of effective disorder, resulting in a long timescale of local relaxation. However, as
depicted in B, regions with unusually large total spin might mimic such effects, at least to inter-
mediate times. Effect on the relaxation dynamics and imbalance, C: Since different regions
are disordered differently, their relaxation also has different characteristic timescales, and such a
distribution can result in the relaxation of the imbalance dominated at time t with some charac-
teristic region of length scale lt . The system would completely relax after very long times and
the value of the imbalance I∞ distinguishes the localized system from a delocalized system. This
relaxation can be captured with some universal rate 1/z near the MBL transition disorder strength
∆c with an exponent ν. In the graph, ∆ denotes the disorder strength, ∆
MBL
c is the MBL critical
point whereas ∆ALc denotes the AL critical disorder strength, below which slow relaxation is not
expected. Whether or not I∞ can be discontinuous at the transition point is currently unclear [42].
in two dimensions and secondly, on the dynamical signatures of universality near criti-
cal points of the MBL transition. The solution might or might not further possess two or
more classes of universality, depending on the underlying disorder being deterministic like
quasi-periodic or real-random [152].
Even in one dimension, the dynamical signatures of universality near the MBL criti-
cal point are unclear. In systems with quenched real-random disorder, Refs. [30, 199]
predicted relaxation to be dominated by anomalous regions with unusually strong local
disorder, resulting in sub-diffusive transport near the MBL transition. Numerical calcula-
tions of Ref. [116] supported such a phenomenology. However, recent results [77, 200]
show the same signatures even in the absence of any such quenched disorder, and per
say, the relaxation appears strikingly similar to the case of relaxation in a system with a
real-random disorder. In two dimensions, the experimental results presented here provide
the first results on such relaxation in this regime, as shown in Fig. 9.2. Nevertheless, not
too close to the MBL transition and at intermediate times, another type of Griffiths effects
might explain the observed phenomena, as described next.
Phenomenological Griffith-type arguments
Consider a microscopic picture of the initial conditions. There are two features which
could be relevant, see Fig. 9.3 . In a system with true randomness, regions with unusually
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large local disorder can exist, with a probability which is exponentially small in their
volume (Ld):
p(L)∼ e−(L/l0)d (9.2)
where, l0 ∼ 1 is some number which depends on the exact distribution of the real-
random disorder (e.g. box or Gaussian). Such a region is shown pictorially in Fig. 9.3 A.
On the other hand, the surroundings near it have effectively very low disorder strength
and hence, a high mobility of particles. On short timescales, this anomalously strongly
disordered region would be effectively detuned away from its surroundings and appear
localized, showing incomplete relaxation of a density wave (i.e. this region would seem
localized at intermediate times, even though the entire system would eventually ther-
malize). Subsequently, on a longer timescale, it would couple with its surroundings and
assuming that the surroundings are thermal, it would eventually relax completely. Since
there is a distribution of such locally insulating volumes, they would relax with a distribu-
tion of characteristic timescales.
Importantly, even if there are no strong fluctuations in the local disorder (for exam-
ple in quasi-periodic systems), as shown in Fig. 9.3 B, there could instead be large local
fluctuations in how an infinite temperature state is constituted locally. With an expo-
nentially small probability in its size, the initial state might contain a large region with
predominantly a single spin component. The gray shaded region, in this case, has a very
large total spin S. Even though the total spin is globally a fixed quantity, it can fluctuate
locally. Such regions with a large total spin interact very weakly (or not at all) since in-
teractions in our system exist between atoms with different spins. Even a small amount
of disorder can localize such an isolated single-spin region. Local distributions of the to-
tal spin can result in distributions of local relaxation timescales, which would result in
some characteristic global relaxation. Such an argument would suggest that perhaps each
globally conserved quantity which can fluctuate locally, for example, the average density,
the disorder strength, the total spin, etc. would contribute to a distribution of relaxation
timescales.
Such distribution of relaxation timescales would imply that the imbalance would reach
its infinite time value I∞ by relaxing via many characteristic timescales. While these
locally anomalous regions should occur with a probability which is exponentially small
in their volume, how they relax in time and what their characteristic relaxation timescale
is, would depend strongly on the process which dominates their relaxation. This itself
can crossover from one to another as different processes can dominate the relaxation
at various times. As shown in Fig. 9.3 C, this results in the imbalance at finite times It
relaxing slowly through many channels until it reaches its final value I∞, which would be
zero and non-zero in the delocalized and the localized phases, respectively.
Within this coarse-graining assumption with a hierarchy of timescales, each dominat-
ing at a characteristic time, the process which relaxes the system still has to be determined,
to understand the relaxation dynamics of our system. This can occur in two ways as it de-
picted in Fig. 9.4. First, an anomalous region could relax via tunneling out of the region,
which would take exponentially long in the linear size of the region. Secondly, such an
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Figure 9.4: Two-mechanisms for relaxation: Two mechanisms could relax a localized region, A,
tunneling out, whereby the particle tunnels out of the region and B, where the thermal surround-
ings of the inclusion diffuses in, evaporating the region from outside. Red and blue arrows denote
two different spins and the shaded region is an anomalously strongly localized region.
inclusion could relax via the neighborhood spins diffusing in the region via second-order
tunneling processes and thereby, rendering the region highly interacting and initiating
higher-order rearrangement processes to relax the region. This kind of relaxation should
then scale polynomially in the length of the system. The initial relaxation could be domi-
nated by the tunneling mechanism as the second-order spin diffusion is too slow, whereas,
at later times, it could crossover to the diffusive case. In both cases, the relaxation should
become extremely slow for increasing disorder strength. These two cases would give rise
to the following types of relaxation:
t(L)∼
(
eL/ξ Tunneling out
1
s L
a Diffusing in
(9.3)
where, ξ is some length scale given by the total spin of the region and the amount
of fluctuation of the local disorder and s << 1 is the spin diffusion rate, which for inter-
mediate disorder strengths is expected to be a second-order process and therefore, small
in magnitude. Additionally, the tunneling mechanism suggests that at some time t, the
regions which contribute the imbalance relaxation are of characteristic size log(t).
Currently, this analysis and in general, the effect of conserved quantities is incom-
pletely understood, and it is unclear, how the polynomial type relaxation would affect the
dynamics. The tunneling mechanism is considered in Ref. [199] and assuming this to be
also true in our system, at least to intermediate times, the following relaxation form is
obtained in two dimensions:
It ∼ t−ζ log(t) (9.4)
Fits to this function are shown by the solid lines in the time traces in Fig. 9.2 and show
remarkable agreement with the observed data for all disorders, and hence, can be used to
capture the relaxation rate of imbalance, at least at these timescales.
9.3.3 Relaxation exponents and the critical disorder strength
To quantitatively analyze this relaxation, we model it with the following form:
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Figure 9.5: Closed-system imbalance, A: We mark the three possible regimes observed in the
experiment. In the low disorder regime 1©, we observe identical and vanishing closed-system
imbalance, I˜ at short (10τ) and longer times (100τ). Upon increasing the disorder strength, we
observe a regime 2©, wherein a clear relaxation between the short and long time data is visible,
and imbalance remains non-zero. Finally, in regime 3©, the short and long time value of I˜ match,
implying that the relaxation is absent up to a known bath-like coupling. Error bars denote error of
the mean. Relaxation exponents ζ, B: Assuming a known coupling to the environment Γ = Γexp,
this rate of relaxation can be captured by relaxation exponents ζ, which continuously decrease
until a critical value of the disorder strength ∆2Dc = 9 J , where they appear to completely vanish,
indicating an MBL phase in the isolated limit. A piecewise fit ζ∝ {|∆−∆c |ν, 0} restricted around
the critical regimes ∆ ∈ {5,12} yields ν = 0.9. The inset shows the same evaluation assuming
zero coupling to the environment, also exhibiting a sharp change in the relaxation exponents at
the same critical disorder strength ∆c . Error bars denote the fit errors. Solid line is a fit near the
critical disorder strength, as described in the main text.
I = I˜× f (t) (9.5)
Here, I˜ is called the closed-system imbalance, and f (t) is a weak coupling to the
environment, present in all real systems such that, it eventually always thermalizes the
system. We model this coupling as f (t) = e−(Γ t)β , where 1 >> Γ > 0 and β configure
the weak coupling to the external environment that happens in the experiment due to
coupling between identical two-dimensional planes along the z-direction. This weak cou-
pling can be attributed to a non-zero hopping along the z-direction and its value in the
experiment is roughly given by Γ = Γexp = 10−3τ−1 with the stretching exponent β ≈ 0.6.
This allows us to separate the slow relaxation of an isolated system from relaxation due
to a dissipative external coupling, which is small but non-zero. We also perform the data
analysis assuming that the system was perfectly isolated by taking Γ = 0, and show that
the central features of the experiment remain unchanged.
The closed-system imbalance I˜ is shown after a short evolution time of 10τ and after
a longer evolution time of 100τ in Fig. 9.5 A. Here, three different regimes can be identi-
fied. For weak disorder strengths ∆< 2 J , marked by 1©, I˜ is almost zero and matches for
both short and long times. The short time data can be thought to be dominated by single-
particle dynamics and since all eigenstates are delocalized in this region, the particles de-
localize quickly, resulting in a vanishing imbalance. Upon tuning the disorder strength to
even higher values, marked in 2© with 2 J <∆ < 9 J , the I˜ is non-zero and also decreases
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from the short time value to the longer time value, showing that this region relaxes slowly.
All the single-particle states are strongly localized for these disorder strengths, and the dy-
namics are frozen in the absence of interactions. Finally, upon increasing the strength of
the disorder potential, we observe a large residual I˜ and a negligible difference between
the short and long time value of I˜. This absence of relaxation on the observed timescale
would indicate an MBL phase in the isolated limit. However, caution must be taken with
this statement. It is fundamentally unknown if such a regime exists as a distinct phase
in the thermodynamic sense or simply has extremely long relaxation timescales, see Ap-
pendix B.
To quantify the rate of relaxation of the system, the time evolution of I˜ is fitted with
I˜ ∼ t−ζ log(t), and the extracted relaxation exponents ζ are shown in Fig. 9.5 B. The re-
laxation exponents are observed to continuously decrease showing slowing down of the
relaxation with increasing disorder, until a critical disorder strength of ∆c = 9 J is reached,
where the relaxation exponent appears to vanish completely. Following the observation
in one dimension [77, 117], where this vanishing of the critical exponents indicates the
emergence of an MBL phase in the isolated limit, this would indicate the appearance of
an MBL phase in the isolated system limit in two dimensions. Near this critical disorder
strength, a piecewise fit of ζ∝{|∆−∆c|ν, 0} in the restricted regime of ∆ ∈ {5,12} (solid
lines) gives ν = 0.9. However, as the regime where critical scaling is expected to hold
is unknown, the critical exponent has an unknown uncertainty. Additionally, in the inset
of the figure, the relaxation exponents are shown by taking zero coupling Γ = 0 in the
analysis. Here also, the exponents decrease continuously and reach a constant offset at
the same critical disorder strength ∆c = 9 J . The offset is consistent with the background
coupling effects, marked by the dashed black line. A significant ground for future work
would be to understand this region with a controlled bath-like coupling [73, 76].
9.3.4 Role of interactions on the relaxation dynamics
In the absence of interactions U = 0, our system becomes separable along the two direc-
tions and is effectively a scalar product of the solutions along the two individual direc-
tions. This implies that both the x-direction and the y-direction get individually localized
around ∆= 2 J and remain uncoupled. This allows good characterization of the system in
the non-interacting case, where numerical calculations are feasible. Afterward, the inter-
acting Hamiltonian can be examined by tuning the magnetic field, which probes the full
two-dimensional interacting system.
To check these expectations, we first load a single component gas and set the magnetic
field such that the interaction strength is approximately zero. We fix the disorder strength
to ∆ = 5 J . For this disorder strength, we expect the system to be strongly localized
with the single-particle localization length to be approximately a single site [72]. The
imbalance is expected to saturate to a non-zero value in just a few tunneling times and
show no further relaxation. This is indeed what we measure, as shown in Fig. 9.6. The
plot also shows the atom numbers as a function of time, indicating that atom losses are
negligible during these timescales.
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Figure 9.6: Time evolution in the interacting and the non-interacting Hamiltonians: The fig-
ure shows the time evolution of the imbalance at fixed disorder ∆ = 5 J with interaction U = 5 J ,
and without interaction U ≈ 0. While the non-interacting system is known to be localized and
shows a plateau with no visible dynamics, the interacting Hamiltonian clearly exhibits slow relax-
ation. This demonstrates that the observed slow relaxation at intermediate disorders is inherently
an interacting feature and absent in the non-interacting Hamiltonian. Each point is averaged over
six individual experimental realizations, and error bars denote the error of the mean. Atom num-
bers, N , are also shown as a function of time, showing that there are typically less than 10% losses
during the entire time evolution.
The time evolution of imbalance in the interacting case is also shown for compari-
son. At very short times (∼ 1τ), the physics is dominated by single particle relaxation
to nearest-neighbor sites, and the non-interacting and interacting data are close to each
other. However, within a few tunneling times, interaction effects become clear, generating
a slow relaxation only in the interacting case, showing that the observed relaxation is a
clear feature of the interacting system in two dimensions.
To explore the thermalization rates as a function of interaction strength, the imbalance
at an intermediate evolution time of 50τ is shown for various disorders in Fig. 9.7 A. We
observe that tuning from weak U ∼ 0 to intermediate interactions U ∼ 5 J significantly
reduces the imbalance for intermediate disorder strengths. This trend stops upon further
increasing the interactions U > 10 J , where the imbalance approximately saturates and
increases only by a small amount even for very strong interactions U > 20 J . This is
strikingly different to one dimension. There, the imbalance for infinite interaction strength
is the same as the case of zero interaction strength in the absence of doublons because of
an exact mapping between the two cases [72, 106]. On the other hand, in two dimensions,
such a mapping does not exist and the system remains interacting even in the hard-core
limit, as demonstrated in the experiment.
Finally, the impact of the energy density on the relaxation dynamics is shown in
Fig. 9.7 B. The energy density of the initial state is changed by loading states with dif-
ferent doublon fractions: if the system is interacting, there is an energy cost associated
with each doublon and hence, the energy density of the overall state depends on its dou-
blon fraction. In Fig. 9.7 B, the imbalance after an intermediate evolution time of 50τ is
shown for a fixed disorder strength of ∆= 6 J for two different doublon fractions: Di ≈ 5%
and Di ≈ 30%. These results can be divided into three distinct regimes:
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Figure 9.7: Interaction effect at intermediate evolution times, A: To see the effect of the in-
teraction and the disorder strength, we plot the residual imbalance after an evolution time of
50τ. Generally, interactions tend to delocalize the system and disorder tends to cause localiza-
tion. In contrast to one dimension, where the imbalance of the hard-core interacting system could
be mapped to the non-interacting case, the imbalance for strong interactions in two dimensions
is strikingly different from the non-interacting case. Experimental data are measured at the gray
points. Effect of the energy-density on the relaxation dynamics, B: We show the imbalance for
two different doublon fractions in the initial state of Di ≈ 5%,30% but at fixed disorder strength
∆ = 6 J . Each point is an average of twelve individual experimental realizations. Solid lines are
guides to the eye.
1. Weak interactions, U ® 8 J: The non-interacting case shows a large imbalance of
about 0.5 and is strongly localized. Upon turning on the interactions, the separa-
bility of the system is broken and we observe that interactions tend to delocalize
the system, a indicated by a sharp reduction in the imbalance. This trend is iden-
tical for both the initial states. This response is understandable because the energy
density changes negligibly for weak interactions upon changing the doublon frac-
tion by 30%. While qualitatively this trend is similar to the one-dimensional case
as explained in Chapter 6, there is a vast difference in the quantitative amount of
delocalization for weak interactions in two dimensions.
2. Intermediate interactions, 8 J ® U ® 16 J: Upon increasing the strength of interac-
tions, the imbalance does not decrease. In the absence of doublons, the imbalance
plateaus. In contrast, the case with many doublons now shows an even higher im-
balance since, at these interactions, doublons begin to act like new quasi-particles
with much heavier weight.
3. Strong interactions, U > 16 J : For strong interactions, one can observe two impor-
tant behaviors. Firstly, in the case of almost no doublons, the strongly interacting
system does not have the same imbalance as the non-interacting system but rather
shows a strong delocalization effect even with hard-core interactions. This behavior
is strikingly different compared to the one-dimensional case, where hard-core inter-
actions were ineffective in causing any delocalization, as discussed in Chapter 6. Sec-
ondly, there is a vast difference between the imbalance of the two initial states. This
is because we are probing very different energy densities and this has a clear impact
on their relaxation dynamics. Beyond the bandwidth of two non-interacting particles
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(∼ 16 J), the doublons effectively have a reduced mobility JD ≈ J2/U and hence, see
higher effective disorder strength resulting in a larger imbalance. The case with 30%
doublons happens to measure the same imbalance as the non-interacting case. In
general, we expect that increasing the doublon fraction results in a larger imbalance,
at least at intermediate times.
9.3.5 Conclusion
We have observed an extended regime of slow relaxation in two-dimensional quasi-
periodic potentials. In this regime, the observed relaxation becomes extremely slow, even
though the interactions, disorder and the single-particle bandwidth are all comparable
to each other. After accounting for a weak coupling between multiple 2D planes, the
relaxation is observed to vanish completely beyond a critical disorder strength. While our
results already provide important benchmarks for theories of MBL in higher-dimensions,
many important features of the critical regime remain to be explored. Isolating the system
further would allow us to distinguish different forms of relaxations, and hence, identify
the nature of the relaxation processes.
On the theoretical front, if, MBL indeed does not exist as a distinct phase in higher
dimensions, it would be reminiscent of non-thermal integrable interacting systems, also
known to exist only in one dimension. This would also imply that all interacting sys-
tems in higher dimensions thermalize. In practice, however, there will be an enormous
separation of timescales of thermalization in MBL systems in comparison to other two-
dimensional thermal systems. One simple case would be to consider the one-dimensional
Fermi-Hubbard model which is non-thermal and integrable for all interactions [112]. This
changes as soon as the corresponding two-dimensional model is constructed by coupling
the one-dimensional systems. The resulting timescales for local thermalization are then
of a few tunneling times [73]. This is very different from the way thermalization of two-
dimensional “MBL” systems would happen, wherein the involved timescales would be
colossal. This distinction necessarily separates the two kinds of systems.
Secondly, it is currently unclear what the central differences between quasi-periodic
and real-random systems are. While real-random systems can support rare-regions from
disorder, multiple recent studies have shown relaxation which appears qualitatively and
quantitatively similar, even with deterministic potentials, such as quasi-periodic poten-
tials [152, 200], and the reason behind this is currently unclear. We hope such interesting
questions are resolved in future.
9.4 Discussions
9.4.1 Effect of “ergodic grains” in a localized bulk
One of the major obstacles with testing the possibility of an MBL phase in experiments
in higher dimensions is the absence of a theory that describes the dynamics or explores
the MBL transition in higher dimensions. One theory proposed by De Roeck and Huve-
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Figure 9.8: Effect of “ergodic” grains in an otherwise MBL “phase” in one and two dimen-
sions: It is currently unclear whether MBL can occur in systems with true disorder in d > 1 as a
distinct phase. The central argument against the existence of an MBL phase in d = 2 is the desta-
bilizing mechanism of small ergodic grains (blue areas). These grains, however, are argued not to
destabilize the MBL phase in one dimension. If these arguments are correct, then the delocaliza-
tion timescales are predicted to be very long even for moderate disorder strengths. The fate of the
system is unclear in two dimensions in the absence of real-random disorder (like in the current
experiment). In the picture, lb denotes a small ergodic grain, and lc denotes the size of the region
it can delocalize.
neers [194] argues that MBL can only exist as a phase in one dimension and only for
interactions which decay faster than exponential. Their arguments are briefly described
and extended to estimate the delocalization timescales using the microscopic parameters
of the Hamiltonian. This is useful as it brings testability to the theory. To the best of my
knowledge, these are unpublished calculations and hence, must be taken with caution.
They are summarized here, see Appendix B for additional details.
We consider a spin model. The starting point is to locate a region in the space of
linear size lb with a low amount of disorder, as shown in Fig. 9.8. This can occur as the
disorder is random and hence, there is a non-zero probability of finding such regions in a
large system. We call this region an ergodic grain. Additionally, the rest of the spins are
assumed to be perfectly localized [40].
The theory assumes that the grain is as ergodic as it can be and anything delocalized
by the original grain will be completely amalgamated in the grain. While this assumption
is crucial for obtaining the results, it is not entirely clear if this is indeed fully accurate,
since a feedback from the MBL phase can also change the spectral properties of the sys-
tem [201]. Nevertheless, assuming that the grain remains as ergodic as possible, upon
interacting with the nearest spin, it can completely absorb it and half its level spacing.
The coupling of this grain to the rest of the spins of the system is assumed to be decreas-
ing exponentially with the distance. Naively, this process of absorption would continue
indefinitely, completely delocalizing all the localized bits. However, this is not true in one
dimension as the growth of the grain will be halted due to an exponential decrease of the
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coupling. One can estimate the cut-off length scale lc by equating the level space with the
coupling. Assume that the level spacing of the grain is given by α= 2−lb . Then,
α/2lc = e−lc/ξ (9.6)
where ξ is some localization length which is close to unity. This is because after absorb-
ing lc spins the grain’s level spacing is reduced by 2
lc but the coupling has also decreased.
This leads to two competing scales, and after lc exceeds a certain distance, the grain can-
not delocalize the next bit. This distance is given by:
lc =
log(2)
log(2)− 1/ξ lb (9.7)
Note that there might be factors of 2 which are different here and in Ref. [194], because
of how the length of the grain (2 lb vs. lb) is defined. Importantly, in d = 2, this grain will
eventually always delocalize the whole system because the level spacing decreases super-
exponentially as 2−l2c , while the coupling decreases exponentially. Hence, even a single
grain can delocalize the entire system.
Obviously, it will take an infinite amount of time for a single grain to delocalize an
infinite system. However, in a truly large system, one will have a finite density of these
grains and hence, each grain only has to delocalize a small volume of the full system. To
estimate the time it takes for the grain to do so, consider that all grains in a small area
are within a small ∼ δ×∆ energy spacing with each other and the size of the grain is lb,
where ∆ is the overall strength of the disorder in the Hamiltonian. The probability for the
existence of this grain is then given by ∼ (δ)ldb in d dimensions. Further, there will be a
density of such regions ρ and hence, each of them only has to thermalize a finite region
around them. The timescale of this thermalization is assumed to be exponential in the
region size which it has to thermalize (since the coupling goes down exponentially). This
region is roughly of size 1/ρ. Hence, the time taken to delocalize the region around the
grain is given by
τdeloc ∼ e 1d×ξδ
l−db (9.8)
Note that the choice of lb, δ and ξ are all dependent on d. This timescale is enormous
and would be a very challenging task for the experiments to measure. To get a rough
estimate of this, one can take the grain to be of a rather small length, lb = 3, assume that
the fluctuations of the disorder are δ = 0.2 and ξ = 1. This evaluates to τdeloc ≈ e106 τ,
where τ is the hopping time. One can see that this is extremely long.
These results are derived for real-random systems, which can contain such rare-regions
of the underlying disorder, which might be absent in systems with deterministic disorders.
The implications of this are unclear because the primary argument requires traveling only
a linear distance lc to gain l
d−1
c more atoms to obtain degeneracy still holds and the original
proof might be generalizable to systems with deterministic disorders. However, a counter
argument might be that in quasi-periodic systems there might not be any ergodic grain at
all since there are no rare-regions and therefore, it might support an MBL phase. Answers
to such questions are currently not known.
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Figure 9.9: Relaxation exponents in one and two dimensions: We plot the relaxation exponents
in one and two dimensions for comparison, highlighting the effect of dimensionality in delocalizing
the system. η denotes the relaxation exponents extracted in one dimension from the imbalance
relaxation of the form I ∼ t−η for fixed interaction U = 4 J , as described in Ref. [77]. ζ denotes
the relaxation exponents in two dimensions obtained from the imbalance relaxation of the form
I ∼ t−ζ log(t) for a fixed interaction strength of U = 5 J . Error bars denote the fit error, and solid lines
are guides to the eye. The one-dimensional exponents approach an offset value at ∆1Dc = 4 J , while
in two dimensions this happens at a disorder strength of ∆2Dc = 9 J . The localization transition for
the single particle ∆U=0c = 2 J is identical in both 1D and 2D.
9.4.2 Dimensionality effect on the relaxation dynamics
Higher dimensions provide additional delocalization routes and interaction partners,
which can result in much faster delocalization, and perhaps an MBL phase can only exist
for even larger disorder strengths. We can observe this effect of dimensionality by tuning
the hopping along the y-direction to almost zero, thereby leaving only the hopping along
the x-direction appreciable. This was reported in Ref. [77], and provides evidence for
such slow dynamics also in one dimension. The crucial difference in one dimension is
that the relaxation is expected to follow a power law I ∼ t−η, where η is the relaxation
exponent. A systematic comparison of the relaxation exponents between one and two
dimensions is shown in Fig. 9.9, assuming Γ = 0 (i.e. no background calibration).
Here, one can see that the relaxation exponents approach the background value in one
dimension at ∆1Dc = 4 J , while in two dimensions they approach the background value at
∆2Dc = 9 J . Hence, the two-dimensional system has a much larger critical disorder strength,
even though the single particle localization strength ∆U=0c = 2 J is identical in both cases.
This highlights the role of dimensionality in the ensuing dynamics, since more interactions
partners allow for additional delocalization, as compared to the one-dimensional system
(since no additional paths for delocalization are created in the two-dimensional crossed
quasi-periodic potentials).
9.4.3 Experimental sequence
After the preparation of an ultracold gas of a two component mixture of 40K gas at a
temperature of T/TF ≈ 0.2, where TF is the Fermi temperature, we load them into deep
lattices. These are 50 E738nmr along the z-direction, 36 E
738nm
r along the y-direction and
20 E1064nmr along the x-direction. We add 20 E
532nm
r of 532 nm lattice along the x-direction
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Figure 9.10: Experimental sequence: A schematic showing the lattice ramps after loading the
ultracold atom cloud into deep lattices. Further details are provided in the main text.
with a phase difference of pi/3 to the 1064 nm lattice. This finishes the preparation of
the initial state with almost all atoms on the even stripes. A Feshbach resonance is uti-
lized [140] to set the interaction strength U/J for the time of evolution. Additionally,
we decrease the intensity of five lattice lasers: the 532 nm laser along the x-direction to
10 E532nmr , the 1064 nm lattice laser along the x-direction to 0 E
1064nm
r and the 738 nm
lattice laser along the y-direction to 7.3 E738nmr and the disorder lasers along the two di-
rections. Since the lattice lasers have difference wavelengths along the two directions,
we choose their intensities so that the hopping J is the same along the x-direction and
y-direction. At the same time, the disorder lasers along x-direction and y-direction are
ramped to different intensities, so that we can obtain the same ∆/J along the two direc-
tions. A schematic of this is shown in Fig. 9.10. The conversion from the lattice depth and
the recoil energy to the disorder strength is given by ∆/J = α sd , where sd is the depth
of the respective disorder lattice in its recoil energy. The value of α in the x-direction is
11.11 and in the y-direction is 5.21. Further details on this are provided in Chapter 5 and
Appendix A.
9.4.4 Coupling identical 2D planes
We investigate whether coupling the different two-dimensional planes can indeed cause
a faster delocalization. We fix the disorder strength to ∆ = 8 J and the interaction to
U = 5 J , and the measure the imbalance after an evolution time of ∼ 50τ for various
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Figure 9.11: Coupling identical planes in two dimensions: To experimentally check that cou-
pling along the z-direction can affect the dynamics along the plane, we measure the imbalance
after an evolution time of 50τ for fixed interaction strength of U = 5 J and disorder strength
∆= 8 J as a function of different values of hopping along the z-direction, Jz . The smallest value is
Jz/J = 10−3. The figure shows that indeed hopping along the z-direction can delocalize the system
faster. Each point is an average of nine individual experimental realizations and error bars denote
the error of the mean.
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Figure 9.12: Closed-system imbalance eI time evolution: We plot the closed-system imbalance
I˜ inferred from the time traces in Fig. 9.2. The slight bending on a log-log plot supports the fact
that system relaxes slightly faster than power-law as described in the main text. Solid lines are fits.
hopping strengths along the z-direction. This is shown in Fig. 9.11. Note that this is not
the lifetime measurement as done in Chapter 7. We observe that increasing the hopping
along the z-direction indeed results in a lower imbalance, indicating faster delocalization.
9.4.5 Closed-system imbalance time evolution
The coherent imbalance I˜ is plotted as a function of evolution time on a log-log plot as
shown in Fig. 9.12. This is deduced from the time traces in Fig. 9.2 by assuming a coupling
constant of Γ = Γexp as previously described. We observe that the relaxation is slightly
faster than a power law, and supports the logarithmic correction in two dimensions.
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9.4.6 Relative relaxation rates from power-law fits in d = 1,2
Our system allows a direct comparison between the rate of relaxation between the one
and two dimensions. To show this, the relaxation exponents from the same power-law
fit ∼ t−η are shown in Fig. 9.13. While these power law fits describe the behavior sub-
optimally (about 40% worse on a χ2 test as compared to the ones described earlier),
they are nevertheless useful to make a direct comparison between the two cases. The
relaxation exponents shown in Fig. 9.13 should be interpreted as the relative rates of re-
laxation. This also shows that the two-dimensional system has higher relaxation rates,
which is attributed to the greater number of interaction partners. Further, as far as lo-
calization is concerned, except for a renormalized critical disorder strength, the system
appears as localized in two dimensions as it does in one dimension. The critical disorder
strength remains the same even with this power-law fit, ∆2Dc = 9 J , demonstrating that the
experimental results are not fine tuned and are largely model independent.
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Figure 9.13: Relative relaxation rate in d = 1,2: To capture a relative relaxation rate in one
and two dimensions, we fit the time traces in Fig. 9.2 with a power-law type relaxation, ∼ t−η.
This allows a direct comparison with the exponents in one dimension. The plot shows that except
for the renormalized disorder strength, MBL in d = 2 appears as much accurate as MBL in d = 1.
Further, the critical point in 2D is obtained at the same disorder strength as in the main text,
demonstrating that its extraction is not fine tuned. Error bars denote the fit error, and solid lines
are guides to the eye. The data for the one-dimensional case is taken from Ref. [77].
CHAPTER 10
Quantum Dynamics in Localized Systems
While the defining property of MBL is the survival of localization in interacting systems
at finite energy-densities [21, 104, 202], many additional features in such an MBL phase
were discovered. In particular, even when the system is perfectly localized, with no dy-
namics visible in the time evolution of observables such as the imbalance, quantities such
as entanglement entropy were found to exhibit an unbounded growth [119]. Surprisingly,
this growth was only visible in the interacting phase, and was present despite any mass
transport of classical quantities, Fig. 4.4. Such a growth was then phenomenologically
explained via effects stemming weak dephasing due to interactions [127, 128]. Having
access to such an observable, especially in two dimensions, can, therefore, reveal insights
into the ensuing dynamics invisible to transport. However, it has proven hard to measure
such a quantity, except in small systems (N < 10) [203], as it requires either full tomogra-
phy of the system [78] or multiple identical copies [203]. Recently, an out-of-time-ordered
correlation function (OTOC) was proposed to capture similar behavior like an entangle-
ment entropy and argued to be able to distinguish between the quantum dynamics in the
Anderson-localized case and the many-body localized phase [204–207].
An OTOC provides an estimate of scrambling of two operators which initially commute,
but over time stop to commute due to the time evolution generated by the Hamiltonian.
To illustrate these properties, we consider the XXZ Hamiltonian, Hˆ in the MBL Jz > 0 or
the AL Jz = 0 case. Let Uˆ = e−iHˆ t be the evolution unitary. The initial state is the Néel state
|φ〉 = |... ↑↓↑↓ ...〉. Let the operators whose commutation we want to probe be Vˆ = Xˆ1 and
Wˆ = Xˆ8, where Xˆ i is the x-Pauli matrix for a spin 1/2 particle on site i. Further, let Vˆt and
Wˆt be their corresponding Heisenberg operators. The OTOC is defined as:
OTOC = 〈φ| Wˆ †t Vˆ †WˆtV |φ〉 (10.1)
Physically, this implies that one perturbs the system at a site i = 1 and lets the pertur-
bation grow, and perturbs again at a site i = 8, at a later time t. The time evolution is then
reversed with the opposite order of the operators and the overlap with the original state
is calculated. These operations in the forward and backward time evolution commute at
zero time. Hence, the OTOC is unity at zero times. However, as the perturbations prop-
agate, the original operators do not commute anymore, since the effect of a perturbation
from one site reaches the other and only a reversal of the time can no longer be expected
to undo the time evolution. This makes the OTOC decay. Experimentally measuring this
generically seems very hard as well, since it requires having two identical copies of the
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Figure 10.1: Ordered vs. out-of-time ordered measurements: We show the evolution of the
normal imbalance, an OTOC and an OTOI for(A) an AL system and for (B) an MBL system. Like
an OTOC, an OTOI can also capture the quantum dynamics invisible to normal imbalance. The
simulations are performed for the XXZ Hamiltonian, with L = 8, J⊥ = 1, ∆ = 4. For the AL case,
Jz = 0 and for the MBL case, Jz = 0.2.
system or a carefully chosen initial state [208]. This is because after applying the se-
quence of operators W †t V
†WtV on the initial state of the system |φ〉 the system is in a state
|ψ〉 = W †t V †WtV |φ〉 and an overlap with the initial state is required. However, one can
make a small modification, by measuring the spin-imbalance in the final state. We call this
an out-of-time ordered imbalance (OTOI) since it requires only one copy of the system
and an expectation value of a simple observable in the final state.
OTOI = 〈ψ|I |ψ〉 (10.2)
i.e. one can apply the sequence of operations and just measure the imbalance in the
final system. To show that such an OTOC/OTOI can indeed capture the behavior and
show the different dynamics in the AL and the MBL cases, we show their time evolution
in Fig. 10.1. In Fig. 10.1 A, one sees that in the AL phase, the normal imbalance, an OTOC
and an OTOI show the same behavior. After a few tunneling times, they saturate and
show no further dynamics. In contrast, in the MBL phase, shown in Fig. 10.1 A, while the
normal imbalance saturates, the OTOC/OTOI continue to show the quantum dynamics to
extremely long times. While an OTOI appears to be easier measurable than OTOC as it
does not require two copies of the system, it is still a challenging task, as it also required
the reversal of the sign of the Hamiltonian (to implement time-reversal). But perhaps
with a Feshbach resonance [140] (allowing U →−U), disorder phase control [72] (giving
cos(2piβ i+φ)→−cos(2piβ i+φ)) and lattice phase modulation [209] (changing J →−J),
it might be possible to measure such quantum dynamics in the near future via an OTOI.
CHAPTER 11
Conclusions and outlook
The goal of this thesis was to introduce how ultracold atoms can be utilized to probe many-
body (and single particle) disordered systems via monitoring the relaxation dynamics of
a far-from-equilibrium state. Within this context, we designed new experimental setups
and observables. We probed the effect of localization, controlled bath-like coupling and
higher dimensions, unveiling several genuinely new regimes.
The initial chapters introduced the theories that underline the experimental studies.
We presented them in a manner useful for developing an intuition for the experiments and,
hence, they were described more by their features and the experimental implications and
less by their formal mathematics. Chapter 2 described thermalization in isolated quantum
systems, focusing on the aspect of the loss of the memory of the initial conditions. Chap-
ter 3 introduced the concept of localization of single-particle eigenstates, which has direct
implications on the dynamics of the expansion and the imbalance. This was generalized to
many-body localization in Chapter 4 wherein, despite interactions, thermalization breaks
down. This could be captured from the even-odd imbalance. To finish the introduction, we
described the experimental components required to realize many-body disordered systems
with interacting fermions in optical lattices, in Chapter 5.
Having introduced the necessary background, Chapter 6 presented the results on MBL
in one dimension and demonstrated the effects of interactions, energy-density, and dis-
order on the ensuing dynamics. We inferred this by monitoring the relaxation of a high-
energy-density state, which revealed a drastic departure from ergodic behavior. Deep in
the MBL phase, the results in one dimension were further shown to be quantitatively and
qualitatively well captured by high-performance numerical simulations based on Matrix
product states [210]. Hence, the experiment was set to stand at an excellent starting
point for exploring regimes not accessible to numerical simulations.
The effects of the environment on the experimental system were explored in Chapter 7,
leading to several striking observations. Firstly, it provided a technical way to explore a
controlled bath-like coupling, which could be understood as a dephasing mechanism, sys-
tematically uncovering the effect of external bath-like coupling in regimes where numeri-
cal simulations were not possible. Secondly, we found that even non-thermal systems can
act as a collective bath for each other and provided a valuable tool to distinguish inter-
acting non-thermal systems like MBL systems from non-interacting, non-thermal systems
such as AL systems.
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Next, Chapter 8 explored the regime of periodically driven systems, also known as
Floquet systems. While the conventional wisdom would suggest that such systems should
heat up to an infinite temperature featureless state, the experiment retained a memory
of the initial state, even for highly non-perturbative drives. Moreover, a new regime was
found, which was realized to be unexpectedly stable for all drive frequencies. These results
demonstrated the possibility of creating novel driven phases of matter.
We probe the two-dimensional case in Chapter 9. We observed an extended regime
of slow relaxation in which the single-particle bandwidth, the interaction strength, and
the disorder strength were all comparable to each other. The results demonstrated a clear
interplay of dimensionality, interactions, and disorder. The experimental results revealed
regimes and dynamics, not readily available to classical numerical simulations.
Outlook
A variety of numerical and analytical techniques have been developed to address the
questions of thermalization and localization in isolated quantum systems. These include
perturbative calculations [21], numerical methods such as exact-diagonalization, matrix-
product-state calculations and Krylov-space techniques [118], adapted renormalization
group (RG) analysis [23, 29, 30] and formal mathematical works [40, 143, 202]. At the
same time, experiments have revealed dynamics in regimes difficult to access using above
techniques, thus complementing theoretical results. These regimes include relaxation in
higher dimensions [75, 198], bath-like effects [73, 76] and dynamics close to possible
MBL transition points [75, 77]. The techniques and methods developed and utilized in
this thesis should also be useful for understanding many other systems, such as relaxation
due to external mechanisms in dipolar [211] and Coulomb [212] interacting systems. In
addition to such exciting results, several intriguing future directions can be pointed out:
• The mechanism(s) of relaxation in d = 1,2,3: Probing the non-dissipative dynam-
ics to even longer times in the experiments could reveal many important features,
including stronger bounds on relaxation behavior and the microscopic mechanisms
of relaxation. These could also allow us to address the interplay of spin and charge
sectors and on the role of resonances such as due to the SU(2) symmetry and plaque-
tte resonances on charge delocalization in one and two dimensions [75, 153, 213].
Additionally, it should also be possible to probe the dynamics in three dimensions
and investigate the role of dimensionality.
• The critical region and configurational vs. quenched Griffith-type effects: An in-
teresting question would be to compare and contrast the nature of slow relaxation
approaching the MBL critical point when the underlying disorder is truly random
instead of quasi-periodic [152]. This should reveal the different kinds of relaxation
that control the regions on the ergodic side of the transition and the change in trans-
port properties upon approaching the MBL transition [214].
• Quantum dynamics in the absence of transport: While the entanglement entropy
has been measured in small systems [203], and has been shown to reveal additional
111
information on the dynamics, it would be exciting to probe such an observable in an
experiment with a large number of particles. One way to do this might be to use the
idea of out-of-time ordered measurements, which has been shown to capture such
behavior [204–207].
• Mixing localized and delocalized states: In an experiment with single-site resolution,
one can design a region of low disorder in the system to probe the delocalizing effects
of an ergodic grain. Such a scenario and similar questions on the fate of a quantum
system with localized and delocalized regions [215–219] are poorly understood.
Furthermore, these are closely related to the idea of the many-body localization
proximity effect [220], whereby an MBL system can not only be robust against a
small bath but can even destroy it.
• MBL-SSB and protection of topologically-ordered Floquet states: Several Floquet-
MBL studies have shown the possibility of realizing novel phases of matter based
on symmetry-breaking and disorder can be used to protect these systems from heat-
ing [176–182], as demonstrated in Chapter 8. Such protection can be useful as
many of the topological phenomena observed in ultracold atoms require an effec-
tive Floquet-Hamiltonian which always shows heating [169–175]. An interesting
case would be to use disorder to protect ultracold atoms from heating up due to the
drive, but at the same time utilizing the drive to transform the system to a topologi-
cally non-trivial state.
The list of such exciting regimes is currently exploding, and in many ways, experiments
are beginning to investigate them. I hope in the coming times, many of these new areas
will be explored and at the same time, many of the incomplete stories of this thesis will be
further developed.
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APPENDIX A
Relation between lattice depths and
Hamiltonian parameters
Tunneling matrix element, J
The hopping strength can be evaluated by calculating the Wannier function overlap be-
tween a single site and its neighbor [221], which for our system was reported in Ref. [136].
Such functions form a basis in the real-space and hence, form a useful basis for calculating
the onsite interaction strength, the disorder strength and the tunneling matrix element in
our system. For this thesis, we only need to consider the lowest band, and hence, each
Wannier state can be labeled with a single index, wi(x). This allows the calculation of
the hopping J between two sites i, j. For the lattices used in this thesis, only the hopping
between the nearest-neighbor sites is appreciable, and its tunneling matrix element can
be calculated as:
J =
∫
dx w∗i (x)

− ħh
2
2m
∂ 2
∂ x2
+ Vlatt(x)

wi+1(x) (A.1)
where, x is the directional coordinate along which the hopping has to be calculated, m
is the mass of 40K and Vtext is the optical lattice potential. J decreases strongly (∼ ex-
ponentially [44]) with the lattice depth. The important values of the tunneling matrix
element J and the corresponding hopping time τ, employed in the various experiments
are as follows:
Lattice Wavelength (nm) Lattice Depth J/h(Hz) τ= h/(2piJ) (ms) Chapter
532 8 E532nmr 550 0.293 6,7,8
738 5.4 E738nmr 550 0.293 7
532 10 E532nmr 330 0.5 9
738 7.3 E738nmr 330 0.5 9
738 36 E738nmr 1.72 90 6,7
738 45 E738nmr 0.5 320 7,8
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Interaction strength, U
Interactions between 40K spins are point-like. Hence, two particles of opposite spin must
be on the same site to have appreciable interaction strength. Using the Wannier functions,
the interaction strength can be calculated as:
U =
4piħh2a
m
∫
d3r |w(r)|4 (A.2)
where, a is the scattering length, controllable via a Feshbach resonance [140]. Unlike
the hopping, this depends on the full overlap along the three directions and hence requires
the three-dimensional coordinate r and the corresponding Wannier functions. The inter-
actions decrease upon decreasing the depth of the lattice since the width of the Wannier
functions increases, and hence their overlap on a given site decreases. When the hopping
along the y-direction was continuously changed in Chapter 7, the scattering length was
also continuously changed to maintain the same interaction strength.
Disorder strength, ∆
The calculation of the disorder strength holds under the approximation of a large main-
lattice depth and small disorder-lattice depth [222]. The disorder strength ∆ depends on
both the depth of the primary lattice, Vp = sp E
pnm
r with wavelength λp = 2pi/kp and the
depth of the disorder lattice Vd = sd Ed nmr . Further, it depends on the ratio of the main to
primary lattice wavelength β = λp/λd . It can be calculated as:
∆=
sdβ
2
2
kpE
p
r
∫
dx cos(2βkpx |w(kpx)|2) (A.3)
Typically, the disorder lattice is about 0.5 Ed nmr and the main lattice is about 8-10 E
pnm
r .
Some exemplary values are shown below, along with the effective disorder then produce
for 1 E nmr of the disorder lattice depth:
Main Lattice Depth J/h (Hz) Disorder Lattice Depth ∆/J Chapter
8 E532nmr 550 1 E
738nm
r 6.7 6,7,8
10 E532nmr 330 1 E
738nm
r 11.0 9
7.3 E738nmr 330 1 E
1064nm
r 5.2 9
APPENDIX B
Delocalization due to an ergodic grain in 2D
In this section, we calculate the timescales at which an ergodic bubble can delocalize an
MBL system in two dimensions. I thank W. D. Roeck for discussions on these calculations.
The central ideas are taken from Ref. [194]. There can exist small areas, called ergodic
grains, in a large system which are delocalized in the small region, e.g. due to anomalously
low disorder in that region. In higher dimensions, d > 1, these regions then can grow
indefinitely and delocalize the entire system. A single grain will naturally require an
infinite amount of time to delocalize an infinite system, limL→∞ Ld . However, in a truly
large system, a finite density ρ of such regions will exist. Each of these delocalized regions
has to then delocalize a region roughly of a size ldc . The sum of all these regions can then
tile the entire system, see Fig. B.1. In such a case, in finite time, each grain would have
delocalized a part of the system but together they would delocalize the entire system. In
this section, we would like to estimate the timescales of such a case, according to the
theory of Ref. [194].
First, the grain has to be ergodic, and for this, the effective disorder in this grain
has to be small enough. Let the disorder ∆ of the Hamiltonian be extremely large, so
that all the single-particle states have a small localization length ξ. Due to the random
nature of the onsite energies, there can exist a region of size lb, which has a much smaller
effective disorder, δ×∆, such that δ << 1. The probability of finding such grains will be
exponentially small in its volume:
p = (δ)l
d
b (B.1)
Further, the density of such grains will be given approximately by the inverse of the
volume of the average region it has to delocalize:
ρ = (1/lc)
d =⇒ lc = (1/ρ)1/d (B.2)
Moreover, the density of the grain is just the inverse probability of their occurrence,
1/ρ = δl
d
b (B.3)
To delocalize the entire system, the gain must grow to delocalize a region of size ldc .
We assume that this will take exponentially long in the region length and the coupling de-
creases exponentially with the distance divided by the non-interacting localization length:
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Figure B.1: Ergodic grain delocalization in two-dimensions: Schematic for an ergodic gain of
size lb (brown) growing (to fading blue) and delocalizing a finite region of size lc >> lb. The
regions of size lc× lc tile the entire system of size L× L, and each of these regions contain one
ergodic grain. The resulting timescales of delocalization are finite, but can be enormously large,
exceeding the lifetimes of the universe by several orders of magnitude.
τdeloc = e
lc/ξ (B.4)
Together, these assumptions lead to the following timescale of delocalization:
τdeloc = e

δ
 
lb
d1/d
ξ = e
1
d×ξδ
l−db (B.5)
In order to get an estimate this, one needs to assume some basic scales of the system,
the hardest of which is the estimation the grain length, lb. For one estimate, we take it
to be rather small, with the grain length of three sites. We will see, that even this gives
enormous timescales. In two dimensions, a rather conservative estimate would be:
d = 2,ξ= 1.0,δ = 0.2, lb = 3 (B.6)
Plugging these number results in:
τdeloc = e
1000000τ (B.7)
where, τ = 300µs is the hopping times. For comparison, we can compute the lifetime
of the universe:
τuniverse ≈ 10billion years≈ e50τ (B.8)
Hence, within this theory of delocalization, for experiments, two-dimensional MBL can
be treated exactly like a phase with infinite lifetimes, since its lifetime exceeds the lifetime
of the universe by several orders of magnitude. In reality, the lifetime of the system would
be governed by other factors, such as coupling to the environment.
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