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Abstract
In this paper we obtain the general solution of the quadratic Jensen type functional
equation
9f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
= 4
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
and prove the stability of this equation in the spirit of Hyers, Ulam, Rassias, and Ga˘vruta.
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1. Introduction
In 1940, Ulam [1] raised the following question concerning the stability of
homomorphisms: given a group G1, a metric group G2 with metric d(·, ·) and

 > 0, does there exist a δ > 0 such that if a mapping f :G1 → G2 satisfies
d(f (xy), f (x)f (y))  δ for all x, y ∈G1, then a homomorphism g :G1 → G2
exists with d(f (x), g(x)) 
 for all x ∈G1?
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The case of approximately additive mappings was solved by Hyers [2] under
the assumption that G1 and G2 are Banach spaces. Rassias [3] proved a sub-
stantial generalization of the result of Hyers and also Ga˘vruta obtained a further
generalization of the Hyers–Rassias theorem (see also [4,5]). Later, many Ras-
sias and Ga˘vruta type theorems concerning the stability of different functional
equations were obtained by numerous authors (see, for instance, [3,6–20]).
In this paper we deal with the quadratic Jensen type functional equation
9f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
= 4
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
. (1)
Trif [21] solved the Jensen type functional equation
3f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
= 2
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
(2)
and investigated the Hyers–Ulam–Rassias stability of this equation. Equations
(1) and (2) have different solutions and further the methods of the proofs of the
stability theorems are also different.
In Section 2, we solve the quadratic Jensen type functional equation (1). In
Section 3, we prove the stability of Eq. (1) in the spirit of Hyers, Ulam, Rassias,
and Ga˘vruta.
2. Solutions of Eq. (1)
Theorem 2.1. Let X and Y be real linear spaces. A function f :X→ Y satis-
fies (1) for all x, y, z ∈X if and only if there exist an element B ∈ Y , an additive
function A :X→ Y , and a quadratic function Q :X→ Y such that
f (x)=Q(x)+A(x)+B
for all x ∈X.
Proof. (Necessity) Let Q(x) := (1/2)(f (x)+ f (−x))− f (0), A(x) := (1/2)×
(f (x)− f (−x)), and B = f (0) for all x ∈X. Then A(0)= 0, A(−x)=−A(x),
Q(0)= 0, Q(−x)=Q(x),
9A
(
x + y + z
3
)
+A(x)+A(y)+A(z)
= 4
[
A
(
x + y
2
)
+A
(
y + z
2
)
+A
(
z+ x
2
)]
(3)
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and
9Q
(
x + y + z
3
)
+Q(x)+Q(y)+Q(z)
= 4
[
Q
(
x + y
2
)
+Q
(
y + z
2
)
+Q
(
z+ x
2
)]
(4)
for all x, y, z ∈X.
First we claim that A is additive. Putting z=−y in (3) yields
9A
(
x
3
)
+A(x)= 4
[
A
(
x + y
2
)
+A
(
x − y
2
)]
(5)
for all x, y ∈X. Replacing y by x in (5) we have
9A
(
x
3
)
= 3A(x) (6)
for all x ∈X. Thus we have A(3x)= 3A(x) for all x ∈X. Replacing x by 3y in
(5) we get
A(2y)= 2A(y) (7)
for all y ∈X. Replacing z=−x − y in (3) and using (7) we get
A(x)+A(y)−A(x + y)= 2[A(x + y)−A(x)−A(y)]
for all x, y ∈X. Thus
A(x + y)=A(x)+A(y)
for all x, y ∈X.
Secondly we claim that Q is quadratic. That is, Q(x + y) + Q(x − y) =
2Q(x)+ 2Q(y) for all x, y ∈X. Putting z=−x in (4) yields
9Q
(
y
3
)
+ 2Q(x)+Q(y)= 4
[
Q
(
x + y
2
)
+Q
(
y − x
2
)]
(8)
for all x, y ∈X. Replacing y by 0 and x by 2x in (8) we get
Q(2x)= 4Q(x) (9)
for all x ∈X. Putting x = 0 in (8) we obtain
9Q
(
y
3
)
+Q(y)= 2Q(y) (10)
for all y ∈X. By (8)–(10), we have
Q(x + y)+Q(x − y)= 2Q(x)+ 2Q(y)
for all x, y ∈X.
(Sufficiency) This is obvious. ✷
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3. Hyers–Ulam–Rassias stability of Eq. (1)
Throughout this section X and Y will be a real normed linear space and a real
Banach space, respectively. Given a function f :X→ Y , we set
Df (x, y, z) := 9f
(
x + y + z
3
)
+ f (x)+ f (y)+ f (z)
− 4
[
f
(
x + y
2
)
+ f
(
y + z
2
)
+ f
(
z+ x
2
)]
for all x, y, z ∈ X. Let ϕ :X\{0} × X\{0} × X\{0} → [0,∞) be a mapping
satisfying one of the conditions (a), (b) and one of the conditions (c), (d):
Φ1(x, y, z)=
∞∑
n=1
1
9n
ϕ(3nx,3ny,3nz) <∞, (a)
Φ2(x, y, z)=
∞∑
n=0
9nϕ
(
x
3n
,
y
3n
,
z
3n
)
<∞, (b)
Φ3(x, y, z)=
∞∑
n=1
1
3n+1
ϕ(3nx,3ny,3nz) <∞, (c)
Φ4(x, y, z)=
∞∑
n=0
3n−1ϕ
(
x
3n
,
y
3n
,
z
3n
)
<∞ (d)
for all x, y, z ∈X\{0}.
One of the conditions (a) , (b) will be needed to derive a quadratic function and
one of the conditions (c), (d) will be needed to derive an additive function in the
following theorem.
Theorem 3.1. If the function f :X→ Y satisfies∥∥Df (x, y, z)∥∥ ϕ(x, y, z) (11)
for all x, y, z ∈ X\{0}, then there exist a unique quadratic function Q :X→ Y ,
a unique additive function A :X→ Y , and a unique element B ∈ Y such that∥∥f (x)−Q(x)−A(x)−B∥∥ 
(x)+ δ(x),∥∥∥∥f (x)+ f (−x)2 −Q(x)−B
∥∥∥∥ 
(x),
and ∥∥∥∥f (x)− f (−x)2 −A(x)
∥∥∥∥ δ(x)
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for all x ∈ X\{0}, where 
(x) = (1/2)[Φi(x, x,−x) + Φi(−x,−x, x)], i =
1 or 2, and δ(x) = (1/2)[Φj(x, x,−x) + Φj (−x,−x, x)], j = 3 or 4. The
functions Q, A, and the element B are given by
Q(x)=
{
limn→∞ f (3
nx)+f (−3nx)
2·9n if ϕ satisfies (a),
limn→∞ 9
n
2
[
f
(
x
3n
)+ f (−x3n )− 2f (0)] if ϕ satisfies (b),
A(x)=
{
limn→∞ f (3
nx)−f (−3nx)
2·3n if ϕ satisfies (c),
limn→∞ 3
n
2
[
f
(
x
3n
)− f (−x3n )] if ϕ satisfies (d),
for all x ∈X and B = f (0).
Proof. Let f1 :X→ Y be the function defined by f1(x) := (f (x)+ f (−x))/2−
f (0) for all x ∈X. Then f1(0)= 0, f1(x)= f1(−x), and
∥∥Df1(x, y, z)∥∥=
∥∥∥∥∥9f1
(
x + y + z
3
)
+ f1(x)+ f1(y)+ f1(z)
− 4
[
f1
(
x + y
2
)
+ f1
(
y + z
2
)
+ f1
(
z+ x
2
)]∥∥∥∥∥
 1
2
[
ϕ(x, y, z)+ ϕ(−x,−y,−z)] (12)
for all x, y, z ∈X\{0}. Putting z=−x in (12) yields∥∥∥∥∥9f1
(
y
3
)
+ 2f1(x)+ f1(y)− 4
[
f1
(
x + y
2
)
+ f1
(
x − y
2
)]∥∥∥∥∥
 1
2
[
ϕ(x, y,−x)+ ϕ(−x,−y, x)] (13)
for all x, y ∈X\{0}. Putting y = x in (13) we get∥∥∥∥9f1
(
x
3
)
− f1(x)
∥∥∥∥ 12
[
ϕ(x, x,−x)+ ϕ(−x,−x, x)] (14)
for all x ∈X\{0}. Replacing x by 3x in (14) and dividing by 9 we have∥∥∥∥f1(x)− f1(3x)9
∥∥∥∥ 12 · 19
[
ϕ(3x,3x,−3x)+ ϕ(−3x,−3x,3x)] (15)
for all x ∈X\{0}.
Assume that ϕ satisfies the condition (a). Replacing x by 3n−1x and dividing
by 9n−1 in (15) we obtain∥∥∥∥f1(3n−1x)9n−1 − f1(3
nx)
9n
∥∥∥∥
 1
2
· 1
9n
[
ϕ(3nx,3nx,−3nx)+ ϕ(−3nx,−3nx,3nx)] (16)
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for all n ∈N and x ∈X\{0}. An induction argument implies∥∥∥∥f1(x)− f1(3nx)9n
∥∥∥∥
 1
2
n∑
i=1
1
9i
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)]
 1
2
[
Φ1(x, x,−x)+Φ1(−x,−x, x)
] (17)
for all n ∈N and x ∈X\{0}. Hence∥∥∥∥f1(3nx)9n − f1(3
mx)
9m
∥∥∥∥
 1
2
n∑
i=m+1
1
9i
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)] (18)
for all n,m ∈ N with n > m and x ∈ X\{0}. This shows that {f1(3nx)/9n} is a
Cauchy sequence for all x ∈X\{0} and thus converges. Therefore we can define
a function Q :X→ Y by
Q(x)= lim
n→∞
f1(3nx)
9n
for all x ∈X. (19)
Note that Q(0)= 0, Q(−x)=Q(x), and Q(3x)= 9Q(x) for all x ∈X. By (13)
we have
9Q
(
y
3
)
+ 2Q(x)+Q(y)− 4
[
Q
(
x + y
2
)
+Q
(
x − y
2
)]
= 0 (20)
for all x, y ∈X\{0}. Putting y = 3x in (20) we obtain
Q(2x)= 4Q(x) (21)
for all x ∈X\{0}. Replacing x by x + y and y by x − y in (20) we get
Q(x + y)+Q(x − y)= 2Q(x)+ 2Q(y) (22)
for all x, y ∈ X\{0} with x + y = 0, x − y = 0. Since Q(0) = 0 and Q(2x) =
4Q(x), it follows that
Q(x + y)+Q(x − y)= 2Q(x)+ 2Q(y)
for all x, y ∈X. Taking the limit in (17) as n→∞, we obtain∥∥f1(x)−Q(x)∥∥ 12
[
Φ1(x, x,−x)+Φ1(−x,−x, x)
] (23)
for all x ∈X\{0}.
If Q′ is another quadratic function satisfying (23), then Q′(0)= 0, Q′(2x)=
4Q′(x), and Q′(−x)=Q′(x) for all x ∈ X. Replacing y by 2x in Q′(x + y)+
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Q′(x − y)= 2Q′(x)+ 2Q′(y) we have Q′(3x)+Q′(−x)= 2Q′(x)+ 2Q′(2x)
and so Q′(3x)= 9Q′(x) for all x ∈X. Thus we have
∥∥Q(x)−Q′(x)∥∥ ∥∥∥∥Q(3nx)9n − f1(3
nx)
9n
∥∥∥∥+
∥∥∥∥f1(3nx)9n − Q
′(3nx)
9n
∥∥∥∥
 1
9n
[
Φ1(3nx,3nx,−3nx)+Φ1(−3nx,−3nx,3nx)
]
=
∞∑
i=n+1
1
9i
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)]
for all n ∈ N and x ∈ X. Therefore we can conclude that Q(x) =Q′(x) for all
x ∈X.
If ϕ satisfies the condition (b), the proof is analogous to that of case (a). Indeed,
replacing x by x/3n−1 and multiplying by 9n−1 in (14) we get∥∥∥∥9nf1
(
x
3n
)
− 9n−1f1
(
x)
3n−1
)∥∥∥∥
 1
2
· 9n−1
[
ϕ
(
x
3n−1
,
x
3n−1
,
−x
3n−1
)
+ ϕ( −x
3n−1
,
−x
3n−1
,
x
3n−1
)]
(24)
for all n ∈N and x ∈X\{0}. An induction argument implies∥∥∥∥f1(x)− 9nf1
(
x
3n
)∥∥∥∥
 1
2
n−1∑
i=0
9i
[
ϕ
(
x
3i
,
x
3i
,
−x
3i
)
+ ϕ
(−x
3i
,
−x
3i
,
x
3i
)]
(25)
for all n ∈N and x ∈X\{0}. Hence∥∥∥∥9nf1
(
x
3n
)
− 9mf1
(
x
3m
)∥∥∥∥
 1
2
n−1∑
i=m
9i
[
ϕ
(
x
3i
,
x
3i
,
−x
3i
)
+ ϕ
(−x
3i
,
−x
3i
,
x
3i
)]
(26)
for all n,m ∈ N with n > m and x ∈ X\{0}. This shows that {9nf1(x/3n)} is a
Cauchy sequence for all x ∈X\{0} and thus converges. Therefore we can define
a function Q :X→ Y by
Q(x)= lim
n→∞ 9
nf1
(
x
3n
)
for all x ∈X. Then Q(0)= 0, Q(−x)=Q(x), and Q(3x)= 9Q(x) for all x ∈X.
By the same proof as that of case (a), we have
9Q
(
y
3
)
+ 2Q(x)+Q(y)− 4
[
Q
(
x + y
2
)
+Q
(
x − y
2
)]
= 0
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for all x, y ∈X\{0}, and so
Q(x + y)+Q(x − y)= 2Q(x)+ 2Q(y)
for all x, y ∈X. Taking the limit in (25) as n→∞ we obtain
∥∥f1(x)−Q(x)∥∥ 12
[
Φ2(x, x,−x)+Φ2(−x,−x, x)
] (27)
for all x ∈X\{0}. Also we easily have that Q is unique.
Now let f2 :X→ Y be the function defined by f2(x) := (1/2)(f (x)−f (−x))
for all x ∈X. Then f2(0)= 0, f2(−x)=−f2(x), and
∥∥D2f (x, y, z)∥∥=
∥∥∥∥∥9f2
(
x + y + z
3
)
+ f2(x)+ f2(y)+ f2(z)
− 4
[
f2
(
x + y
2
)
+ f2
(
y + z
2
)
+ f2
(
z+ x
2
)]∥∥∥∥∥
 1
2
[
ϕ(x, y, z)+ ϕ(−x,−y,−z)] (28)
for all x, y, z ∈X\{0}. Putting z=−x in (28) yields∥∥∥∥∥9f2
(
y
3
)
+ f2(y)− 4
[
f2
(
x + y
2
)
+ f2
(
y − x
2
)]∥∥∥∥∥
 1
2
[
ϕ(x, y,−x)+ ϕ(−x,−y, x)] (29)
for all x, y ∈X\{0}. Putting y = x in (29) we get∥∥∥∥9f2
(
x
3
)
− 3f2(x)
∥∥∥∥ 12
[
ϕ(x, x,−x)+ ϕ(−x,−x, x)] (30)
for all x ∈X\{0}.
Assume that ϕ satisfies the condition (c). Replacing x by 3x and dividing by 9
in (30) we have∥∥∥∥f2(x)− f2(3x)3
∥∥∥∥ 12 · 132
[
ϕ(3x,3x,−3x)+ ϕ(−3x,−3x,3x)]
for all x ∈X\{0}. Replacing x by 3n−1x and dividing by 3n−1 we obtain∥∥∥∥f2(3n−1x)3n−1 − f2(3
nx)
3n
∥∥∥∥
 1
2
· 1
3n+1
[
ϕ(3nx,3nx,−3nx)+ ϕ(−3nx,−3nx,3nx)]
for all n ∈N and x ∈X\{0}. An induction argument implies
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∥∥∥∥f2(x)− f2(3nx)3n
∥∥∥∥
 1
2
n∑
i=1
1
3i+1
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)]
= 1
2
[
Φ3(x, x,−x)+Φ3(−x,−x, x)
] (31)
for all n ∈N and x ∈X\{0}. Hence∥∥∥∥f2(3nx)3n − f2(3
mx)
3m
∥∥∥∥
 1
2
n∑
i=m+1
1
3i+1
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)] (32)
for all n,m ∈ N with n > m and x ∈ X\{0}. This shows that {f2(3nx)/3n} is a
Cauchy sequence for all x ∈X\{0} and thus converges. Therefore we can define
a function A :X→ Y by
A(x)= lim
n→∞
f2(3nx)
3n
for all x ∈X.
Note that A(0)= 0, A(−x)=−A(x), and A(3x)= 3A(x) for all x ∈X. By (29)
we have
9A
(
y
3
)
+A(y)− 4
[
A
(
x + y
2
)
+A
(
y − x
2
)]
= 0
for all x, y ∈X\{0}. Putting y = 3x we obtain A(2x)= 2A(x) for all x ∈X\{0}.
Replacing (x + y)/2 by x and (y − x)/2 by y we get A(x + y)= A(x)+ A(y)
for all x, y ∈X\{0} with x+y = 0, y−x = 0. Since A(0)= 0, A(−x)=−A(x),
and A(2x)= 2A(x), it follows that
A(x + y)=A(x)+A(y)
for all x, y ∈X. Taking the limit in (31) as n→∞, we obtain∥∥f2(x)−A(x)∥∥ 12
[
Φ3(x, x,−x)+Φ3(−x,−x, x)
] (33)
for all x ∈X\{0}.
If A′ is another additive mapping satisfying (33), then we have
∥∥A(x)−A′(x)∥∥ ∥∥∥∥A(3nx)3n − f2(3
nx)
3n
∥∥∥∥+
∥∥∥∥f2(3nx)3n − A
′(3nx)
3n
∥∥∥∥
 1
3n
[
Φ3(3nx,3nx,−3nx)+Φ3(−3nx,−3nx,3nx)
]
= 3
∞∑
i=n
1
3i+1
[
ϕ(3ix,3ix,−3ix)+ ϕ(−3ix,−3ix,3ix)]
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for all n ∈ N and x ∈ X. Therefore we can conclude that A(x) = A′(x) for all
x ∈X.
Assume that ϕ satisfies the condition (d). Dividing by 3 in (30) we get∥∥∥∥f2(x)− 3f2
(
x
3
)∥∥∥∥ 12 · 13
[
ϕ(x, x,−x)+ ϕ(−x,−x, x)] (34)
for all x ∈X\{0}. Replacing x by x/3n−1 and multiplying by 3n−1 we have∥∥∥∥3n−1f2
(
x
3n−1
)
− 3nf2
(
x
3n
)∥∥∥∥
 1
2
· 3n−2
[
ϕ
(
x
3n−1
,
x
3n−1
,
−x
3n−1
)
+ ϕ
( −x
3n−1
,
−x
3n−1
,
x
3n−1
)]
for all n ∈N and x ∈X\{0}.
The rest of the proof is similar to the corresponding part of the proof of
the case (c). Thus there is a unique additive mapping A :X → Y such that
‖f2(x)− A(x)‖ (1/2)[Φ4(x, x,−x)+Φ4(−x,−x, x)] for all x ∈X\{0}. Let
B = f (0). Since f (x)= f1(x)+ f2(x)+ f (0) for all x ∈X, it follows that∥∥f (x)−Q(x)−A(x)−B∥∥

∥∥f1(x)−Q(x)∥∥+ ∥∥f2(x)−A(x)∥∥
 1
2
[
Φi(x, x,−x)+Φi(−x,−x, x)+Φj (x, x,−x)+Φj (−x,−x, x)
]
= 
(x)+ δ(x)
for all x ∈X\{0}, i = 1 or 2 and j = 3 or 4. We complete the proof. ✷
Corollary 3.2. Let p = 1,2 and θ > 0 be real numbers. Suppose that the function
f :X→ Y satisfies∥∥Df (x, y, z)∥∥ θ(‖x‖p + ‖y‖p + ‖z‖p)
for all x, y, z ∈X\{0}. Then there exist a unique quadratic function Q :X→ Y ,
a unique additive mapping A :X→ Y , and a unique element B ∈ Y such that
∥∥f (x)−Q(x)−A(x)−B∥∥ 3pθ‖x‖p( 3|9− 3p| + 1|3p − 3|
)
,∥∥∥∥f (x)+ f (−x)2 −Q(x)−B
∥∥∥∥ 3pθ‖x‖p 3|9− 3p| ,
and ∥∥∥∥f (x)− f (−x)2 −A(x)
∥∥∥∥ 3pθ‖x‖p 1|3p − 3|
for all x ∈X\{0}.
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Proof. Let ϕ(x, y, z) = θ(‖x‖p + ‖y‖p + ‖z‖p) for all x, y, z ∈ X\{0}. Then
ϕ(x, x,−x)= ϕ(−x,−x, x)= 3θ‖x‖p for all x ∈X\{0}. If p < 2, we have
∞∑
n=1
1
9n
ϕ(3nx,3nx,−3nx)=
∞∑
n=1
3θ‖x‖p · 3n(p−2) = 3θ‖x‖p 3
p
9− 3p
for all x ∈X\{0}. If p > 2, we get
∞∑
n=0
9nϕ
(
x
3n
,
x
3n
,
−x
3n
)
=
∞∑
n=0
3θ‖x‖p · 3n(2−p) = 3θ‖x‖p 3
p
3p − 9
for all x ∈X\{0}. If p < 1, then we have
∞∑
n=1
1
3n+1
ϕ(3nx,3nx,−3nx)=
∞∑
n=1
θ‖x‖p · 3n(p−1) = θ‖x‖p 3
p
3− 3p
for all x ∈X\{0}. If p > 1, then we get
∞∑
n=0
3n−1ϕ
(
x
3n
,
x
3n
,
−x
3n
)
=
∞∑
n=0
θ‖x‖p · 3n(1−p) = θ‖x‖p 3
p
3p − 3
for all x ∈X\{0}. Thus

(x)+ δ(x)=


3pθ‖x‖p( 33p−9 + 13p−3 ) if p > 2,
3pθ‖x‖p( 39−3p + 13p−3 ) if 1<p < 2,
3pθ‖x‖p( 39−3p + 13−3p ) if p < 1,
for all x ∈X\{0}. ✷
Corollary 3.3. Let θ > 0 be a real number. If the function f :X→ Y satisfies∥∥Df (x, y, z)‖ θ
for all x, y, z ∈X\{0}. Then there exist a unique quadratic function Q :X→ Y ,
a unique additive mapping A :X→ Y , and a unique element B ∈ Y such that
∥∥f (x)−Q(x)−A(x)−B∥∥ 7
24
θ,∥∥∥∥f (x)+ f (−x)2 −Q(x)−B
∥∥∥∥ 18θ,
and ∥∥∥∥f (x)− f (x)2 −A(x)
∥∥∥∥ 16θ
for all x ∈X\{0}.
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