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Buah jeruk merupakan salah satu buah yang mempunyai banyak varietas. Karena 
banyaknya varietas yang beragam pada buah jeruk, sehingga sulit untuk menentukan 
mutu buah jeruk berdasarkan warna dan ukurannya karena ciri-ciri kematangan dari 
tiap jenis buah jeruk tidaklah sama. Pada setiap jenis buah jeruk umumnya memiliki 
selisih perbedaan ukuran dan warna yang tidak sama. Pada penelitian berikut dibuat 
sistem aplikasi website berupa implementasi metode decision tree untuk 
mengklasifikasikan mutu buah jeruk siam berdasarkan fitur warna dengan model citra 
HSV dan ukuran menggunakan hasil citra buah. Metode decision tree memiliki 
kemampuan untuk mempersingkat proses pengambilan keputusan yang kompleks menjadi 
lebih sederhana dengan struktur berbentuk pohon. Berdasarkan hasil pengambilan 25 
sampel citra buah jeruk siam menggunakan kamera telefon genggam, selanjutnya citra 
tersebut diproses oleh aplikasi klasifikasi. Dari hasil pengklasifikasian citra jeruk siam 
menggunakan metode decision tree didapat tingkat keberhasilan sebesar 92%. 
Berdasarkan persentase keberhasilan, maka dapat disimpulkan bahwa penggunaan 
metode Decision Tree Classification dan model citra HSV sangat baik dalam 
mengklasifikasikan mutu jeruk siam.  
 
Kata kunci: Decision Tree, Citra Digital, HSV, Jeruk Siam. 
 
1. PENDAHULUAN 
Buah-buahan adalah suatu produk 
yang sangat menguntungkan dalam 
perdagangan karena keanekaragaman 
jenis dan didukung iklim yang sesuai dan 
berganti pada negeri ini, sehingga dapat 
menghasilkan buah-buahan yang 
bervariasi. Buah jeruk siam adalah salah 
satu hasil perkebunan yang memiliki 
peluang pemasaran bagus, terutama di 
Indonesia dengan iklim tropis. 
Penanganan hasil panen berperan penting 
dalam penentuan mutu buah jeruk siam, 
terutama pada saat seleksi juga pemutuan 
buah jeruk siam. Kegiatan saat seleksi 
juga pemutuan jeruk siam masih 
kebanyakan dilakukan dengan manual 
oleh para pengepul yang mana hasil dari 
pemisahan buah jeruk berdasarkan mutu 
buah masih menghasilkan produk yang 
kebanyakan tidak seragam [1]. Setiap 
varian buah jeruk mempunyai warna dan 
ukuran buah yang bisa digunakan sebagai 
acuan untuk menentukan kualitas buah 
jeruk yang akan di teliti. Pada penelitian 
berikut akan dibangun sistem aplikasi 
klasifikasi menggunakan fitur warna dan 
ukuran pada citra buah jeruk siam 
sebagai parameter pemisahnya.  
Citra adalah gambar yang terdapat 
di bidang dua dimensi. Secara matematis, 
citra atau image merupakan fungsi 
menerus atau continue pada ketajaman 
cahaya yang terdapat di bidang dua 
dimensi [2]. Cahaya yang menerangi tiap 
objek, selanjutnya objek 
memantulkannya kembali sebagian suatu 
berkas. Meskipun hasil citra atau image 
kaya informasi, tetapi seringkali citra 
tersebut mengalami  penurunan mutu, 
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misalnya terdapat cacat pada hasil citra 
atau noise, warna yang dihasilkan terlalu 
banyak kontras, bahkan kabur atau 
blurring, dan seterusnya. Citra atau 
image yang terdapat gangguan atau noise 
mudah diektraksi oleh manusia secara 
kasat mata, juga ektraksi mesin, maka 
perlu dilakukan manipulasi untuk 
mendapatkan hasil yang lebih baik pada 
saat mengubah citra atau image tersebut 
[3]. 
Sistem pengolahan pada citra 
dibuat untuk memisahkan mutu buah 
jeruk siam, pengguna atau user hanya 
melakukan pengambilan gambar atau 
citra buah jeruk siam dalam keadaan 
normal dan stabil. Metode klasifikasi 
yang digunakan pada penelitian berikut 
adalah metode Decision Tree. 
Pengklasifikasian citra atau gambar 
dengan menggunakan metode decision 
tree adalah suatu proses yang bisa 
menentukan beberapa model dengan 
kelas-kelas yang dipisahkan dan 
digunakan untuk pembeda antar tiap 
kelasnya. Metode Decision tree sering 
digunakan untuk mengklasifikasi sebuah 
citra atau image dan merupakan metode 
yang paling sering digunakan, pada 
penggunaan metode decision tree sebuah 
item akan dikelompokan dengan sebuah 
keputusan, sehingga akan dengan mudah 
dipahami [4]. 
Penelitian terkait tentang 
penggunaan metode Decision Tree 
berjudul “Identifikasi Kualitas Beras 
Dengan Citra Digital” [5]. Penelitian ini 
menggunakan proses pengelompokan 
kelas nilai beras bersih dan beras putih 
dengan cara menetapkan nilai citra HSV, 
sedangkan untuk nilai utuh beras 
dilakukan dengan menggunakan analisis 
luas regional area tiap objek. Pada 
penelitian ini dilakukan pelatihan 
terhadap 30 citra atau image, untuk 
memperoleh pohon keputusan dengan 
metode decision tree menggunakan 
persamaan ID3. Hasil pengujian dari 
penelitian ini menggunakan persamaan k-
fold cross validation dengan acuan  k = 5, 
maka didapatkan tingkat akurasi  
96.67%. 
 
Penelitian terkait lainnya adalah 
“Deteksi Kualitas Kacang Kedelai 
Melalui Pengolahan Citra Digital dengan 
Metode Gray-Level Co-Occurrence 
Matrix (GLCM) dan Klasifikasi Decision 
Tree” [6]. Penelitian diatas menggunakan 
metode GLCM yang befungsi menguji 
tingkat keakurasian ektraksi ciri dari data 
citra kacang kedelai, sehingga 
menghasilkan nilai 95%  pada kamera 1 
dan 90% pada kamera 2 dengan 
menggunakan metode Decision Tree 
sebagai metode klasifikasinya. Tingkat 
akurasi didapatkan dengan milai yang 
tinggi yaitu 95.833 berdasarkan waktu 
perhitungan secepat 2.643 detik yang 
mana didapatkan dari citra atau image  
dari kamera 1, menggunakan citra data 
latih sebanyak 96 citra (80%),  dan data 
uji sebanyak 24 citra (20%), dengan jarak 
antara tiap piksel = 1 dan sudut yang 
digunakan adalah (00,450,900, dan 1350). 
Oleh karena itu, dirancang suatu 
sistem aplikasi klasifikasi pemisah buah 
jeruk berdasarkan permasalahan yang 
didapat menggunakan sistem pengolahan 
citra dengan metode decision tree 
sehingga mempermudah seleksi buah 
jeruk, maka dilakukan pengembangan 
aplikasi berbasis website dengan judul 
“Penerapan Metode Decision Tree untuk 
Mengklasifikasikan Mutu Buah Jeruk 
Berdasarkan Fitur Warna dan Ukuran”. 
Sistem aplikasi yang akan dirancang 
selanjutnya diimplementasikan kepada 
citra buah jeruk siam sehingga dengan 
adanya seleksi ini, diharapkan bisa 
mempermudah pengklasifikasian sistem 
seleksi jeruk siam yang sebelumnya 
masih dengan manual menjadi sistem 
otomatis menggunakan aplikasi dalam 
menyeragamkan mutu jeruk siam 
berdasarkan warna dan ukuran. 
 
2. LANDASAN TEORI 
2.1 Pengenalan Pola dan Ciri 
 Ada dua tahapan pada sistem 
pengenalan pola: tahapan pelatihan dan  
pengenalan. Pada tahapan pengenalan 
pola, citra diambil cirinya kemudian 
ditentukan kelas kelompoknya [7]. 
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Proses pertama yang digunakan 
untuk memperbaiki suatu kualitas 
hasil citra dengan teknik-teknik 
pengolahan imgae atau citra. 
2. Feature Extraction 
Proses mendapatkan ciri-ciri yang 
berada pada objek yang terdapat 
pada citra. Pada tahapan  ini objek 
yang terdapat pada citra hanya 
perlu di deteksi bagian tepinya, 
lalu selanjutnya menghitung 
bagian objek yang merupakan ciri. 
Sebagian  proses perhitungan ciri 
hanya perlu merubah citra atau 
image sebagai citra biner, dan 
lainnya. 
3. Classification 
Merupakan  pengelompokan objek 
kedalam beberapa kelas yang 
sesuai dengan ektraksi citra. 
4. Feature Selection 
Suatu proses pemilihan ciri pada 
objek agar bisa didapatkan ciri 
yang ideal, sehingga ciri yang bisa 
digunakan tersebut dapat  
membedakan  beberapa objek.  
5. Learning  
Merupakan  proses belajar 
membangun aturan dari 
pengklasifikasian, sehingga 
banyaknya kelas yang tidak teratur 
dibuat sedikit mungkin. 
2.2 Pengolahan Citra Digital 
Citra dapat diartikan sebagai suatu 
persamaan dua dimensi yaitu f(x,y), 
dimana dijelaskan x dan y adalah sebagai 
suatu koordinat, dan f(x,y) merupakan 
suatu nilai persamaan pada koordinat 
(x,y) yang diartikan sebagai intensitas [8]. 
Citra digital atau image merupakan suatu 
citra yang mempunyai persamaan dua 
variabel, yaitu f(x,y), dimana fungsi  x 
dan y adalah sebagai koordinat citra, dan 
nilai f(x,y) merupakan suatu intensitas 
dari citra pada koordinat. Contoh dari 
citra digital atau image dapat dilihat pada 
Gambar 1 [9]. 
 
 
Gambar 1. Citra Digital 
Image acquisition (Akuisisi Citra) 
merupakan langkah pertama sistem 
pengolahan citra digital adalah akuisisi 
terhadap citra yang merupakan langkah 
dari proses untuk memperoleh atau 
mengambil suatu citra yang diperlukan 
dengan menggunakan suatu sensor 
pencitraan. Image preprocessing adalah 
langkah selanjutnya. Setelah didapat citra 
digital, langkah selanjutnya yang dapat  
dilakukan adalah image preprocessing. 
Image enhancement merupakan salah 
satu preprocessing yaitu merupakan 
teknik yang digunakan sebagai 
memperjelas detail  yang terdapat pada 
citra. Selanjutnya segmentasi membagi  
citra digital kedalam bagian-bagian yang 
menjadi pembentuknya. Segmentasi 
hanya dilakukan sampai sebuah objek 
yang diinginkan terdapat dalam suatu 
aplikasi bisa terpisah dari objek yang asli. 
Segmentasi yang tepat mampu 
meningkatkan suatu kesuksesan dari  
sistem aplikasi pengenalan citra digital 
[10].  
Berikut adalah jenis citra digital 
yang banyak digunkan pada penelitian 
sebelumnya [11]: 
1. Citra Warna. 
Citra warna adalah citra digital 
dengan suatu sistem grafik yang memiliki 
beberapa set nilai yang tersusun dan 
menyatakan beberapa tingkatan warna. 
Piksel yang menyatakan citra pada warna 
mewakili citra yang merupakan 
campuran dari tiga warna dasar yaitu 
Red, Green, dan Blue). Pada tiap warna 
dasarnya yang digunakan penyimpanan 8 
bit atau 1 bit, yang artinya pada tiap 
warna memiliki gradasi sebesar 256 
warna. Hal ini dapat mengartikan pada 
tiap piksel dalam citra warna memiliki 
campuran warna sejumlah 28. 28. 28 = 224 
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= 16.777.216 warna. Inilah yang 
menyatakan citra ini dengan sebutan true 
color karena memiliki jumlah warna pada 
citra yang banyak. 
2. Citra Grayscale. 
Merupakan sebuah citra yang 
mempunyai warna dari putih dengan nilai 
ketajaman paling banyak dengan nilai 
(255) sampai warna hitam mempunyai 
nilai ketajaman terkecil (0) seperti 
berikut, dinyatakan pada Gambar 2 [12]. 
 
 
Gambar 2. Skala pada Grayscale 
Citra digital yang memiliki skala 
grayscale 8-bit dihitung dengan 28 = 256 
kemungkinan derajat warna, yaitu 0 
derajat  terendah hingga 255 derajat 
tertinggi. Untuk melakukan pemprosesan 
pada citra lainnya semacam proses 
segmentasi, proses morfologi, proses 
normalisasi dan proses lainya, citra 
berwarna atau RGB, langkah pertama 
harus dikonversi ke grayscale dengan 
tujuan mempercepat dan mempermudah 
dalam melakukan proses pengolahan, 
karena citra RGB dengan 3 nilai akan 
memakan waktu yang lama untuk diolah 
dan memakan memori yang relatif lebih 
besar dibanding citra skala grayscale 
yang hanya memiliki 1 nilai. 
3. Citra Biner 
Merupakan citra digital yang 
terdapat dua kemungkinan pada tiap nilai 
pikselnya, yaitu nilai putih dan nilai 
hitam. Citra biner biasanya memerlukan 
satu bit sebagai wakil dari setiap nilai 
piksel dari citra digital. Tiap nilai piksel 
terdiri atas warna putih atau hitam, sebab 
hanya terdapat dua warna pada tiap 
piksel, maka cukup memerlukan 1 bit 
tiap piksel, yaitu 0 dan 1. 
 
2.3 HSV 
Penggunaan model warna HSV 
pertama kali diterapkan oleh A.R Smith 
1978, melalui model warna HSV kita 
tahu bahwa HSV memiliki 3 karakteristik 
pokok, yaitu Hue, Saturation dan Value. 
1. Hue merupakan warna asli, seperti 
kuning, merah, dan violet yang 
menyatakan sebagai penentu 
kemerahan, dan kehijauan, juga 
sebagainya.  
2. Saturation  merupakan  kemurnian 
dari warna juga menyatakan 
kekuatan pada warna. 
3. Value adalah kecerahan asli  
warna. Angka yang menyatakan 
value diantara 0-100 %. Jika nilai 
0 warnanya dinyatakan hitam, 
semakin tinggi nilainya maka 
semakin terang dan  banyak variasi 
terbaru warna citra. 
 
Sebagai konversi dari RGB ke 
HSV, dinyatakan suatu koordinat R, G, 
dan B [0,1] yaitu dengan urutan merah, 
hijau, dan biru dalam suatu ruang warna, 
dengan max sebagai nilai tertinggi dari 
red, green, blue, dan min merupakan 
nilai terendah dari red, green, blue. 
Untuk mendapatkan derajat hue[0,360] 
dengan benar dari ruang warna HSV, 



















+ 4  ,      max =  
(1) 
 
Nilai-milai yang menyatakan s 
(saturation) adalah nilai kemurnian atau 
nilai dari kekuatan warna dan v (value) 
merupakan kecerahan dari warna yang 
bernilai antara 0-100%. Pada HSV 
dihitung dengan persamaan 2 dan 
persamaan 3 berikut. 
  (          ) =   




        (2) 
  (     ) =       (3) 
 
Segmentasi adalah suatu langkah 
segmentasi warna sebagai pendekatan 
daerah yang diproses dengan langkah  
menganalisis nilai piksel pada citradigital 
dan menghitung citra tersebut dicocokan 
dengan fitur yang diharapkan. Metode 
segmentasi terhadap ekstraksi warna 
HSV, langkah selanjutnya melakukan 
pemilihan pada sampel contoh piksel 
sebagai patokan warna sebagai 
pembentuk segmen yang diinginkan. 
Citra menggunaan model warna RGB 
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untuk standar acuan citra warna, oleh 
karena itu langkah pertama metode ini 
diperlukan perubahan dari model warna 
RGB ke HSV. Untuk mendapatkan 
segmen yang diinginkan dengan warna 
yang sesuai maka ditetapkan nilai acuan 
pada tiap dimensi citra warna HSV, 
selanjutnya nilai acuan tersebut akan 
dibentuk suatu segmen nilai dengan 
warna yang selaras berdasarkan toleransi 
yang diharapkan. Berikut merupakan 
langkah segmentasi menurut [13]. 
1. Tetapkan citra RGB berdasarkan 
obyek deteksi, dan nilai warna 
HSV yang dijadikan acuan atau 
hasil dari pelatihan citra juga nilai 
toleransi warna HSV yang 
diterapkan. 
2. Hitung dan dapatkan nilai citra 
RGB ke HSV. 
3. Filter warna citra menggunakan 
nilai tetap (T) dan nilai toleransi 
(tol). Dinyatakan x dengan warna 
HSV pada piksel yang didapatkan,  
warna yang tidak termasuk dalam 
rentang T-tol < x < T+tol 
merupakan warna hitam. 
4. Hitung dan dapatkan kembali nilai 
citra ke RGB. 
Faktor yang berpengaruh terhadap 
hasil perhitungan citra merupakan 
toleransi warna. Toleransi warna didapat 
dari 3 unsur warna toleransi hue, 
saturation, dan value. Setiap unsur 
toleransi akan mendapatkan hasil 
perhitungan citra yang berbeda. Nilai 
toleransi  menentukan jarak filter pada 
tiap langkah segmentasi warna, berikut 
adalah hasil dari contoh kasus yang 
ditunjukan terhadap  toleransi dari hasil 
segmentasi. 
Hue adalah salah satu dari bagian 
yang menyatakan ruang warna HSV yang 
mewakili tiap ruang warna yang 
merupakan nilai toleransi hue juga akan 
mempengaruhi nilai warna yang terpilih 
dalam proses segmentasi. Nilai hue 
dinyatakan dengan bentuk bulat dan 





2.4 Decision Tree 
Algortima Decision Tree 
merupakan suatu metode 
pengklasifikasian yang menggunakan 
contoh pohon, menyatakan node yang 
menggambarkan tiap atribut, yang mana 
daun menggambarkan tiap kelas, juga 
setiap cabangnya menggambarkan nilai 
dari tiap kelas. Node akar menyatakan 
node yang berada paling atas dari pohon. 
Setiap node ini menggambarkan node 
pembagi, yang mana tiap node ini 
merupakan satu masukan dan memiliki 
sedikitnya dua keluaran [14]. Leaf node 
adalah node terakhir, hanya mempunyai 
satu masukan, dan tidak mempunyai 
keluaran. Pohon keputusan pada tiap leaf 
node menyatakan label tiap kelas. Pohon 
keputusan pada tiap cabangnya 
menyatakan keadaan yang harus diisi dan 
tiap puncak pohonnya menggambarkan 
nilai kelas data [15]. 
 
Pada metode ini suatu item 
dikelompokkan juga digambarkan berupa 
sebuah pohon keputusan, sehingga 
mudah untuk dimengerti. Metode 
decision tree digambarkan pada Gambar 
3, menerangkan bagaimana suatu produk 
dipilih pembeli [16]. 
 
 
Gambar 3. Konsep Decicion Tree 
Algotirma ID3 adalah algortima 
penyajian pohon keputusan sederhana 
yang diperkenalkan oleh J.Ross Quinlan 
tahun 1993. Algoritma ID3 merupakan 
algoritma pencarian secara keseluruhan 
pada setiap kemungkinan yang terdapat 
pada pohon keputusan [17]. 
 
3. METODE PENELITIAN 
Metode penelitian yang diterapkan 
pada penelitian berikut berupa studi 
literatur, selanjutnya adalah metode 
pengumpulan data, melakukan analisis 
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kebutuhan, perancangan sistem, 
implementasi, dan pengujian serta 
analisa dan kesimpulan. Flowchart dapat 
dilihat pada Gambar 4.  
 
 
Gambar 4. Diagram Alir Penelitian 
3.1 Studi Literatur  
Tahapan ini dilakukan untuk 
mendapatkan teori penunjang agar 
sistem aplikasi bisa direalisasikan. Teori-
teori penunjang didapatkan berupa data 
dari instansi, buku - buku, dan jurnal. 
3.2 Metode Pengumpulan Data 
Pengumpulan data yang dilakukan 
pada penelitian ini meliputi pengumpulan 
data-data yang bisa mendukung 
penelitian ini. Data didapat dari hasil 
pengamatan juga wawancara berupa 
validasi data mutu buah jeruk guna 
mempermudah peneliti melakukan 
pelatihan, yang selanjutnya dijadikan 
acuan untuk pengujian. 
3.3 Analisis Kebutuhan 
Tahapan ini peneliti melakukan 
analisis keperluan perangkat keras utama 
maupun penunjang dan peralatan lunak 
yang diperlukan dalam pembangunan 
sistem pengklasifikasian mutu buah jeruk 
dengan citra digital berdasarkan fitur 
warna dan ukuran. 
3.4 Perancangan Sistem 
Tahapan ini peneliti merancang 
sistem aplikasi perangkat lunak yang 
akan diperlukan guna penelitian. 
Perencanaan terdiri atas perencanaan 
Data Flow Diagram untuk merancang 
aliran data aplikasi, perancangan basis 
data, rancangan pengujian black box, 
serta membuat mock-up rancangan 
antarmuka halaman website. 
3.5 Implementasi 
Pada tahapan ini, sistem hasil 
rancangan pada tahapan sebelumnya 
akan dibuat berdasarkan proses 
perencanaan. Langkah pertama adalah 
pembangunan antarmuka, pembuatan 
databased, hingga penerapan metode 
yang digunakan kedalam aplikasi. 
Setelah itu dilakukan tahapan berikutnya, 
yaitu pengujian. 
3.6 Pengujian  
Tahapan pengujian ada 2 cara 
pengujian yang dilakukan, yaitu 
percobaan blackbox dan percobaan 
algoritma ekstraksi citra digital maupun 
algoritma Decision Tree yang mana 
percobaan blackbox dilakukan dengan 
cara mengecek detail  tampilan aplikasi, 
fungsi-fungsi yang dibangun pada 
aplikasi, dan penyesuaian alur fungsi 
terhadap proses yang diinginkan. 
3.7 Analisa dan Kesimpulan 
Pada tahapan ini penulis 
melakukan analisa terhadap hasil 
pengujian sistem dan membuat 
kesimpulan yang berisi hal-hal pokok 
dalam proses pembuatan sistem maupun 
hasil penelitian. 
 
4. HASIL DAN PEMBAHASAN 
4.1 DFD Aplikasi 
Data Flow Diagram (DFD) 
digunakan sebagai gambaran dari suatu 
sistem yang akan dibangun. Sistem yang 
dibangun hanya memiliki dua pengguna 
aplikasi sistem klasifikasi, yaitu user dan 
admin. Berikut adalah DFD Level 0. 
 
Gambar 5. DFD Level 0 
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Adapun DFD level 1 dari aplikasi 




Gambar 6. DFD Level 1 Klasifikasi 
 
 
4.2 Implementasi Sistem 
Berikut adalah  antarmuka aplikasi 
sistem klasifikasi yang dibangun 
berdasarkan hak akses admin dan user. 
Adapun implemantasi dari login admin 
pada Gambar 7. 
 
Gambar 7. Login Admin 
 
Selanjutnya adminmelakukan 
pengelolaan data user seperti ditunjukkan 
Gambar 8. 
 
Gambar 8. Form Pengolaan Data User 
 
Admin melakukan pelatihan citra 
jeruk ke dalam sistem seperti Gambar 9. 
 
Gambar 9. Form Pengelolaan Pelatihan Data 
 
Selanjutnya admin mengubah 
maupun menghapus data pelatihan citra 
jeruk siam. Berikut diberikan form 
pengelolaan data latih yang dilakukan 





Gambar 10. Form Pengelolaan Data Latih 
 
Untuk mendapatkan hasil 
pengujian, admin melakukan pengujian 
citra jeruk ke dalam sistem seperti 
ditunjukkan pada Gambar 11. 
 
 
Gambar 11. Form Pengelolaan Pengujian 
Data 
 
4.3 Menentukan Pohon Keputusan 
Untuk menentukan pohon 
keputusan maka harus dicari nilai 
entropy dan gain pada semua 
kemungkinan, setelah dilakukan input 
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data training dan variabel. Berdasarkan 
data input citra jeruk didapatkan 13 citra 
bernilai positif yang merupakan mutu A 
dari hasil pelatihan dengan Diameter ≥ 
6,1 cm sebanyak 13 buah dan nilai Hue 
≤ 35,120 sebanyak 13 buah, dan 12 citra 
bernilai negatif yang merupakan  mutu B 
dari pelatihan dengan diameter ≥ 6,1 cm 
sebanyak 6 buah dan < 6,1 cm sebanyak 
6 buah, sedangkan nilai Hue ≤ 35,120 
sebanyak 3 buah dan > 35,120 sebanyak 
19 buah, maka langkah selanjutnya 
adalah menentukan nilai gain dan 
entropy variabel. 
Mencari nilai Entropy: 
        ( )    = −p  log  p  −p  log  p  







   = 0,29 − (-31) 
   = 0,6 







    =  −0,52 . −0,56 
 = 0,29 
     (        ) =  
19
25
 .  (13,6) + 
6
25
 .  (0,6) 
   =
  
  
 . 0,22 + 
 
  
 . 0 
= 0,17 
     (        ): 
=      ( ) −      (        ) 
= 0,29 − 0,17 
= 0,12 
 
Mencari nilai gain hue: 







 =  −0,81 . −0,18 
 = 0,14 
 
     (   ) =  
16
25
 .  (13,3) +  
9
25




 . 0,14 + 
9
25
 . 0 
  = 0,09 
 
     (   ) =       ( ) −      (   ) 
  = 0,29 − 0,09 
  = 0,2 
 
Berdasarkan hasil perhitungan 
diatas telah didapatkan nilai entropy 
sebesar 0,6 dan nilai Gain (Diameter) 
sebesar 0,12 sedangkan nilai Gain (Hue) 
sebesar 0,2. Maka berdasarkan hasil 
perhitungan didapatkan pohon keputusan 
dengan menggunakan nilai gain terbesar 
sebagai berikut: 
 
Gambar 12. Pohon Keputusan Penentu Mutu 
 
4.4 Pengujian  
4.4.1 Pengujian Black Box 
Pengujian black box dilakukan 
untuk memahami validasi yang terdapat 
pada sistem sudah berkerja dengan benar. 
Adapun pengujian validasi ini 
ditunjukkan Tabel 1. 
Tabel 1. Pengujian Blackbox 
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4.4.2 Pengujian Sistem Klasifikasi 
Dengan melakukan pengujian 
terhadap 25 citra yang digunakan sebagai 
data uji , maka sistem klasifikasi akan 
membandingkan parameter nilai diameter 
dan nilai hue yang diperoleh terhadap 
diameter acuan  6,1 cm dan nilai hue 
35.12 . Berikut pengujian sistem 
dilakukan terhadap data uji citra jeruk 
yang secara fisik (manual) diketahui 
matang, dan menurut data latih memiliki 
nilai diameter jeruk lebih dari 6,1 cm 
serta nilai hue kurang dari 35,12  
menghasilkan klasifikasi yang tepat, 
seperti yang telihat di Tabel 2. 
Tabel 2. Hasil pengujian Data Jeruk 







6.86 34.15 Mutu A Benar 
2 
 
6.26 25.48 Mutu A Benar 
3 
 
6.72 32.88 Mutu A Benar 
4 
 
6.2 29.45 Mutu A Benar 
5 
 
6.48 30.49 Mutu A Benar 
6 
 
7.4 34.43 Mutu A Salah  
7 
 
7.06 23.65 Mutu A Benar 
8 
 
6.69 30.22 Mutu A Benar 
9 
 
6.13 32.16 Mutu A Salah 
10 
 
6.46 30 Mutu A Benar 
11 
 
5.69 21.82 Mutu B Benar 
12 
 
5.64 21.82 Mutu B Benar 
13 5.26 24.44 Mutu B Benar 
14 5.83 26.43 Mutu B Benar 
 
 
Tabel 2. (Lanjutan) 





15 5.38 33.62 Mutu B Benar 
16 5.52 20.22 Mutu B Benar 
17 6.24 34.56 Mutu A Benar 
18 5.43 32.07 Mutu B Benar 
19 5.46 37.89 Mutu B Benar 
20 5.91 30.43 Mutu B Benar 
21 
 
6.44 34.19 Mutu A Benar 
22 
 
5.74 35.29 Mutu B Benar 
23 
 
6.35 36.09 Mutu B Benar 
24 
 
5.36 20.77 Mutu B Benar 
25 5.63 25.71 Mutu B Benar 
 
Hasil dari pengujian yang 
dilakukan terhadap 25 citra jeruk data uji 
diperoleh  bahwa hasil pengujiannya  
sebanyak 23 jeruk terklasifikasi dengan 
tepat dan sesuai dengan validasi data, dua 









   100% 
= 92 % 
 
Berdasarkan hasil pengujian, di 
dapatkan tingkat keberhasilan dari sistem 
klasifikasi jeruk siam menggunakan 
metode decision tree sebesar 92%, maka 
dapat disimpulkan bahwa penggunaan 
metode decision tree dan model warna 
HSV sangat baik dalam pengklasifikasian 
mutu buah jeruk siam. 
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Penelitian ini berhasil merancang 
aplikasi sistem otomatis yang akan 
mengklasifikasikan mutu buah jeruk 
berdasarkan fitur warna dan ukuran 
berdasarkan citra buah jeruk sebagai 
objek dari data latih maupun data uji. 
Sistem bekerja dengan cara memproses 
data hasil input citra jeruk berupa foto ke 
dalam website yang telah dibangun. 
Selanjutnya admin melakukan pelatihan 
data yang mana keseluruhan data tersebut 
nantinya akan digunakan sebagai acuan 
dari data uji.  
Pengujian data citra terhadap 25 
citra jeruk yang digunakan sebagai data 
uji, maka sistem klasifikasi akan 
membandingkan nilai diameter acuan 6,1 
cm dan nilai hue 35,120 , yang 
selanjutnya dilakukan pengujian sistem 
terhadap data uji citra jeruk yang secara 
fisik (manual) diketahui matang, dan 
menurut data latih memiliki nilai 
diameter lebih dari 6,1 cm maupun sama 
dengan 6,1 cm serta nilai hue kurang dari 
35,120 maupun sama dengan 35,120,  
maka sistem akan menampilkan hasil 
pemprosesan pada data uji berupa Mutu 
A. Ketika data uji yang dimasukan 
memiliki nilai diameter kurang dari 6,1 
cm serta nilai hue lebih besar dari 35,120, 
maka sistem akan menampilkan hasil 
pemprosesan pada data uji berupa Mutu 
B.  
Hasil dari pengujian yang 
dilakukan terhadap 25 citra jeruk data uji 
diperoleh  bahwa hasil pengujiannya  
sebanyak 23 jeruk terklasifikasi dengan 
tepat dan sesuai dengan validasi data, dua 
data uji terklasifikasi tidak tepat. 
Berdasarkan hasil pengujian, maka di 
dapatkan tingkat keberhasilan dari sistem 
klasifikasi jeruk siam menggunakan 
metode decision tree sebesar 92%. 
 
5. KESIMPULAN 
Hasil dari penelitian yang  
dilakukan dan penerapan pada sistem 
aplikasi, maka didapatkan beberapa 
kesimpulan dari penelitian ini, sebagai 
berikut: 
 
1. Perancangan dan implementasi 
sistem aplikasi klasifikasi mutu 
jeruk siam dapat 
mengklasifikasikan citra buah 
jeruk kedalam dua kelas Mutu A 
dan Mutu B berdasarkan ektraksi 
warna HSV dan diameter buah 
dengan metode decision tree. 
2. Hasil klasifikasi dengan metode 
Decision Tree pada kasus ini 
dengan menggunakan 25 data uji 
mendapatkan tingkat keberhasilan 
sebesar 92%. Hal ini dapat dilihat 
dari 25 data uji dan terdapat 2 data 
uji yang gagal dan 23 data uji 
berhasil. 
6. SARAN 
Berdasarkan hasil penelitian 
“Peneraparan Metode Decision Tree 
Untuk Mengklasifikasikan Mutu Buah 
Jeruk Berdasarkan Fitur Warna Dan 
Ukuran” maka didapatkan beberapa saran 
guna penelitian yang lebih lanjut, sebagai 
berikut: 
1. Kelas pemutuan buah jeruk siam 
dapat ditambah agar hasil dari 
klasifikasi lebih beragam dan 
pengelompokan buah lebih 
bervariasi. 
2. Metode pengambilan gambar 
dilakukan langsung menggunakan 
sensor kamera, sehingga ektraksi 
citra bisa langsung dilaksanakan 
tanpa menetapkan koordinat letak 
buah jeruk. 
3. Penelitian berikutnya bisa 
menerapkan metode 
pengklasifikasian yang lainnya 
untuk menetapkan mutu buah jeruk 
sehingga bisa mendapatkan tingkat 
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