Detecting curved text in the wild is very challenging. Recently, most state-of-the-art methods are segmentation based and require pixel-level annotations. We propose a novel scheme to train an accurate text detector using only a small amount of pixel-level annotated data and a large amount of data annotated with rectangles or even unlabeled data. A baseline model is first obtained by training with the pixellevel annotated data and then used to annotate unlabeled or weakly labeled data. A novel strategy which utilizes groundtruth bounding boxes to generate pseudo mask annotations is proposed in weakly-supervised learning. Experimental results on CTW1500 and Total-Text demonstrate that our method can substantially reduce the requirement of pixel-level annotated data. Our method can also generalize well across two datasets. The performance of the proposed method is comparable with the state-of-the-art methods with only 10% pixel-level annotated data and 90% rectangle-level weakly annotated data.
I. INTRODUCTION
Scene text is one of the most common objects in images, which usually appears on license plates, product packages, billboards, etc, and carries rich semantic information. Reading text in natural scene images is a basic task for various tasks like vehicle auto-navigation and product retrieval, and attracts more and more attentions from both academic and industrial community. Compared to common objects, scene text is born with multiple orientations, large aspect ratios, arbitrary shapes or layouts and complex backgrounds, which brings difficulties for detection and recognition [1] [2] [3] .
Deep learning methods has dominated the scene text detection areas in recent years. Accompanied with the development of algorithms, lots of datasets appears including ICDAR2013, ICDAR2015, Total-Text, CTW1500, etc, and the annotations evolve from coarse to fine. In ICDAR2013 [4] , scene texts are almost horizontal and annotated with horizontal rectangles. To annotate multi-oriented scene texts more compactly, quadrilaterals are adopted in ICDAR2015 [5] . To spur an interest in the community to address curved text, Total-Text [6] is proposed. In this dataset, the authors go a step further and annotate words with polygons of different * The corresponding author numbers. In CTW1500 [7] , a much finer strategy is adopted to annotate text lines with 14 points polygons.
Recently, various methods [8] [9] [6] [10] based on semantic segmentation [11] and instance segmentation [12] are proposed to detect text of arbitrary shape. They demonstrate superior performance and generalization on various datasets. However, to achieve such performance, pixel-level annotations are required, which are more laborious and tedious compared with rectangle, quadrilateral and polygon based annotations. An alternative is to use pixel-level annotations converted from polygons. However, polygonbased annotations are still more expensive than rectangle based annotations. Therefore, using less amount of pixellevel annotated data together with large amount of rectangle based annotated data to train an accurate segmentation based detector is very challenging and of great importance. In this work, we propose a semi-and weakly-supervised framework to solve this problem.
In this framework, a text detector and three strategies are involved to effectively utilize unannotated and weakly annotated data to boost performance. We build a network that performs bounding box localization and text/non-text classification and simultaneously identifies the instance level text masks within the bounding boxes. The text masks are taken as the detection results. At first, a baseline model is obtained with a small amount of pixel-level annotated data. Then the model is used to exploit more pseudo annotations from unannotated data or weakly annotated data with horizontal rectangles by three different strategies.
For semi-supervised learning, a naive strategy identifies box and mask outputs as pseudo annotations through a thresholding process. For weakly-supervised learning, a filter strategy selects box and mask outputs as pseudo annotations after a filtering process inspired by WeText [13] . The other weakly-supervised learning strategy named local, takes boxes as proposals, directly producing pseudo mask annotations. The pseudo annotated data together with the original annotated data are used to retrain a superior model. Recursive training in which the predicted outputs are taken as supervision in next training round is adopted in our experiment. We observe the improvement of performance within several training rounds.
The contributions of this work are summarized as below. Figure 1 . Illustration of the structure of the curved text detector [14] .
• First, we propose a semi-and weakly-supervised curved text detection framework in which an accurate scene text detector is trained by utilizing a small amount data with strong polygon/pixel-level annotations and a large amount of unannotated or weakly annotated data. • Second, a novel precise pseudo mask annotation generation strategy which utilizes ground-truth bounding boxes as proposals is proposed in weakly-supervised learning. • Third, the experimental results on CTW1500 and Total-Text demonstrate that our method can substantially reduce the requirement of pixel-level annotations, and results across the two datasets show good generalization of the proposed method. The performance of our method is comparable to the state of the art methods with only 10% pixel-level annotated training data and 90% weakly rectangle based annotated training data.
II. RELATED WORK
In this section, we review the most relevant works on curved text detection and semi-or weakly-supervised text detection.
A. Curved scene text detection
In [7] , a curve text detector (CTD) integrating the recurrent transverse and longitudinal offset connection (TLOC) is proposed to regress the relative coordinates of polygons points. In [6] , DeconvNet [15] is used to perform curved text detection. Textsnake [8] models scene text as a sequence of ordered, overlapping disks centered at symmetric axes, each of which is associated with potential variable radius and orientations. This method performs well on arbitrary shape text but is slowed down by a complex post processing. Mask TextSpotter [10] directly utilizes Mask R-CNN [16] to detect text and a character sensitive segmentation branch is added as a parallel branch to original mask branch, which leads to end-to-end text spotting for arbitrary shape scene text. FTSN [9] adapts FCIS [12] for irregular text detection. All these methods are based on fully pixel-level annotated data.
B. Semi-and weakly-supervised scene text detection
Li et al. [17] present a weakly supervised method to generate text proposals by generating class activation map with only image label annotations. MSER [18] is extracted from probable text regions and aggregated as groups. Wetext [13] propose a weakly supervised framework to train a robust character detector with a small amount of fully annotated character level data and a large amount unannotated data or weakly annotated data with word level bounding boxes. The word bounding boxes carry high level semantic information thus can be used to guide the semi-supervised process. A graph-based method [19] is used to group characters into words. This work performs well on horizontal text but could not be extended to multi-oriented or arbitrary shape situation. Wordsup [20] also takes character as basic elements and explores more annotations to train a robust character detector. Through text structure analysis, this model can process several kinds of scene text like math expressions. SEE [21] utilizes STN [22] to achieve end-to-end text spotting without the annotations of text localization. To the best of our knowledge, semi-and weakly-supervised text detection based on segmentation is still an open problem.
III. PROPOSED METHODOLOGY

A. Basic detection model
Inspired by Mask R-CNN [16] , we build a scene text detector that is able to localize curved text accurately. The whole architecture is illustrated in Figure 1 . The framework consists of five modules: feature extractor, text proposal network, region feature sampler, coarse localization network and fine localization network. Text proposal network generates text proposals based on features extracted by the feature extractor. Given extracted convolution features and text proposals, region features are sampled by region feature sampler and then used as inputs of coarse localization network and fine localization network to produce outputs. During inference, the text proposals are refined by the coarse localization network first. Given the refined boxes, the features are sampled through region feature sampler and then fed into fine localization network to generate masks. Feature Extractor is made up of standard ResNet50 [23] and FPN [24] . FPN is top-down architecture to build multiscale feature maps with high-level semantics. Text Proposal Network made up of a fully convolutional network is used to generate text proposals. We adapt the anchors of aspect ratios {0.2, 0.5, 1, 2, 5} on five FPN stages {P 2 , P 3 , P 4 , P 5 , P 6 } to better fit the shape and size of scene text. Region Feature Sampler sampled region features through ROI-Align [16] which have an accurate map between the original feature maps and sampled feature maps. Region features of spatial shape of 7×7 and 14×14 are sampled for coarse localization network and fine localization network respectively. Coarse Localization Network consisting of two fullyconnected layers is to perform text/non-text classification and coarsely localize curved text with rectangles. Fine Localization Network made up of four convolution layers is to localize curved text finely with binary mask within given rectangles.
B. Optimization
Loss Function Different from usual cascaded structure, the coarse localization network and fine localization network is parallel in training. The prediction target for fine localization network is the intersection between an ROI and its associated ground-truth mask. The multi-task loss is defined as follows:
L T P N and L CLN are the loss functions of RPN [25] and Fast R-CNN [26] . And L F LN is a binary cross-entropy loss. λ 1 and λ 2 are balancing parameters and are both set to 1 in our experiment.
C. Learning strategies
We investigate three learning strategies including one semi-supervised strategy and two weakly-supervised strategies to deal with the situation in practice where usually only a small amount of strong annotated data are available. Both semi-and weakly-supervised learning strategies here assume a small amount of pixel-level annotated data. A baseline model is first obtained with pixel-level annotated data, then are expected to be improved with a large amount of unannotated data or weakly annotated data with horizontal rectangles. The details of the three strategies are described in the following three subsections.
1) Naive strategy: In semi-supervised situation, we expect to improve a scene text detector learning from unannotated data. First, we obtain a baseline model M by training with a small amount of pixel-level annotated data D. Then we apply M to a large amount of unannotated data U and get a candidate pseudo annotation set 
corresponds to bounding box, binary mask and confidence score of the i-th detection results respectively. The final pseudo annotation set P is constructed by thresholding confidence score:
where S is the confidence threshold that is used to select positive pseudo annotations. The pseudo annotation set P together with the corresponding unannotated data are added to the fully annotated data D to retrain a better model.
2) Filter strategy: The weakly supervised learning in our scheme is to improve the performance of scene text detection model by using a large amount of weakly annotated data W with horizontal rectangles G = {g 1 , ..., g j , ..., g n }. The horizontal rectangles carry prior information that the areas far away from these rectangles have no text. Similar to naive semi-supervised strategy described in last subsection, the baseline model M is first applied to the weakly annotated data W and a candidate pseudo annotation set C is obtained. Inspired by Wetext [13] , we propose a strategy to filter out the false positives according to the IOU between the detection results and the ground-truth bounding boxes. The final pseudo annotation set P is constructed as follows:
where S is the confidence score and T is the IOU threshold to select positive pseudo annotations. Also the pseudo annotation set P together with the corresponding weakly annotated data are added to the fully annotated data D to retrain a better model.
3) Local strategy: Different from the filter strategy in which the model is taken as a whole, the local strategy analyzes the inner structure of the scene text detector and the relationship between a bounding box and the mask of the corresponding instance. The fine localization network learns a map between the region feature and the instance mask. Instead of using the proposals produced by the text proposal network, we directly take the ground-truth bounding boxes as proposals. The region features corresponding to the proposals are sampled through the region feature sampler and then fed into the fine localization network to generate pseudo masks. The process of generating pseudo masks can be illustrated in Figure 2 . Each rectangle and corresponding pseudo mask is taken as positive pseudo annotation:
Also a better model is retrained.
D. Recursive Training
After each training round, a better detection model can be obtained and can annotate the unannotated or weakly annotated data more precisely. As a result, recursive training is adopted in semi-and weakly-supervised learning to improve performance.
IV. EXPERIMENTS
To evaluate the effectiveness of our proposed method, we perform experiments on two curved text datasets: CTW1500 and Total-Text.
A. Datasets
CTW1500 is a curved text dataset which includes 10751 text annotations in 1500 images. 1000 images are selected as training set and other 500 images are taken as test set. Each text instance is annotated in text line level with a 14 points polygon. Total-Text contains 1555 scene images, of which 1255 training images for training and 300 images for test. This dataset is made up of horizontal, multi-oriented and curved text. 4625 out of 9330 total text instances are curved texts. Annotations are given in word level with polygons.
For both CTW1500 and Total-Text, we randomly select 10% of original training images as fully annotated data and take other 90% as unannotated or weakly annotated data, resulting in a 100 and 900 split for CTW1500, and a 125 and 1130 split for Total-Text.
B. Implementation Details
We implement our work based on mmdetetion [27] . Similar to the original Mask R-CNN, we also fine-tune from a pre-trained ResNet50 model with initial learning rate 0.02, momentum 0.9, weight decay 0.0005. A warmup strategy [28] is used in initial 500 iterations. The batch size is set to 4. In addition, images is resized to 1333×800 during both training and inference. The score thresholds S and S are empirically set at 0.5 and 0.4, the IOU threshold T in filter strategy is set to 0.3.
We evaluate four settings on the two datasets. The first setting is fully supervised learning, in which the whole fully annotated training data are used to train a model. This fully supervised setting give an upper bound, and it could be used to verify the effectiveness of the proposed strategies. The other three settings are naive strategy, filter strategy and local strategy which are described in section III-C. F-measure versus training round for different strategies on CTW1500 test set. SOTA here corresponds to [8] . Figure 4 . F-measure versus training round for different strategies on Total-Text test set. SOTA here corresponds to [9] .
After training a baseline model, the four settings follow the same training settings. At each training round, the initial baseline model is fine-tuned 60 epochs with the combination of the pixel-level annotated data and the pseudo annotated data in the latest round.
C. Experimental Results
Performance in all three strategies is found to be improved in recursive training. Figure 3 and Figure 4 present the results of recursive training of three strategies within three training rounds. The result of the 0 training round is the performance of the baseline model. The state-of-the-art method is also presented for reference. In Figure 3 , the fully supervised model outperform the state-of-the-art method [8] in that the former method's backbone is ResNet50 whereas the latter method's backbone is VGG16. We can observe the improvement of performance within several training rounds. Naive strategy and filter strategy achieve top performance in first two training rounds. However, local strategy achieves top performance in the third training round. The fast saturation for the naive and filter strategies maybe originate from the large noise rates of the pseudo annotated data. The slow saturation also demonstrates the superiority of the proposed local strategy.
The results on CTW1500 and Total-Text are listed in Table I and Table II respectively. The model with the top performance across all training rounds is picked for evaluation. On CTW1500, the proposed three strategies outperform the baseline model by 3.4%, 5.1% and 9.9% respectively. In naive strategy, the precision is higher than the baseline while the recall rate is maintained. The filter strategy outperforms the naive strategy by 1.7%, and the higher precision rate means it can remove false positives. The local strategy outperforms the filter strategy by 4.8% Fscore. The high recall rate benefits from the fully supervision of the coarse localization network. The local strategy is comparable with or even superior to the state-of-the-art method with only 10% pixel-level annotated data and 90% weakly annotated data.On Total-Text, the three strategies outperform the baseline model by 3.9%, 6.7%, 9.3% Fmeasure. The local strategy also perform best in these three strategies. These results are consistent with the results on CTW1500. Specially, the local strategy achieves state of the art recall rate. Comparison results are showed in Figure 5 .
The local strategy outperforms the other two strategies and is close to fully supervised detection results.
Except the experiments on CTW1500 and Total-Text, we experiment on a more challenging task across different datasets. We assume a scenario that there are a small amount of fully annotated source data and a large amount of weakly annotated source data with bounding box annotations, and there are a large amount of target data which is weakly annotated with horizontal bounding box. The target is to learn a robust detector that can work on the target domain. This task is very challenging because different datasets usually have different distributions. In our experiment, CTW1500 is used as the source data and the split of 100 and 900 is taken as pixel-level annotated data and weak annotated data with rectangles. Total-Text is chosen as the target data and the whole training set including 1255 images are used as weakly annotated target data. We use this setting because that CTW1500 is annotated in text line level and Total-Text is annotated in word level. Our local strategy is suitable for this task. We use the best model of the local strategy on CTW1500 that achieve 76.0% on CTW1500 test set. We use the model to annotate Total-Text data in the same manner of local strategy. The model is fine-tuned with pseudo annotated data of Total-Text. Recursive training is also used. 78.1% F-measure is achieved in such a scenario and is comparable to TextSnake which achieves 78.4% F-measure. Figure 6 shows the annotation results on Total-Text with local strategy using the model trained on CTW1500. These demonstrate good generalization of the proposed method.
D. Discussion
WeText may be the most relative work to our method. Both works focus on how to use a small fully annotated data to train a robust and accurate model utilizing semisupervised and weakly supervised learning. WeText is designed to detect character, and exploits the relationship between character bounding box and word bounding box. However, our method is directly designed for arbitrary word/text line detection and exploits relationship between bounding box and polygon/pixel-level annotation.
V. CONCLUSION
In this work, we propose a novel semi-and weaklysupervised framework for curved text detection. The framework substantially reduces requirement of pixel-level annotations. Based on a baseline model that is trained on a small amount of pixel-level annotated data, three strategies are adopted to annotate the large amount of weakly annotated or unannotated data. Experiments show that the local strategy outperforms other strategies. The proposed method is comparable with state-of-the-art methods, and also generalize well across different datasets. In the future, we will explore the relative work on weakly supervised object detection [33] and expect these works will promote our weakly supervised text detection work.
