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Chapter 1
Introduction
1.1 Motivation
Lightweight structures are desired in many applications since they not only bring savings in material
and cost but also improve fuel efficiency in industries such as aerospace and automobile. For structures
subject to complicated loadings, it is not easy to create efficient structural designs by intuition and expe-
rience alone. Therefore, structural optimization techniques are often employed in the design process to
render lightweight designs.
Structural optimization can be generally categorized in three types: size, shape and topology op-
timization (cf. Figure 1.1). In size optimization, dimensions of the structural members are changed
without changing their shape. In shape optimization, the shape of the outer boundary of the structure
is modified. The gains from size or shape optimization are typically limited because these techniques
are often introduced in the later stages of the design process to tune an existing or concept design by
adjusting the dimensions of its features. Neither size nor shape optimization can alter the topology of the
design (i.e., its connectivity). In topology optimization, the size, shape and topology of the structure can
be modified at the same time. Therefore, it is a powerful tool to explore lightweight structures and it is
often employed in the concept design stage to maximize its effectiveness. Figure 1.2 illustrates a design
example using topology optimization for the stiffest design given a prescribed limit on material use.
The prevalent classes of methods for topology optimization are the density-based method and the
level-set method (cf., [80]). In the former, the design region is discretized into a voxel-like grid using the
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Size Optimization
Shape Optimization
Topology Optimization
Figure 1.1: Three categories of structural optimization [13]. Left column indicates the initial designs and
right column indicates the optimal solutions.
Figure 1.2: Design of a cantilever beam design using density-based topology optimization for maximal
stiffness with a given limit on the amount of material
finite element mesh, with a continuous pseudo-density variable assigned to each element that indicates
the presence or absence of material at that element. In level-set methods, the boundary of the design is
represented by the zero level set of a function, and the optimal design is obtained by evolving the zero
level set. Both classes of techniques render organic designs, which then need to be translated into a
computer-aided design (CAD) model to add considerations for manufacturability. Design modifications
are inevitably introduced in this translation, hence the final design departs from the optimal design. This
departure is more pronounced when the structure is fabricated using stock material by joining compo-
nents of fixed shape but variable dimensions. In this case, additional trial-and-error design iterations are
required to produce a structurally feasible and manufacturable design, and during those iterations weight
2
(a) Structure made of bars (race car frame)1
(b) Structure made of plates (machine frame made of
welded plates)2
Figure 1.3: Structures made of geometric primitives
is inevitably added to the structure, leading to suboptimal designs.
Structures made of stock materials are commonly found in engineering applications. Figure 1.3
shows examples of structures made of stock bars and plates. It is impractical to employ the preva-
lent topology optimization techniques to design such structures, because the designs in density-based
and level-set topology optimization methods are represented implicitly by the pseudo-density field and
the level-set functions respectively. While these representations can easily accommodate topological
changes, there is no direct control on the shape of the structural members. Therefore, we desire topol-
ogy optimization techniques that render structures distinctly made of geometric primitives to close the
gap between topology optimization and the physical realization of structures made of stock material.
The core of this thesis is to address this challenge, particularly, in the context of welded plate structures,
while developing additional techniques to further improve the efficiency and effectiveness of the proposed
methods, including considerations for manufacturability and structural failure criteria.
1.2 Background and Literature Review
1.2.1 Topology optimization
Topology optimization addresses the fundamental engineering question of how to place material within a
prescribed domain in order to obtain the best structural performance [80]. With no intuition or experience
required, topology optimization renders organic structures given a design envelope, loading and boundary
1Source: https://grabcad.com/library/car-frame
2Source: https://caterpillar.com
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conditions (cf. Fig 1.4). It has been developing rapidly since the pioneering work by [12] and has been
widely adopted in industry to explore lightweight structures.
Ω
ωˆ
ΓtΓD
Figure 1.4: Domains notation for topology optimization
The general form of the topology optimization problem can be formulated as
min
x
f (u(x),x)
subject to
g j(u(x),x)≤ 0, j = 1, . . . ,m
a(u,v) = l(v) u,∀v ∈Uad
x≤ x≤ x¯
(1.1)
where f is the objective function and g j is the jth inequality constraint. x is the vector of design variables
and x and x¯ are the lower and upper bounds of x respectively. Ω denotes the design envelope, while ωˆ ∈Ω
denotes the domain occupied by the structure. Dirichlet and traction boundary conditions are applied to
the boundaries ΓD and Γt respectively. In this thesis, we assume for simplicity that these boundaries
are design-independent, and that their intersections with ωˆ are non-empty. In (1.1), a is the energy
bilinear-form and l is the load linear-form given by
a(u,v) :=
∫
Ω
∇v ·C(x)∇udv (1.2)
l(v) :=
∫
Γt
v · t da (1.3)
where u,v ∈ Uad are the displacement and test functions respectively, and Uad := {u ∈ H1(Ω) : u =
0 on ΓD} is the set of admissible displacements. The prevalent topology optimization methods to solve
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the problem of (1.1) are the density-based method and the level-set method.
In the density-based method, the design envelope is discretized into a voxel-like manner using a finite
element mesh. A continuous density variable that has a value between zero and unity is allocated to each
element, and the mesh remains fixed throughout the optimization. The element densities are the design
variables in the optimization, and they are used to weight the material stiffness within each element via
C(ρi) = ζ (ρi)Co (1.4)
where ρi is the density for element i, Co is the solid material elasticity tensor and ζ is some function of the
element density. Penalization techniques such as Solid Isotropic Material with Penalization (SIMP) [11,
114] and Rational Approximation of Material Properties (RAMP) [84] are used to penalize intermediate
density values during the optimization to render a solid-void design, i.e., a design that has mostly ρi ≈ 1
or ρi ≈ 0. The specific form of ζ in (1.4) is
ζ (x) = xs (1.5)
in the SIMP approach and
ζ (x) =
x
1+(s(1− x)) (1.6)
in the the RAMP approach, where s is a penalization parameter.
In the level-set method, the boundary of the design is represented by the zero level set of a higher-
dimensional level function. The optimal design is obtained by evolving the zero level set, which in most
level set methods is achieved by solving the Hamilton-Jacobi equation. Penalization of intermediate
densities is not required in level-set methods since a solid-void design is naturally described by the level
set. The reader is referred to [91] for an overview of and recent developments in topology optimization
with the level-set method.
1.2.2 Existing feature-based topology optimization
The first topology optimization method to incorporate high-level parametric geometries is actually one
of the earliest topology optimization methods, the ‘bubble method’ [34]. In this method, splines are used
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to represent the boundaries of holes on a solid design region. Topological changes in the structure are
achieved by inserting holes, followed by shape optimization. However, holes are not allowed to merge.
A conforming finite element mesh is employed for the structural analysis, thus re-meshing is required
upon design changes, limiting the applicability of this method, particularly if holes were to merge. Since
the bubble method, other works have incorporated geometric representations into topology optimization.
The reader is refer to [63] for examples of these methods. However, none of these methods render an
optimal topology that is distinctly composed of solid geometric primitives.
A fundamental challenge in topology optimization in general, and in design with geometric prim-
itives in particular, is to perform the structural (primal) and sensitivity analyses as the shape and the
topology of the structure change during the course of the optimization. For efficiency and versatility,
we wish to use the finite element method to perform these analyses. In the density-based and level-set
methods, the same finite element grid is employed throughout the optimization. Therefore, re-meshing
is not required upon design changes. This advantage is also desired for the topology optimization with
discrete geometric primitives. To achieve this, we wish to establish a smooth map between the high
level geometric parameters and a density field or level set function discretized on a fixed mesh to cir-
cumvent re-meshing. This smoothness of the map allows us to utilize efficient and robust gradient-based
optimizers to solve the optimization problems.
Recent developments in topology optimization with solid geometric primitives can be summarized in
two categories. In the first category, the union of multiple primitives is mapped onto a level set function.
Primitive-shaped holes or solid components (e.g., [37, 111, 107, 110, 42, 109]) are represented through
implicit functions such as hyperellipses [37, 111, 107, 99] and splines [110]. Primitives are joined via
Boolean operations such as the maximum function in [37, 111] or smooth approximations of Boolean
operations, for example, R-functions [76] in [107, 99]. The aggregate implicit function resulting from
the union of primitives acts as a level set function, and from thereon the primal and sensitivity analyses
are the same as with level set methods. Different methods are developed to map the aggregate function
to the finite element discretization, such as the extended finite element method [37], the ersatz material
model [111] and the isogeometric analysis method [42]. The approaches in this category that employ
primitive-shaped solid components on a void design envelope are collectively known as the movable
morphable component (MMC) method. The MMC method, like the methods I have advanced in my
6
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Figure 1.5: (a) Domain definitions for topology optimization with geometric primitives (b) Geometry
projection (c) Geometry projection of ωˆ onto a uniform finite element grid
research, are capable of producing topologies made only of geometric primitives. However, the way
in which primitives can be removed from the design in these techniques is limited to a primitive being
engulfed inside another primitive or collapsed to a small size. This feature hinders their convergence, as
it is more difficult for the optimizer to remove primitives in this manner.
In the second category, known as the geometry projection method [62], primitives are also rep-
resented with implicit functions, for instance, offset surfaces defined by a medial axis or surface. In
this method, the individual primitives are first smoothly mapped onto a density field, and their union
is performed by aggregating the mapping densities. This is the approach used throughout this thesis.
A distinctive feature of the geometry projection method, which will be described in the sequel, is the
assignment to each primitive of a size variable that is penalized in the optimization, as in SIMP density-
based methods, so that it converges to zero or unity in the optimal design. A zero value of this variable
indicates the primitive can altogether be removed from the design. This feature endows the optimizer
with a robust way to remove primitives, thus improving convergence and leading to better designs. For a
more detailed review of existing methods, the reader is referred to [105, 104, 102, 103].
1.2.3 Geometry Projection
A brief description of the geometry projection for structures made of solid primitives follows. In Figure
1.5a, we denote the domain occupied by each of the Nq geometric components as ωi, and the domain
occupied by the structure as ωˆ :=
⋃Nq
i=1ωi. Each geometric component i is parameterized by a vector of
design variables zi. These variables determine the shape, size and orientation of the geometric compo-
nent. Therefore, the entire design is given by ωˆ(Z), with Z := [zT1 , . . . ,zTNq ]
T . In the geometry projection
method [61], ωˆ(z) is projected onto a continuous density field ρ(p) ∈ [0,1] defined onto a fictitious
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domain Ω (Figure 1.5c). This density is a smooth approximation of the characteristic function
χ(p) :=

1 if p ∈ ωˆ
0 if p ∈Ω\ωˆ
(1.7)
The projected density of a primitive i at a point p corresponds to the intersection of a sampling window
Brp of radius r and centered at p with the primitive i (Figure 1.5b), i.e.,
ρi(p,r,zi) :=
|Brp∩ωi|
|Brp|
(1.8)
where ωi denotes the space occupied by the primitive i and | · | is a measure of the area in 2-d and volume
in 3-d. This expression can be readily approximated as a function of the signed distance d from p to
the primitive boundary ∂ωi (Figure 1.5b). If the size of the window is small enough compared to the
curvature of the intersecting boundary ∂ωi∩Brp, then the portion of ∂wi that intersects the window can
be approximated with a planar surface. With this assumption, the numerator in (1.8) can be computed as
the area fraction of the circular segment in 2-d, or the volume fraction of the spherical cap in 3-d. In 2-d,
the projected density in (1.8) can be computed as
ρi(d(p,zi),r) :=

0 if d > r
1
pir2
[
r2 arccos(dr )−d
√
r2−d2
]
if − r ≤ d ≤ r
1 if d <−r
(1.9)
In addition to the high-level geometric parameters that describe the primitive, we ascribe a size variable αi
to each primitive. This size variable is penalized in the spirit of SIMP or RAMP to allow the optimization
to completely remove the component from the design. An effective density for primitive i at point p is
defined as
ρˆi(p,r,zi,s) := ρiζ (αi,s) (1.10)
where s is the penalization parameter. The union of multiple bars is achieved via the maximum function,
which corresponds to the Boolean union of implicit functions, i.e., the composite density of multiple bars
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is given as:
ρ˜(p,r,Z,s) := max
i∈Q
ρˆi(p,r,zi,s) (1.11)
where Q is the set of Nq geometric primitives. Since the maximum function is not differentiable, and
we wish to use efficient gradient-based optimizers that require well-defined sensitivities, we replace
the maximum function with smooth approximations such as a p-norm or a Kreisselmaier-Steinhauser
function, which will be described in details in later chapters.
1.3 Research Contributions
The approach developed in [62] establishes the foundation of topology optimization with geometric prim-
itives via the geometry projection method. However, only 2-dimensional bar structures and minimum
compliance designs are considered. This thesis substantially advances the geometry projection tech-
niques in various aspects including: 1) the first topology optimization method that can produce structures
distinctly made of constant-thickness flat or curved plates of variable position, dimensions and orienta-
tion within a 3-dimensional design envelope; 2) the first optimal rib layout method to efficiently render
ribs made of plates from a 3-dimensional design envelope without resorting to heuristic techniques; 3)
a general placement constraint that enforces discrete geometric primitives of any shape to entirely lie
within the design envelope of arbitrary shape to avoid impractical cuts; 4) the first stress-based topol-
ogy optimization method using geometric primitives to render designs satisfying strength requirements.
5) a general adaptive mesh refinement strategy for the topology optimization with geometric primitives
that can be employed in the design of realistic-size problems; and 6) a modified tunneling technique in
topology optimization to systematically escape poor local optima and find better designs. Figure 1.6
highlights some of the numerical results in this dissertation for each of the aforementioned aspects.
1.4 Thesis Outline
The structure of this thesis is depicted in Figure 1.7. Chapter 2 formulates a topology optimization
method for structures made of plates. Chapter 3 extends the geometry projection of plates to the design
of panel reinforcements with ribs made of plates while considering additional geometric constraints for
9
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Figure 1.6: a) topology optimization of plate structures; b) optimal design of panel reinforcement with
ribs made of plates; c) a general placement constraint for geometric primitives to avoid impractical cuts;
d) stress-based topology optimization using geometric primitives. (colors indicate levels of von Mises
stress in plates); e) adaptive mesh refinement for topology optimization with geometric primitives; and
f) a tunneling technique to find better local optima in structural optimization, where Opt. i corresponds
to the design at different local optimum
manufacturability. Chapter 4 incorporates curved plates in the optimization and formulates a general
placement constraint for any geometric primitive shape and any design envelope shape to ensure plates
are entirely contained within the design envelope. Chapter 5 demonstrates a framework for the stress-
based topology optimization of structures made of discrete geometric components. Chapter 6 introduces
an adaptive mesh refinement strategy that enables the application of the geometry projection method
to large-scale problems. Finally, Chapter 7 formulates a technique to find better local minima for the
optimization problem. Chapters 2-5 each correspond to work already published in peer-reviewed journals
[105, 104, 103, 102], whereas Chapters 6 and 7 correspond to manuscripts that have been submitted and
are in review at the time of writing this dissertation.
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Figure 1.7: Structure of this thesis
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Chapter 2
Topology Optimization of Plate Structures
2.1 Summary
We introduce a topology optimization method for the stiffness-based design of structures made of plates.
Our method renders topologies made distinctly of plates, thereby producing designs that better conform
to manufacturing processes tailored to plate structures, such as those that employ stock plates that are cut
and joined by various means. To enforce the structural members to be plates, we employ the geometry
projection method to project an analytical description of a set of fixed-thickness plates onto a continuous
density field defined over a 3-dimensional, uniform finite element grid for analysis. A size variable is
assigned to each plate and penalized so that the optimizer can entirely remove a plate from the design.
The proposed method accommodates the case where the plates in the topology are rectangular and solid,
and the case where the boundaries of the plates can change and holes can be introduced. The latter case is
attained by composition with a free density field. We present examples that demonstrate the effectiveness
of our method and discuss future work.
2.2 Introduction
Topology optimization techniques are powerful tools to explore the design of structures and material
systems, and generally render insight into where to place or remove material in a design. This insight
is typically used by design engineers to translate the results of the topology optimization into one or
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more computer aided design (CAD) concepts to be further evaluated. This translation almost invariably
introduces departures from the design produced by the topology optimization, due to the fact that the
prevalent free-form topology optimization methods render organic structures that can rarely be manufac-
tured with processes at hand. This shortcoming is particularly notorious in the case of structures made
of plates, since it is in general very difficult to translate these organic topologies into designs that can be
fabricated using commercially available stock plates (via, for example, cutting and welding processes).
The departures from the optimal topology incurred in this translation often introduce structural perfor-
mance problems that must be resolved in subsequent design stages, resulting not only in a significant
time investment in ‘fixing’ the design, but often in increased weight. Being that these plate structures are
common in mechanical (e.g., vehicle frames), civil (e.g., structural frames), and aerospace (e.g., the ribs
and spars of a wing structure) engineering, methods to explore structural designs that conform to plate
structures are needed.
There exist no previous works that render distinct plate structures where plates can be freely ori-
ented and resized in a three-dimensional design space. The closest problem in the literature to the one
we are trying to address here is that of designing the reinforcement with ribs of a structure. In [25],
solid isotropic material penalization (SIMP) is employed on a ground structure of fixed-position plates,
with the plates modeled with shell elements in the finite element analysis. Other authors have devised
heuristics to determine the placement for the ribs in the reinforcement of a plate [52, 30, 48]. This latter
problem has its origins in the widely studied problem of optimal reinforcement of a plate (cf., for ex-
ample, [24, 71, 27, 29, 72] and references therein). The problem of stiffening a plate with ribs can be
seen as a special case of the one studied here, where we would consider: a) a non-designable plate that
constitutes the plate to be reinforced; and b) designable plates that remain perpendicular to the fixed plate
at all times and that make up the ribs. The optimizer would change the location, length and height of
these ribs, and potentially remove some of them. In this chapter, we focus our attention on the solution of
the more general problem with plates of arbitrary orientation, and defer the study of rib-stiffened panels
to the next chapter.
The work presented here is an advancement of the work in [10] and [62], whereby an implicit, high-
level parametric representation of bars of constant cross-section is smoothly projected onto a density
field defined over a uniform finite element grid for the compliance-based topology optimization of two-
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dimensional frames. Various methods exist to introduce holes with parametric geometry descriptions into
free-form topology optimization, both in density-based (cf., for example, [23, 95]) and level set topology
optimization (cf., for example, [21, 116]). However, only until recently have methods been reported
that produce a design that is entirely made of discrete geometric elements of fixed shape but variable
size. These methods include the precursors to the one proposed in this paper [10, 62], which map the
analytical description of bars onto a density field to perform density-based topology optimization, and
the methods of [37, 28], which employ a level set description to relate the geometry description of bars
to the analysis. All these methods have been described only for structures made of bars; as detailed in
the sequel, the extension to the design of structures made of plates brings additional challenges beyond
the parameterization of the plate geometry, such as the need to ensure the plates remain within the
design envelope for ease of fabrication and the ability to introduce holes in the plates. The reader is
referred to [63] for a more detailed account of methods that incorporate geometric features into topology
optimization.
In addition to projecting the geometry onto a density field defined on the analysis grid, a hallmark
of the method in [62] is the assignment of a size variable to every bar that is penalized in the spirit of
SIMP. This allows the optimizer to completely remove a bar from the design during the course of the
optimization by making its size variable zero. Therefore, the method advanced in [62] is effectively a
hybrid between size and topology optimization. The ability to remove plates via the penalized size vari-
ables is a key ingredient of the proposed method that better allows it to find a suitable topology within
the first iterations of the optimization, and, as demonstrated in [62], alleviates to some extent the de-
pendency of the optimal design on the initial design. To solve the plate structure design problem, we
advance the aforementioned method in three significant ways: a) we choose a convenient parameteriza-
tion of the plates that allows for a simplified formulation of the geometry projection, which we introduce
in Section 2.3; b) we perform a composition of the density resulting from the projection of the plates
and a ‘free’ density field in order to allow for the creation of holes and modification of boundaries of the
plates, detailed in Section 2.4; and c) we develop in Section 2.5 an optimization constraint to enforce the
plates to remain within the bounds of the design space. After introducing these fundamental ingredients
of our method, we formulate the optimization problem in Section 2.6, discuss implementation details in
Section 2.7, demonstrate our method with some examples in Section 2.8, and finally draw conclusions
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and discuss future research directions. Details of the sensitivity analysis are provided in [105].
2.3 Plate Geometry Projection
The main ingredient of our method to rendering an optimal topology that is distinctly made of plate-like
members is the ability to maintain a parametric description of the plates independent of the analysis
grid. This is attained using the geometry projection method described in 1.2.3 , which consists of a
differentiable map between the analytic description of the geometry and a density field defined over the
analysis grid. In 3-d, the projection density in (1.8) is computed as the volume of the spherical cap
divided by the volume of the sampling window (Figure 2.1), i.e.,
ρ(d,r) :=

0 if d > r
1
2 +
d3
4r3 − 3d4r if − r ≤ d ≤ r
1 if d <−r
(2.1)
First, we consider the projection ρq := ρ(dq,r) of a single plate q corresponding to ω in Figure 2.1,
p
d
r
∂ω
ω
Figure 2.1: Geometry projection in 3-d
where dq is the signed distance to the plate boundary ∂ω . We shall later consider the projection for
multiple plates. We seek a convenient parameterization zq of each plate q that renders a signed distance
dq := d(zq,p) that can be readily and efficiently computed, simplifies derivations and renders a smooth
distance function. At first, one may consider representing the plate as a rectangular prism, in which case
dq corresponds to the minimum distance between p and each of the faces of the prism. Not only is this
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computationally intensive, but it renders a signed distance that is not smooth everywhere due to the sharp
edges. A significant simplification that addresses simplicity, efficiency and smoothness is to consider
a plate as an offset surface, i.e., as the region within a distance t/2 of a rectangular medial surface;
therefore, the plate we consider in this work has rounded semicylindrical edges and quarter-spherical
corners of radius t/2, see Figure 2.2. This definition guarantees smoothness of the distance function, and
e1
e2
e3
xc
eˆ1eˆ2
t
w
l
Medial surface
Figure 2.2: Plate parameterization (Euler angles and size variable αq not depicted). The blue rectangle
is the medial surface of the plate.
only the distance from p to a single surface, namely the plate medial surface, is necessary to compute the
distance to the plate. We parameterize each plate q as follows:
zq := [xTc ,φ ,θ ,ψ,w, l,α]
T (2.2)
where xc is the location in the global coordinate system of the center of the medial surface, φ , θ and ψ
are the Euler angles that determine the orientation of the plate in space, l and w are the dimensions of the
rectangular medial surface, and α is a size variable whose purpose will be explained in the sequel. We do
not use the subindex q for the individual variables for conciseness. We note that, as a matter of choice,
the thickness t of the plate is here assumed fixed—not because this is a limitation of our method, but
because we want to purposefully employ plates of fixed thickness that may be commercially available.
With this parameterization, and considering an orthonormal basis (eˆ1, eˆ2) that spans the plane of the
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medial surface and is aligned with the sides of the rectangle (cf. Figure 2.2), it can be verified that the
signed distance from any point p to plate q is remarkably given by the single expression
dq(p,zq) =
[
‖xˆ⊥‖2+H(∆1)∆21+H(∆2)∆22
] 1
2 − t/2 (2.3)
where
xˆ = p−xc (2.4)
P‖ = eˆ1⊗ eˆ1+ eˆ2⊗ eˆ2 P⊥ = I−P‖ (2.5)
xˆ‖ = P‖xˆ xˆ⊥ = P⊥xˆ (2.6)
xˆ‖1 = xˆ
‖ · eˆ1 = xˆ · eˆ1 = xˆ1 xˆ‖2 = xˆ‖ · eˆ2 = xˆ · eˆ2 = xˆ2 (2.7)
∆1 = |xˆ‖1|− l/2 ∆2 = |xˆ‖2|−w/2 (2.8)
In the above expressions, H(x) = {0 if x< 0; 1 otherwise} denotes the Heaviside function and I denotes
the identity tensor. The plate local basis (eˆ1, eˆ2) is related to the global basis vectors e1 and e2 via the
Euler angles as
eˆ1 = RψRθRφe1 eˆ2 = RψRθRφe2 (2.9)
where
Rψ =

cosψ sinψ 0
−sinψ cosψ 0
0 0 1
 (2.10)
Rθ =

1 0 0
0 cosθ sinθ
0 −sinθ cosθ
 (2.11)
Rφ =

cosφ sinφ 0
−sinφ cosφ 0
0 0 1
 (2.12)
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(2.3) is a generalization of the formula for the distance from a point to a line segment (see, for
example, [66]). We note that the signed distance is positive or negative depending on whether p is
outside or inside the plate respectively. Also, note that dq does not depend on the size variable α .
As in ersatz material methods, the density of (2.1) is used to modify the material properties. Specifi-
cally, the material’s elasticity tensor for a single plate q is modified by an effective density ρˆq as
C(ρˆq) := ρˆqCo (2.13)
where
ρˆq(ρq,αq,s) := ρqζ (αq,s) (2.14)
ζ (x,s) :=
x
1+ s(1− x) (2.15)
In these expressions, Co is the solid material elasticity tensor and, crucially for our method, αq ∈ [0,1] is
a size variable for plate q. Here, we employ the rational approximation of material properties (RAMP)
interpolation of (2.15) for the size variable α [84], that has the quality over the SIMP interpolation that its
sensitivity at α = 0 is non-zero. As in density-based topology optimization, the effect of this interpolation
is to penalize intermediate densities so that the optimizer either produces designs where each plate is a)
fully solid (i.e., one where every point in the analysis whose sample window falls entirely inside the
plate has a constitutive tensor that equals that of the fully solid material) or b) effectively removed from
the design space. In this sense, the size variable does not physically represent a geometric feature, such
as thickness or cross-sectional area, but is merely a numerical artifact to allow the optimizer to remove
plates during the optimization or to reintroduce them, which happens when the size variable of a plate is
increased from zero.
To consider several plates in the design, at any given point p we assign the maximum density with
respect to any plate q to obtain a composite density
ρ˜(p,Z,s) := max
q∈Q
ρˆq (2.16)
where Q := {1,2, . . . ,Nq} is the set of Nq plates that make up the design space, Z = {zT1 ,zT2 , . . . ,zTNq}T
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is the vector of design parameters for all plates, and we have dropped the projection window size r from
the arguments of ρq since it is fixed. Also, even though ρ˜ is computed from the individual ρq’s, we have
included the arguments p,Z and s to indicate that ρ˜ is a field, and that it depends on the plate design
variables and on the penalization parameter respectively. The maximum function is not differentiable,
which would preclude the use of efficient gradient-based optimization methods, and so we approximate
it using a p-norm:
ρ˜(p,Z,s)≈
[
ρ pmin+(1−ρ pmin)
Nq
∑
q=1
ρˆ pq
] 1
p
(2.17)
where we have additionally introduced a small positive lower bound ρmin on the composite density to
avoid an ill-posed analysis; thus, while the individual ρˆq’s can be zero, the composite density cannot.
The sensitivities of the distance function (2.3), the single plate density (2.1) and the composite density
(2.17) are given in [105], where it is also shown that for the sensitivities to be well defined it is required
that r < t/2, l > 0 and w> 0. The elasticity tensor is now weighted by the composite density as
C(p,Z,s) := ρ˜Co (2.18)
2.4 Plates with Holes
The formulation presented in the previous section renders structures made only of rectangular shapes
(which, in some cases, may be desired). However, more generally we desire to obtain structures where
plates can have non-rectangular boundaries as well as arbitrary-shaped holes that can be readily man-
ufactured with cutting processes. To accomplish this, we introduce a free density field χ(p) ∈ [ρmin,1]
defined over the entire design envelope as an additional design variable in the optimization, much like in
density-based topology optimization. Then, we define the combined density as
ρ˘(p,Z,s,χ) :=
√
ρ˜(p,Z,s)ζ (χ¯,s) (2.19)
where
χ¯(p,Z,χ,ε) :=
∫
Bεp
Γ(y−p)χ(y)dy (2.20)
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The square root in (2.19) is used to compensate for the fact that the two densities are penalized, and to
ensure ρ˘ ∈ [ρmin,1]. (2.20) is a filter of the free density evaluated over a neighborhood of radius ε that is
used to avoid numerical instabilities and to ensure mesh independent designs, whose convolution kernel
Γ must satisfy the properties
∫
Bε0
Γ(x)dx = 1 (2.21)
Γ(x)≥ 0 for x ∈ Bε0
Γ(x) = 0 for x /∈ Bε0
It should be noted that we apply the filter on the densities and compute consistent sensitivities thereafter,
as in [18] and [15], instead of applying the filter only on the sensitivities [77, 78]. Although the latter
approach has been widely shown to work for the compliance minimization problem we consider in this
work, the former appears to be necessary for robust stress-based topology optimization methods [53], to
which we would like to extend this work in the future, hence we adopt it here.
For simplicity, we consider using the common linear cone kernel, i.e. Γ(y− p) := 1−‖y− p‖/ε .
However, direct application of this kernel brings about a problem: for a point p inside a solid plate (with
ρ˜ = 1), whose neighboring points within a disk of radius ε on the plate are all solid (i.e. whose free
density χ = 1), we expect the filter to render a filtered density χ¯ that also equals one. However, because
the kernel is applied on the 3-dimensional neighborhood Bεp, if the space surrounding the plate has a
free density field that is mostly void (i.e. with χ ≈ ρmin), the resulting filtered density will be lower than
unity—the larger the filter radius ε , the lower the resulting χ¯ . Conversely, points within a neighborhood
of size ε outside of the plate will have resulting filtered densities higher than desired.
To address this, we wish to apply a filter on the plane of the plate only; in other words, we want a 2-
dimensional filter on the 3-dimensional design envelope. Since the design parameters of a plate provide
its location and orientation, we could in principle perform the filter χ¯(p) over a disk centered at p‖=P‖p,
of radius ε and thickness t. However, finding the nearest-neighbor elements to compute the filter would
have to be done at every iteration of the optimization (as opposed to the once-and-for-all nearest-neighbor
computation used in density-based methods), which would be very computationally intensive. Moreover,
with the domain of integration in (2.20) being design-dependent, the ensuing sensitivities would be very
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involved. To avoid these burdens, we choose a much simpler approach: we weight the kernel with the
plate density as
Γ(y−p) := ρ˜(y,Z,0)K(y−p,ε) (2.22)
K(x,ε) := 1− ‖x‖
ε
(2.23)
The multiplication by ρ˜ ensures that points outside the plate have little contribution on χ¯ , effectively
rendering a filter over a disk as desired. It should also be noted that the plate density ρ˜ for the filter is
computed with s = 0, as (2.19) already contains the penalized effective plate density and we do not want
to penalize it twice. It is worth noting that the composition of (2.19) effectively makes our proposed
method a hybrid between a geometry projection method and a pure density-based method.
2.5 Placement Bounds
Since the projection of the plates onto the analysis grid is only defined within the design envelope, any
portion of the plate outside of the envelope has no effect on the analysis; physically, this can be interpreted
as that portion of the plate being cut in the fabrication. If left free to be placed anywhere inside or outside
of the design envelope, plates can be placed by the optimizer in a way that produces a long cut across the
thickness in a way that would be impractical to fabricate. This situation is depicted in Figure 2.3, which
shows the compliance minimization of a cantilever beam subject to a 0.5 volume fraction constraint using
a single plate. In the absence of bounds on the placement of the plate, the optimal design produces a long
cut across the plate thickness.
x1
x2
Figure 2.3: Compliance minimization of a cantilever beam subject to a 0.5 volume fraction constraint,
using a single plate and without placement bounds. Dashed line delimits the design envelope. The dark
gray area denotes the portion of the plate projected onto the analysis.
To prevent this, we impose placement bounds on the plate. Here, we restrict ourselves to imposing
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bounds when the design envelope is a rectangular prism; a strategy to impose such bounds on arbitrarily
shaped design envelopes will be explored in the future. As with the calculation of the distance function,
a simple way of imposing these bounds is to place them on the medial surface of the plate. Specifically,
we consider the corners of the medial surface of plate q given by
c(i)q (zq) := xcq±
lq
2
eˆ1q±
wq
2
eˆ2q , i = 1 to 4 (2.24)
with the four corners given by the combinations of the± operations. To force the plates to remain entirely
within the design envelope, we then enforce constraints of the form
x≤ c(i)q ≤ x i = 1 to 4 (2.25)
[x] j := X j + t/2 [x] j := X j− t/2 j = 1 to 3 (2.26)
where X j and X j denote the bounds of the design envelope (with the additional simplifying assumption
that the faces of the design envelope are parallel to the global coordinate planes). It may be desired
to let the plate come outside of the design envelope by, for example, t/2 on sides of the envelope with
displacement boundary conditions or with distributed loads, as otherwise the bounds of (2.25) will reduce
the boundary of the structure to a hinge on those faces. Therefore, for the example shown in Figure 2.3
we may require instead that
x =
[
X1,X2+
t
2
,X3+
t
2
]T
(2.27)
This adjustment of the bounds to avoid a hinge is a byproduct of the particular choice of plate repre-
sentation we have made here, i.e. one based on a rectangular medial surface leading to round edges and
vertices. This is a modest price to pay given the substantial simplification (both in derivation and compu-
tational cost) that this representation brings to the distance calculation and the sensitivities as compared
to using a rectangular prism plate representation.
These bounds result in 24 constraints per plate, which quickly lead to a large number of constraints
that may be difficult to robustly address by the optimization algorithm. Therefore, we replace all of the
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placement bound constraints with aggregate constraints of the form
−min
i,q
c(i)q ≤−x (2.28)
max
i,q
c(i)q ≤ x (2.29)
where the min and max functions are applied at a component level. These functions are not differentiable,
hence we replace them as before with smooth approximations. In this case, these functions can take
negative values, and so the p-norm, which always renders a positive value, cannot be used. Therefore,
we use the Kreisselmeier-Steinhauser (KS) function [51] as a convenient aggregation:
max
i
xi ≈ KSmax(xi) := 1κ ln
(
∑
i
eκxi
)
(2.30)
min
i
xi ≈ KSmin(xi) :=− 1κ ln
(
∑
i
e−κxi
)
(2.31)
With these approximations, the aggregate constraints of (2.28) and (2.29) become
−KSmin
(
c(i)q
)
≤−x (2.32)
KSmax
(
c(i)q
)
≤ x (2.33)
where the functions are again applied at a component level, hence the above expressions correspond to
a total of six scalar constraints for the entire set of plates in the design. The design dependency of the
right-hand side on the afore expressions comes through (2.24).
2.6 Optimization
In this work we consider minimization of the structural compliance subject to a volume constraint. We
denote by ωˆ the space occupied by the structure, and by Ω the design envelope, with ωˆ ⊆Ω. To be clear,
by design envelope we mean the region of space where material is allowed to be placed; depending on
the plate placement bounds (or their absence), portions of the plates may lie outside Ω. We restrict our
attention to linearly elastic problems without a body load, and we partition the structural boundary as
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∂ωˆ = ΓD∪Γt ∪Γ0, with homogeneous displacement boundary conditions on ΓD 6= /0, non-zero tractions
t applied on Γt 6= /0 and zero tractions specified on Γ0 6= /0. We consider ΓD and Γt to be non-designable,
with ΓD ⊂ ∂Ω and Γt ⊂ ∂Ω. We state the compliance minimization problem as
min
Z,χ
Θ(u) :=
∫
Γt
u · t da (2.34)
subject to
v f (ρ˘) :=
1
|Ω|
∫
Ω
ρ˘(p,Z,0,χ)dv≤ v∗f (2.35)
a(u,v) = l(v) u,∀v ∈UΩ (2.36)
−KSmin
(
c(i)q
)
≤−x (2.37)
KSmax
(
c(i)q
)
≤ x (2.38)
−pi ≤ β ≤ pi, β ∈ {ψ,θ ,φ} (2.39)
lmin ≤ lq ≤ lmax (2.40)
wmin ≤ wq ≤ wmax (2.41)
0≤ αq ≤ 1 (2.42)
ρmin ≤ χ(p)≤ 1 (2.43)
where v∗f is a constraint limit on the volume fraction (as a fraction of the design envelope volume |Ω|),
and u is the displacement obtained from the solution of (2.36), with a and l the energy bilinear and load
linear forms respectively given by
a(u,v) :=
∫
Ω
ρ˘(p,Z,s,χ)∇v ·Co∇u dv (2.44)
l(v) :=
∫
St
v · t da (2.45)
with u,v∈UΩ, whereUΩ := {u∈H1(Ω) : u= 0 on ΓD} is the set of admissible displacements. The use
of ρ˘ in (2.35) and (2.44) indicates this problem corresponds to the design with holes in the plates. If the
problem of rectangular plates without holes is to be solved, then the composite density (2.17) should be
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used instead. An important point to raise here is that the composite density used for the volume fraction
constraint (2.35) is not penalized (i.e. s = 0), whereas the one used for modifying the material properties
in (2.44) is (i.e. s> 0); this, as in all density-based methods, is necessary for the penalization to work so
that the optimizer finds the ratio of stiffness-to-volume for intermediate densities to be disadvantageous.
Because the expressions for the placement constraints (2.37) and (2.38) are approximations, the
specified bounds will not be satisfied exactly. Therefore, we employ the adaptive constraint scaling
strategy of [53]: for a scalar constraint of the form g˜ ≤ b, where g˜ is an approximation of the true max
(or min) function g and b is the constraint limit we wish to impose on the true g, the left-hand side (LHS)
of the constraint is scaled at every iteration I by a constant C(I) as
C(I)g˜≤ b (2.46)
where
C(I) := γ(I)
g(I−1)
g˜(I−1)
+(1− γ(I))C(I−1) (2.47)
In the above expression, the parameter γ(I) is used to control variations between iterations, with 0 <
γ(I) < 1 chosen if C(I) oscillates between iterations, and γ(I) = 1 otherwise. We choose γ(1) = 1.
To improve convergence, we impose move limits on the design variables at every iteration.To facili-
tate this,we scale the design variables so that −1 < |zˆ| ≤ 1, where zˆ denotes the scaled design variable.
The coordinates of the plate center xc are divided by the corresponding dimensions of the design enve-
lope; the Euler angles ψ , θ and φ are divided by pi; and the plate dimensions l and w are divided by
the maximum side length of the design envelope. The αq and χ do not need scaling as they are already
within the desired magnitude range. Once design variables have been scaled, we impose a single move
limit 0≤ m≤ 1 to all of them as
max(b, zˆ(I−1)−m)≤ zˆ(I) ≤min(b, zˆ(I−1)+m) (2.48)
where [b,b] corresponds to [−∞,∞] for the components of xc and the Euler angles ψ , θ and φ ; [ρmin,1]
for χ; [0,1] for the αq; and [lmin,1] and [wmin,1] for lq and wq respectively. The move limits are imposed
as bounds on the design variables on each iteration I of the optimization. The effect of the scaling of
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the design variables in the sensitivities amounts merely to a multiplication of the sensitivities by the
corresponding scale factor.
Also, in order to avoid falling into a local minimum too early in the optimization, we employ a
continuation strategy whereby we start with s = so for (2.44) and increase it by some amount ∆s every
iteration until s attains the specified value. The continuation on s is applied only to the penalization of
the plate effective density of (2.14).
Finally, since the move limits and the adaptive constraint scaling can create jumps in the objective
function after a period of convergence, using a tolerance in the relative change of the objective function
between consecutive iterations as a stopping criterion can prematurely end the optimization. A conver-
gence criterion based on the change in the values of the design parameters is also not adequate, since a
small magnitude change in, say, one of the Euler angles will in general have a much larger effect on the
compliance than the same magnitude change in one of the elemental free densities. Therefore, in this
work we simply stop all the problems at a maximum number of iterations Imax, and defer the study of a
more adequate stopping criterion to future work.
2.7 Computer Implementation
To solve the analysis problem of (2.36), we use the finite element method. We employ linear hexahedral
elements to mesh the design envelope. The composite and combined densities are discretized in an
element-wise manner to produce vectors ρ˜ and ρ˘ respectively. To compute the elemental composite
density, the sample window for the geometry projection of (2.1) is centered at the element centroid, with
a radius r that corresponds to the minimum size sphere that contains the element. Corresponding to this
discretization of the densities, the filtered free density of (2.20), (2.22) and (2.23) for an element i is
computed as
χ¯i =
1
D ∑j∈N εi
Gi jρ˜ jχi (2.49)
Gi j := K(yi−y j,ε) (2.50)
D := ∑
j∈N εi
Gi jρ˜ j (2.51)
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where N εi is the set of elements whose centroids y j are within a distance ε of the element i’s centroid
yi. Also, as customary, the filter of (2.49) is normalized by D to recover the property (2.21), which is
broken by the discretization of the density. As in density-based methods, the Gi j need to be computed
only once during the course of the optimization.
The code is written using the deal.II1 finite element library [7]. The element assembly, geometry
projection, solution of the linear system ensuing the analysis problem, and sensitivities calculation are
all parallelized for efficiency using the data structures and the bindings to mesh partitioning and parallel
linear algebra software provided by the library. The optimization uses the method of moving asymptotes
(MMA) of [86, 87]. In this work, we employ Caterpillar’s implementation of MMA, which uses L-
BFGS-B [19] to solve the subproblem. Finally, we note that all sensitivities detailed in [105] have been
verified for correctness against finite difference sensitivities for different designs.
2.8 Examples
We now present examples to illustrate the capabilities of our method. To make a better comparison
between the different features or our method, we employ a single design problem that is well known
in the literature, namely the design of a cantilever beam. This design consists of a 20× 5× 5 design
envelope that has zero displacement boundary conditions on one of the square faces, and a downward
load of magnitude 10 on the midpoint of the bottom edge of the opposite face, see Figure 2.4. We
consider a homogeneous, isotropic, linearly elastic material with Young’s modulus E = 1 and Poisson’s
ratio ν = 0.3.2 To capture with sufficient accuracy the bending behavior of the plates, we employ mesh
sizes that provide at least two elements through the thickness of the plates. For all examples, we use a
uniform mesh with elements of side 0.2; therefore, the number of elements in the mesh is 62500. Also,
unless noted, in all examples we impose a volume fraction constraint limit of v∗f = 0.2 in (2.35). All
examples are solved using two Intel Xeon E5-2690 processors with 24 cores each, with 2.60 GHz base
frequency and 128GB of RAM.
As a reference for comparison, the free-form optimal topology using an element-wise density dis-
1https://www.dealii.org/
2Units are not provided as the optimal topology for the compliance problem is solely dictated by the volume fraction under
the aforementioned material assumptions.
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cretization on the same mesh, SIMP interpolation and consistent filtering is shown in Figure 2.5. In
the continuum, a filter radius of ε = 0.2 that corresponds to the plate half-thickness t/2 would render
a similar length scale to that of the geometry projection of the plates. With the discrete element-wise
densities, however, the filter window is effectively three elements-wide. This is because the distance
for the filter kernel is measured among element centroids, and we use the slightly larger value ε = 0.22
to account for rounding errors and ensure the filter window encompasses at least one element in each
coordinate direction and thus avoid checkerboarding. Therefore, the minimum length scale we can en-
force in the free-form topology optimization is 1.5t. Figure 2.5 corresponds to the 0.5 iso-surface of the
SIMP-penalized density, ρ3.
20
5
5
P = 100.4
Figure 2.4: Cantilever beam design, showing the design envelope, the face of zero displacement boundary
conditions and the applied load. Also shown is the fixed grid used for the analysis, with element size
h = 0.2. The blue lines are shown to indicate the plate thickness t = 2h = 0.4.
We use the following parameters for all examples. The sample window size r in (2.1) is r =
√
3h/2=
0.1732, where h = 0.2 is the element size. The penalization parameter s in (2.15) is 0 for the volume
fraction calculation of (2.35) and 3 for the bilinear form of (2.44), which determines the displacement
used to compute the compliance in (2.34). The continuation on this parameter uses so = 1 and ∆s= 0.05.
The lower bound on the composite density of (2.17) and on the free density (2.43) is given by ρmin =1E-
5. The power for the p-norm of the composite density (2.17) is p = 8. The radius of the filter for the
free density χ of (2.20) is ε = 2h = 0.4. The KS approximations of (2.30) and (2.31) use κ = 16. All
plates are of constant thickness t = 0.4, and, unless specified, the lower and upper bounds on the plate
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Figure 2.5: Free-form optimal topology; Θ= 0.1737.
dimensions in (3.22) and (2.41) respectively are lmin = wmin =1E-3 and lmax = wmax = ∞. The factor
used for oscillations in (2.47) is γ = 0.5. The move limit in (2.48) is m = 0.05. We run all examples for
Imax = 200 iterations. Finally, the initial designs for all examples all use αq = 0.5 and χ = 0.5.
2.8.1 Beam with Rectangular Solid Plates but without Placement Bounds
In our first example we consider the design of the cantilever beam with rectangular plates without holes,
i.e. we use the composite density of (2.17) in the bilinear form of (2.44). We perform the optimization
without the placement bounds of (2.37) and (2.38) on the plates to exemplify the consequence of not
having these constraints. The initial design is made of an array of 10 near-spheres (i.e. plates with
l = lmin and w = wmin) on the vertical mid-plane of the design envelope, as shown in Figure 2.7a.3 A
solid representation of the plates for the design at iteration 200 is plotted in Figure 2.6a, with the color
of each plate q corresponding to its penalized size variable ζ (αq). The corresponding composite density
is plotted in Figure 2.6c, where we note that the composite density is penalized via (2.14) and hence the
plotted density is the one employed to weight the elasticity tensor in (2.44). It can clearly be observed
that, in the absence of placement bounds, the optimizer is free to orient and translate the plates such that
portions of the plates lie outside the design envelope. Plates with portions outside of the design envelope
that would result in a cut perpendicular to the plate thickness can be readily fabricated. However, as can
3We note that in our plate representation, as can be inferred from Figure 2.2, if either the length l or the width w of the plate
medial surface is zero, the plate collapses to a cylinder of radius t/2 with semi-spherical ends of the same radius; and if both l
and w are zero, the plate collapses to a sphere of radius t/2.
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Figure 2.6: Final design for Example 2.8.1: a) plates design (colors indicate ζ (αq)); b) zoom of lower
right corner showing long cut across plate thickness; c) 0.5 iso-surface of composite density ρ˜ . Θ =
0.1584.
be seen in the zoomed portion in Figure 2.6b, the optimizer oriented a plate along the bottom surface of
the design envelope in such a way that a long cut across the thickness like the one depicted in Figure
2.3 is created. This is so that more material is placed towards the face with the displacement boundary
conditions, and less away from it, as it is expected for the cantilever beam. We could conceivably impose
more elaborate placement bounds that prevent long cuts across the thickness but allow cuts perpendicular
to the plate; this is outside of the scope of this work and a subject of future investigation.
We observe that the optimal design for this example renders a compliance that is appreciably lower
than that of the free-form design of Figure 2.5. There are two reasons for this difference. First, we note
that in our method the compliance computed from (2.34) is slightly lower than that of the actual design
due to the fact that the p-norm approximation of (2.17) is always greater than the true maximum density
for p finite. For example, if we use p = 8, a point in space where two fully solid bars (i.e. αq = 1)
overlap will have a composite density of 8
√
2≈ 1.09, which from (2.18) will render a stiffer material than
30
the parent material. However, the effect of this on the overall compliance is small as it only affects regions
within the design envelope where two or more solid plates overlap. Indeed, if we perform the analysis
for the optimal design for this example using the true maximum density instead of the approximated
maximum of (2.17), we obtain a compliance of Θ = 0.1632. Compared to the compliance Θ = 0.1584
obtained using the p-norm composite density, this amounts to an added artificial stiffness of only 2.9%.
Even with the true maximum density, our design is still 6% stiffer than the free-form design. The second
and more important reason for the discrepancy is that, as noted before, the length scale imposed by the
filter in the free-form topology optimization is 1.5t, whereas the one imposed by the geometry projection
of the plates is t, which leads to a better solution.
2.8.2 Beam with Rectangular Solid Plates and Placement Bounds
In this example, we address the same problem of the previous section, however we introduce the place-
ment bounds of (2.37) and (2.38), with x given by (2.27). The design at different iterations during the
optimization is shown in Figure 2.7. The iteration histories of the compliance, volume fraction and max-
imum absolute placement bound violation (out of the six constraints of (2.28) and (2.29)) are shown in
Figure 2.9. As expected, the compliance for this design is larger than that of the previous example due
to the introduction of the placement bound constraints.
Several features of this example are worth noting. First, we obtain an I-beam design, which is
expected. Some plates are adjacent and coplanar, such as those on the flanges of the beam; these could
be interpreted as a single plate with a ‘staircase’ outer profile. All constraints are tight at iteration 200,
and it can be observed that all plates remain within the specified placement bounds. Some plates have
been reduced to narrow strips, allowing the optimizer to tightly satisfy the volume fraction constraint
while attaining near-unit size variables for the plates; this may not be desired from a physical realization
point of view, and we will address it in the following section.
As can be seen in Figure 2.9, the initial volume fraction is very low as a result of the initial design
that we chose, however the method is able to converge to a design with expected features and comparable
compliance to that of the free-form result. This is of course the case for the compliance problem studied
here, but it remains to be seen if the same robust behavior is observed for stress-based problems. We
would like to point that, as observed in [62], unlike density-based topology optimization, in our geometry
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(a) Initial Design (b) Iteration 10 (c) Iteration 20
(d) Iteration 30 (e) Iteration 40 (f) Iteration 50
(g) Iteration 100 (h) Iteration 150
0.0 0.5 1.0
Figure 2.7: Cantilever beam optimization history. The color denotes the penalized plate size variable,
ζ (αq).
0.0 0.5 1.0
(a) (b)
Figure 2.8: Final design for Example 2.8.2: a) plates design (colors indicate ζ (αq)); b) 0.5 iso-surface
of composite density ρ˜ . Θ= 0.1887.
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Figure 2.9: Convergence history for Example 2.8.2. The bottom plot corresponds to the maximum
absolute violation among the six true maximum/minimum constraints of (2.28) and (2.29).
projection formulation the compliance is not monotonic with respect to the design variables, and the
magnitudes of the sensitivities with respect to different variables can be significantly different. Therefore,
the observed convergence is positive evidence that our method is behaving robustly.
Finally, we would like to note that, as can be inferred from Table 2.1, the geometry projection and
the sensitivities calculation (which here does not require a back-substitution since the compliance is self-
adjoint) only take 18% of the iteration time, versus 80% of the finite element assembly and solution.
Since the former operations are embarrassingly parallel (and are implemented as such in our code), for
larger mesh sizes the relative cost of the finite element analysis increases and dominates the cost of the
optimization.
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Table 2.1: Wall-clock times for different tasks during one iteration of Example 2.8.2
Task t (s)
Geometry projection 0.07
Finite element assembly 0.33
Finite element linear solution 4.28
Compliance calculation 0.02
Compliance sensitivities calculation 0.67
Constraints calculation 0.02
Constraints sensitivities calculation 0.30
I/O 0.06
2.8.3 Beam with Rectangular Solid Plates, Placement Bounds, and Minimum Dimen-
sions
As noted in the previous example, the optimizer renders some plates that have been reduced to narrow
strips. While this may make sense mathematically, it may not be desirable from a realization point of
view, i.e. we do not want a narrow strip in the actual design.4 Therefore, we run the same problem as
in the previous section, but we now impose lower bounds on the plate dimensions of lmin = wmin = 4.
The locations of the centers of the plates in the initial design for this example are the same as those of
Example 2.8.2, however the initial length and width are set to 4.0 to start with a feasible design. The
results of the optimization are shown in Figure 2.10. As expected, the compliance for this design is larger
than that of the previous examples due to the constraints on the dimensions of the plates.
This design is very interesting in several ways. First, the layout of Figure 2.10b is clearly more
desirable from a fabrication point of view than the previous design. Second, it can be seen from Figure
2.10b and from the composite density iso-surface of Figure 2.10c that the plates are not fully solid, i.e.
their size variables αq have not converged to 1.0. This occurs because the larger minimum bounds on the
plate dimensions prevent the optimizer from simultaneously rendering fully solid plates while satisfying
tightly the volume fraction constraint (which is expected since the compliance decreases monotonically
with an increase in volume). Therefore, we raise the important observation that the discretization in the
design space may lead to discrete values of the volume fraction constraint limit for which convergence
4Even though not observed in this example, it is also entirely possible that a plate can collapse into a cylindrical bar or a
near-sphere.
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Figure 2.10: Designs for Example 2.8.3 with v∗f = 0.2: a) Initial design; b) final plates design (colors
indicate ζ (αq)); c) 0.5 iso-surface of composite density ρ˜ . Θ= 0.2768.
of the plates size variables can be attained. From a practical point of view, the designer may experiment
with a larger volume fraction constraint limit, or simply employ the solution of Figure 2.10b using fully
solid plates with the associated increase in volume fraction. For instance, Figure 2.11 shows the optimal
design obtained for the same problem with a larger volume fraction constraint limit of v∗f = 0.275 (which,
as expected, renders a smaller compliance).
Finally, we would like to note that this example shows something remarkable that cannot be achieved
with free-form methods: not only is it possible to optimally orient and dimension fixed-thickness rect-
angular plates within a 3-dimensional design envelope, but it is also possible to impose constraints on
the dimensions of the plate. Although not studied in the examples in this manuscript, it is of course
also possible to impose upper bounds on the plate dimensions that may be needed because commercially
available stock plates have similar limitations.
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(a) (b)
Figure 2.11: Designs for Example 2.8.3 with v∗f = 0.275: a) final plates design (colors indicate ζ (αq));
c) 0.5 iso-surface of composite density ρ˜ . Θ= 0.1546.
2.8.4 Single-Plate Beam with Holes and Placement Bounds
In the next example, we study another element of our proposed methodology, namely its ability to intro-
duce holes in the plates. To that end, we first examine the optimization of the cantilever beam using a sin-
gle plate, with the intent of determining if the results resemble those produced by known 2-dimensional
free-form optimal topologies of the cantilever beam. In this instance, we use the combined density ρ˘ of
(2.19) in (2.44). The volume fraction constraint limit for this run is v∗f = 0.09 to reflect the fact we have
a single plate. The initial design, shown in Figure 2.12a, consists of a near-sphere at the center of the
design envelope. We note that in this example the p-norm composite density renders the true maximum
density since there is only one plate.
The 0.5 combined density iso-surface and an overlay of the same iso-surface with the plate design for
the final iteration are shown in Figs. 2.12b and 2.12c respectively. The final design does indeed resemble
features of known solutions, however a ‘network’ of cross members inside the plate is not observed.
This is a consequence of the fact that, as can be observed in Figure 2.12b, our formulation allows for
a variable thickness across the plate. This occurs because nothing in our formulation (certainly not the
filter on the free density χ) enforces a ‘constant’ free density through the plate thickness. Therefore, the
price we pay for the simplicity in the formulation by composing a 3-dimensional free density field with
the effective density from the plate projection is the onset of variable-thickness plates. Formulations that
can render sharper holes will be studied in the future.
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(a) (b)
(c)
Figure 2.12: Designs for Example 2.8.4: a) initial design; b) 0.5 iso-surface of combined density ρ˘ for
final design; c) overlay of combined density iso-surface and plate for final design. Θ= 0.5816.
2.8.5 Beam with Holes and Placement Bounds
As a final example, we repeat Example 2.8.2 but use the formulation with holes. The final design for this
example is shown in Figure 2.13. As can be observed, the optimization introduces holes in the web. As
expected, the compliance of this design is smaller than that of Example 2.8.2 but still larger than that of
Example 2.8.1. It should be noted that in this case it does not make sense to impose minimum bounds
on the plate dimensions as in Example 2.8.3, since through the composition with the free density the
optimizer is capable of changing the outer boundaries of the plates.
2.9 Conclusions and Future Work
The formulation described in this chapter is the first topology optimization method that can produce
structures made of constant-thickness plates of variable position, dimensions and orientation within a
3-dimensional design envelope. As demonstrated through the examples, the method can produce designs
made of solid rectangular plates or plates with cutouts; and it can enforce the plates to remain inside the
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(a) (b)
Figure 2.13: Final design for Example 2.8.5: a) 0.5 iso-surface of combined density ρ˘; b) overlay of
combined density iso-surface and plate. Θ= 0.1798.
design envelope to avoid producing long cuts along the plate thickness that cannot be readily fabricated.
For the design with rectangular plates, bounds on the plates dimensions can be imposed to preempt the
development of thin strips in the optimal solution and/or to conform to maximum dimensions of stock
material. We achieve these capabilities through the following major ingredients:
• A smooth geometry projection of an analytic representation of the plate onto the analysis space via
the signed distance to the plate
• A convenient parameterization of the plates geometry that allows for an efficient and compact
calculation of the signed distance
• A derivation of the sensitivities of the distance function that also leads to efficient and compact
expressions for their calculation, and that allows us to identify requirements of our formulation to
guarantee that they are well-defined for any design
• The use of a penalized size variable for each plate that allows the optimizer to entirely remove it if
needed
• A composition of the projected plate density with a filtered free density field to allow for holes and
cutouts
• A modification of the filter of the free density to approximately render a 2-dimensional filter on
the plane of the plate
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• The use of aggregate functions to constrain plates to be entirely contained within the design enve-
lope
The proposed method can have a significant impact in the design of structures made of stock plates,
since the results of existing free-form topology optimization methods are in general difficult to translate
into a structure that can be realized with such stock material.
As noted throughout the chapter, there remain aspects of our methodology that require further study
and that we plan to address in the future. From the point of view of the application of our method
to practical design, four points will require our focus: 1) the ability to introduce ‘sharp’ holes on the
plates as opposed to rendering variable-plate thicknesses; 2) the ability to impose placement bounds on
arbitrary-shaped design envelopes which we address in Chapter 4; 3) the ability to impose the placement
bounds such that cuts perpendicular to the plates are permitted, but those along the plate thickness are
not; and 4) the extension of our methodology to stress-based design, which is an ubiquitous requirement
in structural design. We address this in Chapter 5.
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Chapter 3
Optimal Design of Panel Reinforcement
with Ribs Made of Plates
3.1 Summary
The stiffness of plate structures can be significantly improved by adding reinforcing ribs. In this chapter,
we are concerned with the stiffening of panels using welded ribs made of constant-thickness plates.
These ribs are common in, for example, the reinforcement of ship hulls, aircraft wings, pressure vessels
and storage tanks. Here, we present a method for optimally designing the locations and dimensions
of rectangular ribs to reinforce a panel. The work presented here advancesthe work in Chapter 2 to
design structures made solely of discrete plate elements. The most important feature of our method is
that the geometry representation provides a direct translation to a computer-aided design model, thereby
producing reinforcement designs that conform to available plate cutting and joining processes. The main
contributions of this chapter are the introduction of two important design and manufacturing constraints
for the optimal rib layout problem. One is a constraint on the minimum separation between any two ribs
to guarantee adequate weld gun access. The other is a constraint that guarantees that ribs do not interfere
with holes in the panel. These holes may be needed to, for example, route components or provide access,
such as a manhole. We present numerical examples of our method under different types of loadings to
demonstrate its applicability.
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3.2 Introduction
Plates with stiffening ribs are widely used in many engineering applications that require light-weight
structural components, for instance, in the aerospace, ship building, heavy machinery and chemical
processing industries. In order to achieve structurally efficient designs, topology optimization is of-
ten used to determine the optimal location and shape of stiffening ribs for plate structures. However, the
organically-looking designs obtained with existing topology optimization techniques often need to be
modified by the designer to accommodate manufacturing considerations. This modification leads to an
undesired loss of structural efficiency.
Several methods have been proposed to find the optimal rib reinforcement of a panel. Some of them
produce designs that can be fabricated with various processes. These include methods that achieve the
reinforcement solely by modifying the panel thickness [24]; methods for ribs fabricated by casting that
require that the sides of the ribs line up with the sliding direction of molds and that ribs have no holes
so that cores are not required [115, 56]; and topography optimization methods used for the design of
reinforcements in stamped components [88]. None of these optimization methods, however, conform
to the rib geometry we are interested in, namely ribs made of plates. Their corresponding fabrication
processes are not economical for applications such as, for example, ship hulls, fuel tank reinforcements,
aircraft wing structures, internal reinforcements for hollow chassis and linkage components in heavy ma-
chinery, because these applications typically involve low production volume and large size components,
for which the machining and/or fixtures are either infeasible or too costly.
Other methods produce ribs that are made of plates, but employ heuristic schemes to determine their
optimal size and location, hence they render designs that are non-optimal. A density-based topology
optimization approach is investigated for ribs layout optimization in [26], where a ground structure of
shell elements is attached to the panel. The densities of these shell elements are optimized, and they
are penalized towards 0-1 via a penalty to the objective function. In the two-step method in [52], an
optimality criterion method is first used to find potential rib locations by optimizing the thickness of
the panel, followed by an ad-hoc placement of ribs at the locations of, and with heights proportional to
the maximum thickness regions obtained in the first step. This method enforces a minimum distance
among ribs by not placing ribs at less than a minimum distance of ribs placed in previous iterations.
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Dugre´ et al. [31] recently developed a framework for designing pressurized stiffened plates using off-the-
shelf structural optimization software, where solid isotropic material penalization (SIMP) is employed
to determine the layout of the ribs in a similar spirit to [52]. Designs that are feasible for fabrication
are then manually created from the optimal layout. Ding and Yamazaki [30] developed an evolutionary
optimization scheme for ribs design by introducing a growing-and-branching tree model. This approach
starts with a set of stiffeners with small dimensions that can be seen as seeds. The best growing direction
is determined by the sensitivity of the objective function with respect to the growing branch. Bojczuk
and Szteleblak [14] proposed another heuristic design strategy, where the sensitivities with respect to the
shape and location of the additional fiber or beam stiffeners are derived. Stiffeners are introduced base
on the evaluated sensitivities with corresponding location and shape. Then they are further optimized via
size optimization.
The method presented in this chapter advances the work of Chapter 2 [105]. The stiffening ribs
are represented by a region with a rectangular medial surface, and they are constrained to remain per-
pendicular to the panel. The main contributions of this work are the introduction of two design and
manufacturing constraints relevant to the optimal rib layout problem. The first constraint pertains to
manufacturability of the reinforcement, which is often fabricated by welding the ribs to the panel. This
constraint guarantees a minimum separation between any two ribs to provide access to the weld gun.
The second constraint pertains to a common situation in the design of reinforced panels, where holes in
the panel are necessary to, for instance, route components (such as electrical or hydraulic lines), or to
provide access through the panel (such as a manhole). The constraint guarantees that the reinforcement
layout does not interfere with the hole. Section 3.3 briefly summarizes the geometry projection method
specialized to the case of rib layout design. Sections 3.4 and 3.5 then detail the foregoing design and
manufacturing constraints. The optimization problem is formulated in Section 3.6. Section 3.7 presents
application examples of our method, and Section 3.8 discusses the effect of different parameters on the
optimization. Finally, we draw conclusions in Section 3.9.
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3.3 Geometry Projection
To circumvent re-meshing upon design changes, we employ the geometry projection method described in
the previous chapter to establish a differentiable map between the parametric description of the geometry
and a density field defined over a fixed finite element grid.
3.3.1 Single Rib Geometry Projection
The geometry projection of a single rib follows the formulation described in Section 2.3. However,
unlike the previous formulation whereby three Euler angles are assigned to each plate to determine any
orientation of the plate in space, we only consider one angle with respect to the global e1 axis as a design
variable for the rib since we wish ribs to remain perpendicular to the panel. Therefore, we parameterize
each rib q as
zq :=
[
xTc ,φ ,w, l,α
]T
(3.1)
where xc is the location in the global coordinate system of the center of the medial surface, φ is the angle
of the rib with respect to e1, w and l are the dimensions of the rectangular medial surface and α is a size
variable, and we have dropped the q subscript on the right-hand side parameters for conciseness. Note
that since w and l are design variables, the length and height of the rib can be modified by the optimizer.
The computation of the signed distance is the same as (2.3)-(2.8) except that the rib local basis (eˆ1, eˆ2) is
related to the global basis vectors e1 and e2 via a single rotation matrix Rφ as
eˆ1 = Rφe1 and eˆ2 = Rφe2 (3.2)
where
Rφ =

cosφ sinφ 0
−sinφ cosφ 0
0 0 1
 (3.3)
With the above parameterization and signed distance calculation, the effective density of a single rib can
be computed as in (2.14).
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Figure 3.1: Fixed panel with a circular void region.
3.3.2 Panel Geometry Projection
In this work, and without loss of generality, we consider a fixed panel with a circular hole of radius Rh
within the panel, such as the one depicted in Figure 3.1. Holes are common in panels to allow for, e.g.,
fluid flow or to route components and wires through the panel. Since the panel is fixed in the design,
we simply assign to a point that lies inside the panel a density value of 1.0, i.e. one whose x3-coordinate
is less than the panel thickness, and to a point that lies outside the panel, i.e. one whose x3-coordinate
is greater than the panel thickness, we assign a zero density. To model the hole, we use the geometry
projection of (2.1) and assign a density ρp to any point p that lies inside the hole as
ρp(p) := 1−ρ(dh,r) (3.4)
dh (p) := P‖ (p−xh)−Rh (3.5)
where dh(p) denotes the signed distance to the hole surface, xh is the center of the prescribed circular
hole, and P‖ (p−xh) renders the projected Euclidean distance between these two points on the plane of
the panel, i.e. P‖ is given by (2.5), with eˆ1 and eˆ2 are the local basis vectors of the panel.
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3.3.3 Geometry Projection of Panel with Multiple Ribs
To consider several ribs and the fixed panel at the same time, at any given point p we assign the maximum
density with respect to any rib q and the fixed panel to obtain an composite density
ρ˜ (p,Z,s) := max
(
ρp,max
q∈Q
ρˆq
)
(3.6)
whereQ :=
{
1,2, . . . ,Nq
}
is the set of Nq ribs that make up the design space, and Z=
{
zT1 ,zT2 , . . . ,zTNq
}T
is the vector of design parameters for all ribs. The maximum function is not differentiable, which would
preclude the use of gradient-based optimization, hence we approximate it using a p-norm as in Chapter
2:
ρ˜ (p,Z,s)≈
[
ρ pmin+(1−ρmin)
Nq
∑
q=1
ρˆ pq +ρ
p
q
] 1
p
(3.7)
where the small positive lower bound ρmin on the composite density prevents an ill-posed analysis as
before. The elasticity tensor is now weighted by the composite density as
C(p,Z,s) := ρ˜Co (3.8)
3.4 Separation Constraint
To improve manufacturability of the reinforcement, here we introduce a separation constraint on the
layout of the ribs so that they are sufficiently distanced from each other to allow, for example, weld gun
access. The parametric representation of the ribs geometry together with the geometry projection allow
us to develop a simple formulation for this constraint. To implement this constraint, we consider an
auxiliary density field ρs(p) given by the sum of all the densities corresponding to all of the ribs that
contain point p, i.e.
ρs (p,Z) :=
Nq
∑
q=1
ρˆq (3.9)
ρˆq = ρqζ (αq,ss) (3.10)
It should be noted in the above equation that the individual ribs densities are penalized by ss to
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improve the convergence, i.e. s= ss in (2.14). When two of more ribs intersect at p, the auxiliary density
would clearly be larger than 1.0. Therefore, if we constraint the maximum auxiliary density in the design
envelope to be no greater than 1.0 for the entire grid, i.e. by requiring maxρs−1≤ 0, we are effectively
enforcing that no two ribs intersect. Since the maximum function is not differentiable, we again employ
a p-norm to form an aggregate constraint as
‖ρs‖p−1≤ 0 (3.11)
where ‖ · ‖p is the p-norm. We can extend this strategy further to enforce a minimum separation s∗
between the ribs by replacing the plate half-thickness term t/2 in the computation of the minimum
distance in (2.3) with (s∗+ t)/2. In other words, we use the geometry projection of ribs that are s∗
thicker than the actual ribs to compute the auxiliary density; therefore, if the auxiliary density of the
enlarged ribs does not exceed 1.0 anywhere in the design envelope, we are effectively enforcing that the
actual ribs are separated by at least s∗.
The sensitivity of the separation constraint can be calculated via the chain rule as
∂z‖ρs‖p = ∂ρs‖ρs‖p∂ρˆqρs∂zρˆq (3.12)
where
∂ρs‖ρs‖p =
(
ρs
‖ρs‖p
)p−1
and ∂ρˆqρs = 1 (3.13)
The arguments of each variable are omitted here to simplify the notation. The reader is refered to
[105] for detailed derivations of the sensitivities ∂zρˆq.
3.5 Placement Constraints
Since the projection of the ribs onto the analysis grid is only defined within the design envelope, any
portion of a rib outside of the envelope has no effect on the analysis. This can be interpreted as that
portion of the plate being cut during the post-processing. If the ribs placement is unconstrained, it is
possible that ribs partially go outside of the design envelope in a way that would produce long cuts along
the plate thickness (as shown in Figure 2.3) that are difficult to make.
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3.5.1 Design Envelope Placement Bounds
To ensure all ribs are entirely located inside the design envelop, we impose placement bounds on the ribs.
Here, we restrict our design envelop to be a rectangular prism, which facilitates the imposition of these
bounds. The implementation of these bounds is discussed in detail in Section 2.5 and adopted in the ribs
reinforcement design problem of this chapter.
3.5.2 Internal Hole Placement Bounds
In the fixed panel shown in Fig. 3.1, clear access to the hole may be required to, for example, assemble
the plate or route other components through the hole. The placement constraints developed in Section 2.5
are not sufficient to prevent the optimizer from allocating stiffening ribs above the hole area. Therefore,
an additional placement constraint is required. This placement constraint can be easily achieved by
constraining the composite density at any point above the hole to not exceed ρmin. As before, since the
maximum function is not smooth, we approximate it with, for example, a p-norm as
‖ρ˜ (p,Z,s)‖p−ρmin ≤ 0, for p ∈ ωh (3.14)
where ωh denotes the cylindrical region of space within and above the hole. The sensitivity of this
constraint with respect to a design parameter z is given by the chain rule:
∂z‖ρ˜ (p,Z,s)‖p := ∂ρ˜‖ρ˜ (p,Z,s)‖p∂zρ˜ (p,Z,s) (3.15)
where ∂ρ˜‖ρ˜ (p,Z,s)‖p := (ρ˜/‖ρ˜‖p)
1
p . We refer the reader to [105] for a detailed derivation of the
sensitivity ∂zρ˜ (p,Z,s).
3.6 Optimization
In this paper, we consider the problem of stiffening ribs to a fixed panel to maximize the structure’s
stiffness subject to a volume constraint:
min
Z
Θ(u) :=
∫
Γt
u · t da (3.16)
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subject to
v f (ρ˜) :=
1
|Ω|
∫
Ω
ρ˜(p,Z,0)dv≤ v∗f (3.17)
a(u,v) = l(v) u,∀v ∈UΩ (3.18)
−KSmin
(
c(i)q
)
≤−x (3.19)
KSmax
(
c(i)q
)
≤ x¯ (3.20)
−pi ≤ φ ≤ pi (3.21)
lmin ≤ lq ≤ lmax (3.22)
wmin ≤ wq ≤ wmax (3.23)
0≤ αq ≤ 1 (3.24)
‖ρs‖p ≤ 1 (3.25)
‖ρ˜‖p ≤ ρmin, for p ∈ ωh (3.26)
The above optimization problem is similar to the one in Section 2.6, except we introduce two additional
design and manufacturing constraints for the optimal rib layout problem, namely (3.25) and (3.26), which
respectively correspond to the separation constraint described in Section 3.4 and the internal hole place-
ment constraint in Section 3.5.2. We also note that ribs with hole is not considered here for brevity. Since
the p-norm used in (3.25) and (3.26) approximates the true maximum function, the specified bounds will
not be satisfied exactly. Therefore, we use the adaptive constraint scaling strategy proposed in [53] and
used in Section 2.6 to normalize the constraint. The reader is referred to Section 2.6 for the implementa-
tion details.
3.7 Examples
The numerical code is implemented using the deal.II finite element library [7] and MMA is used for
optimization. To improve the convergence, the design variables are scaled to the interval [−1,1] and a
move limit m is employed on the design variables at every iteration (cf. 2.48). As stopping criterion, we
stop the optimization whenever the relative change in the norm of the design variables in two consecutive
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iterations falls below 0.002. All examples are performed on two Intel Xeon E5-2690 nodes. Each node
has 24 cores with 2.60GHz frequency and 128GB of RAM.
For all examples, the panel has dimensions of 5× 4× 0.5 and a circular hole of radius of Rh =
0.5 located at the center of the panel. The ribs and panel are made of the same material, which is
homogeneous, isotropic, and linearly elastic, with Young’s modulus of E = 1E5 and Poisson ratio ν =
0.3. Two types of loading, shown in Figures 3.2a and 3.2b, are considered in the examples, namely out-
of-plane bending and torsion of the panel. For computational efficiency, we model only half of the panel
and the design envelope, and accordingly employ symmetry and anti-symmetry boundary conditions for
the bending and torsion loadings respectively. The design envelope has dimensions of 5×2×1.15, and
it is meshed with a uniform grid of linear hexahedral elements for analysis, as shown in Figure 3.3. In
the same figure, the light gray color represents the projection of the panel on the fixed analysis grid.
An initial design made of an array of six ribs and their locations is shown in Figure 3.4. The initial
dimensions are set to l = 0.05 and h = 0.3 for all the ribs; and the initial rotation angle φ is set to 0; The
dimensions of the ribs are constrained by 1E-2 ≤ l ≤ 0.5 and 1E-2 ≤ w ≤ 5. A constant rib thickness
t = 0.15 and an initial size variable α = 1 are used for all the examples. We impose a volume fraction
constraint limit of v∗f = 0.45 in (3.17) and, unless specified, a separation constraint limit of s
∗ = 0.1. The
penalization parameter ss in (3.10) is set to 2, which gives better results from experiments. The following
parameters are used for all the examples: the penalization parameter s in RAMP is 0 for the calculation
of the volume fraction and 3 for the compliance. The power of the of p-norm is set to 8. Ideally, the
aggregation parameter k used in (3.22) and (3.23) should be as large as possible to better approximate
the true maximum. However, if it is too high, the resulting approximation becomes too nonlinear in the
design variables, and causes convergence difficulties. From our numerical experiments we determined
that the value k = 32 works consistently well and therefore we use this value for all of our examples. We
use a move limit of 0.05 for the scaled variables.
The sample window size in (2.1) is given by r = h
√
3/2, where h = 0.05 is the element size. This
corresponds to a mesh with 92,000 finite elements. It is important to note that, as demonstrated in Chapter
2, the sampling window must be smaller than the plate thickness, as otherwise the design derivative of
the signed distance becomes undefined if the center of the sampling window lies on the medial surface
of the plate. Therefore, a requirement of our method is that the plate thickness must be larger than the
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F(a) Panel under cantilever loading
F
F
(b) Panel under torsion loading
Figure 3.2: Loads and boundary conditions for the panel to be reinforced
.15
Figure 3.3: Half design envelope and mesh
sample window. Also, we choose a sample window that at least circumscribes each finite element to
avoid jagged edges in the design and an inaccurate volume calculation. This requirement thus imposes a
maximum element size that we need to have in the mesh. Moreover, we wish to have several elements
through the plate thickness in order to more accurately capture its bending behavior. In our examples,
the plate thickness-to-element size ratio is 3:1. These requirements drive the number of elements in the
mesh. Hence, to design reinforcements with more slender ribs, a much finer mesh is needed. A strategy
to alleviate this computational cost is presented in Chapter 6.
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0.0 0.5 1.0
Figure 3.4: Initial design. The color of a rib corresponds to the value of its size variable αq.
3.7.1 Bending Loading
In this example, we are interested in the optimal layout of the ribs under bending. A tip load of magnitude
F = 10 is applied to the midpoint of the edge of the panel as shown in Figure 3.2a. The 0.5 iso-surface of
the projected densities and the corresponding CAD model of the optimal design are shown in Figure 3.5;
both are mirrored to show the entire panel and reinforcement (for this and the following examples). We
plot the penalized and not the raw size variables because the penalized variables are the ones used in the
analysis. Table 3.1 lists the following for all examples in the paper: compliance Θ, volume fraction v f ,
maximum and minimum raw size variables αq among all bars, penalization power s in (2.14), maximum
and minimum penalized size variables ζ (αq), separation constraint s∗, true separation, and number of
iterations to convergence. The true separation is the actual minimum distance measured in the CAD
model between any two ribs.
In Figure 3.5 we observe that the ribs are separated from each other as intended. However, the actual
separation between plates is not exactly the specified separation. This is because the auxiliary density
computed from (3.10) and (3.11) that is computed using the plates with enlarged thickness t + s∗ can
also be satisfied by having intermediate variables. The exact minimum separation is exactly enforced
only when all the size variables are 1.0. Moreover, due to this feature of our formulation, the separation
constraint makes the convergence of the ribs size variables to 0-1 more difficult, which can be seen in the
figures for this and subsequent examples, and also in the values for the minimum and maximum penalized
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size variables listed in Table 3.1. Nevertheless, while improvements to the separation constraint should
be made to improve convergence, this result and the next clearly show the method successfully produces
a rib layout where ribs are separated and that is therefore amenable to fabrication. In particular, it renders
a design that is far more amenable to fabrication than the free-form result presented at the end of this
section, and therefore we believe our method constitutes a significant step forward in the optimal design
of rib layouts.
The optimizer places ribs around the hole as expected, since this is a region of high strain energy
density in the panel due to the stress concentration induced by the hole. We also note that the design
produced by our optimization can be directly translated to CAD as shown in Figure 3.5, and readily
manufactured using ribs made of stock plates of the specified thickness. Figure 3.6 shows the conver-
gence history for this run, including the p-norm approximation of auxiliary density and the corresponding
true maximum. As can be seen in the plot, the constraint is active and the maximum auxiliary density is
1.0, which indicates the ribs are separated exactly by the specified s∗ = 0.1. Also, as shown in the bottom
plot, the hole placement bound is active and the maximum density is ρmin, which implies ribs stay clear
from the hole in the center.
Some notes are worth making. The first is that due to the separation constraints, the ribs in the optimal
design do not intersect, as we in fact desire; however, in intermediate iterations of the optimization it is
entirely possible for ribs to intersect (and hence violate the separation constraint). The second is that by
collapsing the ribs to a cylinder (as indeed happens in this example) and/or by making the size variable of
a rib near zero, the optimizer can effectively altogether remove a rib from the design. In light of these two
notes, our method is in effect changing the topology of the ribs and therefore it constitutes a topology
optimization method. Shape optimization, on the other hand, would not allow for ribs intersections
and would not reduce the stiffness of a rib to near zero by making its size variable near zero (shape
optimization, however, would be able to collapse a rib into a cylinder).
We finally note that the geometry projection computation is embarrassingly parallel and can be done
very efficiently. This is due to the fact that the computation of the signed distance function of (2.3) can
be done in closed-form with respect to the design parameters. Moreover, as the number of elements
Nel in the mesh increases, the cost of the finite element analysis becomes a larger fraction of the total
cost per iteration. This is because the cost of computing the geometry projection grows almost linearly
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Example Θ v f
max
αq
min
αq
s in
(2.14)
max
ζ (αq)
min
ζ (αq)
s∗ True
Separation
Iterations
Figure 3.5 1.710 0.441 0.965 0.882 3 0.874 0.652 0.1 0.022 61
Figure 3.9† 0.722 0.438 0.935 0.881 3 0.783 0.650 0.1 0.053 88
Figure 3.12 0.623 0.450 1.000 0.722 3 1.000 0.394 0.3 0.398 162
Tab. 3.3(1,1) 0.777 0.443 0.900 0.873 3 0.694 0.632 0.1 0.041 44
Tab. 3.3(2,1) 0.722 0.442 0.884 0.845 3 0.655 0.577 0.1 0.036 65
Tab. 3.3(2,2) 0.749 0.450 0.906 0.862 3 0.706 0.609 0.1 0.028 77
Tab. 3.3(3,1) 0.641 0.450 0.973 0.938 3 0.899 0.790 0.1 0.028 177
Tab. 3.3(3,2) 0.726 0.450 0.916 0.857 3 0.732 0.600 0.1 0.005 143
Figure 3.13(a) 0.767 0.425 0.909 0.890 2 0.769 0.729 0.1 0.022 62
Figure 3.13(c) 0.790 0.422 0.901 0.878 4 0.645 0.591 0.1 0.027 99
Figure 3.14(a) 0.637 0.450 0.942 0.324 3 0.803 0.107 0.1 0.029 157
Figure 3.14(b) 0.744 0.438 0.854 0.794 3 0.594 0.490 0.1 0.002 48
Figure 3.15(b) 0.656 0.450 0.906 0.746 3 0.708 0.423 0.1 0.001 156
Table 3.1: Optimization results for all examples. †Note that the result of Figure 3.9 is the same in Tab.
3.3(1,2), Figure 3.13b, Figure 3.14c, and Figure 3.15b.
Task
t(s)
Nel = 92,000 Nel = 218,074
Geometry projection 0.32 0.82
Finite element assembly 0.44 1.04
Finite element solution 4.07 8.96
Responses evaluation 0.72 1.89
Sensitivity evaluation 1.06 2.76
I/O 0.12 0.17
Total 6.73 15.64
Table 3.2: Wall-clock times for different tasks for a sample iteration of two different mesh sizes.
with Nel (as it is only hindered by communication overhead), but the cost of the finite element analysis
always grows superlinearly (with the exponent depending on the linear solver employed). Table 3.2 lists a
sample of the times spent in the different portions of the method for one iteration, both for the mesh used
for the foregoing examples (with 92,000 elements) and for the finer mesh used in the following section
(with 218,074 elements). As seen in this table, the finite element analysis dominates the computational
expense. In fact, the geometry projection in these examples is less expensive than the global stiffness
matrix assembly. We also note that the compliance problem is self-adjoint, hence no additional solution
is required to compute the sensitivities.
For comparison, we solve the same optimization example using free-form topology optimization
with the commercial topology optimization software Optistruct [1]. In this case, the hole in the panel is
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(a)
(b)
Figure 3.5: Optimal design of cantilever under point bending load. a) ribs design (colors indicate ζ (αq)).
b) 0.5 iso-surface of composite density ρ˜ .
extended through the design space so that the resulting topology does not encroach the space above the
hole. A conforming mesh of hexahedral elements is created for both the panel and the design space, with
the same element size of the foregoing examples. The corresponding optimal design is shown in Figure
3.7. As expected, the compliance in the free-form designs is much lower than the one obtained with our
method, due to the restrictions in the design representation in our case. However, the design of Figure
3.7 clearly cannot be manufactured via cutting and welding of stock plates.
We note that our method can accommodate distributed loads that are common to panel reinforcement
problems, as long as the load is applied on faces of the panel other than the face were ribs are placed.
To demonstrate this, we run the previous example by replacing the point load with a uniform, upward
distributed load of magnitude P = 200 applied on the face opposite to the face were ribs are placed. The
resulting reinforcement layout is shown in Figure 3.8. If, however, the distributed load is applied on the
same face where ribs are placed, the load would clearly be design-dependent, since the surface where it
is applied would change upon changes in the ribs reinforcement design. Our method, in its current form,
cannot address this situation.
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Figure 3.6: Convergence history for the optimization of bending loading. The bottoms figures show
the history of constraints, where the dash line in second figure represents v∗ and dot line in the third
figure represents the true maximum auxiliary density. Likewise, the dot line in the fourth represents the
maximum projection density within and above the hole.
3.7.2 Torsion Loading
In this example, two opposing loads of magnitude F = 10 that twist the panel are applied at the corners as
shown in Figure 3.2b. The 0.5 iso-surface of the projected densities and the corresponding CAD model
of the optimal design are shown in Figure 3.9. Figure 3.10 shows the convergence history for this run.
Again, ribs are separated from each other as specified. Also, as expected, the optimization lays ribs in a
cross pattern to increase torsional stiffness. Once again, we solve the same optimization example using
free-form topology optimization for comparison. The corresponding optimal design is shown in Figure
3.11.
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Figure 3.7: Free-form topology optimization for reinforcement (yellow) of panel (gray) under bending.
Optimal design has compliance of Θ= 0.162 and volume fraction v f = 0.45. The topology corresponds
to the 0.5 iso-surface of the optimal topology.
3.7.3 Separation Constraint
Finally, we demonstrate the imposition of a larger separation constraint, and run the torsion example with
a separation constraint limit s∗ of 0.3. The 0.5 iso-surface of the projected densities and the corresponding
CAD model of the optimal design are shown in Figure 3.12. We note in this example that even though we
impose separation constraints, a minimum separation does not exist between the two ribs that form a ’V’
on the symmetry surface. This is because we only perform analysis on half of the plate and then mirror
the result. An analysis of the full plate together with linking of design variables to enforce symmetry in
the design can be performed to avoid this problem, albeit at the expense of efficiency. Another simple
strategy to prevent this could be to introduce a pseudo solid rib parallel to the symmetry surface; this
is to model ribs only on one side of the symmetry plane and then mirror the geometry projection. This
strategy has been demonstrated in [47] but is not implemented here.
3.8 Discussion on the Effect of Various Numerical Parameters
In this section, we discuss the effects that several key parameters in our method have on its performance.
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(a)
(b)
Figure 3.8: Optimal design of cantilever under distributed bending load. a) ribs design (colors indicate
ζ (αq)). b) 0.5 iso-surface of composite density ρ˜ .
3.8.1 Sample Window Size and Mesh Size
The first of these parameters, is the radius r of the sampling window used for the geometry projection
of (2.1). As discussed previously, our method requires the sampling window to be smaller than the plate
thickness, but large enough to at least circumscribe the finite element. These requirements effectively
impose lower and upper bounds on the sample window size, namely h
√
3/2≤ r < t/2. As expected, the
value of r determines how sharp or blurred the boundaries of the plates are in the density representation.
To examine this effect, we rerun the bending plate problem for two different mesh sizes and three different
sample window sizes. The coarse mesh is the same one used in the preceding examples, i.e. h = 0.05,
and the fine mesh has an element size of h = 0.0375. These element sizes lead to meshes with 92,000
and 218,074 elements respectively. The employed sample window sizes correspond to 1, 1.5 and 2 times
the radius of the sphere that circumscribes the element. The results of these runs are shown in Table 3.3.
Note that the plot in the first row, second column of this table is the same as that of Figure 3.9, repeated
here to facilitate the comparison.
The first observation we make is that, in general, the ribs layout in all these examples is somewhat
similar, i.e. the change in mesh size and sample window size does not drastically affect the optimal
ribs layout. However, the increase in sampling window size from 1.5× to 2× roughly doubles the
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(a)
(b)
Figure 3.9: Optimal design of torsion loading. a) ribs design (colors indicate ζ (αq)). b) 0.5 iso-surface
of composite density ρ˜ .
number of iterations necessary for convergence. Also, the minimum true separation among ribs in the
optimal design decreases as the radius of the sampling window increases. This has again to do with the
formulation for the separation constraint. A larger sampling window will blur the boundaries of the rib
over a larger region, both towards the inside and towards the outside of the true boundary of the rib. As a
result, the effective densities will attain an intermediate value over a larger region, thus helping satisfy the
separation constraint even if the ribs become closer. Therefore, we conclude that the sampling window
must be as small as possible to render sharp boundaries, but at least cover the element, hence the ideal
size for this parameter is h
√
3/2.
The second effect we examine in this section is that of the mesh size. Tables 3.1 and 3.3 allow us to
do that comparison. Specifically, if we compare the results for a given sample window size but different
mesh sizes, we observe that the finer mesh is less effective in satisfying the separation constraint. This is
because the absolute size of the sampling window with respect to the rib thickness and the specified sep-
aration is smaller in the finer mesh. Therefore, two ribs can come closer to each other before an element
in between them ‘senses an overlap’ (i.e., has a non-zero contribution to the separation constraint).
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Figure 3.10: Convergence history for the optimization of torsion loading. The bottoms figures show
the history of constraints, where the dash line in second figure represents v∗ and dot line in the third
figure represents the true maximum auxiliary density. Likewise, the dot line in the fourth represents the
maximum projection density within and above the hole.
Figure 3.11: Free-form topology optimization for reinforcement (yellow) of panel (gray) under torsion.
Optimal design has compliance of Θ= 0.277 and volume fraction v f = 0.45. The topology corresponds
to the 0.5 iso-surface of the optimal topology. A quarter of the structure is removed from the visualization
to better show that the reinforcement is hollow.
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Element size
h = 0.0375 h = 0.05
1×
Sa
m
pl
in
g
w
in
do
w
1.5×
2×
0.0 0.5 1.0
Table 3.3: The effect of the size of the sampling window on optimal ribs design under torsion loading
(colors indicate ζ (αq)). 1×, 1.5× and 2× corresponds to radius of sampling window of 1× h
√
3/2,
1.5×h√3/2 and 2×h√3/2 respectively.
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(a)
(b)
Figure 3.12: Optimal design of cantilever loading with separation constraint s∗ = 0.3. a) ribs design
(colors indicate ζ (αq)). b) 0.5 iso-surface of composite density ρ˜ .
3.8.2 RAMP Penalization Parameter
The effect of the penalization parameter s on the stiffness of (2.14) is more difficult to discern. Figure
3.13 shows the optimization results on the torsion problem for values of s corresponding to 2, 3 and 4.
Unlike other figures, this figure includes plots with the raw size variables, because a direct comparison
between raw variables cannot be done given that the results are obtained with a different penalization
parameter. Comparing the raw variables and the number of iterations for the corresponding runs in Table
3.1, all three values of s exhibit a similar convergence. However, the result with s = 3, which is the
one used throughout all other examples in this paper, renders a better separation. This observation is
consistent with other numerical experiments that we ran, and therefore this is the value that we adopted
throughout. While we do not have at this time a clear explanation as to why this value of s works better
than the others, it is known that the best penalization parameter is often problem-dependent [13].
3.8.3 Initial Design
In this section we discuss the effect of the initial design on the optimal design. Specifically, we look at
this effect with regards to the initial value of the size variable, and of the initial layout of ribs. Figure
3.14 shows the optimal designs corresponding to initial size variables α of 0.5, 0.75 and 1.0 assigned
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(a) (b) (c)
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Figure 3.13: The effect of the penalization power s in (2.14) on optimal ribs design under torsion loading.
a) s = 2. b) s = 3. c) s = 4. The top row shows rib designs plotted with penalized size variables ζ (αq),
while the bottom row shows the rib designs plotted with raw size variables αq.
to all ribs. As seen in this figure, and as can be observed from Table 3.1, the value α = 1.0 performs
better than the other values in terms of convergence to 0-1 of the size variables, but more noticeably in
terms of the true separation. This is counter to density-based topology optimization methods, whereby
it is convenient to start with an intermediate density everywhere in order to prevent a rapid convergence
to a local minimum. In the case of our method, the separation constraint plays an important role in the
convergence. If we start from an intermediate density, the separation constraint can be satisfied by the
fact that the ribs have intermediate values for the size variables, even though they severely violate the
true separation constraint. Consequently, the optimization gets trapped in local minima with intermediate
values for the size variables; this is due to the fact that gradient-based nonlinear programming methods
tend to remain on the feasible region boundary once they have reached it, producing results like the one
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observed in Figure 3.14b. This effect is exacerbated by the fact that the geometry representation of the
ribs substantially restricts the design as compared to free-form topology optimization. Our experience
with this and other numerical experiments indicates that starting with a value of α = 1.0 for all size
variables leads in general to the best results. We note that this does not mean that ribs cannot be removed
from the design, as can be seen, for example, in Figure 3.14a, where the minimum penalized size variable
for the rib with blue color (as listed in Table 3.1) is 0.107. In other cases, as in Figure 3.5, a rib is
successfully removed from the optimal layout by reducing its dimensions to approximately zero.
Finally, we consider the effect of choosing a different initial layout of ribs. We note that our method
requires an initial layout of ribs, since the design is represented exclusively by plates as described in
Section 3.3. This also means that the number of ribs in the design is decided a priori, and that ribs can
be removed by zeroing their size variables, but they cannot be added, as our method currently does not
incorporate a mechanism to nucleate ribs. Figure 3.15 shows the optimal layouts resulting from two
different initial rib layouts with the same number of ribs. The resulting optimal designs are different,
but they share commonalities in the way the ribs are aligned. The design starting from the second
initial design in Figure 3.15b is less compliant than that of Figure 3.15a, however it exhibits worst true
separation. We posit that, again, the separation constraint possibly has an effect on this difference, as
in the absence of this separation constraint, the geometry projection of discrete geometric elements has
been shown to be less sensitive to the initial design [62]. Chapter 7 describes a technique to alleviate the
tendency to converge to poor local minima by using gradient-based optimization.
3.9 Conclusions
The numerical examples presented in the preceding section demonstrate that the proposed method ren-
ders rib reinforcement layouts that conform both to plate stock material and to fabrication by welding.
To our knowledge, this is the first optimal rib layout method to render ribs made of plates from a 3-
dimensional design space without resorting to heuristics. The examples demonstrate that the constraint
formulations advanced in this work successfully enforce a minimum separation between ribs and prevent
interference with panel holes. These characteristics ensure a reinforcement design that satisfies acces-
sibility requirements and that is amenable to fabrication by welding. In order to fulfill our interest of
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Figure 3.14: The effect of initial size variables on optimal ribs design under torsion loading. The initial
designs are plotted on the top while the corresponding optimal designs are plotted on the bottom (colors
indicate ζ (αq)). a) α = 0.5. b) α = 0.75. c) α = 1.
designing reinforcements for some of the applications discussed in the Section 3.2, future improvements
to our method are required, such as accommodating curved ribs (i.e. made of bent constant-thickness
plates) and curved panels.
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(a) (b)
0.0 0.5 1.0
Figure 3.15: The effect of initial designs on optimal ribs design under torsion loading. The initial designs
are plotted on the top while the corresponding optimal designs are plotted on the bottom (colors indicate
ζ (αq)). a) initial design 1. b) initial design 2.
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Chapter 4
Topology Optimization of Curved Plate
Structures with Placement Bounds
4.1 Summary
Single-curvature plates are commonly encountered in mechanical and civil structures. In this chapter,
we introduce a topology optimization method for the stiffness-based design of structures made of curved
plates with fixed thickness. The geometry of each curved plate is parametrically represented by its
location, orientation, dimension and curvature radius, and therefore our method renders designs that
are distinctly made of curved plates. To perform the primal and sensitivity analyses, we employ the
geometry projection method, which smoothly maps the parametrized geometry of the curved plates onto
a continuous density field defined over a fixed uniform finite element grid. A size variable is ascribed
to each plate and penalized in the spirit of Solid Isotropic Material with Penalization (SIMP), which
allows the optimizer to remove a plate from the design. We also introduce in our method a constraint that
ensures that no portion of a plate lies outside the design envelope, for envelopes of arbitrary shape. This
prevents designs that would otherwise require cuts to the plates that may be very difficult to manufacture.
We present numerical examples to demonstrate the validity and applicability of the proposed method.
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4.2 Introduction
Stock plates with a single bend are common in structural design, because a curved structural component
often transfers load more efficiently than a straight one. Common examples of this are arches, and the
well-known MBB design [73, 55]. Although curvature in the design can be approximated by arrang-
ing straight or flat geometric components as in [37, 62], it is more efficient to accommodate the plate
curvature in the analytical geometry description of the components. More importantly, a single bending
radius is more common in the fabrication, and therefore accommodating a single radius curvature in the
description of the plates allows for a more direct translation into a closer-to-manufacturing design. To
date, no method has reported the topology optimization of 3-d structures made of single-curvature plates.
In addition to producing designs that can be more easily translated to structures made of stock ma-
terial, there are other important considerations to facilitate manufacturability, some of which have been
addressed in recent works. In [28], bars are constrained to be connected at common nodes by defin-
ing a suitable level set function, in a manner reminiscent to the well-known ground structure method
for truss design with 1-d elements. This provides optimal topologies with well-defined connectivity,
which facilitates translation to a manufacturable design. In [40], well-defined connections between bars
are ensured by limiting the intermediate density near every end of moving bars. This work also intro-
duces thickness constraints for the topology optimization of 2-d bar structures in order to prevent hinges,
similarly to those observed in density-based topology optimization of compliant mechanisms. Another
manufacturing-related challenge in the topology optimization using discrete geometric components is
that the placement of the component needs to be constrained to avoid cuts that are difficult to fabri-
cate. The work in [105] demonstrates placement bounds are required to ensure plates remain located
inside of a prismatic design envelope. In the absence of these constraints, the optimization can produce
designs with plates that require long cuts along their thickness that are difficult to fabricate. The place-
ment bounds described in [105], however, do not accommodate curved plates; more importantly, they
only work for prismatic, convex design envelopes, but not for more general and realistic non-convex
envelopes. Therefore, a general placement bound is desired to force geometric components to remain
located inside a design envelope of any shape. A no-intersection constraint is presented in [75] and
demonstrated in [113, 38] that prevents the overlap of embedded components or voids by requiring the
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area of their intersection to be zero. This area is computed via the level set functions of the components.
While similar in spirit, in this work we advance a placement constraint within the geometry projection
framework.
In this work, we present a topology optimization method that achieves two goals: producing optimal
topologies made of single-curvature bent plates, and imposing general placement bounds for geometric
components and design envelopes of any shape. From hereon, for brevity, curved plates with single
curvature will simply be referred to as curved plates unless noted.
The reminder of this chapter is organized as follows: Section 4.3 formulates the geometry projection
of a design made of curved plates. Section 4.4 formulates a placement bound for topology optimiza-
tion with geometric components on design envelopes of arbitrary shape. The optimization problem
and computer implementation are discussed in Section 4.5. Section 4.6 presents numerical examples to
demonstrate the effectiveness of the proposed techniques. Finally, we draw conclusions in Section 4.7.
4.3 Curved Plate Geometry Projection
The parameterization and geometric configuration of a curved plate q is similar to the flat plate shown in
Figure 2.2, with the addition of a plate bend radius. We consider a curved plate as the region within t/2
of a curved rectangular medial surface, where t is the plate thickness. Therefore, the edges of the curved
plate we consider in this paper consist of two straight and two curved semi-cylinders. The corners of the
curved plate consist of quarter spheres of radius t/2, see Figure 4.1. The design parameters of a curved
plate are the same as those of a flat plate in Chapter 2 plus an additional parameter R corresponding to
the radius of the curved plate, i.e.
zq := [xTc ,φ ,θ ,ψ,w, l,R,α] (4.1)
For simplicity, we do not use the subscript q indicating the plate for individual variables in the above
equation, but it should be understood that each plate has a set of these variables. The vector of design
parameters of all plates is denoted as Z= {zT1 ,zT2 , . . . ,zTNq}T . We note that in the case of the curved plate,
l is the length of the arc for the curved sides of the medial surface, and w is the length of the straight
sides of the medial surface (cf., Figure 4.1). As in the flat plate optimization, we choose to fix the plate
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Figure 4.1: Curved plate parameterization (Euler angles and size variable αq are not depicted) and signed
distance calculation of a point p.
thickness t for all plates because stock material often comes with prescribed thickness values, however
nothing prevents our method from considering variable-thickness plates.
With the foregoing parametrization of the curved plate, we now proceed to obtain relations between
the signed distance and the design parameters. To this end, we consider a local orthonormal basis
(eˆ1, eˆ2, eˆ3) attached to the center of medial surface xc as depicted in Figure 4.1, and oriented so that eˆ2 is
parallel to the straight sides of the medial surface, and eˆ3 is the normal to the medial surface. Therefore,
eˆ1 and eˆ2 span a tangent plane of the curved medial surface at xc. This basis can be computed by rotating
the global basis vectors e1 and e2 with the Euler angles that determine the plate spatial orientation, and
eˆ3 can be obtained by the cross product:
eˆ1 = QψQθQφe1 (4.2)
eˆ2 = QψQθQφe2 (4.3)
eˆ3 = eˆ1× eˆ2 (4.4)
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where
Qψ :=

cosψ sinψ 0
−sinψ cosψ 0
0 0 1
 Qθ :=

1 0 0
0 cosθ sinθ
0 −sinθ cosθ
 Qφ :=

cosφ sinφ 0
−sinφ cosφ 0
0 0 1

With this definition of the local orthonormal basis, it can be readily verified that the signed distance d
from a point p to the boundary of the curved plate q is given by:
d(zq,p) :=
(
(1−H (∆θ ))
(
S2+H (∆2)∆22
)
+H (∆θ )
((
xˆ′3
)2
+
(a
2
−|xˆ1|
)2
+H (∆2)∆22
))1/2
− t/2
(4.5)
where
xˆ := p−xc (4.6)
xˆ1 := xˆ · eˆ1 xˆ2 := xˆ · eˆ2 (4.7)
θo := l/2R a := 2Rsinθo (4.8)
h := R(1− cosθo) xˆ′3 := xˆ · eˆ3−h (4.9)
c := xc+Reˆ3 x¯ := p− c (4.10)
P13 := (eˆ1⊗ eˆ1+ eˆ3⊗ eˆ3) S := ‖P13x¯‖−R (4.11)
cosθo := cos(l/2R) cosθ :=
P13x¯ · (xc− c)
‖P13x¯‖‖xc− c‖ =
P13x¯ · (−eˆ3)
‖P13x¯‖ =−
x¯ · eˆ3
‖P13x¯‖ (4.12)
∆θ := cosθo− cosθ (4.13)
∆2 := |xˆ2|−w/2 (4.14)
With the signed distance function derived in (4.5), the effective density ρˆ for a single plate is computed
via (2.14) and the composite density ρ˜ is computed via (2.17) when multiple plates are present in the
optimization. Consequently and as before, for all plates the elasticity tensor is modified by the composite
density as:
C(x,Z,s) = ρ˜(x,Z,s)Co (4.15)
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Portion inside of design envelope
Design envelopePortion outside of design envelope
Figure 4.2: Example of undesired curved plate placement. The rectangle denotes the design envelope
and the gray area denotes the portion of the plate effectively used in the analysis.
4.4 Placement Bounds
Since the geometry projection of the curved plates is only performed onto the fixed finite element grid of
the design envelope, any portion of the plate outside of the design envelope has no effect on the analysis.
From a realization point of view, this means that any portion of the plate outside of the design envelope
should be cut. However, if freely located, plates partially outside of the design envelope may lead to an
impractical design, which defeats the purpose of seeking optimum designs using stock plate material.
An example of undesired plate placement is shown in Figure 4.2. In this illustrative example, the long
cut across the plate will be cumbersome to fabricate. In Chapters 2 and 3, a placement bound for plates is
enforced by imposing side constraints on the locations of the four corners of the medial surface for each
plate. This constraint only works for flat plates and a prismatic design envelope, however it will fail for
curved plates or a non-convex design envelope. In the former case, even though all four corners of the
plate’s medial surface lie inside the design envelope, as depicted in Figure 4.2, a portion of the plate can
be located outside of the design envelope and the long cut along the plate thickness cannot be avoided.
In the latter case, a straight line connecting any two points of a non-convex design envelope, such as
the L-bracket in Figure 4.3, may not entirely lie inside the design envelope; therefore, a portion of a
plate (flat or curve) can easily be outside the design envelope. To ensure geometric components of any
shape remain within design envelopes of any shape, we propose a ‘ghost-layer’ constraint. The idea, as
depicted in Fig. 4.3, is as follows. A set of points (the ghost layer) is created at a small distance outside
of the design envelope. The geometry projection of the plates is computed at these points to obtain
a composite density, for which we employ a Lower-bound Kreisselmeier-Steinhauser (LKS) function
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Figure 4.3: Ghost-layer placement bound constraint.
instead of the p-norm approximation of (2.17) used in the previous chapters:
ρ˜b(p,Z,s)≈ 1k ln
(
1
Nq
Nq
∑
q=1
ekρˆq
)
(4.16)
The advantages of using the LKS approximation are two-fold. First, if ρˆq = 0 ∀q ∈Q, then ρ˜b is exactly
zero as opposed to ρmin if using (2.17). Second, the sensitivity of the approximation with respect to ρˆq is
well defined even if all ρˆq = 0. Clearly, if any portion of any plate lies outside the design envelope, the
projected density for one or more points in the ghost layer will be larger than 0. Therefore, by requiring
that the maximum composite density over the ghost layer equals zero, we are effectively enforcing all
plates to entirely remain within the design envelope, that is:
max
p∈G
ρ˜b(p,Z,s) = 0 (4.17)
where G is the set of points in the ghost layer. In the example shown in Figure 4.3, there are two
points in the ghost layer that intersect the plate and thus would have a composite density ρ˜b larger than 0.
Therefore, the constraint in (4.17) is violated. Examination of (4.16) reveals that the constraint effectively
requires that ρˆq(p,zq,s) = 0 ∀p∈G and ∀q∈Q. From the definition of effective density in (2.14), where
ρˆq(ρq,αq,s) := ρqζ (αq,s), there are two scenarios for a plate q where this condition is satisfied: 1) the
projected density ρq = 0, i.e., no portion of plate q lies outside of the design envelope; or 2) the penalized
size variable ζ (αq,s) = 0, which indicates plate q is removed from the design, in which case it does not
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matter whether or not the plate lies entirely inside the design envelope. Thus the ghost-layer constraint
addresses both of these situations. Since the maximum function in (4.17) is not differentiable, we again
replace it with a smooth LKS approximation:
max
p∈G
ρ˜b(p,Z,s)≈ ρ˜LKS := 1k ln
(
1
NG
∑
p∈G
ekρ˜b(p,Z,s)
)
(4.18)
where NG is the number of points in the ghost layer G.
4.5 Optimization and Computer Implementation
The optimization problem we consider in this work is the minimization of the structural compliance
subject to a volume constraint and a placement bound constraint. The compliance minimization problem
reads:
min
Z
Θ(u) :=
∫
Γt
u · t da (4.19)
subject to:
v f (ρ˜) :=
1
|Ω|
∫
Ω
ρ˜(x,Z,0) dv≤ v∗f (4.20)
a(u,v) = l(v) ∀u,v ∈Uad (4.21)
max
p∈G
ρ˜b(p,Z,s)≈ ρ˜LKS = 0 (4.22)
−pi ≤ βq ≤ pi,βq ∈
{
ψq,θq,φq
}
(4.23)
lmin ≤ lq ≤ lmax (4.24)
wmin ≤ wq ≤ wmax (4.25)
Rmin ≤ Rq ≤ Rmax (4.26)
0≤ αq ≤ 1 (4.27)
In the above expressions, Ω denotes the design envelope. The volume fraction constraint (4.20) and
equilibrium constraint (4.21) are defined similar to (2.35) and (2.36) in Chapter 2. As usual in mate-
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rial penalization schemes, for the penalization to be effective we use s = 0 for the volume calculation
of Eq. 4.20, and s = 3 for the bilinear form of Eq. 4.21. We use s = 3 for the calculation of the pro-
jected density used in the placement bound constraint of Eq. 4.22. Also, as previously discussed, we
impose lower bounds lmin, wmin and Rmin on l, w, and R respectively to prevent the sensitivity from being
undefined.
To improve convergence of the optimization, all design variables are scaled to the interval [0,1] and
a single move limit 0≤ m≤ 1 is imposed at iteration I as in Chapter 2:
max
(
b, zˆI−1−m)≤ zˆI ≤min(b¯, zˆI−1+m) (4.28)
where zˆ denotes the scaled variable, and b and b¯ are the scaled lower and upper bounds for the design
variable zˆ. The components of xc are scaled by the dimensions of the design envelope. If the design
envelope is not rectangular, the dimensions are chosen to be those of the minimum-size rectangular
prism that contains the design envelope. The Euler angles ψ , θ and φ are scaled by pi and their scaled
bounds are [−1,1]. The dimensions l, w and R are scaled by the specified upper bounds and their scaled
bounds are [lmin/lmax,1], [wmin/wmax,1] and [Rmin/Rmax,1] respectively.
We use the finite element method to solve the analysis problem of (4.21) and the code is implemented
use the the deal.II finite element library [7]. The design envelope is meshed with a fixed finite element
grid with uniform linear hexahedral elements. As before, to compute the composite density on each
element, the sample window is centered at the element centroid and it has a radius r = h
√
3/2 in (2.1)
that corresponds to the radius of the sphere that circumscribes the element, where h is the element size.
The points in the ghost layer are generated as copies of the centroids of elements along the bound-
aries of the design envelope, translated by a distance h along the normal direction of the element free
face. An important note we make here is that the fixed finite element grid is only defined within the
design envelope, and no additional elements are needed for points in the ghost layer. The choice of the
distance at which ghost nodes are placed is important. If they are placed too far from the boundaries of
the design envelope, then portions of the plates may lie outside of the design envelope (but still inside the
layer of ghost points), thus rendering undesired designs. If, on the other hand, the ghost points are placed
too close to the boundaries of the design envelope, they may prevent plates from reaching its boundaries,
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which is often structurally advantageous. This occurs due to the fact that a significant portion of the
sampling window centered at the ghost points and used for the placement constraint computation would
lie within the design envelope, and therefore the placement constraint would effectively prevent any ma-
terial from being placed within a narrow band near the boundaries. In light of these two considerations,
and consistent with the aforementioned sample window size, an optimal placement choice is the one used
here, with ghost points at a distance h/2 from the boundary.
As in the previous chapters, we employ the method of moving asymptotes (MMA) [86, 87] as the
optimizer. Our implementation of MMA cannot handle well the equality constraint in (4.22). Therefore,
we relax the equality constraint to an inequality constraint:
ρ˜LKS ≤ ρ¯b (4.29)
where ρ¯b is a small positive number. However, the constraint limit cannot be exactly satisfied because of
the approximate nature of the LKS. Therefore, the adaptive constraint scaling strategy proposed in [53]
and adopted in Chapters 2 and 3 is employed here to remedy this issue. In this strategy, the constraint is
updated at every iteration as
max ρ˜b ≈CI ρ˜LKS ≤ ρ¯b (4.30)
The scaling parameter CI is updated at each iteration as
CI := γ I
max ρ˜ I−1b
ρ˜ I−1LKS
+
(
1− γ I)CI−1 (4.31)
where γ I is a parameter used to control variation between iterations and the superscript I denotes the
iteration number. γ I is chosen to be a value between 0 and 1 if there is oscillation between iterations;
otherwise γ I = 1. For the first iteration, we use the initial values C1 = 1 and γ 1 = 1.
4.6 Examples
In this section, we present numerical examples to show the effectiveness of the proposed method. For
all examples, the curved plates are made of a homogeneous, isotropic and linearly elastic material with
Young’s modulus E = 100,000 and Poisson ratio ν = 0.3. The penalization power used is s = 3 and the
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lower bound on the composite density is ρmin = 0.0001. The parameters p in the p-norm when computing
composite ρ˜ (cf. (2.17)) and the k in the LKS function of (4.16) are both set to 8. These parameter values
are based on previous experience, and seemed to perform well for the numerical examples presented
here. For all examples, the lower bounds on the dimensions of the plate are lmin = wmin = 0.01 to prevent
undefined sensitivity. For the same reason, Rmin should be chosen as a positive number larger than 0.
A value of αq = 0.5 is assigned to the size variables of all plates in the initial design. A move limit
of m = 0.025 is used in all examples unless noted. We set the upper limit on the projected density
on the ghost layer as ρ¯b = 0.1, a value that seems to consistently work well across all of our numerical
experiments. The optimization is terminated if the absolute change in the scaled design variables between
the current iteration and two previous consecutive iterations is less than 0.5%. For comparison, we solve
all examples with density-based topology optimization using the same mesh, SIMP interpolation with a
penalization power of 3, and density filtering in [18, 15] with a filter radius of two element sizes.
4.6.1 Bridge Design
The first numerical example we consider is a bridge design. The external loading, boundary conditions
and dimensions of the design problem are shown in Figure 4.4a. A slab of height 0.6 on top of the design
envelope is considered non-designable. A distributed load of F = 1000 is applied on the top surface of
this slab. Because this problem is symmetric, we only model half of the design space in the analysis and
optimization. The design space is discretized with Nel = 100,000 elements of size h = 0.1. Therefore,
the sampling window radius is r =
√
3h/2= 0.0866. The initial design for the problem, shown in Figure
4.4b, contains six plates with near-zero width and length. All plates have a fixed thickness t = 0.5. We
note that a design with plates made of multiple discrete thicknesses can be attained in our method by
employing an initial design with plates made of multiple (but fixed) thicknesses. However, in its current
form, our method does not accommodate variable discrete thicknesses, i.e. whereby the thickness of
each plate is variable but belongs to a finite subset of values. We impose bounds on the dimensions of
lmax = 20, wmax = 2, Rmax = 500 and Rmin = 2. The limit on the volume fraction in (4.20) is v?f = 0.22.
The optimal design is plotted in Figure 4.5a and its corresponding composite density is plotted in Figure
4.5b. We note that these plots are obtained by mirroring the optimization result since only half of the
design space is considered for the analysis and optimization. Since the geometry of the curved plates is
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Figure 4.4: a) Loading and boundary conditions for the bridge design problem. b) Initial design of the
symmetric bridge problem.
explicitly represented by the design variables in our method, we can easily translate the plates into a CAD
system as shown in Figure 4.5a. To generate the CAD model in this and following figures, we wrote a
script in the open-source CAD system FreeCAD that does the following for each plate: 1) it generates
a cross section of the curved plate (which corresponds to a circular ring sector) with two semicircular
ends of radius t/2, and extrudes this surface a distance w along the straight edges of the plate; 2) it
extrudes two semicircles of the same radius along the curved edges of the medial surface to generate the
additional two semicylindrical edges; 3) it creates four spheres of the same radius centered at the corners
of the medial surface; and 4) it performs a Boolean union of all of these solids to create an individual
plate.
The direct translation to a CAD system allows us to readily interpret the design using off-the-shelf
stock material. This result resembles well known bridge structures. It also illustrates the two afore-
mentioned situations in which the placement bounds can be satisfied. The plates with near-unity size
variables (which appear red in Figure 4.5a) lie entirely within the design envelope. Two plates with
low size variables (which appear blue in Figure 4.5a) partially lie outside of the design envelope. Since
these plates have near-zero size variables, they do not contribute to the stiffness and need not be consid-
ered in the placement bound. Some intermediate designs at different iterations during the course of the
optimization are plotted in Figure 4.6. The iteration histories of the compliance, volume fraction, and
placement bound violation are plotted in Figure 4.7. The oscillations in the placement bound constraint
history occur as a portion of one of the curved plates lies outside of the design envelope and encroaching
the non-designable slab, as seen more clearly in iteration 20 in Figure 4.6. Eventually, the optimizer
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(a) (b)
Figure 4.5: a) Optimal bridge design CAD model (colors indicate ζ (αq)). Θ = 2.11E-2. b) Optimal
composite density for bridge problem (ρ˜ = 0.5 iso-surface).
successfully brings that solid curved plate inside of the design envelope and the optimization converges.
(a) Iteration 1 (b) Iteration 10 (c) Iteration 20 (d) Iteration 30
(e) Iteration 40 (f) Iteration 50 (g) Iteration 60 (h) Iteration 70
(i) Iteration 100 (j) Iteration 130 (k) Iteration 150 (l) Iteration 180
0.0 0.5 1.0
Figure 4.6: Bridge design optimization history. The color denotes the penalized size variable for each
geometric component .
To exemplify the advantage of using curved plates in the design, we solve the same design problem
with flat plates (including the placement bound constraints) for comparison. All the parameters are the
same as those used in the curved plates optimization. The initial design is the same as shown in Figure
4.4b, except of course the curvature of the plates is not taken into account. The optimization results using
only flat plates are shown in Figures 4.8a and 4.8b. With the same volume fraction, the compliance of the
flat-plates design isΘ= 3.82E-2, which is higher than that of the curved-plates design. By comparing the
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Figure 4.7: Iteration history of the bridge problem: compliance (top), volume fraction (middle) and
placement bound constraint violation (bottom).
designs in Figures 4.8a and 4.5a, we infer that the curved plates transfer the load more efficiently from
the slab to the edges with boundary conditions. For comparison, density-based topology optimization
is performed for the same problem and shown in Figure 4.9. Although the compliance in the free-form
design is much lower than the design obtained by our method as expected due to the geometry and
placement restrictions, our method renders a similar topology by assembling distinct curved plates.
0.0 0.5 1.0
(a) (b)
Figure 4.8: a) Optimal flat-plates bridge design CAD model (colors indicate ζ (αq)). Θ = 3.82E-2. b)
Optimal flat-plates composite density for bridge problem (ρ˜ = 0.5 iso-surface).
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Figure 4.9: Density-based topology optimization for the bridge design. Optimal design has compliance
Θ = 2.31E-3 and volume fraction v f = 0.22. The topology corresponds to the 0.5 iso-suface of the
density.
4.6.2 Michell-type Structure
We now consider a Michell-type structure design, shown in Figure 4.10a. The corner edges of the
structure are fixed. A line load of total magnitude F = 17 is applied to the center line of bottom surface.
Again, since the geometry and loading are symmetric, we only model half of the design envelope, and
mesh it with Nel = 55,556 uniform linear hexahedral elements. Each element has a size of h = 0.15, and
correspondingly we set a circumscribing sample window radius of r = 0.13. The initial design is shown
in Figure 4.10b. All plates have a fixed thickness of t = 0.5. The bounds on the dimension are set to
lmax = 15, wmax = 5, Rmax = 500 and Rmin = 2 respectively. The limit of the volume fraction v?f = 0.2.
The mirrored CAD model is plotted in Figure 4.11a, while the 0.5 composite density iso-surface is shown
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Figure 4.10: a) Dimensions and boundary conditions for the Michell-type structure design. b) Initial
design of the symmetric Michell-type structure problem.
in Figure 4.11b. The expected ‘M’-shape structure is formed by the optimal curved plates. Such a design
cannot be obtained using only flat plates, as with the method of [105]. The iteration history of this
example is shown in Figure 4.12. As in the previous example, the oscillation in the compliance history
occurs due to the violation of the placement bound constraint in the course of the optimization. At a later
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stage in the optimization, the optimizer successfully keeps the solid curved plate inside of the design
envelope and the optimization converges.
0.0 0.5 1.0
(a) (b)
Figure 4.11: a) Optimal Michell-type structure CAD model (colors indicate ζ (αq)). Θ = 5.16E-1. b)
Optimal composite density for Michell-type structure problem (ρ˜ = 0.5 iso-surface).
The optimal density-based topology for the Michell-type structure is shown in Figure 4.13. As ex-
pected, the free-form optimal topology has a smaller compliance than the one obtained from our method.
4.6.3 L-shape Bracket
The design envelopes in the previous two examples are rectangular prisms and thus convex. For the last
example, we consider a 3-d L-shape bracket problem with a non-convex design envelope. The problem
dimensions and boundary conditions are shown in Figure 4.14a. The design envelope is discretized with
Nel = 100,062 elements. Thus, each element has size h = 1.5. Therefore, the sampling window size is
r = 1.3 in this case. In Figure 4.14a, the hatched area represents a fixed-surface boundary condition. A
distributed surface load F = 0.72 is applied to the three rows of the elements on the area marked in Figure
4.14a. The plates in the initial design are shown in Figure 4.14b. All plates have a fixed thickness t = 5.
The bounds on the dimensions are set to lmax = 200, wmax = 100, Rmax = 3000 and Rmin = 30 respectively.
The upper bound on the volume fraction is set to v∗f = 0.28. The CAD model of the optimal design and
the corresponding composite density iso-surface are shown in Figure 4.15. All solid curved plates (i.e.
those with near-unity size variables) are entirely placed inside of the design envelope as expected. Near-
zero size variable plates, on the other hand, are partially placed outside of the design envelope; however,
they can be safely removed from the design. The convergence history of this example is plotted in Figure
4.16.
The optimal topology obtained from density-based topology optimization for this example is shown
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Figure 4.12: Iteration history of the Michell-type structure problem: compliance (top), volume fraction
(middle) and placement bound constraint violation (bottom).
in Figure 4.17. Again, the free-form optimal exhibits a smaller compliance than the one obtained with
our method in Figure 4.15. However, this is a clear example of a density-based optimal design that is very
difficult to translate to a practical design made of bent, cut and welded plates, whereas the result obtained
with our method is arguably much easier to translate to a design that can be readily manufactured with
these processes.
4.7 Conclusions
Fabrication by cutting and welding stock plates is very common in the realization of many structures.
Single-curvature bends that render curved plates endow these structures with additional design freedom,
and can lead to improvements in the stiffness-to-weight ratio of the structure. This work demonstrates
a topology optimization method that renders designs made of curved plates. The presented examples
show that our method produces similar configurations to those of well-known density-based topology
optimization problems. One of the presented examples (the bridge design) also demonstrates that, for the
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Figure 4.13: Density-based topology optimization for the Michell-type structure. Optimal design has
compliance Θ = 3.37E− 2 and volume fraction v f = 0.2. The topology corresponds to the 0.5 iso-
surface of the density.
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40
100 50
40
Fixed displacement
(a) (b)
Figure 4.14: a) Dimensions and boundary conditions for the L-shape bracket design. b) Initial design of
the L-shape bracket problem.
same amount of material, the use of curved plates can lead to a stiffer structure than one that only employs
flat plates. We also presented an example (the L-bracket design) that renders a design that is distinctly
easier to translate to a design made out of stock plates than that produced by density-based topology
optimization. We also demonstrated an added capability to existing geometry projection methods to
accommodate non-convex, irregularly-shaped design envelopes and ensure that the discrete geometric
components that are needed in the design lie entirely within the design envelope. This is an important
addition to this family of methods, as it prevents cuts in the final design that would be very difficult to
manufacture, particularly if the design uses curved plates.
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(a) (b)
(c) (d)
0.0 0.5 1.0
Figure 4.15: a) Optimal L-bracket CAD model (colors indicate ζ (αq)). Θ = 6.34E− 3. b) Optimal
composite density for the L-bracket problem (ρ˜ = 0.5 iso-surface). c) Side view of the optimal CAD
model. d) Side view of the optimal composite density.
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Figure 4.16: Iteration history of the L-shape bracket problem: compliance (top), volume fraction (mid-
dle) and placement bound constraint violation (bottom).
Figure 4.17: Density-based topology optimization for the L-shape Bracket. Optimal design has compli-
ance Θ = 4.89E−4 and volume fraction v f = 0.28. The topology corresponds to the 0.5 iso-surface of
the density.
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Chapter 5
Stress-based Topology Optimization with
Discrete Geometric Components
5.1 Summary
In this chapter, we introduce a framework for the stress-based topology optimization of structures of
discrete geometric components, such as bars and plates, that are described by high-level geometry rep-
resentations. The geometry projection is defined in a manner that prevents the singular optima phe-
nomenon widely reported in the literature for problems with stress constraints, and that effectively con-
siders stresses only on the geometric components and not on the void region. As in previous work, a size
variable is ascribed to each geometry component and penalized in the spirit of solid isotropic material
with penalization (SIMP), allowing the optimizer to entirely remove geometric components from the
design. We demonstrate our method on the L-bracket benchmark for stress-based optimization problems
in 2-d and 3-d.
5.2 Introduction
Stress is an important criterion in structural design. However, prior to this work [102], stress consid-
erations had only been made in free-form topology optimization techniques. Topology optimization
with stress constraints is a more challenging problem than stiffness-based optimization because of three
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significant difficulties (cf. [53]): singular optima, the local nature of stress constraints and the highly
non-linear behavior of stress. The problem of singular optima in optimization with stress constraints was
first described in truss topology optimization [49, 22]. Singular optima are those located in a degenerate
(lower-dimension) region of the design space that cannot be reached by gradient-based optimizers. This
phenomenon is also present in topology optimization of continua [32]. To address this challenge, several
relaxation techniques have been proposed to perturb the degenerate design space so that the singular
optima are reachable. These techniques include the ε-relaxation approach [22, 32] and the qp-approach
[16].
The local nature of stress constraints in topology optimization leads to a large number constraints
that are computational expensive and impractical for gradient-based optimizers. Constraint aggregation
techniques such as the p-norm and Kreisselmeier-Steinhauser (KS) functions are employed to smoothly
approximate the maximum global stress over the design envelope. These functions significantly reduce
the computational cost but do not tightly satisfy the stress constraint due to their approximate nature
and often do not provide sufficient local stress control. An adaptive constraint scaling technique [53]
and the use of regional aggregates [53, 41] have been proposed to enhance local stress control. In [92], a
damage-based approach is used to aggregate the stresses through a compliance function without resorting
to maximum approximation functions.
While most works to date consider relatively simple design envelopes such as rectangles or the L-
shape of the L-bracket benchmark, the method in [20] accommodates design envelopes with more com-
plicated geometries that are described via the Boolean union of level set functions that represent geomet-
ric primitives. This work employs the finite cell method for the analysis, requiring adaptive integration.1
In this chapter, we propose a method for stress-based topology optimization using discrete geometric
components. As in [10, 62] and Chapters 2-4, by projecting a parametric geometry description of these
components onto a continuously varying density field, we can inherit the convenience and advantages of
density-based topology optimization. However, the extension of these methods to stress-based topology
optimization is not straightforward. Special considerations are required to address the three aforemen-
tioned difficulties of density-based topology optimization with regards to stress; these considerations are
the focus of this paper.
1As the L-bracket benchmark is not presented in this work, however, we could not assess its effectiveness in removing stress
concentrations around reentrant corners in the design envelope.
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The remainder of the chapter is organized as follows. In Section 5.3, the stress optimization problem
with discrete geometric components in the continuum is described. Section 5.4 reiterates the idea of the
geometry projection method as in [10, 62, 105, 104] where geometric components are mapped onto a
fictitious domain for analysis. Section 5.5 discusses the re-formulation of the geometry projection to
address difficulties arising from stress-based optimization. Section 5.6 describes how the global stress
is measured. To validate the proposed method, several numerical examples are demonstrated in Section
5.7. Finally, the we draw conclusions in Section 5.8.
5.3 Stress Optimization Problem in the Continuum
Section 1.2.3 describes the optimization problem and we briefly reiterate in this section. As depicted
in Figure 1.5a, the domain occupied by the structure is ωˆ := ∪Nqi=1ωi. Each geometric component i is
parameterized by a vector of design variables zi. These variables determine the shape, size and orientation
of the geometric component. Examples of design variables for 2-d bars with semicircular ends and 3-d
plates with semicylindrical edges are discussed in sections 5.7.1 and 5.7.2 respectively. The formulation
discussed in the sequel, however, can be readily extended to any geometric representation that supports
a distance function that is differentiable with respect to the design parameters. The entire design is
therefore given by ωˆ(Z), with Z := [zT1 , . . . ,zTNq ]
T . We consider a linearly elastic structure made of a
homogeneous elastic material with isotropic elasticity tensor C, subject to a traction t on Γt and no
body loads.With these definitions, we consider two problem formulations. The first one is a stress
minimization/volume constrained problem:
Pσ (ωˆ) :=

min
Z
max
p∈ωˆ(Z)
σ(p,Z)
subject to
Vωˆ −V ∗ ≤ 0
a(u(Z),v) = l(v)
(5.1)
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where σ is some measure of stress, and a and l are the bilinear and linear load forms respectively, defined
by
a(u,v) :=
∫
ωˆ
∇v ·C∇udv (5.2)
l(v) :=
∫
Γt
v · tds (5.3)
and Vωˆ := |ωˆ(Z)| is the volume of the structure. In the above expressions, u,v ∈ Uad are the dis-
placement and virtual displacement respectively, with Uad :=
{
u ∈ H1(ωˆ) : u = 0 on ΓD
}
the set of ad-
missible displacements. Also, V ∗ is a given limit on the volume. The second problem is a volume
minimization/stress constrained problem:
Pv(ωˆ) :=

min
Z
Vωˆ
subject to
max
P∈ωˆ(Z)
σ(P,Z)−σ∗ ≤ 0
a(u(Z),v) = l(v)
(5.4)
where σ∗ is a given limit on the maximum stress measure.
5.4 Geometry Projection
We employ finite element analysis to solve the elasticity problem for a design ωˆ(Z). As the design
changes, we would have to remesh ωˆ if we were to use a conforming mesh, which is cumbersome
and error-prone. Instead, as in most topology optimization methods, we would like to use a fixed grid
throughout the optimization for the primal and sensitivity analyses. To this end, we use the geometry
projection method described in Section 1.2.3 to map ωˆ(Z) onto a continuous density field ρ(p) ∈ [0,1]
defined onto a fictitious domain Ω(i.e. from Figure 1.5a to Figure 1.5c). As in the previous chapters, a
size variable αi is ascribed to each geometric component. However, unlike Chapters 2 to 4, where RAMP
is employed to penalize the size variable, we use SIMP in this work. Therefore the effective density for
in 1.10 is expressed as
ρˆi(p,zi,s) := αsi ρi(p,zi) (5.5)
89
To consider several geometric components in the design, at any given point p, we assign the maximum
density with respect to any geometric component i to obtain a composite density:
ρ˜ (p,Z,s) := max
i
ρˆi(p,zi,s) (5.6)
However, since the maximum function is not differentiable, we must replace it with smooth approxima-
tions such as the Kreisselmeier–Steinhauser (KS) function or the p-norm in order to obtain sensitivities.
In this chapter, we employ the lower bound KS-function introduced in (4.16) i.e.:
max
i
xi ≈ KSmax (x) := 1k ln
(
1
N
N
∑
i=1
ekxi
)
(5.7)
where k is an aggregation coefficient and N is the number of components in the aggregation. We apply
this approximation to the composite density ρ˜ in (5.6) to obtain
ρ˜ (p,Z,s)≈ ρ˜KS (p,Z,s,k) := KSmax (ρˆ) (5.8)
where ρˆ is the vector of effective densities. In the above equations, the arguments of ρˆi have been omitted
for simplicity. As discussed in Section 4.4, there are two benefits of using the lower bound KS function
((5.7)) : 1) if xi = 0 ∀i, then the approximation gives exactly zero. As we will show in the sequel, this
is crucial for the definition of stress; and 2) the sensitivity of the approximation of (5.7) with respect
to component xi is well defined even if all xi = 0. We note that the p-norm approximation used in the
previous chapters does not possess the second property.
Since we are projecting ωˆ(Z) onto the fictitious domain Ω, the points in space whose sampling
window does not intersect the structure will have a zero density, which will make the analysis problem
ill-posed. In order to avoid this, we introduce a lower bound ρmin on the composite densiy ρ˜KS and
accordingly redefine the elasticity tensor, i.e.:
ρ˜c (p,Z,s,k) :=ρmin+(1−ρmin) ρ˜KS (p,Z,s,k) (5.9)
C :=ρ˜c (p,Z,s,k)Co (5.10)
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The subscript c stands for compliance, as this is the composite density that we will use to compute the
structural compliance. Since the geometric components are mapped onto the continuous density field on
the fictitious domain Ω, the volume of the structure Vωˆ can be easily computed via the density. In the
calculation of Vωˆ , however, the lower bound ρmin is not necessary, therefore we compute Vωˆ as
Vωˆ =
∫
Ω
ρ˜v dv (5.11)
where
ρ˜v (p,Z,k) := ρ˜KS (p,Z,s,k) (5.12)
We note that, as is well-known in SIMP, we require ρ˜c < ρ˜v in order to penalize stiffness-inefficient
intermediate densities [11, 114], hence we use s= 1 for ρˆv and s= 3 for ρˆc. With the geometry projection,
our two problem formulations can now be defined on the fictitious domain Ω as
Pσ (Ω) :=

min
Z
max
p∈ωˆ(Z)
σ(p,Z)
subject to
Vωˆ
VΩ
− v∗f ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.13)
Pv(Ω) :=

min
Z
Vωˆ
VΩ
subject to
max
p∈ωˆ(Z)
σ(p,Z)−σ∗ ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.14)
where VΩ := |Ω|, v∗f is a given limit on the volume fraction of the structure relative to the volume of the
fictitious domain, and the bilinear and linear load forms are now defined on Ω as
a(u,v) :=
∫
Ω
∇v ·C∇udv (5.15)
91
l(v) :=
∫
Γt
v · tds (5.16)
5.5 Relaxed Stress
As indicated in problems Pσ and Pv in (5.13) and (5.14), we want to minimize the stress only within
the structure ωˆ . However, after the geometry projection, the structure made of discrete geometric com-
ponents is represented by densities in the fictitious domainΩ. Therefore, we want to redefine the stresses
such that only stresses at locations p∈ ωˆ are considered. One way to achieve that is by defining a relaxed
stress Tr by weighting the microscopic stress To :=Co∇u by a function of the density [53]. At the same
time, as amply discussed in the stress-based topology optimization literature, we want to circumvent the
problem of singular optima. We thus define the relaxed stress via a density ρ˜r as
Tr := ρ˜rTo (5.17)
To find a suitable form of the function ρ˜r , we require that 1) ρ˜c < ρ˜r < 1, in order to solve the stress
singularity; and 2) Tr = 0 when ρ˜r = 0 so that the stress at void regions is not considered in the optimiza-
tion, as detailed in [53]. In our method, contrary to density-based topology optimization, intermediate
effective densities arise from the size variable αi assigned to each geometry component and from the ap-
proximation of the characteristic function of (1.7) made by the geometry projection near the boundary of
a component. Therefore, we cannot directly use existing density-based formulations, and consequently,
we must formulate a suitable relaxed stress in the context of optimization with discrete geometric el-
ements, which is a key ingredient of the proposed work. To satisfy these requirements, we therefore
define
ρ˜r (p,Z,k,r) := (ρ˜v (p,Z,k))sr (5.18)
As aforementioned, the lower bound KS function of (5.7) equals zero if all its arguments equal zero,
hence the density ρ˜v in (5.12), and consequently ρ˜r in (5.18), is zero if all the effective densities ρˆi are
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zero, thus the second requirement is satisfied.2 Moreover, if we choose sr < s, where s is the value of
the penalization power s in (5.9), we satisfy the first requirement almost everywhere, except for a small
region near ρ˜r = 0 due to the lower bound on ρˆc. As we will show in our numerical experiments, this is
not an impediment for the optimization to work. With this definition of relaxed stress, we now pose our
optimization problems as
Pσ (Ω) :=

min
Z
max
p∈Ω
σ(Tr(p,Z))
subject to
Vωˆ
VΩ
− v f ∗ ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.19)
Pv(Ω) :=

min
Z
Vωˆ
VΩ
subject to
max
p∈Ω
σ(Tr(p,Z))−σ∗ ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.20)
5.6 Aggregate Stress Measure
To perform the analysis, the fictitious domain Ω is discretized into a finite element grid as depicted in
Figure 1.5c. Since stress is a local state variable, to impose a constraint on the maximum stress of any
element we may want to, for example, enforce a constraint on some stress measure at the centroid of
each element such that:
max
e∈Ω
σ e(Tr(pe,Z))−σ∗ ≤ 0, ∀e ∈Ω (5.21)
where pe is the centroid of element e. Here, we choose the stress measure to be the von Mises stress,
which can be computed from
2Note that this is contrary to ρ˜c, which must be bounded as in (5.9) to ensure a well-posed analysis.
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σ eV M (Tr(pe,Z)) :=
√
3
2
S(Tr(pe,Z)) ·S(Tr(pe,Z))
=
√
3
2
ρ˜2r S(To(pe,Z)) ·S(To(pe,Z)) (5.22)
where
S(A) := A− 1
3
tr(A)I (5.23)
and S is the deviatoric part of the tensor A. In the above equations, · denotes the inner product, and in
(5.22) we use the definition of Tr of (5.17). However, imposing constraints on each element will lead to
a large number of constraints—as many as elements in the mesh. As a result, the cost of the sensitivity
computation is high for the adjoint method, which requires an adjoint analysis for each function in the
optimization. On the other hand, although the proposed method employs a far smaller number of design
variables than either density-based or level set topology optimization, the number of design variables
is still relatively high (proportional to the number of discrete geometric elements), therefore the direct
sensitivity method is also computationally expensive (albeit less so than the adjoint method if the number
of elements is larger than the number of design variables) [89]. In order to circumvent this problem, the
local stress responses can be aggregated into a single global stress measure such as the maximum von
Mises stress, as denoted in (5.21). However, since the maximum function is not differentiable, we use
as before smooth approximations of the maximum function such as the KS and p-norm functions that
are often employed in stress-based topology optimization [101, 33, 53, 93]. With local stress responses
aggregated into a single smooth response, the sensitivity for stress constraints can thus be efficiently
solved by the adjoint method. In this paper, we employ a p-norm function to aggregate the stresses into
a single stress measure σPN as in [53]:
max
p
σV M(Tr(p,Z))≈ σPN(Z) :=
(∫
Ω
(σV M(Tr(p,Z)))P dv
)1/P
(5.24)
In particular, if we only consider the centroidal von Mises stress at each element as in (5.21), the above
p-norm is equivalent to
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max
e∈Ω
σ eV M(Tr(pe,Z))≈ σPN(Z) :=
(
∑
e∈Ω
ve (σ eV M(Tr(pe,Z)))
P
)1/P
(5.25)
where P is the norm parameter and ve is the volume of element e.
Since the p-norm function is an approximation of the maximum function, it does not accurately
capture the true maximum stress over Ω. For the stress minimization problem Pσ , this is not an issue
because ‖ · ‖p ≥ ‖ · ‖∞, hence minimizing a given p-norm minimizes the true maximum (which corre-
sponds to ‖ · ‖∞). However, for the volume minimization problem Pv, we desire to tightly enforce the
stress constraint on the true maximum stress (not the approximation). One possible solution is to increase
the value of P in (5.25). However, this substantially increases the non-linearity of the stress aggregate
function, which hampers the optimization. To remedy this issue, we adopt here the adaptive constraint
scaling strategy proposed in [53] and used in the previous chapters, whereby the p-norm approximation
at every iteration I > 1 is modified by a scalar CI as
max
e∈Ω
σ IV M(Tr(pe,Z))≈CIσ IPN ≤ σ∗
where
CI := γ I
σ I−1max
σ I−1PN
+
(
1− γ I)CI−1 (5.26)
In the above equation, σ I−1max := maxe∈Ω
σ eV M(Tr(pe,Z)) and σ
I−1
PN are the true maximum stress and the p-
norm stress from the previous iteration respectively. Also, γ I is a parameter used to control variations
between iterations. For the initial iteration I = 1, we use CI = 1; for the second iteration, we choose
γ1 = 1, and thereafter we choose 0 < γ I < 1 if CI oscillates between iterations, and γ I = 1 otherwise.
Using the foregoing aggregate stress measure, the optimization problemsPσ andPv become
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Pσ (Ω) :=

min
Z
σPN(Z)
subject to
Vωˆ
VΩ
− v∗f ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.27)
Pv(Ω) :=

min
Z
Vωˆ
VΩ
subject to
CIσ IPN(Z)−σ∗ ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.28)
In order to compare compliance and stress-based topology optimization problems in our examples, we
also define a compliance minimization problemPc(Ω) as:
Pc(Ω) :=

min
Z
Θ(Z) :=
∫
Γt u · t ds
subject to
Vωˆ
VΩ
− v f ∗ ≤ 0
a(u(Z),v) = l(v) u,∀v ∈Uad
(5.29)
Problems 5.27–5.29 are the ones that we solve in the examples presented in the following section.
5.7 Computer implementation and examples
As in previous chapters, the equilibrium constraint in the problems of (5.27), (5.28) and (5.29) is solved
via the finite element method. The fictitious domain Ω is discretized with uniform bilinear quadrilateral
elements for 2-d problems and trilinear hexahedral elements for 3-d problems. The projected density
field is discretized with the finite element mesh to render element-wise densities. The sample window
for the approximated characteristic function (1.7) is centered at the element centroid, and it is sized
so that it inscribes the element. The numerical code is implemented using the deal.II finite element
library. The optimization uses the method of moving asymptotes (MMA) as before. We scale the design
variables and impose move limits in the same manner described in the previous chapters.
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Figure 5.1: Problem formulation and initial design for 2-d L-bracket problem
For all the examples, we consider all geometric components to be made of a homogeneous, isotropic,
linear elastic material with Young’s modulus E = 1×105 and Poisson’s ratio ν = 0.3. In the void region,
we impose the lower bound ρmin = 10−4. The optimization is terminated when the absolute value of
the change in the scaled design variables between the current iteration and two previous consecutive
iterations is less than 5× 10−3, or when the number of iterations is greater than 300, whichever occurs
first. As we will see in all of the examples presented here, the latter condition is only attained when the
optimization fails to converge.
5.7.1 2-dimensional L-bracket design
We consider the classical L-bracket stress optimization design problem (cf. [32]). In this section, we
consider bars of fixed width w and semicircular ends of radius w/2, such as those considered in [62].
The design variables for each bar are the locations xo and x f of the endpoints of its medial axis, and
its size variable α . The loading, boundary conditions and dimensions of the design envelope are shown
in Figure 5.1a. A load of F = 3 is applied. To avoid an artificial stress concentration at the loading
point, the force is distributed over six nodes along the vertical edge. The design envelope is meshed with
uniform quadrilateral elements of size h = 1, for a total of 6400 elements. The sampling window radius
R in (1.9) that circumscribes the element is given by r =
√
2h/2 =
√
2/2. The penalization power s for
compliance in (5.9) is set to 3, while sr = 0.5 for the calculation of ρ˜r in (5.18), similar to [16, 53]. The
aggregation coefficient k of the KS function in (5.8) is set to 32. The power of the p-norm for the stress
aggregation in (5.25) is P= 10. These values of P and k are selected as high as possible as to improve the
approximation of the maximum, but not too high that the ensuing nonlinearity of these functions causes
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convergence difficulties in the optimization; our numerical experiments indicate that the foregoing values
are adequate for this purpose.
For this design problem, we consider two initial designs: 1) one with near-circular, disconnected
bars of length l := ‖x f −xo‖ = 0.2 (Figure 5.1b, denoted by ID1 in Table 5.1); and 2) one with longer,
connected bars (Figure 5.1c, denoted by ID2 in Table 5.1). Both initial designs have w = 5 and α = 0.5.
The optimization problemsPσ ,Pv andPc in (5.27), (5.28) and (5.29) are performed starting from both
initial designs for a total of six examples. In order to provide a better comparison between the different
problem formulations, we first solve problem Pv with a stress constraint σ∗ of 2.4. Then, we take the
optimal volume fraction from this result and impose it as a constraint to solve problemsPσ andPc. In
this way, all of the designs use the same amount of material.
In MMA, constraints are approximated by linear functions. However, the aggregate stress function is
highly non-linear in the topology optimization with discrete geometry components—a small change of
the geometric component design variables can lead to a large change in stresses. To alleviate the adverse
effect that this nonlinearity has on the optimization, we impose a smaller move limit forPv (m= 0.015)
than forPσ andPc (m = 0.15).
The designs resulting from the optimization for these six examples, along with the aforementioned
initial designs, are shown in Table 5.1. The first column indicates the design. The superscripts 1 and
2 on Pv , Pσ and Pc indicate the initial design (ID1 or ID2) from which the optimization is started.
The second column shows the density field from the geometry projection. The third column shows the
geometry of the bars, with the color of each bar indicating the value of its penalized size variable αs; bars
with αs ≈ 0 are not plotted for clarity since they are effectively removed from the design. Portions of the
bars that fall outside the design envelope in the optimal design are not shown both for clarity, and, more
importantly, because they bear no effect on the mechanical analysis. Therefore, these outlying portions
of the bars can be completely cut from the final design. The fourth column shows the relaxed stress. To
aid in the comparison of stresses among different designs, we use the same color scale for all stress plots,
shown at the bottom of the table. Since some designs have very large stresses, we cap the maximum
stress in the color scale to 3.1, and plot any stress above that in gray. The last three columns list the
maximum von Mises stress value in Ω, the compliance c and the volume fraction Vωˆ/VΩ respectively.
To exemplify the progression of designs during the course of the optimization, Figure 5.2 shows the
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Problem Density field Geometry Stress distribution maxσV M Θ Vωˆ/VΩ
ID1 110.85 85.400 0.028
ID2 74.70 1.522 0.175
P1v 55.70
(2.40)
61.748 0.062
P2v 2.40
(2.40)
0.033 0.239
P1σ 15.50 1.368 0.234
(0.239)
P2σ 2.42 0.040 0.239
(0.239)
P1c 3.67 0.028 0.239
(0.239)
P2c 3.66 0.029 0.239
(0.239)
0.0 1.0 0.00 3.10
Table 5.1: 2-d L-bracket examples. ID1 and ID2 correspond to the two initial designs considered. P iv,
P iσ andP
i
c correspond to the minimum volume/stress constrained, minimum stress/volume constrained
and minimum compliance/volume constrained problems of (5.28), (5.27) and (5.29) respectively. The i
superscript indicates the initial design from which these problems are started. The optimal value of the
objective function is underlined, and the constraint limit is shown in parenthesis.
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Problem Density field Stress distribution maxσV M Θ Vωˆ/VΩ
PFv 2.40
(2.40)
0.0042 0.24
PFσ 2.46 0.0043 0.239
(0.239)
PFc 4.24 0.0033 0.239
(0.239)
0.00 3.10
Table 5.2: Free-form optimal results. PFv ,P
F
σ andP
F
c are density-based topology optimization coun-
terparts toPv,Pσ andPc respectively. The optimal value of the objective function is underlined, and
the constraint limit is shown in parenthesis.
designs at different iterations of the optimization forP2σ . The optimizer is able to entirely remove bars
from design envelop thanks to the penalized size variable assigned to each bar. The ability to entirely
remove geometric components from the design plays an important role in the stress-based optimization.
If a component is unfavorable from a stress point of view, the optimizer has a mechanism—the penalized
size variable—to remove it from the design. The optimum design at iteration 92 consists of bars with
fixed width that can be more readily interpreted using off-the-shelf stock material than those obtained
with free-form topology optimization. We note, however, that in all examples the optimizer is free to
partially or totally place bars outside of the design envelope. Therefore, the bars would need to be cut
to realize the design. Cuts that are perpendicular or near-perpendicular to the long axis of the bar can
be easily done; however, long cuts that are near parallel to the bar’s medial axis are in general more
difficult to make and thus undesirable. We do not address this limitation in this chapter, but it can readily
addressed with the ghost layer technique described in Chapter 4.4.
The first aspect we note from these results is that problems P1σ and P
1
v starting from the discon-
nected initial design ID1 both fail to converge. In both cases, the optimization reaches the maximum
number of 300 iterations, and, as can be seen in the histories of Figures 5.3a and 5.4a respectively, is
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clearly not converging. Starting the optimization from a connected initial design like ID2, on the other
hand, converges to meaningful designs, as shown in the results for P2v and P
2
σ and in the histories
of Figures 5.3b and 5.4b respectively. We posit that this dependence of convergence on the initial de-
sign arises from the highly nonlinear nature of the stress constraint in the topology optimization with
discrete geometric components, which is not unlike the need for good starting points for Newton and
quasi-Newton methods for optimization. The need to start with a connected design may seem as a dis-
advantage with respect to free-form topology optimization. However, strictly speaking, density-based
topology optimization also starts from a ‘connected’ design by setting an intermediate density value ev-
erywhere, and level set methods are always started with a connected solid design. From a practical point
of view, however, our method leads to designs made of stock material that satisfy the specified stress
constraints. From our experiments, we cannot provide any specific guidance on how an initial connected
design should be constructed. However, the initial design should have at least one uninterrupted load
path between the points where loads are applied and the boundaries on which the Dirichlet boundary
conditions are imposed. As reported in [62], the optimal topology for the compliance-based design is not
highly dependent on the initial design, which is corroborated here by comparing the optimized designs
forP1c andP
2
c .
From the point of view of the quality of the solutions, we note thatP2σ renders a minimum stress that
is fairly close to the stress constraint inP2v , and the two optimal topologies look very similar. Moreover,
we observe that the stress-driven designs of P2v and P
2
σ , which have the same volume fraction, have a
maximum stress that is about 34% less than that of the compliance-based design ofP2c .
An important discussion with regards to the presence of sharp reentrant corners in our optimized
designs is in order. In linear elasticity, stress singularities occur at the reentrant corners formed by the
intersections of the discrete geometric elements, as is well known for plates with reentrant corners subject
to in-plane loading [43, 82, 98]. In our method, the ersatz material model and the relaxation of the stress
smooth out these high stresses. This is not unlike the case with density-based stress-based topology
optimization, where optimized designs often also present corners (cf., for example, [53]). If a computer-
aided engineering (CAE) model of the optimal design is created and meshed with a conforming grid, a
mesh refinement study would undoubtedly indicate that the stress at the reentrant corners would increase
with decreasing mesh size [82]. In practice, the designer will provide some stress relief at these sharp
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(a) Iteration 1 (b) Iteration 5 (c) Iteration 10 (d) Iteration 15 (e) Iteration 20
(f) Iteration 25 (g) Iteration 30 (h) Iteration 35 (i) Iteration 40 (j) Iteration 45
(k) Iteration 50 (l) Iteration 60 (m) Iteration 70 (n) Iteration 80 (o) Iteration 92
0.0 0.5 1.0
Figure 5.2: 2-d L-bracket design history for problemP2σ . The color denotes the penalized size variable
for each geometric component.
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(b) Convergence history forP2v .
Figure 5.3: Covergence history forPv
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intersections when creating the CAE model of the optimal topology. For welded structures, for example,
this relief may be in the form of using gussets with curved profiles at the joints; sometimes the weld itself
may provide sufficient relief.
Regardless of this modeling inaccuracy, however, a CAE model derived from the stress-based opti-
mized designs obtained with our method will render significantly lower stresses than those observed in a
CAE model derived from the compliance-based design for the same level of mesh refinement. To demon-
strate this, we created CAE models of the optimized designs inP2v ,P
2
σ andP
2
c by extending the sides
of the bars and meshing the resulting geometry with a conforming mesh of element size similar to the
one used in the optimization. We performed the linear elastic analysis with the commercial finite element
analysis code Optistruct [64]. Table 5.3 shows the comparison between the stresses obtained for these
problems obtained with the conforming mesh, and the relaxed stresses obtained with our method. These
analyses show that the maximum stress obtained with the conforming mesh is similar to the maximum
relaxed stress in the optimized designs obtained with our method. More important, however, is the fact
that this comparison shows that the stresses in the stress-driven designs are much lower than those of the
stiffness-based design for the same amount of material (the stress-based designs are still approximately
23–34% stronger than the stiffness-based design), and that the stress-driven designs exhibit a more uni-
form distribution of stresses. Therefore, despite the inaccuracy in capturing the stress singularities at the
reentrant corners, the stress-based optimization renders designs that are clearly better in terms of stresses
than the compliance-based design.
For comparison, we solve equivalent problems for the 2-d L-bracket using the density-based stress
topology optimization method of [53]. Specifically, we use a filter radius corresponding to two element
sizes, no regional constraints, SIMP interpolation with s = 3, macroscopic stress relaxation sr = 0.5 and
an initial design with uniform density of ρ = 0.5. The filter radius corresponds the to half-width of the
bars considered in Table 5.1. Table 5.2 shows the results of problems PFv , P
F
σ and P
F
c , which are
the free-form counterparts of Pv, Pσ and Pc respectively. A qualitative comparison of the results of
our method to the well-known density-based results indicates that our method successfully curves the
design around the reentrant corner to remove the stress concentration; this is the hallmark characteristic
of the L-bracket benchmark. A quantitative comparison, on the other hand, is not straightforward due
to differences in the two formulations. Although the optimal stresses for P2σ and P
F
σ , and the optimal
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Problem Conforming mesh
Conforming mesh
stress
Geometry projection
relaxed stress
maxσV M Volume
fraction
P2v 2.38
(2.40)
0.279
(0.239)
P2σ 2.77
(2.42)
0.275
(0.239)
P2c 3.59
(3.66)
0.268
(0.239)
0.00 3.10
Table 5.3: Comparison of the relaxed von Mises stresses for the optimized designs of problems P2v ,
P2σ and P
2
c of Table 5.1 to the von Mises stresses obtained with conforming finite element meshes
with similar element size. The first and second column show the mesh and the stresses obtained with
the conforming mesh respectively. The values in parentheses in the fourth and fifth column denote the
values obtained with our method.
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Figure 5.4: Covergence history ofPσ
volumes forP2v andP
F
v are relatively similar in magnitude, a one-to-one comparison is not possible. In
our method, the lower-bound KS approximation in regions where two or more geometric elements over-
lap renders a composite density that is less than 1.0, whereas in the density-based method the density
can attain a value of 1.0 everywhere in the solid region. However, our method renders a crisper resolu-
tion, since the geometry projection produces intermediate density boundaries only within a narrow band
around the edges of the bars, whereas the density filtering in the density-based method tends to render
larger gray regions around edges. Since these gray regions affect both the definition of the stress and the
calculation of the volume fraction, these differences prevent a direct quantitative comparison.
5.7.2 3-dimensional L-bracket design
To test our formulation in a 3-dimensional setting, we employ a design envelope that is obtained by
extruding the 2-d L-bracket by 50 units. The loading and boundary condition are shown in Figure 5.5a.
A distributed surface load F = 0.72 is applied over three rows of elements as depicted in Figure 5.5a to
avoid artificially high stresses. This design envelope is meshed with 41600 uniform trilinear hexahedral
elements with element size h = 2. Thus the radius of the 3-d sample window that inscribes the element
is r =
√
3h/2 =
√
3. The discrete geometric elements we consider here are fixed-thickness plates with
rounded semicylindrical edges and quarter-spherical corners as in [105]. The design variables for each
plate, as described in detail in [105], are the location of the center of the rectangular medial surface
and its two sides, the three Euler angles that determine the orientation of the plate in space, and the size
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variable. As before, we set s= 3 and sr = 0.5. Our numerical experiments indicate that the adverse effect
of the nonlinearity of the stress response on the convergence when starting from a disconnected initial
design is just as severe in 3-d as it is in 2-d. Therefore, for the 3-d examples presented in this section, we
only consider an initial connected design, as shown in 5.5b. All plates have a fixed thickness of 5 and are
given an initial size variable α = 0.5. We employ a small move limit m = 0.015 for both Pσ and Pv.
For a better comparison between different problem formulations, we first solve problem Pv of (5.28)
with a stress constraint σ∗ of 0.18. Then, the volume fraction from this optimized result is imposed as a
constraint to solve problemsPσ andPc of (5.27) and (5.29).
As in the previous section, the density, geometry, stress distribution, maximum von Mises stress,
compliance and volume fraction of the initial design and each of the optimized designs are listed in Table
5.4. Also as in the preceding section, portions of the plates that fall outside of the design envelope are
not shown and can be cut from the optimal design. To facilitate the visualization of the stresses, in the
fourth column of Table 5.4 we only plot the stress for elements with ρ˜c ≥ 0.5. The plates geometries are
plotted for different iterations ofPσ in Figure 5.6. A comparison betweenPσ andPc reveals that the
maximum von Mises stress is reduced by about 35%. Also, as it was the case with the 2-d examples,
in the optimized designs of Pv and Pσ it can be observed that the optimizer is inclining the plate at
the reentrant corner to avoid the stress concentration for Pv and Pσ , while the design for Pc has a
horizontal plate. Table 5.5 shows the corresponding free-form, density-based results. Interestingly, the
density-based results do not exhibit a curved boundary around the reentrant corner, and instead remove
material on the horizontal surface. This has the effect that less load is transferred directly from the edge
where forces are applied to the reentrant corner, and more load is transferred through the curved load
paths at the bottom of the design space. Our method, of course, does not provide such a stress relief
mechanism because the geometry representation of the plates does not allow for holes, which is why it
instead inclines the horizontal plate.
We note that there are many noticeable differences between the stress-based designsPσ andPv and
the compliance-based designPc. From a practical point of view, these differences would require many
manual design iterations for the designer to start from the result ofPc and obtain a design that satisfies
the stress constraint; moreover, such a design would likely be suboptimal and therefore heavier than a
design obtained with the stress-based formulations. The iteration histories forPv andPσ are plotted in
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Figure 5.7. The von Mises stress history is plotted in log scale to better visualize its evolution.
F
100
40
100 50
40
(a) Design envelope (b) Connected initial design
Figure 5.5: Problem formulation and initial design for 3-d L-bracket problem
5.8 Conclusions
In this work, we presented a method to perform stress-based topology optimization with discreted geo-
metric components—to our knowledge, the first of its kind. The numerical examples demonstrate that
the proposed method can solve the stress optimization problems efficiently, and that the method renders
optimized designs that exhibit expected features for the L-bracket benchmark. The examples also demon-
strate that the method is effective for both 2-d and 3-d problems. Unlike free-form stress-based topology
optimization, our method produces designs that can be more easily manufactured via the assembly of
geometric primitives, that incorporate stress considerations, and that can more easily be translated to a
CAD system.
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Problem Density field Geometry Stress distribution maxσV M Θ Vωˆ/VΩ
ID 3.257 0.1168 0.176
Pv 0.179
(0.18)
0.0085 0.181
Pσ 0.161 0.0075 0.181
(0.181)
Pc 0.246 0.0066 0.181
(0.181)
0.0 1.0 0.00 0.28
Table 5.4: 3-d L-bracket examples. ID corresponds to the initial design. Pv, Pσ and Pc correspond
to the minimum volume/stress constrained, minimum stress/volume constrained, and minimum compli-
ance/volume constrained problems of (5.28), (5.27) and (5.29) respectively. The optimal value of the
objective function is underlined, and the constraint limit is shown in parenthesis.
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(a) Iteration 1 (b) Iteration 10 (c) Iteration 20 (d) Iteration 30
(e) Iteration 40 (f) Iteration 50 (g) Iteration 60 (h) Iteration 70
(i) Iteration 80 (j) Iteration 90 (k) Iteration 100 (l) Iteration 120
0.0 0.5 1.0
Figure 5.6: 3-d L-bracket design history for problemPσ . The color denotes the penalized size variable
for each geometric component.
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Problem Density field Stress distribution maxσV M Θ Vωˆ/VΩ
PFv 0.180
(0.180)
0.00072 0.237
PFσ 0.224 0.00105 0.181
(0.181)
PFc 0.267 0.00103 0.181
(0.181)
0.00 0.28
Table 5.5: Free-form, density-based topology optimization results for the 3-d L-bracket. PFv , P
F
σ and
PFc are the free-form counterparts toPv,Pσ andPc.
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Figure 5.7: Convergence history for examples in 3-d
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Chapter 6
Adaptive Mesh Refinement for Topology
Optimization with Discrete Geometric
Components
6.1 Summary
This work introduces an Adaptive Mesh Refinement (AMR) strategy for the topology optimization of
structures made of discrete geometric components using the geometry projection method. Practical
structures made of geometric shapes such as bars and plates typically exhibit low volume fractions with
respect to the volume of the design region they occupy. To maintain an accurate analysis and to ensure
well-defined sensitivities in the geometry projection, it is required that the element size is smaller than the
smallest dimension of each component. For low-volume-fraction structures, this leads to finite element
meshes with very large numbers of elements. To improve the efficiency of the analysis and optimization,
we propose a strategy to adaptively refine the mesh and reduce the number of elements by having a finer
mesh on the geometric components, and a coarser mesh away from them. The refinement indicator stems
very naturally from the geometry projection and is thus straightforward to implement. We demonstrate
the effectiveness of the proposed AMR method by performing topology optimization for the design of
minimum-compliance and stress-constrained structures made of bars and plates.
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6.2 Introduction
Topology optimization techniques typically employ a fixed finite element mesh with uniform (or close-to-
uniform) element size. The element size should not be too large, otherwise the design and the structural
response cannot be accurately captured. In the case of thin structural components, it is desirable to have
multiple elements across the component thickness. In the context of geometry projection methods, a
further requirement is imposed on the element size that requires the maximum element size must be less
than half of the thickness of the component to ensure well-defined, continuous sensitivities [62, 105].
These requirements dictate the maximum element size that can be used in geometry projection methods
to obtain good results. Structures made of stock material often occupy a relatively small fraction of the
volume of the design region; and the thickness of the components is very small in relation to the dimen-
sions of the design region. If a uniform element size mesh is used, the foregoing mesh size requirements
together with the volume fractions and dimension ratios encountered in practice for structures made of
stock material lead to very large meshes with tens of millions of elements. Therefore, a natural idea is to
employ a coarse mesh for regions where there is pure solid or void, and a fine mesh near the boundaries
of the geometric components. In this work, we propose an Adaptive Mesh Refinement (AMR) strategy
for the geometry projection method to reduce the total number of elements in the mesh while keeping
the same accuracy for the geometry projection and the analysis.
Several AMR approaches have been proposed in the literature to improve the computational effi-
ciency and solution accuracy in density-based topology optimization. Most methods use some function
of the density field and/or an analysis error estimator as a refinement indicator. The earliest of these
methods is presented in [57], which presents a strategy commonly used in subsequent methods. In this
strategy, a complete optimization is performed on a coarse, uniform size mesh, whose resulting density
field is used to refine the mesh and perform a subsequent optimization. Some works (e.g., [5]) also use
the mesh quality and an analysis error estimator computed on the previous mesh as additional criteria for
refinement. Other density-based AMR techniques that follow the optimize → refine strategy based on
one or more of the aforementioned refinement criteria include [83, 17, 94, 97, 60]. All of these methods
aim to have a coarser mesh in the void region; some use a finer mesh for regions that are solid or near
the boundary, while others only refine a band of elements around the boundary, which leads to additional
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computational savings.
A different AMR strategy consists of adaptively refining the mesh upon each design change in the
optimization. Such a technique is proposed in [96], where it is shown that this strategy leads to better
designs, since in the foregoing strategy the early optimization runs on coarse meshes can lock into poor
local minima. Another contribution of this work is that an additional layer of elements near the material
boundary is marked for refinement to improve the optimality of the final design. This approach allows
de-refinement to coarsen the fine mesh in void regions as the material boundary propagates in the opti-
mization. Other techniques that employ the design step→ refine strategy include [59, 46, 45, 65, 90]. It
is worth noting that the works in [46, 90] consider stress-based topology optimization and thus have an
additional motivation for doing AMR, which is to improve the accuracy of the stresses.
All of the aforementioned AMR schemes are for density-based topology optimization methods. In
[108], AMR is performed at the boundary of holes described via B-splines in the MMV method to
improve the accuracy of stress calculation. Elements that are cut by the material boundary, which is
given by the boundary of the B-spline, are marked for further refinement. The analysis is solved using
the extended finite element method (XFEM).
In this work, we propose an AMR strategy for topology optimization with discrete geometric compo-
nents using the geometry projection method. To this end, we combine and adapt several of the aforemen-
tioned AMR strategies employed in density-based techniques. In our method, the mesh is refined and
coarsened upon each design change in the optimization based solely on the geometric description of the
components. The geometry projection method provides a natural way to define the refinement indicator.
We only refine elements on a band around the material boundary, leading to a finer mesh near the material
boundary and a coarser mesh at the pure solid or void regions. We note that we do not employ any error
estimator from the analysis as refinement indicator, since our primary goal is to reduce the total number
of elements for large problems. The remainder of the paper is organized as follows. Section 6.3 briefly
describes the geometry projection method. Section 6.4 presents the AMR strategy. The optimization and
computer implementation are detailed in Section 6.5. We provide numerical examples in Section 6.6 to
demonstrate the effectiveness of the proposed method. Finally, we draw conclusions in Section 6.7.
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6.3 Geometry Projection
In the geometry projection method, the discrete geometric primitives are mapped onto a continuous
density field that is defined on a fixed analysis mesh to circumvent re-meshing upon design changes.
Figure 6.2 exemplifies the geometry projection of a single bar. The reader is referred to Chapters 1
and 2 for detailed formulations of the geometry projection. Figure 6.1 depicts the three scenarios when
computing the projected density for a point p. The projected density of p for Figures 6.1b and 6.1b is
unity and zero respectively, while the projected density in 6.1a can be computed by (1.9) in 2-dimensional
and (2.1) in 3-dimensional domains. The geometry projection method provides a natural to define the
refinement indicator. The idea behind the AMR scheme we formulate in this work is simple: the projected
density can be used as a refinement indicator. For instance, elements that are fully solid or fully void
(ρ = 1 or ρ = 0, respectively) can be meshed with a coarse mesh, while elements with an intermediate
density (0 < ρ < 1) can be meshed with a fine mesh. We do not directly use the projected density as a
refinement indicator for reasons that we elaborate on later—however, this is the essential idea. As in the
previous chapter, we define an effective density to incorporate the size variable α , which is penalized by
SIMP in this work. Therefore, the effective density for a geometric primitive i is
ρˆi(p,zi,s,r) := αsi ρi(p,zi,r) (6.1)
where zi is vector of design variables that parameterize primitive i. s is the penalization power and r is the
radius of the sampling window. When multiple components overlap, we perform their Boolean union,
which for implicit representations corresponds to the maximum function. Since the maximum function
is not differentiable as stated in the previous chapters, we replace it with a smooth approximation so that
we can use efficient gradient-based optimizers. Here, we use the lower-bound Kreisselmeier–Steinhauser
(KS) function of (5.7). We then apply this approximation to obtain the composite density ρ˜ks for the
projection of multiple primitives
max
i∈Q
ρˆi(p,zi,s,r)≈ ρ˜ks(p,Z,s,r,k) := KSmax(ρˆ(p,Z,s,r)) (6.2)
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Figure 6.1: Geometry projection for various points p with respect to a geometric component i: (a)
partially intersecting ωi, with 0< ρi < 1; (b) inside of ωi, with ρi = 1; and (c) outside of ωi, with ρi = 0.
where ρˆ is the vector of effective densities. Z = {zT1 ,zT2 , . . . ,zTNq}T is the vector of design parameters for
all primitives and Q is the set of all primitives. With this smooth composite density, we subsequently
Figure 6.2: Geometry projection of a solid bar onto a uniform finite element grid
define the elasticity tensor of the ersatz material using (5.9) and (5.10).
6.4 Adaptive Mesh Refinement
For a convenient demonstration of the mesh refinement strategy we describe in the sequel, we discretize
the design region using bilinear quadrilateral elements for 2-dimensional problems and trilinear hexa-
hedral elements for 3-dimensional problems. The mesh refinement is performed by successively subdi-
viding quadrilaterals in four using a quadtree strategy, and octahedrals in eight using an octree strategy.
In Figures 6.3a and 6.3b, the element on the top right corner is refined by subdividing the parent ele-
ment into smaller children elements. When neighboring elements have different levels of refinement,
there will be ‘hanging nodes’ along element edges (indicated with circles in Figure 6.3). These hanging
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(a) (b) (c) (d)
Figure 6.3: Mesh refinement by subdivision of (a and c) quadrilateral and (b and d) hexahedral ele-
ments. The refinements in (a) and (b) satisfy the single-level mesh-incompatibility requirement, while
the refinements in (c) and (d) violate it.
nodes introduce incompatibility to the finite element solution across element edges, therefore constraint
equations on the degrees of freedom must be imposed to ensure continuity. As usual in these refinement
schemes, neighboring elements are required to differ by no more than one level of refinement for ease
of implementation. Figs 6.3c and 6.3d show examples of mesh refinements that violate this single-level
mesh-incompatibility requirement. To satisfy this requirement, if two neighboring elements already dif-
fer by a level of refinement and the element with the finer mesh is marked for refinement, then the other
element will be marked for refinement too. In the case of Figs 6.3c and 6.3d, refinement is required for
the left-top and left-top-front elements respectively.
To mark an element for refinement we require a refinement criterion. In the case of topology opti-
mization with discrete geometric components, we seek a refinement indicator that accounts not only for
the geometric parameters of the component, but also for its size variable. We first discuss for simplicity
the case of a single component. In this case, if the component has a size variable of unity, we would like
the underlying mesh to be coarse both inside and outside of the component and fine near its boundaries;
and if the size variable is zero, we would like the underlying mesh to be coarse in the region occupied by
the component. Therefore, a suitable refinement indicator for a single component is the effective density
of (6.1). That is, an element e is marked for refinement if its effective density satisfies
0< ρˆe ≤ ρth . 1 (6.3)
where ρth is a threshold effective density above which the element is considered to be close to solid.
Based on this refinement indicator, the proposed AMR process for a single component is as follows.
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1) We start with a mesh whose elements all have a size corresponding to the coarsest level, and we
compute the effective density for all the elements; 2) elements are marked for refinement if they satisfy
(6.3); and 3) marked elements are refined once by subdivision. If additional levels of refinement are
desired, then the process is repeated, i.e., the effective density is computed for all elements in the refined
mesh of step 2, and elements are subsequently marked for refinement based on the aforementioned
criterion, but also if they violate the single-level mesh-incompatibility requirement.
The AMR process for a structure made of a single solid bar (i.e., α = 1) is now illustrated for two
levels of refinement. The first level of refinement is shown in the top row of Figure 6.4. First, the
composite density is computed on a coarse grid (Figure 6.4a). We use a sampling window radius r
corresponding to the circle that circumscribes the element to compute its effective density ρˆe (in this 2-
dimensional example, if the element e size is he, then r=
√
2he/2). We then mark elements for refinement
based on the refinement criterion of (6.3), shown in Figure 6.4b. Next, we refine the marked elements
by subdivision to produce the mesh shown in Figure 6.4c. We repeat the geometry projection on this
refined mesh and re-compute the element effective densities (Figure 6.4d). With these new densities, we
perform an additional level of refinement, as shown in the bottom row of Figure 6.4. In this level, we not
only mark elements for refinement based on the refinement indicator, but also if they violate the single-
level mesh-incompatibility requirement. Additional levels of refinement follow the same procedure. We
note that, since the mesh refinement is based on the projected density, the refined mesh provides a better
resolution of the geometry of the component, and the resolution of course increases with additional levels
of refinement, as can be seen by comparing Figures 6.4d and 6.4h.
Since ρˆe is a function of the size variable of the component, different values of the size variable α
will result in different refined meshes. Figure 6.5 demonstrates the effect of values of the size variable on
the mesh refinement. When α = 1, only elements near the boundary of the bar are refined (Figure 6.5a).
When α has an intermediate value (such that ρˆe < ρth), the entire region occupied by the bar is refined,
which guarantees elements with intermediate effective densities are always refined. Finally, if α = 0, the
bar is effectively removed from the design, hence no mesh refinement is performed, as shown in Figure
6.5d.
The aforementioned refinement strategy may lead to an inconsistent level of refinement (i.e., elements
of different sizes) along the boundary of the component. Figure 6.6a exemplifies this situation, where
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(e) (f) (g) (h)
Figure 6.4: Mesh refinement of a single component based on its effective density. Top: first level of
refinement; bottom: second level of refinement. (a and e) effective density before refinement; (b and f)
elements marked for refinement; (c and g) refined mesh; and (d and h) effective density after refinement.
α = 1.0
(a)
α = 0.7
(b)
α = 0.4
(c)
α = 0.0
(d)
Figure 6.5: Effect of the size variable on a two-level adaptive mesh refinement. Effective density (top)
and refined mesh (bottom) for bars with different size variable values.
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(a) (b)
Figure 6.6: Element refinement along the component boundary: (a) Inconsistent (b) Consistent.
we observe that the element size is not consistent along the boundary of the bar due to the orientation of
the bar. As demonstrated in [96] for density-based topology optimization, this inconsistency may lead
to suboptimal designs. A solution to this issue, proposed in [96], is to increase the size of the band of
elements around the boundary that are marked for refinement. It is straightforward to adapt this strategy
in our method by increasing the radius r of the sampling window used to compute the effective density.
For example, Figure 6.6b shows the refined mesh when we use a radius that equals twice the radius of the
circumscribing circle, i.e., r =
√
2he. In effect, doubling r is roughly equivalent to adding an additional
layer of elements to the band, as shown in Figure 6.7. We therefore use this increased sample window
radius for the mesh refinement in all of our examples. We note, however, that when we compute the
effective density to obtain the ersatz material, the circumscribing sampling window radius is still used to
obtain a more accurate geometry projection (note that, for a single bar, the composite density equals the
effective density of the bar).
r
2r
ω
∂ω
e
Figure 6.7: Consistent mesh size along boundary obtained by enlarging sampling window.
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The above discussion considered only a single component. When considering multiple components,
we simply impose the same refinement criterion of (6.3) on the composite density of (6.2), i.e.:
0< ρ˜eks ≤ ρth . 1 (6.4)
When considering multiple bars, one important consideration is that the lower-bound KS-function (5.7)
underestimates the true maximum. To see why this is important, we consider the case where several bars
overlap at the centroid of an element e, with one of them having a size variable of α = 1 and the others
having α < 1. If we use the true maximum function to perform the Boolean union, then the composite
density would equal unity and therefore the element would not be marked for refinement per (6.4), which
is the behavior we desire because our main goal is to reduce the mesh size as much as possible. However,
when using the lower-bound KS approximation of the maximum, then ρ˜eks < 1, hence it is possible that
ρ˜eks < ρth in spite of the presence of the fully solid bar, and the element gets marked for refinement.
Therefore, we should not choose a threshold ρth too close to unity to avoid this situation. The value
ρth = 0.9 is used in all the examples presented in this work and performed relatively well. Figure 6.8
illustrates the use of the composite density as a refinement criterion for multiple bars, with several values
of the size variable of one of the bars. As seen in the figure, when both bars have a size variable of
unity, the entire region inside of their union has a coarse mesh; when one of the bars has an intermediate
value, the portion of that bar that does not intersect the other bar results in a fine mesh; and when the size
variable of that bar is zero, it has no effect on the mesh refinement, because in that case the composite
density equals the effective density of the other bar.
6.5 Optimization Problems and Computer Implementation
To demonstrate the effectiveness of the proposed AMR method with discrete geometric components, we
consider two optimization problems: 1) the minimum compliance problem of (5.29); and 2) the stress-
constrained problem of (5.28). As before, we use MMA to solve the foregoing optimization problems.
The design variables are scaled to the interval of [0,1] and a move limit m is imposed on the scaled design
variables to improve the convergence.
Our code is implemented using the deal.II finite element library [7, 2]. The library provides
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Figure 6.8: Mesh refinement for two intersecting bars and the effect of the size variable. Top: bars with
solid colors indicating their penalized size variable values. Bottom: refined mesh with two levels of
refinement and composite density. The size variable of the bar that runs from top-left to right-bottom is
(a) α = 1, (b) α = 0.7 and (c) α = 0.
mesh refinement utilities, including the handling of the resulting hanging nodes in the analysis, greatly
facilitating the implementation of our proposed AMR scheme. Moreover, to ensure the efficiency of our
method, we parallelize the AMR, geometry projection, element assembly, solution of the linear system
and sensitivity calculation using the parallel data structures and linear algebra software provided with the
library.
The topology optimization with AMR is summarized in the flowchart of Figure 6.9. Within each
outer optimization loop, the mesh refinement always starts from the coarsest mesh level L = 0. As illus-
trated in the previous section, the next mesh refinement level is obtained by marking elements for refine-
ment based on the refinement criterion and the single-level mesh-incompatibility requirement; marked
elements are then refined by subdivision, and the process is repeated until the desired refinement level
Nrl is attained. Since we start from a coarse mesh at every outer optimization loop, when the design
changes it is entirely possible that regions that were refined in previous design iterations are no longer
refined in the current one, and thus have a coarse mesh.
We note that in density-based methods it is necessary to re-define the set of design variables every
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time the mesh is adapted, since the design representation is tied to the mesh; moreover, the optimization
functions corresponding to different mesh discretizations must be mapped from previous optimization
iterations to the current to avoid having to restart MMA (cf., [90]). In the topology optimization with
geometric components that we consider in this work, these strategies are unnecessary because the rep-
resentation of the design is independent of the mesh. We also note that the geometry projection-based
indicator of (6.4) provides a straightforward way of performing the AMR at each iteration of the opti-
mization, which, as demonstrated in [96] and mentioned in Section 6.2, leads to better designs.
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Figure 6.9: Flowchart of the optimization and the AMR.
The computational bottleneck of the topology optimization is the solution of the system of linear
equations. For modest size problems, direct solvers can be used to efficiently solve this linear system, and
they have the advantage of being less sensitive to the large condition number arising by the high-contrast
between void and solid regions in topology optimization. However, for the large-scale 3-dimensional
problems presented later in this paper, the use of direct solvers becomes prohibitive because of their
computational and storage requirements. Iterative solvers such as the Conjugate Gradient (CG) method,
on the other hand, have relatively lower computational cost and storage requirements for large problems.
To achieve fast convergence for iterative solvers, a good preconditioner is necessary. Unfortunately, pop-
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ular preconditioners such as incomplete Cholesky and Jacobi are very sensitive to the condition number
of the system. This problem is exacerbated in the topology optimization with geometric components,
because when the components do not form a connected load path between the points of application of
the loads and the displacement boundary conditions, the conditioning of the system substantially wors-
ens. Moreover the conditioning of the system also worsens with an increased number of elements. As
the condition number increases, the solution will require more iterations to converge, which makes the
solution time infeasible. Therefore, it is desired to have a preconditioner for the iterative solution for
large-scale problems that is less sensitive to the condition number and that scales well with the problem
size. As shown in [3], the Geometric MultiGrid (GMG) preconditioner with CG provides superior per-
formance for the solution of the linear systems arising in topology optimization. A framework of the
GMG preconditioner on adaptively refined meshes is proposed in [44] and implemented in the deal.II
library; we employ it for the 3-dimensional examples to speed up the solution process.
6.6 Examples
We present several numerical examples to demonstrate the proposed method. For all the examples, we
consider all geometric components to be made of a homogeneous, isotropic, linearly elastic material with
Young’s modulus E = 1E5 and Poisson’s ratio ν = 0.3. We employ bar and plate components for the
2-dimensional and 3-dimensional design problem respectively. The design envelope is discretized with
bilinear quadrilateral elements for the 2-dimensional problems, and with trilinear hexahedral elements
for the 3-dimensional problems. As aforementioned, we employ a direct solver for the 2-dimensional
problems, and an iterative solver (preconditioned conjugate gradient) for the 3-dimensional problems.
We impose the lower bound ρmin = 1E-4 on the void region (cf. (5.9)). The optimization is stopped when
the absolute value of the maximum change in the scaled design variables between the current iteration
and two previous consecutive iterations is less than 5E-3. All the 2-dimensional examples are performed
using a single thread on an 8-core 3.60GHz Intel Core i7-7820X processor. The machine information for
the 3-dimensional problems will be described separately for each example.
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6.6.1 2-dimensional MBB Beam Design For Compliance Minimization
We consider the well-known Messerchmitt-Bo¨lkow-Blohm (MBB) beam design problem shown in Fig-
ure 6.10 for the first example. The optimization problem is the minimization of the structural compliance
subject to a volume fraction constraint v∗f = 0.3 (5.29). Since the loading and boundary conditions are
symmetric with respect to the center plane of the beam (indicated by a dashed line in Figure 6.10), we
only model the right-hand side of the beam. The design envelope, initial design, external loading and
boundary conditions for the half-beam are shown in Figure 6.11. The applied load F has a magnitude of
10. The move limit m is set to 0.05. In this example, the coarsest mesh level, corresponding to L = 0, is
a uniform mesh with element size hc = 0.25. The target refinement level Nrl is set to 2 so that the finest
mesh element has size h = 0.0625 after the AMR. The strategy described in Section 6.4 and Figure 6.9
is used to generate the adaptively refined mesh at each optimization iteration.
The AMR mesh and composite density for the initial design, iterations 10 and 30, and the last itera-
tion (50) are plotted in Figure 6.12a. The design iterates show that the mesh is adaptively refined as the
optimization progresses. The region with intermediate density is meshed with a fine mesh, while regions
with zero or near-unity density are meshed using coarse elements. The optimization converges to a design
with complianceΘ= 0.534 in 166 seconds and the mesh in the last iteration consists of 10,756 elements.
We perform the optimization for the same problem on a uniform fine mesh with element size h= 0.0625
and a total 25,600 elements. This full-resolution mesh is obtained by globally refining the coarsest mesh
Nrl times before the optimization (we use this same procedure for the full-resolution meshes in this and
all of the following examples). The mesh and composite density for the initial design, iterations 10 and
30, and the last iteration (42) are plotted in Figure 6.12b. The entire optimization takes 171 seconds to
converge to a design with Θ = 0.539, which is fairly similar to the one obtained with AMR. Moreover,
the two designs are fairly similar. The average solution time per iteration is 3.3 seconds for AMR and
4.1 seconds with the full-resolution mesh. The timing information for the last optimization iteration is
shown in Table 6.1.
In this example, using AMR does not significantly reduce the the total optimization time, because
the mesh refinement itself takes about 40% of the total time for this small problem. Nevertheless, AMR
successfully halves the number of mesh elements, which reduces the computational burden for any cal-
culation that is a function of the number of mesh elements, including the geometry projection and its
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sensitivities, the global stiffness matrix computation and the finite element analysis. As a result, us-
ing AMR still outperforms using the full-resolution mesh despite the overhead time associated with the
AMR. As we demonstrate in other examples, however, the savings achieved by using AMR is significant
for large-scale problems.
Since the bars in the design are directly represented by the design parameters, we can easily translate
the optimal design into a CAD model. The composite density field and its corresponding CAD model
for the optimal designs obtained using AMR and full-resolution meshes are shown in Figures 6.13a and
6.13b respectively.
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Figure 6.10: MBB beam design problem definition
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Figure 6.11: Initial design, geometry, loads and boundary conditions for the half-MBB beam design
problem. Color denotes the penalized size variable αs.
Task AMR (s) Full resolution (s) AMR % Improvement
Mesh refinement 0.913 0 -
Geometry projection 0.254 0.514 51%
Finite element assembly 0.055 0.116 53%
Finite element linear solution 0.114 0.784 85%
Responses calculation 0.001 0.001 0%
Sensitivities calculation 1.040 1.560 33%
Total time 2.337 2.975 21%
Table 6.1: Time breakdown for the last iteration of the MBB problem.
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(a) (b)
Figure 6.12: MBB beam design optimization with AMR (left) and full-resolution (right) meshes. From
top to bottom: initial design, iteration 10, iteration 30, and last iteration (50 for AMR and 42 for full-
resolution mesh). Compliance values for optimal designs are Θ = 0.534 for AMR and Θ = 0.539 for
full-resolution mesh.
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Figure 6.13: (a) Optimal design obtained using (a) AMR; (b) full-resolution mesh. Color denotes the
penalized size variable αs.
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6.6.2 Stress-constrained 2-dimensional L-bracket Design
In this example, we demonstrate the proposed AMR method in the context of stress-based optimization.
We consider the classical L-bracket design problem that minimizes volume fraction with a constraint on
the highest von Mises stress in the structure. The optimization problem is described in (5.28). The design
envelope, loading, boundary conditions and initial design are shown in Figure 6.14. The load F has a
magnitude of 3 and is distributed on several elements along the vertical edge to avoid the artificial stress
concentration arising from a single concentrated load. A maximum allowable stress constraint σ? = 2.4
is imposed. We also impose a tight move limit m = 0.015, to dampen detrimental design changes arising
from the nonlinearity of the problem (cf., [102]). Similarly to the previous example, we perform the
optimization on an adaptively refined mesh and a full-resolution mesh for comparison. For AMR, the
coarsest mesh level L = 0 is a uniform mesh with element size hc = 2. The target refinement level Nrl
is set to 1 so that the finest mesh element has size of h = 1 after AMR. In order to have a consistent
loading for both optimizations, elements along the loading edge have an element size h = 1 throughout
the optimization when using AMR. The full-resolution fine mesh has a uniform mesh size h = 1 with a
total of 6400 elements.
The optimization run with AMR takes 97 iterations to converge to a design with v f = 0.229 as
shown in Figure 6.15a. It takes 120 seconds to converge, and the final adaptively refined mesh has
4006 elements, which roughly corresponds to two thirds the number of elements of the full-resolution
mesh. Figure 6.15b shows for comparison the optimal design obtained with the full-resolution mesh,
which takes 117 iterations to converge to a design with v f = 0.227 in 159 seconds. We observe that
both approaches obtain similar designs with similar stress distributions. This example demonstrates
that the proposed AMR strategy can be applied to stress-based optimization. We note that the recently
published method in [90] investigates an AMR strategy to improve the accuracy of the stress computation
in density-based topology optimization. However, such a consideration is out of the scope of this paper,
and our goal is simply to reduce the number of elements for large-scale problems.
6.6.3 Stress-constrained 3-dimensional L-bracket Design
We now show another example of stress-based topology optimization using AMR, this time on a 3-
dimensional problem. We generate the design envelope for this problem by extruding the 2-dimensional
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Figure 6.14: Initial design, geometry, loads and boundary conditions for the 2-dimensional L-bracket
design problem. Color denotes the penalized size variable αs.
L-bracket of the previous example by 40 units. The loading and boundary conditions are shown in Figure
6.16a. A distributed surface load is applied over the shaded area near the tip of the beam, as depicted
in Figure 6.16a, to avoid artificial stress concentrations. The optimization consists of minimizing the
volume fraction v f with a maximum allowable stress constraint σ? = 0.15. The coarsest mesh level
L= 0 corresponds to a uniform mesh with element size hc = 4, while the target refinement level Nrl is set
to 2 so that the finest mesh element has size of h= 1 after AMR. As in the previous example, elements on
the loading surface are fixed and have an element size of h = 1 throughout the optimization when using
AMR in order to have a consistent loading. We employ the GMG preconditioner described in Sec. 6.5
for the solution of the analysis. As in the previous examples, we perform two optimizations using AMR
and full-resolution meshes for comparison. The full-resolution mesh is a uniform mesh with element
size of h = 1 and a total of 256,000 elements. For this example, we use four machines with 24 Xeon
E5-2690 v3 2.60GHz cores each, and we employ one thread per core, for a total of 96 threads.
Figure 6.17 shows the finite element mesh, the composite density iso-surface of ρ˜ = 0.4, the CAD
model and the stress distribution of the optimal designs for the two optimizations. The optimization with
AMR takes 237 iterations to converge to a design with v f = 0.215 in 18,000 seconds (5 hours). The
adaptive mesh for the optimal design using AMR has 157,321 elements. The optimization with the full-
resolution mesh converges to a design with v f = 0.212 in 213 iterations and 3,840 seconds (1.07 hours).
It may seem surprising at first that the optimization with the full-resolution mesh is much faster than the
one using AMR despite having far more elements. The reason for this is that the local mesh refinement
in AMR leads to a less efficient GMG preconditioner than the one obtained for the full-resolution mesh,
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Figure 6.15: (a) Optimal design and its relaxed stress distribution obtained using (a) AMR, with v f =
0.229; and (b) a full-resolution mesh, with v f = 0.227.
which is obtained by globally refining the coarsest mesh Nrl times. This is evident from the comparison
of the timing information shown in Table 6.2. The AMR leads to time savings for most of the tasks
except the finite element linear solution and the sensitivity analysis, which, when using iterative solvers,
requires another full-fledged finite element solution. Therefore, we note that for 3-dimensional problems
that have a modest size, like the one presented here, the savings from using AMR cannot compensate
the loss in the effectiveness of the GMG preconditioner when compared to the full-resolution uniform
mesh. However, as the problem size increases, the AMR with GMG will eventually outperform the
full-resolution mesh with GMG simply because of the substantial reduction in the number of elements.
Task AMR (s) Full resolution (s) AMR % Improvement
Mesh refinement 1.78 0 -
Geometry projection 0.238 0.259 8%
Finite element assembly 0.275 0.398 31%
GMG preparation 0.891 1.045 15%
Finite element linear solution 55.6 10.2 -445%
Responses calculation 0.184 0.267 31%
Sensitivities calculation 32.9 10.9 -202%
Total time 91.868 23.069 -298%
Table 6.2: Time breakdown for the last iteration of the 3-dimensional L-bracket problem.
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Figure 6.16: 3-dimensional L-bracket problem definition: (a) design space, loading and boundary con-
ditions; (b) initial design made of 16 plates. Color scale indicates the penalized size variable αs.
6.6.4 Compliance Minimization of 3-dimensional Cantilever Beam
In this last example, we consider the design of a 3-dimensional cantilever beam to minimize its structural
compliance subject to a relatively low volume fraction constraint of v∗ = 0.05. The design envelope,
loading, boundary conditions and initial design are shown in Figure 6.18a. The initial design is made of
eight plates. The applied load F has a magnitude of 10. The MMA coefficient M is set to 100 to better
satisfy the volume fraction constraint, and we use a move limit m = 0.05. We impose lower bounds
lmin = 2 and wmin = 2 on the dimensions of plates. The placement constraint introduced in [105] and
described in Chapter 4 is imposed for this example to ensure plates are entirely contained within the
design envelope and avoid impractical cuts across the plate thickness. All plates have a very small fixed
thickness t = 0.2 compared to the dimensions of the design envelope. This high contrast between the
plates thickness and the dimensions of the design envelope is common in the design of structures made
of stock plates. For this example, the coarsest mesh (L = 0) has a uniform element size hc = 1 as shown
in Figure 6.18b. We target an element size h = 0.03125 that requires Nrl = 5 levels of refinement. If
the mesh were globally refined five times to obtain the full-resolution mesh as in previous examples,
the refinement would result in 23,592,960 uniform mesh elements. However, by employing the proposed
AMR strategy, the number of elements reduces to 3,294,920 for the same problem (for the initial design).
For this example, we use six machines with 24 Xeon E5-2690 v3 2.60GHz cores each, and we employ
one thread per core, for a total of 144 threads. We apply the AMR strategy to this example; Figure 6.19
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Figure 6.17: Results obtained for optimizations with (a) AMR, with v f = 0.215; and (b) full-resolution
mesh, with v f = 0.212. From left to right: mesh for last iteration, composite density iso-surface of
ρ˜ = 0.4, CAD representation with color indicating penalized size variable αs, and von Mises stress.
shows the final design. The optimization takes 231 iteration in 665 minutes (11 h 5 min) to converge,
hence an optimization iteration spends 2.9 minutes on average. The adaptively refined mesh for the last
iteration is shown in Figure 6.20. The total number of elements for this last iteration is 1,976,155, which
corresponds to only 8.4% of the full-resolution mesh. Figure 6.21 depicts the history of the number of
mesh elements during the entire optimization. For comparison, we also perform one design iteration
with the full-resolution mesh: we take the optimal design of Figure 6.19 obtained using AMR, refine all
elements to the highest refinement level to obtain the full-resolution mesh, and perform one design step.
If the optimization with the full-resolution mesh were to take the same number of iterations as that with
the AMR strategy, the total optimization time would be approximately 42.5 hours (the actual time will be
different since the condition number of the system is different for each design and therefore the number
of iterations to convergence of CG will vary). The timing information is summarized and compared
in Table 6.3. From this table, we can observe that AMR leads to speedups in every task, resulting in an
estimated 74% time savings per optimization iteration. Although the GMG preconditioner obtained from
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Figure 6.18: (a) Initial design, geometry, loads and boundary conditions for the 3-dimensional cantilever
beam design problem. Color denotes the penalized size variable αs. (b) Initial coarse mesh.
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Figure 6.19: Final design of 3-dimensional cantilever beam: (a) 0.4 iso-surface of composite density,
Θ= 2.71; and (b) plate design, with colors indicating the penalized size variable αs.
the full-resolution mesh is so efficient that it can solve a 23 M elements mesh in approximately seven
minutes, the solution time with the AMR mesh is still much shorter than with the full-resolution mesh.
We note that in the case of unstructured meshes, the efficiency of the GMG preconditioner is limited,
hence we expect more speedup using AMR [58].
Unfortunately, there is no rule to determine a priori if performing AMR is more efficient than using
the full-resolution mesh, because this depends on the problem; for instance, for a design region that is
not a cuboid, and/or for unstructured meshes as aforementioned, computing the GMG preconditioner on
the full-resolution mesh may become more expensive, and so the AMR strategy may be advantageous
for smaller problems. The only certain way to determine the convenience of using AMR is to perform a
single finite element solution with both schemes and compare the times.
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Figure 6.20: Adaptively refined mesh of the design in the last iteration of the 3-dimensional cantilever
beam optimization using AMR.
Task AMR (s) Full resolution (s) AMR % Improvement
Mesh refinement 11 0 -
Geometry projection 2.35 16.7 86%
Finite element assembly 2.37 22.6 90%
GMG preparation 6.16 69.22 91%
Finite element linear solution 129 436 70%
Responses calculation 0.003 0.019 84%
Sensitivities calculation 4.58 51.7 91%
Total time 155.46 596.24 74%
Table 6.3: Time breakdown for the last iteration of the 3-dimensional cantilever beam problem.
6.7 Conclusions
The presented numerical experiments show that the proposed adaptive mesh refinement strategy accom-
modates very well the topology optimization with discrete geometric components using the geometry
projection method. The proposed strategy is independent of the shape of the geometric components,
and we applied it successfully to compliance minimization and stress-constrained problems. Since the
refinement indicator is based on the geometry projection, our method can readily refine the mesh at every
optimization iteration, which leads to efficient designs. As shown by our examples, it does not always
make sense to use this AMR strategy: for relatively small problems, or for large problems where a highly
structured mesh leads to a highly efficient GMG preconditioner, the optimization with the full-resolution
mesh may still outperform the optimization with the adaptively refined mesh. However, for some of the
problems we are interested in, namely problems with very slender members in relation to the dimensions
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Figure 6.21: History of the number of elements using AMR for the 3-dimensional cantilever design
problem.
of the design envelop and with relatively low volume fractions, the required full-resolution meshes are
so large that the AMR strategy is bound to outperform the optimization with the full-resolution mesh.
In these cases, the AMR clearly achieves our goal of substantially decreasing the computational burden.
Additional future work is required to incorporate in our refinement strategy a refinement indicator based
on solution error.
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Chapter 7
A Modified Tunneling Technique to Find
Better Local Minima in Structural
Optimization
7.1 Summary
Topology optimization problems are typically non-convex, and as such, multiple local minima exist.
Depending on the initial design, the type of optimization algorithm and the optimization parameters,
gradient-based optimizers converge to one of those minima. Unfortunately, these minima can be highly
suboptimal, particularly when the structural response is very non-linear or when multiple constraints are
present. This issue is more pronounced in the topology optimization of geometric primitives, because
the design representation is more compact and restricted than in free-form topology optimization. In this
chapter, we investigate the use of tunneling in topology optimization to move from a poor local minimum
to a better one. The tunneling method used in this chapter is a gradient-based deterministic method that
finds a better minimum than the previous one in a sequential manner. We demonstrate this approach
via numerical examples and show that the coupling of the tunneling method with topology optimization
leads to better designs.
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7.2 Introduction
Topology optimization is an efficient tool to determine the optimal material distribution within a design
envelope given structural and resource requirements. Since the pioneering development in [12], numer-
ous methods have been proposed to solve topology optimization problems; we refer readers to [80, 13]
for detailed reviews. One of the most widely used approaches to solve topology optimization problems
is the density-based method [11, 114]. In this approach, the design region is discretized in a voxel-like
manner using the elements of a finite element mesh. A continuous density variable is allocated to each
element, and the mesh remains fixed throughout the optimization. The elemental densities are the design
variables in the optimization, and they are used to weight the material stiffness within each element via
C(ρi) = ρsi C0 (7.1)
where ρi is the density for element i and s is a penalization power. This power law approach is the so-
called solid isotropic material with penalization (SIMP), and its goal is to penalize intermediate values
of the elemental densities to obtain a mostly 0/1 (solid-void) design. This is necessary because, in most
cases, it is not possible to interpret and physically realize intermediate densities.
If s = 1, the problem of minimum compliance subject to a volume constraint is convex and has a
unique solution [67]. However, extensive regions with intermediate densities will appear in the final
design and, as aforementioned, the resulting design will not be in general manufacturable. If, on the
other hand, s > 1, intermediate density values will render lower stiffness per amount of material and
therefore be structurally inefficient, and thus the optimizer will favor a 0/1 design. However, the opti-
mization problem becomes non-convex. In the absence of some control mechanism, it also lacks a global
minimum, since the optimal design would have an infinite number of holes. In the following discussion,
however, we assume that a length control mechanism such as, for example, filtering [77, 78], slope con-
trol [68] or perimeter control [39] is employed and thus a solution to the optimization problem exists and
is mesh-independent.
Gradient-based optimizers are employed to find a local optimum for this non-convex problem. Dif-
ferent optimizers may render different local optima as shown in [70, 69]. Moreover, a small change in
the initial parameters of the problem may lead to a different optimum (cf. [81]). For example, [100]
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demonstrates that the choice of the initial design significantly affects the performance of the optimum in
the design of structures for heat conduction. The tree-like structure commonly reported in the literature,
which is obtained starting from a uniform density field (cf. [13]), is actually a sub-optimal solution. By
carefully choosing the initial design, it is possible to find needle-like optimal designs that have better
performance. In [74], a continuation method is proposed to improve the convergence of the optimizer to-
wards the global optimum for compliance problems. The optimization starts from an unpenalized (s= 1)
convex problem, then increases s by a small amount at every optimization iteration until reaching the de-
sired SIMP penalization value (e.g., s = 3). Other continuation methods can be found in [81]. In [100],
the authors show that a very strict continuation strategy can prevent the optimization from falling into a
sub-optimal solution. Although continuation methods may also work for objective functions other than
compliance, their effectiveness cannot be guaranteed [80].
Another important family of topology optimization techniques, which we do not study in this work,
is that of level set methods (cf., [91]). In these techniques, the boundary of the design is represented by
a level set of a function. The analysis can be done by mapping this level set to an elemental density as in
density-based methods, or by immersed-boundary techniques that are able to represent a sharp boundary.
Level set techniques provide a sharper definition of the boundaries than density-based methods through-
out the entire optimization. The way in which the design is updated is by advancing the level set of
the initial design, i.e., by modifying the boundaries of the initial design [91]. In some techniques, holes
are introduced at certain locations as dictated by an indicator function, such as the topological derivative.
Although we do not cover these methods in this work, the fact that they produce design changes by modi-
fying the boundaries of the initial design presumably also makes them prone to converging to suboptimal
local minima. As such, we believe the techniques we advance in this paper may also be extended to this
family of methods.
Convergence to undesirable or suboptimal local minima has also been observed in geometry pro-
jection methods for topology optimization with discrete geometric primitives. As reported in previous
chapters, different initial designs (made of arbitrary layouts of primitives) or different optimization pa-
rameters may lead to different local optima and possibly a highly suboptimal design. This behavior is
more severe in stress-based optimization, as demonstrated in Chapter 5. Moreover, the optimization can
get more easily stuck in a poor local minimum in the presence of multiple design constraints. A related
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family of techniques belong to the moving morphable components (MMC) method [37, 112, 111, 106],
whereby primitives such as bars and plates are represented via implicit functions (which the authors
call the topological description functions), and then mapped onto the analysis via a smoothed Heaviside
approximation.
In this chapter, we investigate the use of a gradient-based global optimization technique, the tun-
neling method, in topology optimization problems in order to obtain better local minima. Tunneling
is a deterministic method to find better local optima in a sequential manner [54, 36, 9, 35]. Although
the original works introducing the tunneling method claim it can reach a global optimum, we make no
such claim in this work and we are simply content with finding better local minima. The tunneling
method was first demonstrated for unconstrained optimization [54] and later extended to constrained op-
timization problems [36]. The tunneling process finds a better local minimum than the previous one in a
sequential manner. Since an expensive finite element analysis is required for every function evaluation,
it is computationally infeasible to apply non-gradient methods based on random processes for topology
optimization [79]. Stochastic optimization techniques such as genetic algorithms (GA) and simulated
annealing typically require a large number of function evaluations. For instance, a rule of thumb for ge-
netic algorithms states that the population size (which corresponds to the number of function evaluations
per iteration) should at least equal ten times the number of design variables [85]. Given the large number
of design variables in topology optimization, such a high number of function evaluations is simply com-
putationally infeasible. The same reasoning applies to random tunneling, which follows a similar idea
to the deterministic tunneling method, but can only be applied to problems with inexpensive function
evaluations. Random tunneling has been used for topology optimization of trusses with a few members
[50]. On the contrary, the deterministic tunneling method utilizes gradient information at every stage,
and thus requires less function evaluations. This property makes it a good candidate for finding better
local minima using the aforementioned topology optimization techniques.
The remainder of the chapter is organized as follows: The modified tunneling method is briefly
introduced and summarized in the next section. Section 7.4 defines the optimization problem. Numerical
examples are presented in Section 7.5 to demonstrate the effectiveness of the proposed method. Finally,
we draw conclusions of our work in Section 7.6.
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7.3 The Tunneling Method
The tunneling method is a deterministic technique aimed at finding the global optimum (if it exists) by
cycles. As aforementioned, we make no claims here that the tunneling method is indeed capable of
reaching a global minimum, but merely use it to reach better local minima, particularly in cases where
the topology optimization gets stuck in poor local minima. In each cycle, there are two phases. The first
phase is an optimization phase to find a local optimum. The second phase is a tunneling phase to find a
new starting point for the next optimization phase. Figure 7.1 illustrates these cycles for an unconstrained
optimization problem. In this example, the optimization phase renders the first local minimum x?1 from
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Figure 7.1: Schematic plot of the tunneling method applied to an unconstrained optimization problem.
the starting point x01. The subsequent tunneling phase finds a starting point x
0
2 6= x?1 for the next cycle
with a function value f (x02) = f (x
?
1) by solving the tunneling function
T (x, f (x?1)) = f (x)− f (x?1) = 0 (7.2)
This phase of the cycle ‘tunnels’ under irrelevant minima until it finds the starting point x02 for the next
optimization phase, which leads to a new local minimum x?2 with a function value
f (x?2)≤ f (x02) (7.3)
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and consequently
f (x?2)≤ f (x?1) (7.4)
This property can be used to demonstrate the global descent property of the tunneling method [36, 54]:
f (x?I )≤ f (x?I−1) (7.5)
where I denotes the tunneling cycle number. Despite this global descent property, there is no rigorous
test for the existence of a minimum of the tunneling function (7.2). In practice, the tunneling optimiza-
tion stops if the tunneling phase fails to find a solution of (7.2) for x?I after a certain number of attempts.
An advantage of the tunneling method is that during the tunneling phase, it always tries to find a local
optimum with a lower function value than the current one, and thus it ignores all irrelevant local min-
ima with higher function values regardless of how many there are. Thus, without knowing every local
minima, a better design can be obtained in an orderly fashion.
When solving the tunneling function (7.2) for x0 6= x?, it is convenient to introduce a pole with
strength λ to deflate the zero at x?, as this facilitates moving away from the current minimum. The
tunneling function is then redefined as:
T (x,x?,λ , f (x?)) :=
f (x)− f (x?)
‖ x−x? ‖2λ (7.6)
Both tunneling functions in (7.2) and (7.6) are plotted in Figure 7.2 for comparison. Moreover, in the
solution of the tunneling function, the iterator x is offset from x? at the first iteration to avoid dividing by
zero, thus
x = x?+ εe (7.7)
where ε is a small number and e is a uniformly distributed random unitary vector.
7.3.1 Tunneling Method for Constrained Optimization Problems
When applying the tunneling method to constrained optimization problems, the constraints also need to
be taken into account in the tunneling phase. The general nonlinear optimization problem can be written
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Figure 7.2: The effect of adding a pole at x?1 to the tunneling function.
as:
min
x
f (x)
subject to g(x)≤ 0
h(x) = 0
(7.8)
In [36], constraints that are active at the local minimum of the optimization phase are added to the
tunneling function and Newton’s method is subsequently used to find a root of the set of nonlinear
equations given by the optimality conditions that is feasible. In this work, we modify this strategy and
instead use the same non-linear programming optimizer utilized in the optimization phase to minimize
the tunneling function in (7.6) subject to the same constraints of the problem in the optimization phase.
Therefore, all constraints are naturally accommodated by the optimizer.
To effectively get a starting point x0I+1 for the next optimization phase that is away from the current
local minimum x?I , we must consider three different possibilities (for which we assume x?I is a strong
minimum):
1. x?I is an interior minimum, i.e., it is located inside the feasible region with no constraints being
active, and it is a solution to the unconstrained optimization problem
min
x
f (x) (7.9)
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2. x?I is a boundary minimum, i.e., it is located on the boundary of the feasible region, and it is a
solution of (7.9).
3. x?I is located on the boundary the feasible region, but it is not a solution of (7.9), i.e., ∇ f (x?I ) 6= 0.
For cases 1 and 2, there is no x in a neighborhood of x?I that satisfies f (x) = f (x?I ), therefore we
can construct a pole on x?I . For case 3, where x?I is a constrained minimum, there exist designs x in
a neighborhood of x?I that satisfy f (x) ≤ f (x?I ); however they are located in the infeasible region. In
this case, attempts to make T ≤ 0 while reducing the infeasibility will drive the iterates back to the
constrained minimum x?I . In order to avoid such behavior, instead of imposing a pole on x?I , the pole xc
is added between x and x?I . Therefore, the tunneling function for case 3 is defined as
T (x,x?,λ , f (x?)) :=
f (x)− f (x?)
‖ x−xc ‖2λ
(7.10)
In the above equation,
xc := βx?I +(1−β )x (7.11)
where β ∈ [0,1].
7.3.2 Multiple Local Minima
When finding a new starting point x0I+1 during the tunneling phase, it is possible that x
0
I+1 is a local
optimum at the same level of x?I (i.e. f (x0I+1) = f (x
?
I )). To prevent x from going back to previously
found minima, the tunneling function is modified as
T (x) :=
f (x)− f (x?)
∏`i=1 ‖ x−x?i ‖2λi
(7.12)
where ` is the number of previously found local minima at the same level. The arguments of the tunneling
function T are omitted for clarity.
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7.3.3 Stopping Criteria
If we cannot find a feasible x that satisfies T (x) ≤ 0, this may indicate that the current local minimum
x?I could be a global optimum. However, we reiterate that there is no rigorous test for the existence of a
solution to the tunneling function and hence no guarantee that x?I is indeed a global optimum. In [36], the
following stopping criteria are suggested: 1) failure to find a solution after a specified maximum number
of initial points is reached, with the initial point computed via (7.7); and 2) failure to find a solution of
the tunneling function after a specified maximum number of function evaluations is reached.
The tunneling method is summarized in the flow chart of Figure 7.3.
Start
Optimization Phase
Tunneling Phase
T ≤ 0?
Yes
No
End
Yes
No
𝒙 = 𝒙𝐼
⋆ + 𝜖𝒆 
Stopping Criteria 
Satisfied?
Figure 7.3: Flowchart of the tunneling method.
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7.4 Optimization Problem
The general topology optimization problem is formulated as
min
x
f (u(x),x)
subject to
g j(u(x),x)≤ 0, j = 1, . . . ,m
x≤ x≤ x¯
(7.13)
where f is the objective function and g j is the jth inequality constraint (we do not consider here the
equality constraints h of (7.13) since they are not common in structural optimization problems). u is the
displacement and x is the vector of design variables. x and x¯ are the lower and upper bounds of the design
variables respectively. For density-based topology optimization, the design variables x are the elemental
densities. For topology optimization with discrete geometric primitives, the design variables x are the
geometric parameters of the primitives plus one size variable for each primitive. This size variable is
penalized in the same spirit of SIMP, and it is an indicator of whether a primitive is void or solid. This
penalized size variable greatly facilitates removing primitives from the design, and it is a hallmark of the
geometry projection method.
Unlike the work in [36], here we replace the root-finding problem corresponding to the solution of
the non-linear tunneling function with the following minimization problem:
x0I+1 = argminx T (u(x),x,x
?
I )
subject to
g j(u(x),x)≤ 0, j = 1, . . . ,m
x≤ x≤ x¯
(7.14)
where T is the tunneling function and x?I is the design obtained from the previous optimization phase.
By doing this, we can apply the same optimizer for both the optimization and tunneling phases. For
example, in this paper, we employ the Method of Moving Asymptotes (MMA) [86] to solve both the
optimization and tunneling problems. Besides conveniently accommodating a large number of design
variables and directly incorporating constraints for the topology optimization problems, converting the
144
tunneling problem into a constrained minimization problem and solving it using MMA also improves
the effectiveness of the tunneling method. In [36, 54], the tunneling function is solved via a root-finding
algorithm, e.g., a damped Newton’s method. Hence, the goal of the tunneling phase is restricted to finding
a x0I+1 such that f (x
0
I+1) = f (x
?
I ) and x0I+1 6= x?I . However, by converting the root-finding algorithm into a
minimization problem in (7.14), we provide more freedom for the tunneling phase and allow it to locate
a x0I+1 such that f (x
0
I+1)≤ f (x?I ) and x0I+1 6= x?I (if one exists). Therefore, the effectiveness and efficiency
are improved since the tunneling phase can also find lower levels of the objective function. As we will
show in the examples, the computational cost of the tunneling phase is comparable to the cost of the
optimization phase. The initial design x for the tunneling problem of (7.14) is computed using (7.7).
When the minimum found by (7.14) is larger than zero, the tunneling fails and we restart the tunneling
from a new initial design.
Unless otherwise stated, in the numerical examples provided in the next section we only perform
two tunneling steps. We do not intend to use the tunneling method to locate the global optimum (which,
as previously stated, may not be possible at all), but merely to get better local minima. Our numerical
experiments indicate that two tunneling steps are sufficient for this purpose without causing a drastic
increase in the number of function evaluations. The optimization phase in (7.13) terminates when: 1)
the absolute change in the objective function value between consecutive iterations K+1 and K satisfies
| fK+1− fK |≤ ε f (1+ | fK+1 |), where ε f is a specified tolerance; or 2) a specified maximum number of
iterations I0max is reached. The termination criteria for the tunneling phase in (7.14) are: 1) the tunneling
function T ≤ 0 and | f (xI)− f (x?) |> 0.01∗ | f (x?) | while all constraints are satisfied; or 2) a specified
maximum number of iterations ITmax is reached.
7.5 Examples
We present several numerical examples to demonstrate the proposed approach. For all examples, ε f =
0.00001, I0max = 200 and I
T
max = 200 unless otherwise stated. In (7.11), β=0.5. As aforementioned, we use
MMA to perform the optimization in both phases, however we note that other non-linear programming
techniques such as sequential quadratic programming (SQP) could also be used. A move limit of 0.1 is
enforced to each MMA design update. In the original tunneling methods, the pole strength λ is modified
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at each iteration of the constrained tunneling problem [36]. However, in this work the tunneling phase
is converted to a minimization problem. Changing the pole strength results in different optimization
functions at each iteration, which hampers convergence. Therefore, we impose a fixed pole strength
λ = 0.5 for all examples as our experiments indicate this value works relatively well. We note that a
different selection of the foregoing parameters could have an effect on the efficiency of the tunneling
approach, however this effect is not investigated in the current work and we defer such study to future
work.
7.5.1 Density-Based Topology Optimization of Michell Bridge
The first example corresponds to compliance minimization subject to a volume constraint using density-
based topology optimization. The design domain, boundary conditions, loading and initial density field
are shown in Figure 7.4. A point load F = 1 is applied to the midpoint of the bottom edge of the
design domain. The design domain is meshed with 150×50 bilinear quadrilateral elements of uniform
size h = 1. Instead of using a uniform density field as initial design, which will generally lead to a good
optimum for the compliance problem, we employ a uniformly distributed random density field, generated
with MATLAB’s rng function with a seed of 1. This allows us to better demonstrate the effectiveness
of the tunneling method. For this example, we employ the 88 lines Matlab code of [4] and replace the
50
150
F
Figure 7.4: Configurations of Michell’s bridge problem and the intial density field.
optimizer with MMA. The penalization power p in (7.1) is set to 3 and the volume fraction constraint
limit is set to 0.3. We use a density filter of size 2h.
We first let the optimization run without any stopping criteria or tunneling. The design and compli-
ance C for iterations 200 and 2000 are shown in Figure 7.5. Comparing the results in Figure 7.5, we only
see a 0.8% improvement in the compliance after an additional 1800 iterations, and a minor change in the
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(a) C = 23.234 (b) C = 23.039
Figure 7.5: Density-based designs for Michell bridge at iterations 200 and 2000.
topology of the design. We observe that the optimization slowly decreases the compliance by moving
the boundary of the design once a solid-void design has been found. This behavior has been reported in
[80, 69]. The slow convergence indicates that the optimization is attracted to a local optimum, which lies
in a neighborhood where the objective function becomes nearly flat.
Next, we apply tunneling to this problem. The iteration histories of the objective and constraint
functions during the optimization phases are plotted in Figure 7.6 along with the designs at the end of
each optimization phase. The magnitude of the objective function values and the number of iterations for
all phases are summarized in Table 7.1. Since the version of MMA used in this work does not perform
an additional line search, the number of MMA iterations equals the number of function evaluations for
each phase. By comparing the designs at the end of the first and third optimization phases, we observe
that the tunneling technique allows the optimization to move away from one local optimum to another
with smaller compliance. Moreover, the tunneling renders a topological change of the suboptimal design
from the first optimization phase, thus circumventing the issue of slow moving boundaries. With a total
of 203 iterations (and thus 203 function evaluations) including the tunneling phase, we found a design
with a compliance of C = 22.988 that is lower than the design in Figure 7.5b with C = 23.039 obtained
after 2000 iterations without tunneling.
7.5.2 Density-Based Topology Optimization of Heat Conduction Structure
In this example, we apply the tunneling method to explore better optima for a heat conduction structure.
The problem formulation is depicted in Figure 7.7. We consider the minimum thermal compliance
problem of this structure using two materials with isotropic thermal conductivities of k0 = 1 and kmin =
0.001. The volume fraction of the material with high thermal conductivity is denoted as v f . The entire
design domain is heated with a uniform heat generation rate g. A heat sink of constant zero temperature
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Figure 7.6: Convergence history for optimization phases. Opt. i correponds to the design at the end of
ith optimization phase.
is placed at the center of the bottom edge, and the rest of the boundary is insulated. Therefore, the
thermal compliance objective function can be expressed as:
ΘT =
∫
Ω
gT dΩ (7.15)
where T is the temperature field. We impose a volume constraint of v f ≤ 0.3 for this problem. For more
details on the problem formulation, we refer readers to [100].
An initial design corresponding to a uniform density field is commonly used in the density-based
method and it typically leads to a good optimal design. However, the heat conduction problem discussed
in this example is an exception, as shown in [100]. In that work, the authors demonstrate that the typically
reported tree-like structures obtained with a uniform-density initial design are actually suboptimal, and
that a better optimal design is a needle-like structure, since straight needle members can transfer heat
more efficiently than the curved members characteristic of tree-like structures (cf. Figure 7.8). From
Figure 7.8, we observe that a good initial design that is already somewhat close to the optimal design
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Figure 7.7: Geometry and boundary conditions for the heat conduction structure.
is required in order to obtain a structure with better performance. However, for problems with complex
geometry and boundary conditions, it is exceedingly difficult to come up with a very good initial guess
by intuition. To reach a good local optimum starting from a uniform density field that does not require a
priori knowledge, one strategy shown to work [100] is to use a continuation method.
In our example, we apply tunneling to this problem. The design domain in Figure 7.7 is discretized
using a 800× 800 mesh of bilinear square elements of size h = 1. We employ a density filter with a
radius of 8.8. To allow for a careful search of the local optimum, we perform 20 tunneling steps instead
of two as in the other examples. The maximum number of iterations ITmax in the tunneling phase is set to
400 for this example.
Figure 7.9 demonstrates the improvement in the thermal compliance as the tunneling progresses. The
designs at the end of optimization phases 1, 5, 10, 15 and 20 are plotted for comparison. The first 15
tunneling steps noticeably decrease the level of the objective function by discovering better local optima.
However, the rate of improvement slows down in the last five tunneling steps, and the structure at the
end of optimization phase 20 is still somewhat a tree structure. Nevertheless, by comparing the structure
between optimization phases 1 and 20, we observe that the tunneling method successfully locates better
local optima with longer and straighter needle-like members, which agrees with the observations of [100].
While this example demonstrates that the tunneling strategy systematically and successfully decreases
the objective function at every optimization phase, it also shows that, at least for this particular problem,
it requires a large number of function evaluations. Therefore, additional work is needed in the future to
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Figure 7.8: Optimal topologies with minimum thermal compliance [100]. The left column shows the
initial guess and the right column the optimal design. The dash-dot line box indicates the design with the
best objective function value.
determine strategies to make the tunneling strategy more effective. As we show in the following section,
however, in the case of topology optimization with geometric primitives, only a few tunneling steps
produce significant improvements.
7.5.3 Tunneling with Geometric Primitives
For the following examples, we apply the tunneling method to topology optimization with discrete geo-
metric primitives. For simplicity, all examples employ the offset-surface 2-d bars described in [62]. The
vector of design variables is x= {zT1 ,zT2 , . . . ,zTNq}, where zi = [xi0,xi f ,αi] is the vector of design variables
for bar i. xi0, xi f are the endpoints of its medial axis, and αi is its size variable. The width of all bars is
fixed. Although we only provide examples with 2-d bar problems, the tunneling method can be readily
extended to the topology optimization of other primitives such as the 3-d flat and curved plates described
in previous chapters, or to supershapes [63].
For all of the following examples, the design domains are discretized with uniform bilinear square
elements. The 2-d bars we consider are made of a material that is homogeneous, isotropic and linear
elastic with Young’s modulus E = 100000 and Poisson’s ratio ν = 0.3. In the void region where bars are
not present, we impose a lower bound ρmin = 0.0001 on the projected density to circumvent an ill-posed
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Figure 7.9: History of the tunneling process for heat conduction structure. Points denote the thermal
compliance value at the end of each optimization step.
analysis. For all examples with geometric primitives, we implement our method in a C++ code that uses
the deal.II library [7, 8, 6] to perform the finite element analysis.
Cantilever Beam
The first example consists of a cantilever beam with a downward tip load F = 10 applied on the bot-
tom right corner of the design domain as shown in Figure 7.10. Our past experience indicates that the
optimization is prone to converging to a suboptimal design when starting with an initial design made of
many bars. Therefore, in this example, the initial design is seeded with 100 bars of fixed width w = 0.5.
We use a fixed grid with 160× 40 elements for the analysis. The objective function for this example is
the structural compliance and we impose a volume fraction constraint of 0.3.
The iteration histories of the objective and constraint functions during the optimization phases are
shown in Figure 7.11. We observe that, unlike the design obtained at the end of the first optimization
phase, the design obtained in the last optimization phase has diagonal members that more directly con-
nect the top and bottom portions of the beam, which is expected in optimal 2-d frames [73]. In terms
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of magnitude, the final design is 3.4% less compliant than the design obtained at the end of the first
optimization phase, as reported in Table 7.1.
When the tunneling phase is performed, we always obtain a new starting point whose compliance is
the same or lower than that of the previous minimum. However, in Figure 7.11 we note that when we start
a new optimization phase after a tunneling phase, the compliance jumps to a large value before it starts
decreasing again. We suspect this is due to the particular optimization algorithm we are employing (that
is, the specific version of MMA we are currently using), however more extensive numerical experiments
beyond the ones presented in this thesis are required to ascertain, and if needed alleviate, the origin of
these jumps. Nevertheless, we note that the optimization phase consistently converges to a better local
minimum than the previous one in a few iterations.
For the minimum compliance problem, the gain obtained with tunneling is not very significant be-
cause the first optimization phase has already converged to a good design. However, when the optimiza-
tion objective is more nonlinear (e.g., stress), the first optimization phase more easily gets stuck in a
suboptimal design. In this case, the tunneling method can significantly improve the design as demon-
strated in the following examples.
F
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0.0 0.5 1.0
Figure 7.10: Initial design, geometry, loads and boundary conditions for the compliance-based topology
optimization with discrete bars of a cantilever beam. Bar color denotes the size variable α .
2-d L-bracket
The second example consists of the stress minimization subject to a volume fraction constraint of a 2-d L-
bracket. This is a widely used benchmark for stress-based topology optimization. The design envelope,
loading, boundary conditions and initial design are shown in Figure 7.12. The objective function for this
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Figure 7.11: Iteration history during optimization phases of cantilever beam design. Opt. i corresponds
to the design at the end of the i-th optimization phase. Bar color denotes the size variable.
example is the p-norm global stress measure given by
σPN :=
(∫
Ω
(σV M(x)P dv
)1/P
(7.16)
where σV M is the von Mises stress, P is the p-norm power andΩ is the design domain. We refer the reader
to Chapter 5 and [102] for details on the formulation and the design sensitivities. As discussed in Chapter
5, the stress-based topology optimization with discrete bars converges to a poor, suboptimal design if it
starts from a disconnected initial design. The tunneling method proposed in this work can alleviate this
behavior by helping the optimization move away from these poor minimum. In this example, we use
the same initial design made of disconnected bars used in Chapter 5 and shown in Figure 7.12. All bars
have a fixed width of 5. For this example, a volume fraction constraint with constraint value of 0.28 is
imposed. To avoid an artificial stress concentration near the region where the load is applied, the force
F = 3 is distributed over six nodes along the vertical edge. The design domain is meshed with uniform
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square elements of size h = 1, which results in 6400 elements.
The result of the optimization is shown in Figure 7.13. The first optimization phase clearly converges
to an undesired design. The subsequent tunneling and optimization phases improve the design and we
end up with a design that has a p-norm stress that is less than half that of the first optimization design
with the same amount of material.
However, it is worth noting that, unlike the stress minimization problem, the tunneling technique will
not be of help for the problem of minimizing volume subject to a stress constraint when starting from an
initial design with disconnected bars. The latter problem proves more challenging for optimizers that,
like MMA, linearize the constraints. Moreover, the initial design for this problem is too far away from
the feasible region due to the lack of an uninterrupted load path between the portion of the boundary
where traction loads are applied and the portion where Dirichlet boundary conditions are imposed. Thus,
it is very difficult for the optimizer to reach the feasible region in the first place so that it can find a local
minimum. In other words, tunneling cannot do much if a feasible design cannot be found in the first
optimization phase.
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Figure 7.12: Initial design, geometry, loads and boundary conditions for the stress-based topology opti-
mization with discrete bars of a 2-d L-shape bracket. Color denotes the size variable α .
We repeat this example but introduce multiple geometric constraints. As discussed in Chapter 3, the
optimization can get easily stuck in a poor local minimum in the presence of many geometric constraints.
We introduce two geometric constraints in addition to the volume fraction constraint: 1) a placement
constraint that ensures bars lie entirely within the design domain described in Chapter 4, which prevents
cuts to the primitives that may be difficult to manufacture; and 2) a length constraint that limits the
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Figure 7.13: Iteration history during optimization phases of L-shape design. Opt. i corresponds to the
design at the end of the i-th optimization phase. Bar color denotes the size variable.
maximum length of the bars and that can reflect, for example, commercial availability of stock material.
The initial design, mesh, boundary conditions and loading are the same as those of the previous example.
The length constraint is set to 40 so that the maximum length any bar can have is 40. In a similar manner
to the aggregation of stresses of (7.16), we use an aggregate function to impose a maximum length on all
bars via a single constraint in the optimization.
The iteration history of the optimization phases is plotted in Figure 7.14. The magnitude of the
global stress measure and the number of iterations for all of the optimization and tunneling phases are
summarized in Table 7.1. Similarly to the last example, a poor design is attained in the initial optimization
phase. The tunneling process renders a much better design at the end of the third optimization phase.
The optimization is able to move bars away from the reentrant corner to avoid the stress concentration,
and all constraints are satisfied.
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Figure 7.14: Iteration history during optimization phases of L-shape design with multiple geometric
constraints. Opt. i corresponds to the design at the end of the i-th optimization phase. Bar color denotes
the size variable. The red solid, blue dashed and green dashed lines correspond to the constraint violation
for the volume fraction, placement and length constraints respectively.
7.6 Conclusions
We introduced a modified tunneling method for structural optimization problems, whereby the solution
of the tunneling phase is solved with the same optimizer as that of the optimization case (in the ex-
amples here presented, the method of moving asymptotes). The numerical examples demonstrate that
the modified tunneling method successfully and systematically produces better local minima for topol-
ogy optimization. This effect was observed both in density-based topology optimization problems and
in topology optimization with geometric primitives. The improvement was more marked for the latter,
and we posit this is simply because the more compact geometry representations used in these methods
are more prone to falling into poor local minima. The improvement in the objective obtained with the
modified tunneling strategy is more pronounced for problems that are highly non-convex (i.e., stress
minimization). We believe the proposed tunneling framework can be generally applied to other topol-
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Ex. Objective Constraints Opt. 1 Tunnel 1 Opt. 2 Tunnel 2 Opt. 3 Improvement
1 Compliance Vol.
23.303
(60)
23.223
(45)
23.218
(10)
23.007
(72)
22.988
(16)
1.4%
2 Compliance Vol.
0.597
(50)
0.588
(174)
0.522
(139)
0.517
(58)
0.514
(56)
13.9%
3 Stress (σPN) Vol.
14.986
(95)
12.631
(91)
3.824
(149)
3.786
(467)
2.761
(200)
81.6%
4 Stress (σPN) Vol., Pla., Len.
12.291
(200)
10.527
(50)
4.239
(200)
4.048
(312)
3.596
(200)
70.7%
Table 7.1: Summary of results for all examples. The value in parentheses indicates the number of
iterations for each phase, which equals the number of function evaluations. The last column lists the
percentage improvement between designs at the end of the last and first optimization phases.
ogy optimization problems with different responses and design parameterizations (for example, the level
set method), as well as to shape optimization. Additional investigation is needed into ways to increase
the efficiency of the method, particularly for problems like the heat conduction structure; this will be
addressed in future work.
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Chapter 8
Conclusions
Topology optimization is a powerful tool to explore novel and efficient designs. However, prevalent
topology optimization methods tend to generate organic structures that are difficult to fabricate with
available manufacturing processes. This significantly prevents the application of topology optimization
to the design of structures made by joining stock material with prescribed shapes. When these methods
are employed, substantial design modifications are inevitable to translate the optimal topology into a
concept that can be manufactured using stock material. These iterations are not only time-consuming
but often result in increased weight. The methods advanced in this thesis efficiently generate topologies
distinctly made of structural shapes. The considerations on the geometry, manufacturability and struc-
tural performance render designs that are more amenable to physical realization, and thus decrease the
number of manual design iterations necessary to obtain an efficient final design.
In this thesis, I formulated the first topology optimization methods that can produce topologies made
of flat and curved plates of variable position, dimensions and orientation within a 3-dimensional design
envelope. I extended these methods to the first topology optimization technique that automatically deter-
mines the optimal layout of plate-like ribs to reinforce a panel. To produce designs exclusively made of
primitives while circumventing the need of re-meshing upon design changes, I used the geometry pro-
jection method to establish a smooth map between the high-level parametric geometry of the primitives
and a fixed finite element grid for primal and sensitivity analysis. The smoothness of the map allows
us to employ efficient and robust gradient-based optimizers. I also developed techniques to incorporate
strength as well as certain manufacturability considerations in the topology optimization. These con-
158
siderations include: 1) a general placement constraint to ensure geometric primitives of arbitrary shape
entirely lie within a design envelope of any shape to prevent impractical cuts in the final design; and 2)
a separation constraint to ensure minimum distance between plates to allow, for example, welding gun
access. I also advanced a formulation to incorporate stresses in the topology optimization with discrete
geometric primitives to render lightweight designs while satisfying strength requirements. Thanks to the
aforementioned considerations and to the high-level parametric representations of geometric primitives,
the optimal designs can be directly translated to a CAD model that is more easily manufactured with-
out resorting to extensive manual design modifications. In addition to these techniques, I developed a
generic adaptive mesh refinement strategy and a modified tunneling method to improve the efficiency
and effectiveness of the topology optimization with geometric primitives. In particular, the adaptive
mesh refinement strategy significantly decreases the computational burden of the optimization for prac-
tical structures exhibiting low volume fractions so that the solution for realistic-size problems becomes
possible. The tunneling method enables the optimization to move away from a sub-optimal design so
that better optima can be obtained.
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