Abstract -The paper explores iris recognition for personal identification and verification. In this paper a new iris recognition technique is proposed using (Scale Invariant Feature Transform) SIFT. Image-processing algorithms have been validated on noised real iris image database. The proposed innovative technique is computationally effective as well as reliable in terms of recognition rates.
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Overview
Today, biometric recognition is a common and reliable way to authenticate the identity of a living person based on physiological or behavioral characteristics. A physiological characteristic is relatively stable physical characteristics, such as fingerprint, iris pattern, facial feature, hand silhouette, etc. This kind of measurement is basically unchanging and unalterable without significant duress. A behavioral characteristic is more a reflection of an individual's psychological makeup as signature, speech pattern, or how one types at a keyboard. The degree of intra-personal variation in a physical characteristic is smaller than a behavioral characteristic. For examples, a signature is influenced by both controllable actions and less psychological factors, and speech pattern is influenced by current emotional state, whereas fingerprint template is independent. Nevertheless all physiology-based biometrics don't offer satisfactory recognition rates (false acceptance and/or false reject rates, respectively referenced as FAR and FRR). The automated personal identity authentication systems based on iris recognition are reputed to be the most reliable among all biometric methods: we consider that the probability of finding two people with identical iris pattern is almost zero [1] . That's why iris recognition technology is becoming an important biometric solution for people identification in access control as networked access to computer application [2] . Compared to fingerprint, iris is protected from the external environment behind the cornea and the eyelid. No subject to deleterious effects of aging, the small-scale radial features of the iris remain stable and fixed from about one year of age throughout life.
Outline
This paper is divided into 4 main parts. The Section 1 introduces what is the position of iris technology in personal authentication. In the Section 2, we sum up the state of the art in the domain of iris recognition. The more widely known iris recognition system developed by J.Daugman [4] is taken as reference for comparison. The Section 3 presents in details our approach, and discusses the different issues we chose. At last a conclusion is done in Section 4, which tasks about the next considerations for the improvement of the proposed solution.
II. BACKGROUND The French ophthalmologist Alphonse Bertillon seems to be the first to propose the use of iris pattern (color) as a basis for personal identification [3] . In 1981, after reading many scientific reports describing the iris great variation, Flom and San Francisco ophthalmologist Aran Safir suggested also using the iris as the basis for a biometric. In 1987, they began collaborating with computer scientist John Daugman of Cambridge University in England to develop iris identification software who published his first promising results in 1992 [4] . Later on a little similar works have been investigated, such as R. Wildes' [5] , W.Boles' [6] and R.Sanchez-Reillo's [7] systems, which differ both in the iris features representation (iris signature) and pattern matching algorithms. R.Wildes' solution includes (i) a Hough transform for iris localization, (ii) Laplacian pyramid (multi-scale decomposition) to represent distinctive spatial characteristics of the human iris, and (iii) modified normalized correlation for matching process. W.Boles' prototype operates in building (j) a onedimensional representation of the gray level profiles of the iris followed by obtaining the wavelet transform zerocrossings of the resulting representation, and (jj) original dissimilarity functions that enable pertinent information selection for efficient matching computation. To finish J. Daugman This biometric identification platform processes iris recognition through (i) a specific optical unit that enables noninvasive acquisition of iris images, and (ii) a data processing unit. Although capturing a well-defined image of the iris while not interacting actively with the device seems to be one the major challenge we encountered for iris recognition system design, our research focus on the second block both in charge of (j) the enrolment process, and (jj) the matching which quantifies the similitude between two biometric templates.
III. PROPOSED APPROACH Previous work on iris recognition, derived from the information found in the open literature, led us to suggest a few possible improvements. For justification of these new concepts we implemented in Matlab/C .The algorithm used is as follows:
• Image Acquisition • Iris Localization.
• Find the darkest point of image (referred as black hole) in the global image analysis.
• Determine a range of darkness (based on 1) designated as the threshold value (t) for identification of black holes.
• Determine the number of black holes and their coordinates according to the predefined threshold. Calculate the centre of mass of these black holes.
• Construct a L x L region centred at the estimated centroid.
• Repeat step 3 to improve the estimation of actual centroid of pupil.
• Find key points using SIFT.
• Match the key points of the input image with the key points of images in database. The algorithm is beautifully explained by following algorithmic flow chart, figure 1. Image Acquisition: One of the major challenges of automated iris recognition is to capture a high-quality image of the iris while remaining noninvasive to the human operator. Given that the iris is a relatively small (typically about 1 cm in diameter), dark object and that human operators are very sensitive about their eyes, this matter requires careful engineering. Several points are of particular concern. First, it is desirable to acquire images of the iris with sufficient resolution and sharpness to support recognition. Second, it is important to have good contrast in the interior iris pattern without resorting to a level of illumination that annoys the operator, i.e., adequate intensity of source (W/cm ) constrained by operator comfort with brightness (W/sr-cm ). Third, these images must be well framed (i.e., centered) without unduly constraining the operator (i.e., preferably without requiring the operator to employ an eye piece, chin rest, or other contact positioning that would be invasive). Further, as an integral part of this process, artifacts in the acquired images (e.g., due to specular reflections, optical aberrations, etc.) should be eliminated as much as possible. Schematic diagrams of two image-acquisition rigs that have been developed in response to these challenges. The acquired Image is as shown I figure 1 below:
Figure 1 : Acquired Image

B. Iris Localization
Without placing undue constraints on the human operator, image acquisition of the iris cannot be expected to yield an image containing only the iris. Rather, image acquisition will capture the iris as part of a larger image that also contains data derived from the immediately surrounding eye region. Therefore, prior to performing iris pattern matching, it is important to localize that portion of the acquired image that corresponds to an iris. In particular, it is necessary to localize that portion of the image derived from inside the limbus (the border between the sclera and the iris) and outside the pupil. Further, if the eyelids are occluding part of the iris, then only that portion of the image below the upper eyelid and above the lower eyelid should be included. Typically, the limbic boundary is imaged with high contrast, owing to the sharp change in eye pigmentation that it marks. The upper and lower portions of this boundary, however, can be occluded by the eyelids. The papillary boundary can be far less well defined. The image contrast between a heavily pigmented iris and its pupil can be quite small. Further, while the pupil typically is darker than the iris, the reverse relationship can hold in cases of cataract: the clouded lens leads to a significant amount of backscattered light. Like the pupillary boundary, eyelid contrast can be quite variable depending on the relative pigmentation in the skin and the iris. The eyelid boundary also can be irregular due to the presence of eyelashes. Taken in tandem, these observations suggest that iris localization must be sensitive to a wide range of edge contrasts, robust to irregular borders, and capable of dealing with variable occlusion. Reference to how the Daugman and Wildes et al. iris recognition systems perform iris localization further illustrates the issues. Both of these systems make use of first derivatives of image intensity to signal the location of edges that correspond to the borders of the iris. Here, the notion is that the magnitude of the derivative across an imaged border will show a local maximum due to the local change of image intensity. Also, both systems model the various boundaries that delimit the iris with simple geometric models. For example, they both model the limbus and pupil with circular contours. The Wildes et al. system also explicitly models the upper and lower eyelids with parabolic arcs, whereas the Daugman system simply excludes the upper-and lower-most portions of the image, where eyelid occlusion is expected to occur. In both systems, the expected configuration of model components is used to fine tune the image intensity derivative information. In particular, for the limbic boundary, the derivatives are filtered to be selective for vertical edges. This directional selectivity is motivated by the fact that even in the face of occluding eyelids, the left and right portions of the limbus should be visible and oriented near the vertical (assuming that the head is in an upright position). Similarly, the derivatives are filtered to be selective for horizontal information when locating the eyelid borders. In contrast, since the entire (roughly circular) pupillary boundary is expected to be present in the image, the derivative information is used in a more isotropic fashion for localization of this structure. In practice, this fine tuning of the image information has proven to be critical for accurate localization. For example, without such tuning, the fits can be driven astray by competing image structures (e.g., eyelids interfering with limbic localization, etc.). The two systems differ mostly in the way that they search their parameter spaces to fit the contour models to the image information. To understand how these searches proceed, let I(x,y) represent the image intensity value at location (x,y) and let circular contours (for the limbic and papillary boundaries) be parameterized by center location (xc,yc) and radius r. The Daugman system fits the circular contours via gradient ascent on the parameters (xc,yc,r) so as to maximize Where is a radial Gaussian with center ro and standard deviation σ that smooths the image to select the spatial scale of edges under consideration * , symbolizes convolution, ds is an element of circular arc, and division by 2πr serves to normalize the integral. In order to incorporate directional tuning of the image derivative, the arc of integration ds is restricted to the left and right quadrants (i.e., near vertical edges) when fitting the limbic boundary. This arc is considered over a fuller range when fitting the pupillary boundary; however, the lower quadrant of the image is still omitted due to the artifact of the specular reflection of the illuminant in that region (see Section II-A). In implementation, the contour fitting procedure is discretized, with finite differences serving for derivatives and summation used to instantiate integrals and convolutions. More generally, fitting contours to images via this type of optimization formulation is a standard machine vision technique, often referred to as active contour modeling The Wildes et al. system performs its contour fitting in two steps. First, the image intensity information is converted into a binary edge-map. Second, the edge points vote to instantiate particular contour parameter values. The edgemap is recovered via gradientbased edge detection [2] , [44] . This operation consists of thresholding the magnitude of the image intensity gradient,
i.e., where is a two-dimensional Gaussian with center (xo,yo) and σ is standard deviation that smooths the image to select the spatial scale of edges under consideration. In order to incorporate directional tuning, the image intensity derivatives are weighted to favor certain ranges of orientation prior to taking the magnitude. For example, prior to contributing to the fit of the limbic boundary contour, the derivatives are weighted to be selective for vertical edges. The voting procedure is realized via Hough transforms [27] , [28] on parametric definitions of the iris boundary contours. In particular, for the circular limbic or pupillary boundaries and a set of recovered edge points a Hough transform is defined as For each edge point for every parameter triple (xc,yc,r) that represents a circle through that point. Correspondingly, the parameter triple that maximizes H is common to the largest number of edge points and is a reasonable choice to represent the contour of interest. In implementation, the maximizing parameter set is computed by building as an array that is indexed by discretized values for xc,yc and r . Once populated, the array is scanned for the triple that defines its largest value. Contours for the upper and lower eyelids are fit in a similar fashion using parameterized parabolic arcs in place of the circle parameterization . Just as the Daugman system relies on standard techniques for iris localization, edge detection followed by a Hough transform is a standard machine vision technique for fitting simple contour models to images [2] , [44] . Image matching is a fundamental aspect of many problems in computer vision, including object or scene recognition, solving for 3D structure from multiple images, stereo correspondence, and motion tracking. This method describes image features that have many properties that make them suitable for matching differing images of an object or scene. The features are invariant to image scaling and rotation, and partially invariant to change in illumination and 3D camera viewpoint. They are well localized in both the spatial and frequency domains, reducing the probability of disruption by occlusion, clutter, or noise. Large numbers of features can be extracted from typical images with efficient algorithms. In addition, the features are highly distinctive, which allows a single feature to be correctly matched with high probability against a large database of features, providing a basis for object and scene recognition. The cost of extracting these features is minimized by taking a cascade filtering approach, in which the more expensive operations are applied only at locations that pass an initial test. Following are the major stages of computation used to generate the set of image features:
1. Scale-space extrema detection: The first stage of computation searches over all scales and image locations. It is implemented efficiently by using a difference-ofGaussian function to identify potential interest points that are invariant to scale and orientation. 2. Keypoint localization: At each candidate location, a detailed model is fit to determine location and scale. Keypoints are selected based on measures of their stability. 3. Orientation assignment: One or more orientations are assigned to each keypoint location based on local image gradient directions. All future operations are performed on image data that has been transformed relative to the assigned orientation, scale, and location for each feature, thereby providing invariance to these transformations. 3.1 Keypoint descriptor: The local image gradients are measured at the selected scale in the region around each keypoint. These are transformed into a representation that allows for significant levels of local shape distortion and change in illumination. This approach has been named the Scale Invariant Feature Transform (SIFT), as it transforms image data into scale-invariant coordinates relative to local features.
Detection of scale-space extrema
As described in the introduction, we will detect keypoints using a cascade filtering approach that uses efficient algorithms to identify candidate locations that are then examined in further detail. The first stage of keypoint detection is to identify locations and scales that can be repeatably assigned under differing views of the same object. Detecting locations that are invariant to scale change of the image can be accomplished by searching for stable features across all possible scales, using a continuous function of scale known as scale space (Witkin,1983) .It has been shown by Koenderink (1984) and Lindeberg (1994) that under a variety of reasonable assumptions the only possible scale-space kernel is the Gaussian function. Therefore, the scale space of an image is defined as a function, L(x, y, σ), that is produced from the convolution of a variable-scale Gaussian, G(x, y, σ), with an input image, I(x, y):
where is the convolution operation in x and y, and
To efficiently detect stable keypoint locations in scale space, we have proposed (Lowe, 1999) using scale-space extrema in the difference-of-Gaussian function convolved with the image, D(x, y, σ) which can be computed from the difference of two nearby scales separated by a constant multiplicative factor k:
There are a number of reasons for choosing this function. First, it is a particularly efficient function to compute, as the smoothed images, L, need to be computed in any case for scale space feature description, and D can therefore be computed by simple image subtraction In addition, the difference-of-Gaussian function provides a close approximation to the scale-normalized Laplacian of Gaussian, σ 2 2 G, as studied by Lindeberg (1994). Lindeberg showed that the normalization of the Laplacian with the factor σ 2 is required for true scale invariance. In detailed experimental comparisons, Mikolajczyk (2002) found that the maxima and minima of σ G can be understood from the heat diffusion equation (parameterized in terms of σ rather than the more usual t = σ 2 ):
From this, we see that 2 G can be computed from the finite difference approximation to dG/dσ, using the difference of nearby scales at kσ and σ:
And therefore
Laplacian. The factor (k 1) in the equation is a constant over all scales and therefore does not influence extrema location. The approximation error will go to zero as k goes to 1, but in practice we have found that the approximation has almost no impact on the stability of extrema detection or localization for even significant differences in scale, such as k =
2.An efficient approach to construction of D(x, y, σ) is as follows. The initial image is incrementally convolved with Gaussians to produce images separated by a constant factor k in scale space, shown stacked in the left column. We choose to divide each octave of scale space (i.e., doubling of σ) into an integer number, s, of intervals, so k = 21/s. We must produce s + 3 images in the stack of blurred images for each octave, so that final extrema detection covers a complete octave. Adjacent image scales are subtracted to produce the difference-of-Gaussian images shown on the right. Once a complete octave has been processed, we resample the Gaussian image that has twice the initial value of σ (it will be 2 images from the top of the stack) by taking every second pixel in each row and column. The accuracy of sampling relative to σ is no different than for the start of the previous octave, while computation is greatly reduced. This shows that when the difference-ofGaussian function has scales differing by a constant factor it already incorporates the σ 2 scale normalization required for the scale-invariant An important aspect of this approach is that it generates large numbers of features that densely cover the image over the full range of scales and locations. A typical image of size 500x500 pixels will give rise to about 2000 stable features (although this number depends on both image content and choices for various parameters). The quantity of features is particularly important for object recognition, where the ability to detect small objects in cluttered backgrounds requires that at least 3 features be correctly matched from each object for reliable identification. For iris matching and recognition, SIFT features are first extracted from a set of reference images and stored in a database. A new image is matched by individually comparing each feature from the new image to this previous database and finding candidate matching features based on Euclidean distance of their feature vectors. The keypoint descriptors are highly distinctive, which allows a single feature to find its correct match with good probability in a large database of features. However, in a cluttered image, many features from the background will not have any correct match in the database, giving rise to many false matches in addition to the correct ones. The correct matches can be filtered from the full set of matches by identifying subsets of keypoints that agree on the object and its location, scale, and orientation in the new image. The probability that several features will agree on these parameters by chance is much lower than the probability that any individual feature match will be in error. The determination of these consistent clusters can be performed rapidly by using an efficient hash table implementation of the generalized Hough transform. Each cluster of 3 or more features that agree on an object and its pose is then subject to further detailed verification. First, a least-squared estimate is made for an affine approximation to the object pose. Any other image features consistent with this pose are identified, and outliers are discarded. Finally, a detailed computation is made of the probability that a particular set of features indicates the presence of an object, given the accuracy of fit and number of probable false matches. Object matches that pass all these tests can be identified as correct with high confidence.
Accurate keypoint localization
Once a keypoint candidate has been found by comparing a pixel to its neighbors, the next step is to perform a detailed fit to the nearby data for location, scale, and ratio of principal curvatures. This information allows points to be rejected that have low contrast (and are therefore sensitive to noise) or are poorly localized along an edge. The initial implementation of this approach (Lowe, 1999) simply located keypoints at the location and scale of the central sample point. However, recently Brown has developed a method (Brown and Lowe, 2002) for fitting a 3D quadratic function to the local sample points to determine the interpolated location of the maximum, and his experiments showed that this provides a substantial improvement to matching and stability. His approach uses the Taylor expansion (up to the quadratic terms) of the scale-space function, D(x, y, σ), shifted so that the origin is at the sample point.
where D and its derivatives are evaluated at the sample point and x = (x, y, σ)
T is the offset,from this point. The location of the extremes, ˆx , is determined by taking the derivative of this function with respect to x and setting it to zero, giving As suggested by Brown, the Hessian and derivative of D are approximated by using differences of neighboring sample points. The resulting 3x3 linear system can be solved with minimal cost. If the offset ˆx is larger than 0.5 in any dimension, then it means that the extremum lies closer to a different sample point. In this case, the sample point is changed and the interpolation performed instead about that point. The final offset ˆx is added to the location of its sample point to get the interpolated estimate for the location of the extremum. The function value at the extremum, D(ˆx), is useful for rejecting unstable extrema with low contrast. For the experiments, all extrema with a value of |D(ˆx)| less than 0.03 were discarded (as before, we assume image pixel values in the range [0,1]). The key point selection is shown in figure 3. 
Orientation assignment
By assigning a consistent orientation to each keypoint based on local image properties, the keypoint descriptor can be represented relative to this orientation and therefore achieve invariance to image rotation. This approach contrasts with the orientation invariant descriptors of Schmid andMohr (1997), in which each image property is based on a rotationally invariant measure. The disadvantage of that approach is that it limits the descriptors that can be used and discards image information by not requiring all measures to be based on a consistent rotation. Following experimentation with a number of approaches to assigning a local orientation, the following approach was found to give the most stable results. The scale of the keypoint is used to select the Gaussian smoothed image, with the closest scale, so that all computations are performed in a scale-invariant manner. For each image sample, at this scale, the gradient magnitude and orientation is precompiled using pixel differences.
An orientation histogram is formed from the gradient orientations of sample points within a region around the keypoint. The orientation histogram has 36 bins covering the 360 degree range of orientations. Each sample added to the histogram is weighted by its gradient magnitude and by a Gaussian-weighted circular window. Peaks in the orientation histogram correspond to dominant directions of local gradients. The highest peak in the histogram is detected, and then any other local peak that is within 80% of the highest peak is used to also create a keypoint with that orientation. Therefore, for locations with multiple peaks of similar magnitude, there will be multiple keypoints created at the same location and scale but different orientations. Only about 15% of points are assigned multiple orientations, but these contribute significantly to the stability of matching. Finally, a parabola is fit to the 3 histogram values closest to each peak to interpolate the peak position for better accuracy.
The local image descriptor
The previous operations have assigned an image location, scale, and orientation to each keypoint. These parameters impose a repeatable local 2D coordinate system in which to describe the local image region, and therefore provide invariance to these parameters. The next step is to compute a descriptor for the local image region that is highly distinctive yet is as invariant as possible to remaining variations, such as change in illumination or 3D viewpoint. One obvious approach would be to sample the local image intensities around the keypoint at the appropriate scale, and to match these using a normalized correlation measure. However, simple correlation of image patches is highly sensitive to changes that cause misregistration of samples, such as affine or 3D viewpoint change or nonrigid deformations. A better approach has been demonstrated by Edelman, Intrator, and Poggio (1997). Their proposed representation was based upon a model of biological vision, in particular of complex neurons in primary visual cortex. These complex neurons respond to a gradient at a particular orientation and spatial frequency, but the location of the gradient on the retina is allowed to shift over a small receptive field rather than being precisely localized. Edelman et al. hypothesized that the function of these complex neurons was to allow for matching and recognition of 3D objects from a range of viewpoints. They have performed detailed experiments using 3D computer models of object and animal shapes which show that matching gradients while allowing for shifts in their position results in much better classification under 3D rotation. For example, recognition accuracy for 3D objects rotated in depth by 20 degrees increased from 35% for correlation of gradients to 94% using the complex cell model. Our implementation described below was inspired by this idea, but allows for positional shift using a different computational mechanism.
Keypoint matching
The best candidate match for each keypoint is found by identifying its nearest neighbor in the database of keypoints from training images. The nearest neighbor is defined as the keypoint with minimum Euclidean distance for the invariant descriptor. However, many features from an image will not have any correct match in the training database because they arise from background clutter or were not detected in the training images. Therefore, it would be useful to have a way to discard features that do not have any good match to the database. A global threshold on distance to the closest feature does not perform well, as some descriptors are much more discriminative than others. A more effective measure is obtained by comparing the distance of the closest neighbor to that of the second-closest neighbor. If there are multiple training images of the same object, then we define the second-closest neighbor as being the closest neighbor that is known to come from a different object than the first, such as by only using images known to contain different objects.This measure performs well because correct matches need to have the closest neighbor significantly closer than the closest incorrect match to achieve reliable matching. For false matches, there will likely be a number of other false matches within similar distances due to the high dimensionality of the feature space. We can think of the second-closest match as providing an estimate of the density of false matches within this portion of the feature space and at the same time identifying specific instances of feature ambiguity.
Efficient nearest neighbor indexing
No algorithms are known that can identify the exact nearest neighbors of points in high dimensional spaces that are any more efficient than exhaustive search. Our keypoint descriptor has a 128-dimensional feature vector, and the best algorithms, such as the k-d tree provide no speedup over exhaustive search for more than about 10 dimensional spaces. Therefore, we have used an approximate algorithm, called the Best-Bin-First (BBF) algorithm (Beis and Lowe, 1997). This is approximate in the sense that it returns the closest neighbor with high probability.The BBF algorithm uses a modified search ordering for the k-d tree algorithm so that bins in feature space are searched in the order of their closest distance from the query location. This priority search order was first examined by Arya and Mount (1993), and they provide further study of its computational properties in (Arya et al., 1998) . This search order requires the use of a heap-based priority queue for efficient determination of the search order. An approximate answer can be returned with low cost by cutting off further search after a specific number of the nearest bins have been explored. In our implementation, we cut off search after checking the first 200 nearest-neighbor candidates.
Clustering with the Hough transform
The Hough transform identifies clusters of features with a consistent interpretation by using each feature to vote for all object poses that are consistent with the feature. When clusters of features are found to vote for the same pose of an object, the probability of the interpretation being correct is much higher than for any single feature. Each of our keypoints specifies 4 parameters: 2D location, scale, and orientation, and each matched keypoint in the database has a record of the keypoint's parameters relative to the training image in which it was found. Therefore, we can create a Hough transform entry predicting the model location, orientation, and scale from the match hypothesis. This prediction has large error bounds, as the similarity transform implied by these 4 parameters is only an approximation to the full 6 degreeof-freedom pose space for a 3D object and also does not account for any non rigid deformations. Therefore, we use broad bin sizes of 30 degrees for orientation, a factor of 2 for scale, and 0.25 times the maximum projected training image dimension (using the predicted scale) for location. To avoid the problem of boundary effects in bin assignment, each keypoint match votes for the 2 closest bins in each dimension, giving a total of 16 entries for each hypothesis and further broadening the pose range. In most implementations of the Hough transform, a multidimensional array is used to represent the bins. However, many of the potential bins will remain empty, and it is difficult to compute the range of possible bin values due to their mutual dependence. These problems can be avoided by using a pseudo-random hash function of the bin values to insert votes into a one dimensional hash table, in which collisions are easily detected. Results: Figure below 
IV. CONCLUSION
Iris Extraction and recognition system has been developed steadily with the help of MATLAB and some mathematical calculations, however limitations such as blur and dynamically taken images make it impossible to achieve perfect naturalness to combat this, we need to take images in ultraviolet environment. After getting image from the user the system will apply Hough transform detector technique to distinguish between pupillary and iris part of human eye, system applied various inbuilt MATLAB functions and mathematical calculations to encircle outer part of pupil that is inner part of iris and will mark the outer part of iris.
