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Abstract
In the present thesis, a hybrid numerical method is presented for the solution of very large
and complex radiation and scattering electromagnetic problems, which combines the Finite
Element Boundary Integral (FEBI) technique and the Multilevel Fast Multipole Method
(MLFMM) with the Uniform Geometrical Theory of Diﬀraction (UTD). The presented hy-
brid approach is referred to as FEBI-MLFMM-UTD method and it combines for the ﬁrst
time a local method, a global fast Integral Equation (IE) method, and ray optical asymp-
totic techniques. The hybridization with UTD is performed in both the Boundary Integral
Method (BIM) part, where the Green’s function and the incident ﬁeld are appropriately
modiﬁed for Combined Field Integral Equation (CFIE), as well as within the matrix-vector
multiplications in the various levels of the MLFMM part by approximating ray optical terms
of the Green’s function with far-ﬁeld expressions suitable for MLFMM interactions. This
results in modiﬁcation of the translation procedure using a far-ﬁeld approximation of the
translation operator for ray optical contributions. In each case, the Green’s function and
the incident ﬁeld are modiﬁed according to superposition of all received ﬁeld contributions.
Dielectric regions of FEBI objects are handled eﬃciently through conventional combination
of BIM with the Finite Element Method (FEM), which does not aﬀect the hybridization
with UTD. Further, postprocessing near-ﬁeld computations in the proposed hybrid method
are accelerated using MLFMM combining near-ﬁeld and far-ﬁeld MLFMM translations for
optimum performance. Near-ﬁeld translations are performed from source groups including
currents to receiving groups including nearby observation points, whereas far-ﬁeld trans-
lations are performed for each far-away observation point at the coarsest level on which
far-ﬁeld condition is still satisﬁed. The optimum level for far-ﬁeld translations is found for
each observation point in the initialization step in a worst-case sense using its shortest dis-
tance to the MLFMM domain of the currents. In both domains ray optical contributions
due to the presence of UTD objects are taken into account according to hybridization of
MLFMM with UTD. In addition, far-ﬁeld scattering computations are performed by apply-
ing Near-Field to Far-Field Transformations (NFFFTs) in the postprocessing stage based on
planar near-ﬁeld scanning techniques. Particularly, the scattered ray optical electric ﬁeld is
ﬁrst computed in a scanning plane in the near-ﬁeld region of the involved objects using the
postprocessing MLFMM and it is then transformed into far-ﬁeld regions using plane wave
expansions. Direct ﬁeld contributions are evaluated directly in the far-ﬁeld of the involved
objects using conventional fast techniques and the total far-ﬁelds are found by superposition.
In the UTD part, double diﬀracted ray optical ﬁelds at arbitrarily oriented straight metallic
edges are included using scalar diﬀraction coeﬃcients of standard UTD. Using the hybrid
FEBI-MLFMM-UTD method large scale problems including arbitrarily shaped and electri-
cally large objects can be handled very eﬃciently saving a large amount in computation and
memory requirements, which is demonstrated very clearly with numerical examples.

Zusammenfassung
In der vorliegenden Dissertation wird eine hybride numerische Modellierungsmethode zur
Lo¨sung sehr großer und komplexer Antennen- und Streufeldprobleme vorgestellt, die das
Finite Element Boundary Integral (FEBI) Verfahren und die Multilevel Fast Multipole
Methode (MLFMM) mit der Uniform Geometrical Theory of Diﬀraction (UTD) verknu¨pft.
Das vorgestellte Verfahren wird als hybride FEBI-MLFMM-UTD-Methode bezeichnet und
verknu¨pft zum ersten Mal eine lokale Methode, ein schnelles globales Integralgleichungsver-
fahren und strahlenoptische Ansa¨tze. Die Hybridisierung mit der UTD wird sowohl in der
Boundary Integral Methode (BIM), wo die Greensche Funktion und das einfallende Feld
fu¨r die kombinierte Feldintegralgleichung (CFIE) modiﬁziert werden, als auch innerhalb der
Matrix-Vektor-Multiplikationen auf den verschiedenen Leveln der MLFMM durch Na¨herung
strahlenoptischer Terme der Greenschen Funktion mit fu¨r MLFMM-Verkopplungen geeig-
neten Fernfeldausdru¨cken, durchgefu¨hrt. Dies fu¨hrt zur Modiﬁzierung der Translation mit
geeigneten Fernfeldausdru¨cken des Translationsoperators fu¨r strahlenoptische Feldbeitra¨ge.
In beiden Fa¨llen wird die Greensche Funktion und das einfallende Feld durch U¨berlagerung
aller empfangenen Feldbeitra¨ge modiﬁziert. Dielektrische Bereiche werden eﬃzient durch
konventionelle Verknu¨pfung der BIM mit der Finiten Elemente Methode (FEM) ohne Ein-
ﬂuss auf die Hybridisierung mit der UTD behandelt. Außerdem, werden beim Postpro-
cessing Nahfeldberechnungen mit der MLFMM beschleunigt, wobei Nahfeld- und Fern-
feldtranslationen fu¨r optimale Leistung kombiniert werden. Nahfeldtranslationen werden
von Quellgruppen mit Stro¨men zu Empfangsgruppen mit naheliegenden Beobachtungspunk-
ten durchgefu¨hrt, wobei Fernfeldtranslationen fu¨r jeden entfernten Beobachtungspunkt auf
dem gro¨bstem Level durchgefu¨hrt werden, auf dem die Fernfeldbedingung noch erfu¨llt wird.
Das optimale Level fu¨r Fernfeldtranslationen wird fu¨r jeden Beobachtungspunkt im Initial-
isierungsprozess bestimmt, wobei nur der worst-case des ku¨rzesten Abstandes des Beobach-
tungspunktes zum MLFMM-Bereich der Stro¨me untersucht wird. Fu¨r beide Bereiche wer-
den strahlenoptische Beitra¨ge aufgrund von UTD-Objekten entsprechend der Hybridisierung
der MLFMM mit der UTD beru¨cksichtigt. Zudem, wird beim Postprocessing die Berech-
nung gestreuter Fernfelder mit Hilfe von Nahfeld-Fernfeld-Transformationen (NFFFTs) auf
der Grundlage planarer Scanning-Verfahren durchgefu¨hrt. Dabei werden strahlenoptische
Beitra¨ge des gestreuten Feldes zuerst auf einer planaren Scan-Ebene im Nahfeld abgetastet
und danach auf der Grundlage einer Zerlegung in ebene Wellen ins Fernfeld transformiert.
Direkte Beitra¨ge werden mit konventionellen schnellen Methoden direkt im Fernfeld der Ob-
jekte berechnet. Das gesamte Feld ist die U¨berlagerung dieser Beitra¨ge. Im UTD-Teil werden
zweifach gebeugte strahlenoptische Felder an beliebig orientierten geraden metallischen Kan-
ten mit Hilfe der skalaren Beugungskoeﬃzienten der UTD beru¨cksichtigt. Mit der hybriden
FEBI-MLFMM-UTD-Methode werden Probleme mit beliebig geformten und elektrisch sehr
großen Objekten sehr eﬃzient behandelt unter Einsparung betra¨chtlicher Rechenzeit und
Speicheraufwand. Dies wird deutlich mit numerischen Beispielen demonstriert.
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Chapter 1
Introduction
Solution of large and complex radiation and scattering problems is an important topic in
electromagnetics and is found nowadays in many applications like analysis and design of
antenna systems, analysis of installed antenna performance on large and complex platforms,
signature prediction of radar targets, remote sensing, geoelectromagnetics, biomedical en-
gineering, Electromagnetic Compatibility (EMC) investigations in communication systems,
etc. In each case the electromagnetic solution is achieved by means of solving Maxwell’s
equations for the given radiation and scattering system. Since exact analytical solutions of
electromagnetic ﬁeld problems are given only for systems with canonical geometries, Com-
putational Electromagnetics (CEM) has become the most important approach in the last
decades for solving large and complex electromagnetic radiation and scattering problems.
There is a variety of numerical methods available these days for the formulation and solution
of problems associated with electromagnetic radiation and scattering phenomena [1]-[4]. Var-
ious approaches are used for solving the ﬁeld problem, starting either with exact diﬀerential
or integral formulations providing solutions in the time or frequency domain, or using high-
frequency approximations for the ﬁeld formulations providing asymptotic solutions. Each of
these methods has advantages and disadvantages when it is used to solve electromagnetic
ﬁeld problems. The essential factors for their applicability are the shape and the material
properties as well as the dimensions with respect to the wavelength of the involved objects.
However, none of the existing methods can handle with acceptable eﬃciency all possible
electromagnetic problems for the whole frequency range of interest. As a consequence the
advantages of the various numerical approaches are combined within hybrid methods. It will
be an essential task of today’s and tomorrow’s CEM to suitably combine numerical tech-
niques within one hybrid tool, which can be eﬃciently applied to many diﬀerent kinds of
electromagnetic problems from very low up to very high frequencies.
An important step into this direction is given with the present thesis, which combines for
the ﬁrst time a fast and powerful integral equation method with ray optical asymptotic
techniques together with the ability of fast and eﬃcient postprocessing near-ﬁeld and far-
ﬁeld scattering computations including ray optical ﬁelds. Additionally, double diﬀracted ray
optical ﬁelds at arbitrarily oriented straight edges are included. In the following, an overview
over the available numerical modeling methods and the outline of the present work will be
given.
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1.1 Overview over Numerical Modeling Methods
Numerical modeling methods of electromagnetic problems can be divided into exact and
asymptotic methods [5] as shown in Fig. 1.1. Exact methods start with the exact Maxwell’s
equations to provide ﬁeld formulations in either diﬀerential or integral form and to obtain
a numerical solution. On the other hand, asymptotic methods use an approximation of the
ﬁeld equations, which is accurate for very small wavelengths providing accurate asymptotic
solutions of electromagnetic ﬁelds in the high-frequency limit, where the dimensions of the
objects can be assumed very large as compared to the wavelength. According to this distinc-
tion, exact numerical methods are also known as low-frequency methods, whereas asymptotic
methods are referred to as high-frequency methods.
Another class of approximate methods is derived using a parabolic approximation of the
Helmholtz wave equation known as Parabolic Wave Equation (PWE), which is widely used
in electromagnetic wave propagation analysis [6]. The primary limitation of the PWE ap-
proach is the neglect of backscattered ﬁelds, so that accurate calculations are restricted
to near-horizontal propagation directions. Numerical solution of PWE formulations can
be achieved with the Split-Step Fourier (SSF) algorithm [7], [8]. Finally, formulations for
slowly varying electromagnetic ﬁelds are derived from Maxwell’s equations using quasistatic
approximations, in which the ﬁeld coupling resulting from either the magnetic induction or
the electric displacement current is neglected [9].
Exact methods can be further divided into local and global methods. Local methods start
directly from Maxwell’s equations to obtain the ﬁeld formulations. The ﬁeld equations are
discretized in the whole solution domain resulting in local dependencies between the discrete
ﬁeld quantities. Most common local techniques are the Finite Diﬀerence Time Domain
(FDTD) method [10], [11], the Finite Volume Time Domain (FVTD) method [12], [13],
the Finite Integration Technique (FIT) [14] and the Finite Element Method (FEM) [15]-
[17]. Due to the local nature of these methods, they are best suited for modeling closed
inhomogeneous volumes, which are not too large as compared to the wavelength. In general,
the FEM is more attractive for modeling complex dielectric structures with arbitrary shapes
due to its variational formulation and the ﬂexible volume meshing.
Global methods are based on Integral Equation (IE) formulations, where equivalent current
densities are deﬁned according to the equivalence principle. The ﬁeld distributions of these
equivalent source currents have a global eﬀect in the whole solution domain. The IEs can
be line, surface, or volume IEs according to the geometry of the object and they are mainly
solved by the Method of Moments (MoM) [18], [19]. In particular, the formulation of the
ﬁelds using surface IEs over the boundaries of the involved objects is in general known as
Boundary Integral Method (BIM). A description of numerical methods based on the solution
of Time Domain Integral Equations (TDIEs) can be found in [20]. The main advantage of
global methods is that due to the global eﬀect of the equivalent current sources radiation
and scattering computations can be done in a more eﬀective way compared to local methods,
where the whole solution domain must be discretized or appropriately truncated. On the
other hand, the main disadvantage is the rapidly increasing computation and memory com-
plexity with growing dimensions of the involved structures. This problem has been relieved
by introducing fast integral equation methods like the Adaptive Integral Method (AIM) [21],
pre-corrected Fast Fourier Transform (FFT) methods [22] and the Fast Multipole Method
(FMM) [23] along with its multilevel versions, known as the Multilevel Fast Multipole Method
(MLFMM) [4], [24]-[26] resulting in low computation and memory complexity. Using fast
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IE solution techniques, large and complex electromagnetic ﬁeld problems are handled very
eﬃciently up to the point imposed by currently available computational resources.
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Figure 1.1: Numerical methods for modeling electromagnetic radiation and scattering prob-
lems.
In addition, asymptotic methods can be ﬁeld or source based. The ﬁrst describe the electro-
magnetic ﬁelds according to ray concepts of classical Geometrical Optics (GO) [27], [28] and
ray optical diﬀraction theories such as the Geometrical Theory of Diﬀraction (GTD) intro-
duced 1951 by Keller [29] and its uniform version developed by Kouyoumjian and Pathak
[30], [31], which is known as the Uniform Geometrical Theory of Diﬀraction (UTD). The
Time Domain Uniform Geometrical Theory of Diﬀraction (TD-UTD) has been developed
in [32]. The main advantage of ray optical high-frequency methods is that there is no need
to discretize electrically large objects providing solutions with very low computational ef-
fort, but on the other hand, ray optical formulations are restricted to objects with relatively
simple geometries. Further drawbacks of these methods is their failure to predict electro-
magnetic ﬁelds at caustics as well as the fact that ﬁelds can be evaluated only in specular
ray directions.
Source based asymptotic methods use a GO approximation for the surface currents on the
objects according to the Physical Optics (PO) together with the evaluation of the appropriate
radiation integral in order to calculate the electromagnetic ﬁelds in all spatial directions. A
systematic extension of the PO for objects with edges has been developed by Uﬁmtsev [33],
which is known as Physical Theory of Diﬀraction (PTD). Similar approaches using equivalent
edge currents have been developed by Knott and Senior [34] and Michaeli [35]. The PTD
is very useful for estimating the ﬁelds in regions having conﬂuence of the transition regions
associated with ray caustics and shadow boundaries, where UTD fails. However, the PO
and PTD require integration over the currents, which can be very ineﬃcient for large scale
problems.
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It is obvious, that all available methods have drawbacks, which restrict more or less their
applicability under certain conditions. Hybrid methods combine the advantages of the var-
ious numerical techniques providing improved performance and applicability. Within exact
methods a hybrid approach combining a local and a global technique in the frequency do-
main is the Finite Element Boundary Integral (FEBI) method, [16], [17], [36]-[40], where the
solution of the Boundary Integral (BI) part is nowadays routinely accelerated by MLFMM
resulting in a FEBI-MLFMM technique [41]. Combination of local and global methods in
the time domain can be found in [42]-[48]. Within asymptotic methods a powerful hybrid
ray tracer with ray density normalization combining GO/UTD with PO/PTD was recently
developed [49], [50]. However, for successful treatment of problems involving both arbitrarily
shaped objects with relatively large electrical sizes as well as electrically very large objects
with relatively simple shapes, combination of exact with asymptotic methods is needed.
Hybrid approaches combining exact and asymptotic methods in the frequency domain have
been developed since the 70’s mainly including combinations of conventional MoM based
global methods for conducting objects with current based (PO) and ﬁeld based (GO, GTD,
UTD) high-frequency techniques [51]-[61]. A hybrid approach combining the FEM with
high-frequency methods was introduced in [62]. Corresponding combinations in the time
domain can be found in [63]-[66]. Recently, hybridization of the FIT with UTD was devel-
oped by Skarlatos et al. for both the frequency as well as the time domain [67], [68]. A
very promising hybrid technique was developed in 2002 by Alaydrus et al. [69], where the
FEBI was combined with UTD giving full electromagnetic coupling between dielectric and
electrically large conducting objects within a common environment. However, the hybrid
FEBI-UTD method developed in [69] is restricted to conventional BI formulation without
fast IE solution. Therefore, modeling ﬂexibility is not good and UTD must often be applied
to moderately large objects that should be modeled within the BI part.
In the present thesis, the hybrid FEBI-UTD technique is extended by a novel hybrid ap-
proach, which combines the multipole ﬁeld representations of MLFMM with the ray optical
ﬁelds of UTD [70]-[73]. This extends signiﬁcantly the applicability of the hybrid method.
The hybridization is performed within the FEBI-MLFMM framework resulting in a hybrid
FEBI-MLFMM-UTD method, which combines for the ﬁrst time a local method, a global fast
IE method, and ray optical asymptotic techniques. Further, postprocessing near-ﬁeld com-
putations in the hybrid method are accelerated using MLFMM, where near-ﬁeld and far-ﬁeld
translations are combined in order to achieve optimum performance [74]-[78]. Thereby, ray
optical contributions due to the presence of electrically very large UTD objects are taken into
account within each translation domain according to the presented hybridization of MLFMM
with UTD [79], [80]. Also, far-ﬁeld scattering computations are performed by applying Near-
Field to Far-Field Transformation (NFFFT) based on planar near-ﬁeld scanning techniques
to ray optical ﬁeld contributions [81]-[84]. Additionally, double diﬀracted ray optical ﬁelds
at arbitrarily oriented straight metallic edges are included using scalar diﬀraction coeﬃcients
of standard UTD [85], [86]. With the presented novel hybrid method large scale problems
including arbitrarily shaped and electrically very large objects can be handled eﬃciently by
saving a large amount of computation and memory requirements.
After giving a short overview over existing numerical modeling techniques for solving elec-
tromagnetic problems and the motivation of the present thesis, the outline of the document
will be given in the next section.
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1.2 Outline
The present thesis is outlined as follows: First, an introduction to the three methods com-
bined in the hybrid FEBI-MLFMM-UTD approach will be given. In particular, the FEBI
technique is described in Chapter 2. A discussion on various possible formulations is also
given. In Chapter 3 the MLFMM is discussed with focus given on the diagonal multipole
ﬁeld representations and the memory eﬃcient implementation by spherical harmonics ex-
pansion of the kˆ-space representation of the basis functions. Also, in Chapter 4 the UTD
is described, where ray optical asymptotic ﬁeld representations are given and reﬂection and
diﬀraction mechanisms are described.
After that, the combination of MLFMM with UTD is presented in Chapter 5 and details in
the numerical implementation including double diﬀractions are discussed. In Chapter 6 the
implementation of MLFMM in the postprocessing stage for fast computation of near-ﬁelds is
presented combining near-ﬁeld and far-ﬁeld MLFMM translations for optimum performance
including ray optical contributions. Also, in Chapter 7 far-ﬁeld scattering computations
using near-ﬁeld to far-ﬁeld transformations are described based on planar near-ﬁeld scanning
techniques. Finally, in Chapter 8 numerical results are shown, where the applicability of the
overall hybrid method and the advantages of the novel approaches can be clearly seen. The
thesis is closing with summary and conclusions in Chapter 9.

Chapter 2
The Finite Element Boundary
Integral Method
The Finite Element Boundary Integral method is a numerical technique combining the ad-
vantages of the local Finite Element Method and the global Boundary Integral Method. With
this approach eﬃcient numerical solutions of electromagnetic problems containing arbitrar-
ily shaped objects with complex materials is achieved. In this chapter, the basic theoretical
concepts of the involved methods and the formulation of the combined approach will be
given.
2.1 Theoretical Introduction
2.1.1 The Vector Wave Equation
Consider the general case of a linear, inhomogeneous, and anisotropic medium with con-
stitutive parameters
=
ε(r),
=
µ(r), which are in general complex in order to consider material
losses. Assuming time-harmonic dependence ejωt, the complex electric and magnetic ﬁeld
vectors are governed by Maxwell’s ﬁeld equations
∇× E(r) = −jωB(r)−M(r), (2.1)
∇×H(r) = jωD(r) + J(r), (2.2)
∇ ·D(r) = e(r), (2.3)
∇ ·B(r) = m(r), (2.4)
where E,H are the electric and magnetic ﬁeld intensity, D,B the electric and magnetic
ﬂux density, J,M the electric and magnetic current density and e, m the electric and
magnetic charge density, respectively. Equations (2.1)-(2.4) are the mathematical expressions
in diﬀerential form of Faraday’s and Ampere-Maxwell’s law as well as Gauss’s law for the
electric and magnetic ﬁeld, respectively. The magnetic sources M and m do not exist in
nature and they are only introduced through the generalized current concept for symmetry
purposes [87]. In addition, taking the divergence of (2.2) and using (2.3), the continuity
equation for the electric charge
∇ · J(r) = −jωe(r) (2.5)
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is derived, which connects the divergence of the electric current density with the electric
charge density and states for the conversation of electric charge. Although the magnetic
counterparts of current and charge do not exist in nature, the continuity equation for the
magnetic charge
∇ ·M(r) = −jωm(r) (2.6)
can also be derived in the same way for symmetry purposes.
The eﬀect of the considered medium on the electromagnetic ﬁelds is taken into account by
the constitutive relations
B(r) = µ0
=
µr(r) ·H(r), (2.7)
D(r) = ε0
=
εr(r) · E(r), (2.8)
which reduce equations (2.1)-(2.4) to
∇× E(r) = −jωµ0 =µr(r) ·H(r)−M(r), (2.9)
∇×H(r) = jωε0 =εr(r) · E(r) + J(r), (2.10)
∇ · =εr(r) · E(r) = ε−10 e(r), (2.11)
∇ · =µr(r) ·H(r) = µ−10 m(r). (2.12)
The ﬁrst two Maxwell’s equations (2.9) and (2.10), which give the rotation of the electro-
magnetic ﬁelds, are ﬁrst-order diﬀerential equations, in which the electric and magnetic ﬁelds
are coupled. These two equations can be transformed by eliminating E and H into a single
second-order diﬀerential wave equation in terms of only the electric or magnetic ﬁeld, which
is known as vector wave equation [17]. In particular, taking the rotation of (2.9) assuming
that
=
µr(r) is invertible yields
∇× =µ−1r (r) · ∇ × E(r) = −jωµ0∇×H(r)−∇× =µ−1r (r) ·M(r) (2.13)
and using (2.10) gives
∇× =µ−1r (r) · ∇ × E(r) = −jωµ0
[
jωε0
=
εr(r) · E(r) + J(r)
]−∇× =µ−1r (r) ·M(r)⇒
∇× =µ−1r (r) · ∇ × E(r) = ω2ε0µ0 =εr(r) · E(r)− jωµ0J(r)−∇× =µ−1r (r) ·M(r).
Finally, by taking into account the wavenumber k0 = ω
√
ε0µ0 and the wave impedance
Z0 =
√
µ0/ε0 ⇒ k0Z0 = ωµ0 of free space, we have
∇× =µ−1r (r) · ∇ × E(r)− k20 =εr(r) · E(r) = −jk0Z0J(r)−∇× =µ−1r (r) ·M(r). (2.14)
The above equation is the vector wave equation for the electric ﬁeld. Similarly, by taking
the rotation of (2.10) assuming that
=
εr(r) is invertible and using (2.9) results in
∇× =ε−1r (r) · ∇ ×H(r)− k20 =µr(r) ·H(r) = −jk0Y0M(r) +∇× =ε−1r (r) · J(r), (2.15)
where Y0 = 1/Z0 =
√
ε0/µ0 ⇒ k0Y0 = ωε0 is the wave admittance of free space. This is the
vector wave equation for the magnetic ﬁeld.
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It is noticed, that the wave equations (2.14) and (2.15) are incorporating the divergence
conditions imposed by Maxwell’s equations (2.3) and (2.4), respectively. This can be eas-
ily shown by taking the divergence of both sides of (2.14) and (2.15) using the continuity
equations (2.5) and (2.6), respectively, as well as applying the vector identity
∇ · ∇ × E = 0, (2.16)
which says that the divergence of the curl of any vector is always zero. In the special case of
source free regions (J = 0,M = 0), the corresponding divergenceless (solenoidal) condition
is incorporated in the vector wave equation for all but static ﬁelds.
A very important theorem in electromagnetics that is involved in the numerical approaches
described in this chapter is the equivalence principle, which will be discussed in the following
subsection.
2.1.2 The Equivalence Principle
Two sources are assumed to be equivalent in a speciﬁc region if they produce the same ﬁelds
within that region. The equality of the ﬁelds produced by given sources in a certain speciﬁed
region with the ﬁelds produced by appropriate equivalent sources placed over the boundaries
of that region is expressed by ﬁeld equivalence theorems [88]. The primary equivalence
theorem is stated with Kirchhoﬀ’s formula, which gives the ﬁeld outside (or inside) a closed
surface S in terms of the ﬁeld function and its normal derivatives on S. This formula
involves scalar functions and is applied in static problems. Application of original Kirchhoﬀ’s
formula to the components of an electromagnetic ﬁeld vector results in a solution that does
not satisfy Maxwell’s equations. Vector analog of Kirchhoﬀ’s formula was derived by Love
[89], Schelkunoﬀ [88] and Stratton and Chu [9]. These formulations represent the equivalence
principle in electromagnetics, which expresses the ﬁelds outside (or inside) a closed surface S
in terms of equivalent current densities on S, which are actually tangential ﬁeld components
on S. The equivalence principle is a more rigorous formulation of the Huygens’ principle1.
Formulations of the equivalence principle for more general conﬁgurations are given in [87] in a
descriptive manner based on uniqueness theorem2. A detailed mathematical formulation and
proof of the equivalence principle in electromagnetics was given by Chen [90] and Monzon
[91] for homogeneous regions and inhomogeneous bianisotropic media, respectively.
For the formulation of the equivalence principle, the conﬁguration shown in Fig. 2.1 is as-
sumed, which is excited by a plane wave Einc,Hinc. The considered solution domain is the
region V with linear, homogeneous, and isotropic material properties ε, µ, which can be in
general complex parameters. The domain V is enclosed by the surface A∞ placed at inﬁnity
and it comprises the region outside the closed surface Ad up to inﬁnity surrounding the inter-
nal domain Va. Within V , inﬁnitesimally thin conducting surfaces Ac are allowed to exist, on
1The Huygens’ principle states that each point on a primary wavefront can be considered to be a source
of a new secondary spherical wave and that a secondary wavefront can be constructed as the envelope of
these secondary spherical waves [27].
2According to uniqueness theorem, a ﬁeld in a lossy region is uniquely deﬁned by the sources within the
region plus the tangential components of the electric ﬁeld over the boundary, or the tangential components
of the magnetic ﬁeld over the boundary, or the former over part of the boundary and the latter over the
rest of the boundary [27]. The above statement remains the same for lossless regions, if the frequency is not
equal to the resonant frequency of the region surrounded by the boundary surface. Otherwise, the derivative
of the tangential components of the ﬁeld over the boundary with respect to the frequency should also be
given in order to obtain the unique ﬁeld [92].
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Figure 2.1: The equivalence principle.
which abrupt changes on the material properties of V are introduced. Thus, the boundary
surface A enclosing the domain V consists of the closed surface Ad, the conducting surface
Ac, and the surface A∞ placed at inﬁnity as shown in Fig. 2.1, thus A→ Ad+Ac+A∞. The
ﬁelds of the original problem in the solution domain V surrounded by the boundary surface
A are denoted by E,H. In the equivalent problem, the boundary surface A is replaced
by source current densities, which produce under the absence of the boundary surface the
same ﬁelds E,H within the solution domain V . In addition, the ﬁelds within the internal
domain Va are zero (Ea = 0,Ha = 0) and the whole internal region Va can be ﬁlled with the
same material ε, µ as the solution domain to make the whole space homogeneous. Starting
from Maxwell’s equations for the particular conﬁguration, the essential expressions of the
equivalent current densities on the boundary surface are derived and the results are fully
conformal to uniqueness theorem. In the following, the derivation is given for a source free
(J = 0,M = 0) region V . Detailed derivation of the equivalence principle equations for the
general case of impressed current densities J,M within V is given in [37].
The ﬁelds within the solution domain V satisfy Maxwell’s equations (2.9)-(2.12), which are
reduced for the source free (e = 0,J = 0, m = 0,M = 0) homogeneous ε, µ region to
∇× E(r) = −jωµH(r), (2.17)
∇×H(r) = jωεE(r), (2.18)
∇ · εE(r) = 0, (2.19)
∇ · µH(r) = 0. (2.20)
Further, auxiliary ﬁelds Eg(r),Hg(r) are deﬁned, which are ﬁeld responses of electric and
magnetic point sources placed at r′ with amplitudes ce and cm, respectively. These ﬁelds
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also satisfy Maxwell’s curl equations (2.9) and (2.10) within V , which are written in this
case as
∇× Eg(r) = −jωµHg(r)− cmeˆmδ(r− r′), (2.21)
∇×Hg(r) = jωεEg(r)− ceeˆeδ(r− r′). (2.22)
Taking the dot product of (2.22) with E, of (2.17) with Hg, of (2.21) with H, of (2.18) with
Eg and subtracting the resulting equations we get
∇ · [H(r)× Eg(r)−Hg(r)× E(r)] = cmH(r) · eˆmδ(r− r′)− ceE(r) · eˆeδ(r− r′). (2.23)
Now, the Gauss’s theorem is applied to equation (2.23) for the solution domain V excepting
points on the conducting surface Ac, over which we ﬁnd abrupt changes of the material
properties. The resulting integral contributions over Ac are zero as described in [91]. It is
also assumed, that the point sources at r′ lie within V , except on the boundary surface A.
Applying Gauss’s theorem to equation (2.23) for this domain results for cm = 0 and ce = 1
to
E(r′) · eˆe =
∫
©
∫
A
[
nˆ(r)×H(r) · Ege(r)−Hge(r) · E(r)× nˆ(r)
]
da, (2.24)
with
Ege(r) =
–
GEJ (r, r
′) · eˆe, (2.25)
Hge(r) =
–
GHJ (r, r
′) · eˆe, (2.26)
and for cm = 1 and ce = 0 to
−H(r′) · eˆm =
∫
©
∫
A
[
nˆ(r)×H(r) · Egm(r)−Hgm(r) · E(r)× nˆ(r)
]
da, (2.27)
with
Egm(r) =
–
GEM(r, r
′) · eˆm, (2.28)
Hgm(r) =
–
GHM(r, r
′) · eˆm. (2.29)
Thereby, nˆ(r) is the outward normal unit vector on Ad and
–
G
E/H
J/M (r, r
′) are the Green’s
functions within V of the electric or magnetic ﬁeld due to electric and magnetic point sources,
respectively, which are solutions of the wave equations
∇× µ−1∇× –GE/HJ (r, r′)− ω2ε –GE/HJ (r, r′) = −jω
−
Iδ(r− r′), (2.30)
∇× µ−1∇× –GE/HM (r, r′)− ω2ε –GE/HM (r, r′) = −j∇×
−
Iδ(r− r′). (2.31)
The above wave equations are obtained using (2.21) and (2.22) and following the procedure
of Section 2.1.1. In free space regions, the solutions of (2.30) and (2.31) are given by
–
GEJ (r, r
′) =
µ
ε
–
GHM(r, r
′) = −j ωµ
4π
(
−
I+
1
k2
∇∇′
)
e−jk|r−r
′|
|r− r′| , (2.32)
–
GEM(r, r
′) = − –GHJ (r, r′) = −
1
4π
∇× −Ie
−jk|r−r′|
|r− r′| , (2.33)
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where
G(r, r′) =
e−jk|r−r
′|
|r− r′| (2.34)
is the scalar Green’s function of free space. Substituting (2.25) and (2.26) into (2.24) as
well as (2.28) and (2.29) into (2.27) using
–
GEM(r
′, r) = − –GHJ (r, r′) and –GEJ (r′, r) = –GEJ (r, r′)
after changing primed and unprimed coordinates we ﬁnally get
E(r) =
∫∫
A
–
GEJ (r, r
′) · JA(r′)da′ +
∫∫
A
–
GEM(r, r
′) ·MA(r′)da′, (2.35)
H(r) =
∫∫
A
–
GHJ (r, r
′) · JA(r′)da′ +
∫∫
A
–
GHM(r, r
′) ·MA(r′)da′, (2.36)
with r ∈ V . Thereby, r′ stands for the source point position vector and r for the position
vector of the observation point within V . It is noticed, that the ﬁelds at inﬁnity satisfy
the Sommerfeld radiation condition, so that the integration over A∞ in (2.35) and (2.36)
returns zero. In the general case of impressed current densities J,M within V the resulting
equations for the equivalence principle are
E(r) =
∫∫
A
–
GEJ (r, r
′) · JA(r′)da′ +
∫∫
A
–
GEM(r, r
′) ·MA(r′)da′ +Einc(r), (2.37)
H(r) =
∫∫
A
–
GHJ (r, r
′) · JA(r′)da′ +
∫∫
A
–
GHM(r, r
′) ·MA(r′)da′ +Hinc(r), (2.38)
where the incident ﬁelds Einc(r),Hinc(r) represent in short form volume integration over V
of the impressed current densities [37]. In the above expressions,
JA(r
′) = nˆ(r′)×H(r′), (2.39)
MA(r
′) = −nˆ(r′)× E(r′) (2.40)
are the equivalent surface currents with r′ ∈ A representing tangential ﬁeld components on
the boundary surface A.
The equations (2.37)-(2.40) represent the formal expressions of the equivalence principle.
According to them, integration of the equivalent currents over the boundary surface A to-
gether with the incident excitation ﬁeld gives the exact electromagnetic ﬁelds everywhere in
the considered solution domain. This result is fully conformal to the uniqueness theorem.
Detailed derivation and proof of the equivalence principle for inhomogeneous bianisotropic
media can be found in [91]. The equivalence principle can be formulated in the same way
for the internal domain Va enclosed by surface Ad. In this case, the external domain is free
of ﬁelds and it can be ﬁlled with the same material as the internal domain. For general con-
ﬁgurations, where ﬁelds exist in all domains of Fig. 2.1, the equivalence principle is similarly
formulated by additionally taking into account transition conditions over the closed surface
Ad [87].
The equivalence principle can alternatively be expressed using electromagnetic potentials.
This issue will be discussed in the following subsection.
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2.1.3 Equivalence Principle Formulation Using Electromagnetic
Potentials
According to potential theory in electromagnetics, ﬁelds can be expressed by superposition
of independent terms due to electromagnetic vector and scalar potentials. Among many
engineers, the vector potentials are strictly mathematical tools in electromagnetics and they
do not have any physical meaning [93], in contrast to the scalar electrostatic potential, which
is closely related to the required work for moving the positive unit of electric charge between
two points within an electrostatic ﬁeld. The electromagnetic potentials are determined from
conditions imposed directly from Maxwell’s equations resulting in an exact ﬁeld representa-
tion in the desired solution domain.
Within a region, which is free of magnetic sources (m = 0,M = 0), the magnetic ﬂux
B = µH is divergenceless, or solenoidal, as imposed by Maxwell’s divergence equation (2.20).
Since the divergence of the curl of a vector is by identity (2.16) zero, the magnetic ﬂux is
expressed by the rotation of the magnetic vector potential A according to
B(r) = µH(r) = ∇×A(r), (2.41)
where r is the observation point within the considered domain. So, the magnetic ﬁeld due
to A is given by
HA(r) =
1
µ
∇×A(r). (2.42)
Substituting (2.42) into the Maxwell’s curl equation (2.17) we get
∇× [E(r) + jωA(r)] = 0. (2.43)
Now, using the vector identity
∇×∇ϕ = 0, (2.44)
which states that the curl of the gradient of any scalar function is always zero, we can write
(2.43) as
E(r) = −jωA(r)−∇ϕe(r), (2.45)
using the electric scalar potential ϕe. The rotation of A is deﬁned in (2.41) and we are
free to deﬁne the divergence of A, which is independent of its rotation. That way, the
vector potential A is uniquely deﬁned according to Helmholtz theorem3. This is done by the
Lorentz gauge condition
∇ ·A(r) = −jωεµϕe(r). (2.46)
So, the electric ﬁeld due to A is given by
EA(r) = −jωA(r)−∇ϕe(r) = −jωA(r)− j 1
ωεµ
∇[∇ ·A(r)]. (2.47)
3The Helmholtz theorem states that any vector ﬁeld is uniquely deﬁned if its divergence and its rotation
are properly given.
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Similarly, within a region free of electric sources (e = 0,J = 0), the electric ﬂux D = εE
is solenoidal, as imposed by Maxwell’s divergence equation (2.19). In this case, the electric
ﬂux is expressed by the rotation of the electric vector potential F according to
D(r) = εE(r) = −∇× F(r). (2.48)
The divergence of F is deﬁned by the condition
∇ · F(r) = −jωεµϕm(r), (2.49)
using the magnetic scalar potential ϕm. Thus, the electric and magnetic ﬁelds due to F are
given by
EF (r) = −1
ε
∇× F(r) (2.50)
and
HF (r) = −jωF(r)−∇ϕm(r) = −jωF(r)− j 1
ωεµ
∇[∇ · F(r)], (2.51)
respectively.
The total electromagnetic ﬁelds within the considered domain are given by superposition of
the ﬁeld terms (2.42), (2.47) due to A and the ﬁeld terms (2.50), (2.51) due to F. This
ﬁnally results in the mixed potential ﬁeld expressions
E(r) = −jωA(r)− j 1
ωεµ
∇[∇ ·A(r)]− 1
ε
∇× F(r),
H(r) = −jωF(r)− j 1
ωεµ
∇[∇ · F(r)]+ 1
µ
∇×A(r),
or
E(r) = −jωA(r)−∇ϕe(r)− 1
ε
∇× F(r), (2.52)
H(r) = −jωF(r)−∇ϕm(r) + 1
µ
∇×A(r). (2.53)
The equivalence principle given in (2.37)-(2.40) for the solution region V can alternatively be
expressed using electromagnetic potentials. Substituting the Green’s functions (2.32)-(2.34)
into the expressions (2.37) and (2.38) and applying the identity
−
I ·fA = fA · −I = fA as well
as using the vector identity ∇× fA = f∇×A+∇f ×A with ∇× J(r′) = ∇×M(r′) = 0,
since in the third term of the right hand side of the above equations the curl operator is
applied to the surface current densities with respect to unprimed coordinates, we ﬁnally get
for the equivalence principle the formulations
E(r) = − j ωµ
4π
∫∫
A
G(r, r′)JA(r′)da′ − j 1
4πωε
∇
∫∫
A
G(r, r′)∇′A · JA(r′)da′
− 1
4π
∫∫
A
∇G(r, r′)×MA(r′)da′ + Einc(r), ∀ r ∈ V, (2.54)
H(r) = − j ωε
4π
∫∫
A
G(r, r′)MA(r′)da′ − j 1
4πωµ
∇
∫∫
A
G(r, r′)∇′A ·MA(r′)da′
+
1
4π
∫∫
A
∇G(r, r′)× JA(r′)da′ +Hinc(r), ∀ r ∈ V. (2.55)
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Thereby, ∇′A· is the surface component of the divergence operator applied to the surface
currents with respect to primed coordinates. Also, the equivalent surface current densities
JA(r
′) and MA(r′) on the boundary surface A are given in (2.39) and (2.40), respectively.
Comparing the equivalence principle formulations in (2.54) and (2.55) with the mixed po-
tential ﬁeld expressions in (2.52) and (2.53), respectively, we observe that these are identical
for vector potentials given by
A(r) =
µ
4π
∫∫
A
G(r, r′)JA(r′)da′, (2.56)
F(r) =
ε
4π
∫∫
A
G(r, r′)MA(r′)da′ (2.57)
and for scalar potentials given by
ϕe(r) =
j
4πωε
∫∫
A
G(r, r′)∇′A · JA(r′)da′, (2.58)
ϕm(r) =
j
4πωµ
∫∫
A
G(r, r′)∇′A ·MA(r′)da′, (2.59)
which are connected to the corresponding equivalent surface charges eA(r
′) and mA (r
′) on A
through the continuity equations (2.5) and (2.6), respectively, according to
ϕe(r) =
1
4πε
∫∫
A
G(r, r′)eA(r
′)da′, (2.60)
ϕm(r) =
1
4πµ
∫∫
A
G(r, r′)mA (r
′)da′. (2.61)
It is noticed, that the mixed potential formulation of the equivalence principle according to
(2.52)-(2.53) and (2.56)-(2.59) corresponds to the originally introduced equivalence principle
by Schelkunoﬀ [88].
The equivalence principle formulation using electromagnetic potentials is used to provide
ﬁeld expressions in the Boundary Integral Method as it will be described in the following
section.
2.2 The Boundary Integral Method
The Boundary Integral Method (BIM) is a global numerical modeling technique for the
solution of Boundary Value Problems (BVPs). These kind of problems are formulated in
general using diﬀerential or integral operators in a speciﬁc domain together with appropriate
boundary or transition conditions on the boundaries of the domain. In this particular case,
the BVP is formulated with surface integrals over the boundaries of the involved objects using
equivalent surface current densities according to equivalence principle. Placing observation
points on the boundaries of the objects and considering tangential ﬁeld components on the
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boundary surfaces, the surface integral expressions are transformed into Surface Integral
Equations (SIEs), whose solution gives the unknown equivalent surface current densities all
over the boundary surfaces. These equivalent currents are sources for the scattered ﬁeld in
the solution domain everywhere outside (or inside) the boundary surfaces. In the present
work, surface integral representation using electromagnetic potentials is applied resulting
in Mixed Potential Integral Equations (MPIEs). These Integral Equations (IEs) are solved
by the Method of Moments (MoM) expanding the unknown surface currents in terms of
appropriate basis functions on discrete surface elements and using Galerkin’s testing. The
basic concepts of derivation and solutions of the IEs according to BIM will be described
more in detail in the following subsections.
2.2.1 Integral Equations
The surface integral expressions (2.54) and (2.55) give the exact electromagnetic ﬁelds for
observation points in V in terms of the equivalent surface current densities (2.39) and (2.40).
However, for a given conﬁguration the equivalent current densities are in general unknown
vector functions and they must be computed in the ﬁrst place to obtain a ﬁeld solution. For
this purpose, an MPIE for the unknown surface currents is formulated starting from the ﬁeld
expressions (2.54) and (2.55). The IE is obtained by placing the observation points on the
boundary surface A and considering tangential ﬁeld components on A.
In order to formulate the IE, it must be guaranteed, that the ﬁeld expressions (2.54) and
(2.55) remain valid for observation points placed on the boundary surface A, since the
original derivation requires r to be inside of V and the Green’s function (2.34) becomes
singular according to
G(r, r′) ∼ 1|r− r′| → ∞, ∀ r = r
′. (2.62)
For this purpose, the boundary surface is deformed in the vicinity of the observation point
using a hemispherical extension assuming that the boundary surface is a smooth surface.
The integral contribution over the hemispherical surface is evaluated analytically for the
limiting case of its radius going to zero, whereas the remaining integral contributions are
taken into account in terms of Cauchy principle values. This procedure is described in detail
in [37] and results in the expressions
1
2
E(r) = − j ωµ
4π
∫∫
A
G(r, r′)JA(r′)da′ − j 1
4πωε
∇
∫∫
A
G(r, r′)∇′A · JA(r′)da′
− 1
4π
∫∫
A
∇G(r, r′)×MA(r′)da′ + Einc(r), ∀ r ∈ A, (2.63)
1
2
H(r) = − j ωε
4π
∫∫
A
G(r, r′)MA(r′)da′ − j 1
4πωµ
∇
∫∫
A
G(r, r′)∇′A ·MA(r′)da′
+
1
4π
∫∫
A
∇G(r, r′)× JA(r′)da′ +Hinc(r), ∀ r ∈ A. (2.64)
Starting from the equivalence principle formulation for the electric ﬁeld (2.63) assuming
observation points placed on the boundary surface A and taking the nˆ(r) × nˆ(r)× product
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with equation (2.63) by considering tangential components on A along with using (2.40) for
the left hand side we get
1
2
nˆ(r)×MA(r) = nˆ(r)× nˆ(r)×
{
j
ωµ
4π
∫∫
A
G(r, r′)JA(r′)da′
+ j
1
4πωε
∇
∫∫
A
G(r, r′)∇′A · JA(r′)da′
+
1
4π
∫∫
A
∇G(r, r′)×MA(r′)da′ − Einc(r)
}
, ∀ r ∈ A, (2.65)
where the surface integrals should be understood as principal values. The equation (2.65) is
the Electric Field Integral Equation (EFIE) for the unknown surface current densities JA(r
′),
MA(r
′). The EFIE given in (2.65) is only valid for tangential ﬁeld components on A.
Similarly, starting from the equivalence principle formulation for the magnetic ﬁeld (2.64)
and taking the nˆ(r)× product with equation (2.64) along with using (2.39) for the left hand
side we get
1
2
JA(r) = nˆ(r)×
{
− j ωε
4π
∫∫
A
G(r, r′)MA(r′)da′ − j 1
4πωµ
∇
∫∫
A
G(r, r′)∇′A ·MA(r′)da′
+
1
4π
∫∫
A
∇G(r, r′)× JA(r′)da′ +Hinc(r)
}
, ∀ r ∈ A, (2.66)
where the surface integrals should be understood as principal values. The equation (2.66)
is the Magnetic Field Integral Equation (MFIE) for the unknown surface current densities
JA(r
′), MA(r′).
A disadvantage of the above MPIEs is the problem of interior resonances. According to
this, the IEs fail to produce accurate results near the frequencies, which correspond to the
resonant frequencies of the cavity formed by covering the boundary surface A with a PEC
surface after ﬁlling the interior domain Va with the homogeneous material of the exterior
region V [94]. In particular, for those resonant frequencies, the operators in the integral
equations (2.65) and (2.66) become singular. This problem is overcome using the linear
combination of EFIE and MFIE according to
Z(1− α)MFIE − αEFIE = 0, (2.67)
where α is the combination parameter with values from 0 to 1 and
Z =
√
µ
ε
(2.68)
is the wave impedance in the considered solution domain. The IE obtained by (2.67) is
called Combined Field Integral Equation (CFIE) and it does not suﬀer from the problem
of interior resonances [95]. An alternative approach to overcome the problem of interior
resonances in SIEs is to introduce small losses in the propagation constant associated with
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the SIE in order to move the resonant frequency away from the real frequency axis [96].
However, for eﬃcient elimination of interior resonances in particular problems high losses may
be needed resulting in strong modiﬁcation from the original conﬁguration. Further, using
the augmented electric and magnetic ﬁeld integral equations introduced in [97], additional
normal ﬁeld components are considered in the formulations providing an alternative remedy
to this issue. Finally, according to the Parasitic Body Technique (PBT) introduced in [98],
a parasitic lossy body is considered in the internal domain Va, which interacts only with the
resonant ﬁelds attenuating them without inﬂuencing the ﬁeld distribution in the exterior
region V .
2.2.2 Solution of the Integral Equations
In order to solve the IEs, the boundary surface A is discretized with surface elements and
the unknown current densities are expanded in terms of appropriate basis functions with
unknown expansion coeﬃcients on the discrete surface elements. After that, applying ap-
propriate testing approaches, the integral equation is transformed into its algebraic analog
system of equations, whose solution ﬁnally gives the unknown current expansion coeﬃcients.
This approach for solving integral equations in electromagnetics is in general known as
method of moments [18].
In particular, the boundary surface A is discretized with triangles. The numbering of nodes,
edges and edge vectors is performed according to Fig. 2.2 a). Each triangle element has
three degrees of freedom associated to its edges, whereas the degrees of freedom are shared
between adjacent triangle elements. Hence, discretizing the boundary surface A with M
triangle elements assuming that A is a closed surface results in N = 1.5M total degrees of
freedom on A, since each degree of freedom is shared by two triangle elements. For open
surfaces the degrees of freedom are slightly less, since currents normal to free edges of the
open surface are set to zero based on current transition conditions. Further, the unknown
surface current densities are expanded in terms of Rao-Wilton-Glisson (RWG) basis functions
according to
JA(r) =
N∑
n=1
Hnβn(r), (2.69)
MA(r) = −
N∑
n=1
Enβn(r), (2.70)
where Hn, En are the unknown coeﬃcients of the expansion of electric and magnetic currents
on the discrete surface triangles corresponding to unknown tangential magnetic and electric
ﬁelds, respectively. Also, N is the number of surface edges. The RWG basis functions βn(r)
enforce normal continuity of the currents on triangular common edges as shown in Fig. 2.2 b)
and they are the triangular rooftop functions introduced in [19]. According to this, each basis
function is deﬁned on the common edge j of two adjacent triangles by
βj(r) = ∓
r− r4−j
2AT
[
nˆA · nˆ(r)
] { −, j = 1, 3
+, j = 2
. (2.71)
Thereby, r4−j are the position vectors of the triangle vertices, AT is the surface of the
triangle element and nˆA is the normal unit vector on the particular triangle. It can be seen,
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that the RWG functions have a constant normal and a linear tangential component on the
common edge as shown in Fig. 2.2 b) and they are also referred to as Constant Normal Linear
Tangential (CNLT) elements [99]. Further, RWG basis functions have constant divergence
on the corresponding triangular element with zero total charge associated with the triangle
pair and they represent divergence conforming basis functions.
1
3
2edge 1
edge 3edge 2
13t 23t triangle AT
12t
edge n
( )n rβ
a) b)
Figure 2.2: a) Discrete triangle surface element. b) RWG basis functions.
The ﬁnal step of the IE solution by MoM is to perform the testing procedure by multiplying
the IEs with appropriate testing functions on the same triangular mesh and integrating over
the corresponding testing elements. In Galerkin’s testing, the same functions (2.71) are used
for testing as the basis functions used for current expansions. So, for each testing function,
one equation is obtained for all expansion functions containing the total reaction of the
source currents on the particular testing current according to the integral formulation given
in (2.65), (2.66), and (2.67). Repeating this procedure for all testing functions results in a
linear system of equations.
EFIE
Applying the MoM with Galerkin’s testing to the EFIE (2.65) for testing points r = rm and
source points r′ = rn on the boundary surface A results in
1
2
N∑
n=1
En
∫∫
A
βm(rm) ·
[
βn(rn)× nˆ(rm)
]
da
+j
ωµ
4π
N∑
n=1
Hn


∫∫
A
βm(rm) ·
[∫∫
A′
G(rm, rn)βn(rn)da
′
]
da


+j
1
4πωε
N∑
n=1
Hn


∫∫
A
∇A · βm(rm)
[∫∫
A′
G(rm, rn)∇′A · βn(rn)da′
]
da


+
1
4π
N∑
n=1
En


∫∫
A
βm(rm) ·
[∫∫
A′
∇G(rm, rn)× βn(rn)da′
]
da


=
∫∫
A
βm(rm) · Einc(rm)da, ∀ rm, rn ∈ A, (2.72)
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where m,n are the testing and source edge, respectively, with m = 1, 2, . . . , N . The surface
divergence of the RWG basis functions is given in [19] and the gradient of the free space
scalar Green’s function is equal to
∇G(rm, rn) = −
(
1
R
+ jk
)
G(rm, rn)eˆR = −∇′G(rm, rn) (2.73)
with
R = |rm − rn| (2.74)
being the distance between source and testing point in the direction of eˆR =
rm−rn
|rm−rn| . The
elements of equation (2.72) are given in matrix form in the Appendix B.1. It is noticed, that
the expression in (2.72) of the form∫∫
A
β(rm) · Einc(rm)da
can be understood, from the mathematical point of view, as the moment of the exciting
incident vector ﬁeld Einc(rm) around the weighting function β(rm). This is typical for
discrete solution of integral equations in electromagnetics by method of moments.
MFIE
Similarly, applying the MoM with Galerkin’s testing to the MFIE (2.66) results in
1
2
N∑
n=1
Hn
∫∫
A
βm(rm) · βn(rn)da
+j
ωε
4π
N∑
n=1
En


∫∫
A
[
nˆ(rm)× βm(rm)
] ·
[∫∫
A′
G(rm, rn)βn(rn)da
′
]
da


+j
1
4πωµ
N∑
n=1
En


∫∫
A
∇A ·
[
nˆ(rm)× βm(rm)
][ ∫∫
A′
G(rm, rn)∇′A · βn(rn)da′
]
da


− 1
4π
N∑
n=1
Hn


∫∫
A
[
nˆ(rm)× βm(rm)
] ·
[∫∫
A′
∇G(rm, rn)× βn(rn)da′
]
da


=
∫∫
A
[
nˆ(rm)× βm(rm)
] ·Hinc(rm)da, ∀ rm, rn ∈ A, (2.75)
with m = 1, 2, . . . , N . The elements of equation (2.75) are given in matrix form in the
Appendix B.2.
CFIE
Obviously, solution of CFIE is achieved by applying (2.72) and (2.75) in the linear combi-
nation given in (2.67).
For successful solution of the above SIEs, accurate evaluation of singular potential integrals
is an essential task. This issue will be discussed in the following subsection.
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2.2.3 Treatment of Singular Integrals
The situation of singular potential integrals applies if the testing point rm comes near the
source point rn. In this case, the surface potential integral kernels become singular due to
the involved free space Green’s function because of (2.62). By looking at the EFIE and
MFIE formulations in (2.72) and (2.75), respectively, integral kernels with singularities of
order 1/R and ∇(1/R) must be considered, where R is the distance between source and
testing point given in (2.74). In particular, for the EFIE part the integrals
IEFIE1 =
∫∫
A
βm(rm) ·
[
βn(rn)× nˆ(rm)
]
da, (2.76)
IEFIE2 =
∫∫
A
βm(rm) ·
[∫∫
A′
G(rm, rn)βn(rn)da
′
]
da, (2.77)
IEFIE3 =
∫∫
A
∇A · βm(rm)
[∫∫
A′
G(rm, rn)∇′A · βn(rn)da′
]
da, (2.78)
IEFIE4 =
∫∫
A
βm(rm) ·
[∫∫
A′
∇G(rm, rn)× βn(rn)da′
]
da (2.79)
must be evaluated, whereas the MFIE part requires calculation of the integrals
IMFIE1 =
∫∫
A
βm(rm) · βn(rn)da, (2.80)
IMFIE2 =
∫∫
A
[
nˆ(rm)× βm(rm)
] ·
[∫∫
A′
G(rm, rn)βn(rn)da
′
]
da, (2.81)
IMFIE3 =
∫∫
A
∇A ·
[
nˆ(rm)× βm(rm)
][ ∫∫
A′
G(rm, rn)∇′A · βn(rn)da′
]
da, (2.82)
IMFIE4 =
∫∫
A
[
nˆ(rm)× βm(rm)
] ·
[∫∫
A′
∇G(rm, rn)× βn(rn)da′
]
da. (2.83)
The integrals I1 for the EFIE and MFIE part are regular and they are evaluated analytically
as described in [37]. The integrals I2 and I3 for the EFIE and MFIE parts contain in the
integrand the Green’s function and singularities of order 1/R must be considered when the
observation point is near the source point. Finally, the integrals I4 for the EFIE and MFIE
parts contain in the integrand the gradient of the Green’s function and singularities of order
∇(1/R)→ 1/R2 must be considered.
In this work, singularity extraction method is applied to overcome this problem [100], [101].
According to this, the surface integrals are regularized by extracting the singular static term
from the Green’s function as follows:
G(rm, rn) =
(
G(rm, rn)− 1
R
)
+
1
R
. (2.84)
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Due to this, the gradient of the Green’s function becomes
∇G(rm, rn) = ∇
(
G(rm, rn)− 1
R
)
+∇ 1
R
. (2.85)
The terms in parentheses of (2.84) and (2.85) are regular and the extracted term includes
the singularity. Applying this extraction to the integrals I2-I4 for the EFIE and MFIE parts,
the inner source integral of the singular extracted term can be calculated in any case in
closed form in primed coordinates using the formulas in [101]-[103]. The remaining function
is regular and the outer testing integral is calculated numerically in unprimed coordinates.
Further, singular self-coupling terms of IEFIE2 and I
EFIE
3 can be calculated in closed form,
if the test and source integrals coincide [102], [103].
Diﬃculties in this approach may arise due to the following two reasons: First, after extract-
ing the singular term from the Green’s function, the remaining function in the parentheses
of (2.84) has a discontinuous derivative at R = 0. This discontinuity means that a straight-
forward application of a numerical integration routine for the testing integral may lead to
an inaccurate solution. Second, diﬃculties may occur in the case of ∇(1/R) (integrals I4
for EFIE and MFIE part), when the source and test triangles have common points and are
not in the same plane. In particular, although it is possible in this case to calculate the
inner source integral of the extracted singular term ∇(1/R) analytically using the formulas
in [101], a logarithmic singularity still remains in the outer testing integral. Therefore, if
higher accuracy is required, the testing integral cannot be calculated by a standard numerical
calculation technique.
The above diﬃculties are avoided in the present thesis by applying the singularity treatment
presented in [104]. In order to avoid the discontinuity of the remaining function in the
parentheses of (2.84), an additional term is extracted from the Green’s function as follows:
G(rm, rn) =
(
G(rm, rn)− 1
R
+
k2
2
R
)
+
1
R
− k
2
2
R. (2.86)
Due to this, the gradient of the Green’s function becomes
∇G(rm, rn) = ∇
(
G(rm, rn)− 1
R
+
k2
2
R
)
+∇ 1
R
− k
2
2
∇R. (2.87)
Now the terms in parentheses of (2.86) and (2.87) have a continuous derivative at R = 0 and
calculation of source and testing integrals of these terms can be done easily with standard
numerical procedures. The two extracted terms can be integrated analytically over the source
triangle in primed coordinates for all integrals I2-I4 using the formulas in [101] and [104].
The formulas for analytical integration presented in [104] are recursive and allow for the
extraction of any number of terms from the singular kernel and integration of these terms
over the source triangle in closed form.
Thereafter, the last term of (2.86) and (2.87) is integrated numerically over the testing tri-
angle in unprimed coordinates for all integrals I2-I4, because the outer integrand for this
term is regular. The testing integral of the second term of (2.86) can also be calculated
numerically in unprimed coordinates for integrals I2 and I3 of the EFIE and MFIE part,
because the outer integrand for this term is regular, too. The problem is to calculate the
testing integral of the second term of (2.87), because in the outer integrand of this term a
logarithmic singularity remains when the source and testing triangles have common points
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and are not on the same plane. This singularity exists in integrals I4 of the EFIE and MFIE
part. In particular, for analytical calculation of the source integral of the term ∇(1/R) in
primed coordinates the gradient is divided into normal and surface components and the inte-
gral of the surface component over the source triangle is transformed with Gauss’s theorem
into a line integral, which means that∫∫
A′
∇ 1
R
da′ =
∫∫
A′
∇n 1
R
da′ +
∫
∂A′
uˆ(rn)
1
R
dl′, (2.88)
where ∂A′ is the boundary of the source triangle and uˆ(rn) is the outer unit vector normal
to ∂A′. Now, according to [101], the analytical expression of the line integral in the above
equation has a logarithmic term, which causes the logarithmic singularity in the outer testing
integral. It is noticed, that the same logarithmic singularity exists also in the integrals I4
when applying the single extraction of equation (2.84).
In order to avoid this singularity, after the source integral of the surface component of the
singular term ∇(1/R) is transformed into a line integral, the order of integration is changed
[104]. Particularly, for the EFIE part, the remaining term of integral IEFIE4 , which produces
the logarithmic singularity after applying the singularity extraction of either (2.84) or (2.86),
has the form
IEFIE4 =
∫∫
A
(rm − p) ·
[∫∫
A′
(rn − q)×∇′ 1
R
da′
]
da, (2.89)
where p is the position vector of the free vertex of the testing triangle and q is the position
vector of the free vertex of the source triangle. It is noticed, that in the above equation the
identity ∇(1/R) = −∇′(1/R) has been used. Applying the substitution
rn − q = (rn − rm) + (rm − p) + (p− q), (2.90)
which is obtained by intervening in the source path rn − q the testing point with position
vector rm as well as the free vertex of the testing triangle with position vector p, along with
separating the normal and surface derivatives, equation (2.89) can be written as
IEFIE4 =
∫∫
A
(rm − p) ·
[∫∫
A′
(p− q)×∇′n
1
R
da′
]
da
+
∫∫
A
(rm − p) ·
[∫∫
A′
(p− q)×∇′s
1
R
da′
]
da. (2.91)
To avoid the logarithmic singularity in the testing integral of the surface gradient terms after
using the Gauss’s theorem to translate the integral of the surface gradient over the source
triangle into a line integral, the order of integration is changed and the surface component
of (2.91) is written as
IEFIE4s =
∫∫
A
(rm − p) ·
[
(p− q)×
∫
∂A′
uˆ(rn)
1
R
dl′
]
da
=
∫
∂A′
[
(p− q)× uˆ(rn)
] ·
[∫∫
A
(rm − p)
R
da
]
dl′. (2.92)
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Now, the inner testing integral is calculated analytically in unprimed coordinates using the
formulas in [104]. In those formulas the logarithmic term is canceled. As a result, the
outer source line integral has a regular integrand and allows numerical integration in primed
coordinates. Hence, by considering the normal and surface gradients separately and changing
the order of integration, the logarithmic singularity on the outer testing integral is avoided.
The same procedure is applied to the integral IMFIE4 of the MFIE part. In this case, the
remaining term of integral IMFIE4 , which produces the logarithmic singularity after applying
the singularity extraction of either (2.84) or (2.86), has the form
IMFIE4 =
∫∫
A
[
nˆ(rm)× (rm − p)
] ·
[∫∫
A′
(rn − q)×∇′ 1
R
da′
]
da. (2.93)
Applying the same procedure leads to a surface component of (2.93) given by
IMFIE4s =
∫
∂A′
[
(p− q)× uˆ(rn)
] ·
[
nˆ(rm)×
∫∫
A
(rm − p)
R
da
]
dl′
−
∫
∂A′
uˆ(rn) · nˆ(rm)
[∫∫
A
|rm − p|2
R
da
]
dl′. (2.94)
Note that due to the cross product with the normal unit vector of surface A the last term of
(2.94) must additionally be calculated. The inner testing integral of this term is calculated
analytically in unprimed coordinates as reported in [104] and the outer source line integral
has a regular integrand and is calculated numerically in primed coordinates.
Alternatively, singularity cancellation methods can be used, like the Duﬀy transformation
[105], where the source triangle is divided into three subtriangles with common vertex at the
singular point. Then, the integrals over each subtriangle are transformed into integration
over a square. This procedure cancels the singularity. Duﬀy’s transformation has three
main disadvantages: First, it is accurate only for suﬃciently regular triangles. Second,
new integration points on the source integral have to be generated for each integration
point on the testing integral. This increases the computation time. Third, singularities
of order ∇(1/R) cannot be easily evaluated, because Duﬀy’s transformation is derived for
functions having a point singularity of order 1/R. A novel singularity cancellation method
for singular potential integrals was presented in [106] and it was extended to an adaptive
singularity cancellation technique in [107]. Thereby, unnecessary computations are avoided
through appropriate subdivision of the source triangular domain and the eﬀect of accuracy
by variations in height of observation point above the plane of source domain is removed.
Additionally, an optimum selection criterion for the distribution of quadrature samples is
presented. Reviews of singularity treatment for surface integral equation solved by MoM
can be found in [108], [109].
After introducing in the previous sections the basic concepts of the BIM, the Finite Element
Method will be introduced in the following section, which is the second numerical method
that is involved in the combined Finite Element Boundary Integral approach.
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2.3 The Finite Element Method
The Finite Element Method (FEM) is a local numerical modeling technique for the solution
of BVPs, which are formulated with the vector wave equation for a closed domain contain-
ing an inhomogeneous and anisotropic material. The used boundary conditions are simple
homogeneous Dirichlet boundary conditions. The solution of the diﬀerential equation is
achieved with ﬁnite elements using a variational method, which seeks a stationary point
of a variational formulation of the BVP called functional4. The solution of the diﬀerential
equation, with which the BVP is formulated, corresponds to this stationary point, which is
found by minimizing the functional. The basic concepts of functional formulation and its
solution according to FEM will be given in the following subsections.
2.3.1 Variational Formulation
The conﬁguration for Finite Element (FE) modeling is shown in Fig. 2.3 consisting of the
volume domain Va with lossy, linear, inhomogeneous, and anisotropic material properties
=
ε(r),
=
µ(r), which is enclosed by the surface Ad and placed within free space. The corre-
sponding BVP for the domain Va is formulated by the vector wave equation for the electric
ﬁeld (2.14) using homogeneous Dirichlet boundary conditions on Ad. The boundary condi-
tions impose known tangential ﬁeld components nˆ(r)× E(r) and nˆ(r)×H(r) on Ad.
( ), ( )ε µr r
ˆ( )n r
dA
aV
Figure 2.3: Conﬁguration for FE modeling.
The FEM solution of the ﬁeld problem for the domain Va is achieved using a generalized
variational principle for anisotropic media [16], [37], [110]-[112], where the diﬀerential equa-
tion of the original BVP is expressed with a functional using complex-valued (or real-type)
inner product deﬁnition and introducing the homogeneous adjoint5 ﬁeld problem. According
to this, using Green’s ﬁrst identity of vector analysis in the vector wave equation (2.14) and
4A functional is a mapping of a space of functions to the complex numbers. It’s usually an integral
containing an unknown function. The result of the integration is a simple number in contrast to an IE,
which maps the function into an other function.
5Given an operator L of an equation expressing a BVP, the adjoint operator L† is deﬁned by the relation
〈Lφ, ψ〉 = 〈φ,L†ψ〉, where φ, ψ are arbitrary functions and 〈·, ·〉 denotes any inner product deﬁnition. Using
the adjoint operator L†, an adjoint equation to the original boundary value equation can be introduced.
It is obvious, that the operator L is self-adjoint if L = L†. The adjoint operator is commonly used in
Sturm-Liouville theory.
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assuming zero impressed magnetic sources within Va (M = 0) the functional
F (Ead,E) =
∫∫
Va
∫ [
∇× Ead(r) · =µ−1r (r) · ∇ × E(r)− k20Ead(r) · =εr(r) · E(r)
+jk0Z0Ead(r) · J(r)
]
dv
+ jk0Z0
∫
©
∫
Ad
Ead(r) ·
[
H(r)× nˆ(r)]da (2.95)
is derived, which is stationary with respect to both the electric ﬁeld E(r) of the original ﬁeld
problem as well as the adjoint electric ﬁeld Ead(r), which is a solution of the homogeneous
adjoint ﬁeld problem. Also, J(r) is an impressed electric current density in the volume
domain Va.
The deﬁnition of a complex-valued inner product allows consideration of losses in the mate-
rial of Va, since the resulting functional is a complex quantity, that is applicable to complex
problems. Further, in the general case of arbitrary anisotropy the diﬀerential operator in
(2.14) is non-self-adjoint even for complex-valued inner product deﬁnition resulting in an
non-self-adjoint (or non-Hermitian) system of equations, which is asymmetric and indeﬁ-
nite and consequently very diﬃcult to solve with iterative solution techniques. However,
introducing the adjoint ﬁeld problem the functional (2.95) is derived by building a complex-
valued inner product in terms of the adjoint and original ﬁelds and discretization with ﬁnite
elements results into a system of equations, which is symmetric in case of symmetric mate-
rial properties. For deﬁnition of terms related with linear algebra, the reader is referred to
Section A.1 in the Appendix A.
The functional (2.95) is derived in terms of the adjoint and original electric ﬁeld (Ead,E).
The formulation of the FE functional using this approach is known as E-formulation. The
FE functional can be expressed in the same way in terms of the adjoint and original magnetic
ﬁeld (Had,H), which is known as H-formulation. Both formulations are ﬁeld formulations,
since they are derived in terms of ﬁeld quantities. Alternative variational formulations for
FEM are potential formulations, which are using a vector potential A and a scalar potential
V . The resulting formulations can be gauged or ungauged and are referred to as A-V -
formulations [113], [114]. Using an ungauged A-V -formulation, better convergence within
iterative solvers can be achieved. However, an obvious disadvantage of A-V -formulations
is that the additional scalar potential increases the computation and memory requirements
per iteration compared to the standard E-formulation.
As mentioned in Section 2.1.1, solutions to the vector wave equations (2.14) and (2.15) sat-
isfy the divergence conditions imposed by Maxwell’s equations. This is true for continuous
functions with continuous ﬁrst derivatives in the Hilbert space6 R3. Functions with con-
tinuous ﬁrst derivatives are denoted in mathematics as C1 functions. This means that the
electric and magnetic ﬁelds must be diﬀerentiable twice with continuous rotations and in
this case they satisfy the governing vector wave equation in a strong sense. However, using
the variational formulation of the BVP given in (2.95), the ﬁrst derivatives of the solutions
6A Hilbert space is a vector space with an inner product 〈f, g〉, such that the norm deﬁned by |f | =√〈f, f〉
turns the space into a complete metric space. Examples of ﬁnite-dimensional Hilbert spaces include the real
numbers R3 and the complex numbers C3.
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do not need to be diﬀerentiable (continuous) any more but only integrable. In this case,
the electric and magnetic ﬁelds must be square integrable7. This is true for ﬁeld solutions
within Va deﬁned in the space H(curl;Va) = {u ∈ [L2(Va)]3|∇ × u ∈ [L2(Va)]3}, where u is
any vector ﬁeld function. These ﬁeld solutions satisfy the governing vector wave equation in
a weak sense, which means that the variational formulation in (2.95) is a weak formulation
of the BVP.
2.3.2 Discretization
In order to solve the FE functional (2.95) for the unknown ﬁelds, the solution domain Va
is discretized into volume ﬁnite elements and the unknown ﬁelds within Va are expanded
in terms of appropriate basis functions deﬁned on the discrete elements. Enforcing the FE
functional to be stationary, a system of equations for the unknown coeﬃcients of the ﬁeld
expansion on the volume elements is derived.
For expanding the ﬁelds within the volume ﬁnite elements, the basis functions must be
linearly independent and they should satisfy the continuity conditions imposed by Maxwell’s
equations. Thus, tangential electric ﬁeld components must be continuous allowing normal
electric ﬁeld components to be discontinuous along the interfaces of ﬁnite elements. Further,
in order to avoid spurious modes8, the basis functions must properly approximate static
electric ﬁeld solutions, which are referred to as gradient ﬁelds, since they are associated to
gradients of the scalar electrostatic potential function ϕ according to
E = −∇ϕ. (2.96)
These solutions are eigenvectors of the governing vector wave equation with zero eigenvalue
k0 = 0 and are forming the inﬁnite dimensional nullspace of the curl operator, since for static
electric ﬁelds
∇× E = ∇×∇ϕ = 0. (2.97)
In order to satisfy the above requirements, vector basis functions are used for ﬁeld expansion,
in which the degrees of freedom are associated to edges of the volume ﬁnite elements. Such
basis functions are known in literature as tangential vector ﬁnite elements, or edge elements
[115]-[119]. Particularly, these vector basis functions have only tangential components along
the corresponding edge on which they are deﬁned. Therefore, they give an approximation
of E, which has continuous tangential components but discontinuous normal components
along the interfaces of ﬁnite elements. Edge element basis functions have zero divergence
and constant curl within the volume ﬁnite element on which they are deﬁned and they
represent curl conforming basis functions [17], [116], in contrast to RWG basis functions,
which are divergence conforming as stated in Section 2.2.2. Also, in order to satisfy the
condition (2.96) for static ﬁeld solutions, only tangential continuity of ∇ϕ is required, which
7In mathematics, the Hilbert space containing square integrable functions is known as Lebesque space
L2 and its subset, in which ﬁnite L2 norm is imposed for the functions and their weak derivatives is the
standard Sobolev space H2.
8Spurious modes are parasitic, nonphysical eigensolutions of the eigenvalue problem corresponding to the
considered BVP, which are caused by inconsistent approximation of static solutions to the wave equation.
Since each ﬁeld solution can be expanded in terms of the eigensolutions, spurious modes can be contained
in ﬁeld solutions of excitation problems.
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is true if ϕ is continuous without the need for continuity of the normal derivative of ϕ. The
required continuity of the scalar potential ϕ is automatically achieved with tangential vector
ﬁnite elements giving an exact representation of the static eigensolutions without spurious
modes.
An alternative approach is to use scalar basis functions with continuous derivatives for ﬁeld
expansion, in which the degrees of freedom are associated to nodes of volume ﬁnite elements.
Such basis functions are referred to as C1 ﬁnite elements [119], [120]. In this case, the
approximation of E provides both tangential as well as normal continuity along interfaces
of adjacent ﬁnite elements. Using C1 ﬁnite elements, the condition (2.96) for static ﬁeld
solutions is satisﬁed providing an exact representation of the nullspace of the curl operator
without spurious modes. However, C1 basis functions are not commonly found in ﬁnite
elements, since they do not exist in general over an arbitrary mesh and may need to be
explicitly derived for the particular case. Therefore, C1 ﬁnite elements are not a favorable
approach in ﬁnite element electromagnetic solutions.
In this work, tetrahedral volume ﬁnite elements are used to discretize the solution domain
Va as shown in Fig. 2.4 a). Within each tetrahedron, homogeneous material properties are
assumed. Also, zeroth-order edge element basis functionsαj(r) are deﬁned on the tetrahedral
elements [37]. According to the order of interpolation that these functions are introducing
on the discrete elements, they are often also referred to as 0.5-th order basis functions,
since the order of interpolation perpendicular to the corresponding edge on which they are
deﬁned is 1 and the order of interpolation along that edge is 0. Each tetrahedral element
has six degrees of freedom associated to its edges, whereas the degrees of freedom are shared
between adjacent tetrahedral elements. Hence, discretizing the solution domain Va with
MFE tetrahedral elements results in NFE = 2MFE total degrees of freedom within Va, since
each degree of freedom is shared by three tetrahedral elements.
edge j
( )jα r
l
k
a) b)
Figure 2.4: a) Tetrahedral ﬁnite element with associated degrees of freedom. b) Edge element
basis functions.
Using volume simplex coordinates9 [17], [37], the zeroth-order edge element basis function
associated to the edge from node k to node l is described by
αj(r) = αkl(r) = λk∇λl − λl∇λk. (2.98)
9Components of a local coordinate system within the corresponding tetrahedral element, which is intro-
duced by dividing the element for each observation point in its interior into four subtetrahedrons.
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Vector functions deﬁned by (2.98) have tangential ﬁeld components only at the edge on which
they are deﬁned as well as on faces containing those edges, whereas at all other faces they
have only normal components. This gives the required tangential ﬁeld continuity as shown
in Fig. 2.4 b) allowing normal ﬁeld components to be discontinuous along the interfaces of
adjacent tetrahedral elements as previously discussed.
The ﬁeld quantities in the variational formulation (2.95) are expanded within the discrete
tetrahedral element e in terms of edge element basis functions αj(r) according to
E(r) =
n∑
j=1
Eejα
e
j(r), (2.99)
Ead(r) =
n∑
j=1
Eej,adα
e
j(r), (2.100)
H(r) =
n∑
j=1
Hejα
e
j(r), (2.101)
with Eej , H
e
j being the unknown expansion coeﬃcients within the tetrahedron e, associated
to electric and magnetic ﬁeld quantities, respectively. Also, n denotes the number of edges
comprising the tetrahedral element e.
Using the expansions (2.99)-(2.101) of the ﬁeld quantities in the functional (2.95) for the
tetrahedral ﬁnite element e and applying the functional to be stationary, results in a local sys-
tem of equations for the unknown coeﬃcients of the ﬁeld expansions within the tetrahedron
e given by
[Re]{Ee} − k20[Se]{Ee}+ jk0Z0[T e]{He} = −jk0Z0{we}, (2.102)
with the local system matrices
[Reij] =
∫∫
Va
∫ [∇×αei (r)] · =µ−1r · [∇×αej(r)]dv, (2.103)
[Seij] =
∫∫
Va
∫
αei (r) · =εr ·αej(r)dv, (2.104)
[T eij] =
∫
©
∫
Ad
αei (r) ·
[
αej(r)× nˆ(r)
]
da, (2.105)
and the local vector of excitation coeﬃcients
{wei } =
∫∫
Va
∫
αei (r) · Jeidv. (2.106)
In the discrete equations (2.103)-(2.106), the material parameters
=
µr,
=
εr as well as the
impressed electric current density Jei are assumed to be constant over the working tetrahedral
element e and the corresponding position vector dependence in (2.103)-(2.106) is neglected.
The equations for computation of matrix and vector elements (2.103)-(2.106) can be found
in [17], [37].
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The global system of equations in FEM is obtained by summing the local equations (2.102)
with matrix and vector elements given in (2.103)-(2.106) over all volume ﬁnite elements.
This process is called assembly and results in the global FE system of equations
[R]{E} − k20[S]{E}+ jk0Z0[T ]{H} = −jk0Z0{w}. (2.107)
2.3.3 Truncation of the Solution Domain
The FE system of equations obtained by (2.107) is a system of NFE equations, where NFE is
the number of basis functions used to expand E. The number of system equations equals to
the number of unknowns if the FE problem is uniquely deﬁned, which is true if the problem is
completely decoupled from the domain external to Va. This is done by determination of the
tangential components of the electric and magnetic ﬁeld or by deﬁning a speciﬁc relationship
between them on the closed surface Ad surrounding the solution domain Va.
In FE problems, where the solution domain Va is terminated physically by the geometry
itself, the required tangential ﬁeld components at the closed surface Ad are determined by
the natural conditions imposed by the boundary walls. These can be the conditions of a Per-
fect Electric Conductor (PEC) or Perfect Magnetic Conductor (PMC). The tangential ﬁeld
components can also be determined by the relationship imposed by an Impedance Boundary
Condition (IBC) [17], [121], [122]. However, for the solution of open region radiation and
scattering electromagnetic problems using FEM truncation of the inﬁnite solution domain
is required to limit the size of the computational domain.
This can be achieved using an artiﬁcial boundary, which allows waves to pass through them
without reﬂection. Thus, such an artiﬁcial boundary does not perturb the ﬁeld that is
incident upon it. The resulting boundary condition is generally referred to as Absorbing
Boundary Condition (ABC). Perfect absorption without reﬂection of incident ﬁelds at the
artiﬁcial boundary is achieved with an ABC of inﬁnite order. However, since this is imprac-
tical, ABCs of ﬁnite order must be used. Typically, ABCs of second and higher order are
utilized for accurate results. A review of ABCs can be found in [123].
An alternative approach that can be used to truncate the inﬁnite FEM solution domain is
to use artiﬁcial material absorbers known as Perfectly Matched Layer (PML). It consists in
general of an interface between two spaces, one of which is lossy, and absorbs an electromag-
netic wave for a speciﬁc range of frequencies, angle of incidence and polarization, while it is
perfectly matched to the FE solution domain. An insight into PMLs is given in [124]-[126].
The main disadvantage of the above truncation approaches is the signiﬁcant additional com-
putational domain needed for accurate results. The FEM solution domain is eﬃciently
truncated using BIM formulated at the boundaries of the radiation and scattering objects
as described in Section 2.2. In this case, the truncation is exact, since the BI approach
incorporates the Sommerfeld radiation condition at inﬁnity through the use of the appropri-
ate Green’s function. This kind of truncation is done without any additional computational
domain outside the involved objects.
In this work, the BIM is used to solve for the ﬁelds in the domains exterior to the involved
objects and it is combined with the FEM to handle interior inhomogeneous dielectric re-
gions of the objects providing an eﬃcient truncation of the FEM solution domain. This
combination results in a Finite Element Boundary Integral (FEBI) formulation, which will
be described more in detail in the following section.
2.4. Combined Finite Element - Boundary Integral Formulation 31
2.4 Combined Finite Element - Boundary Integral For-
mulation
The conﬁguration of the combined FEBI approach is shown in Fig. 2.5. It consists of
composite metallic/dielectric objects with arbitrary shape, where the dielectric regions can
be in general inhomogeneous. The surface Ad surrounding the dielectric regions Va consists
of the closed surfaces Ad1 and Ad2 .
FEBI object
closed 
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dielectric
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2V
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Figure 2.5: Combined FEBI conﬁguration.
Fields in exterior regions are treated by BIM as described in Section 2.2, which is applied to
the boundary surface A→ A1 + A2 consisting of Ad1 , Ad2 and any inﬁnitesimally thin open
conducting surface like the surface Ac2 shown in Fig. 2.5. In particular, the solution domain
for the BIM applied to the boundary surface A1 → Ad1 + A∞ is the homogeneous region V1
exterior to Ad1 up to inﬁnity. In this case, CFIE expressions are obtained by substituting
the EFIE
nˆ(r)×
{
1
2
MA1(r)− nˆ(r)×
[
j
ωµ
4π
∫∫
A1
G(r, r′)JA1(r
′)da′
+j
1
4πωε
∇
∫∫
A1
G(r, r′)∇′A1 · JA1(r′)da′ +
1
4π
∫∫
A1
∇G(r, r′)×MA1(r′)da′ − Einc(r)
]}
= 0, ∀ r ∈ A1 (2.108)
and the MFIE
1
2
JA1(r) + nˆ(r)×
[
j
ωε
4π
∫∫
A1
G(r, r′)MA1(r
′)da′ + j
1
4πωµ
∇
∫∫
A1
G(r, r′)∇′A1 ·MA1(r′)da′
− 1
4π
∫∫
A1
∇G(r, r′)× JA1(r′)da′ −Hinc(r)
]
= 0, ∀ r ∈ A1 (2.109)
into the linear combination (2.67). In addition, the solution domain of the BIM applied
to the boundary surface A2 → Ad2 + Ac2 is the interior homogeneous region V2, where no
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incident ﬁelds Einc, Hinc are available. In this case, the corresponding EFIE and MFIE
expressions are
nˆ(r)×
{
1
2
MA2(r)− nˆ(r)×
[
j
ωµ
4π
∫∫
A2
G(r, r′)JA2(r
′)da′
+j
1
4πωε
∇
∫∫
A2
G(r, r′)∇′A2 · JA2(r′)da′ +
1
4π
∫∫
A2
∇G(r, r′)×MA2(r′)da′
]}
= 0, ∀ r ∈ A2 (2.110)
and
1
2
JA2(r) + nˆ(r)×
[
j
ωε
4π
∫∫
A2
G(r, r′)MA2(r
′)da′ + j
1
4πωµ
∇
∫∫
A2
G(r, r′)∇′A2 ·MA2(r′)da′
− 1
4π
∫∫
A2
∇G(r, r′)× JA2(r′)da′(r)
]
= 0, ∀ r ∈ A2, (2.111)
respectively. Thereby, CFIE is used for all segments of A1 and A2 except for the open surface
Ac2 , where EFIE is used due to reasons which are discussed in Section 2.5. In general, the
material parameters of the homogeneous domain V1 can be diﬀerent from those of the region
V2.
On the other hand, ﬁelds within interior dielectric regions are treated by FEM as described
in Section 2.3.1 resulting in the ﬁeld expression∫∫
Va
∫
∇× Eintad (r) · =µ−1r (r) · ∇ × Eint(r)dv −
∫∫
Va
∫
k20E
int
ad (r) · =εr(r) · Eint(r)dv
+jk0Z0
∫
©
∫
Ad
Eintad (r) ·
[
Hint(r)× nˆ(r)]da = ∫∫
Va
∫
jk0Z0E
int
ad (r) · J(r)dv, ∀ r ∈ Va. (2.112)
The solution domain of the FEM part is the dielectric region Va, which is surrounded by the
surface Ad → Ad1 + Ad2 .
The solution of the above equations is obtained by following procedures described in Sec-
tion 2.2.2 and Section 2.3.2, whereas the ﬁeld expressions in the various solution domains
must be coupled. This is done by combining in equations (2.108)-(2.112) the involved ﬁelds
of the interior and exterior regions on the boundary surfaces A1 and A2. The coupling
is performed at the dielectric segments of the boundary surfaces via the ﬁeld continuity
conditions
nˆ(r)× Eext(r) = nˆ(r)× Eint(r), ∀ r ∈ A1,2, (2.113)
nˆ(r)×Hext(r) = nˆ(r)×Hint(r), ∀ r ∈ A1,2. (2.114)
Considering the expressions (2.39) and (2.40) for the equivalent surface currents, the ﬁeld
continuity conditions become
JA1,2(r) = nˆ(r)×Hext(r) = nˆ(r)×Hint(r), ∀ r ∈ A1,2, (2.115)
MA1,2(r) = −nˆ(r)× Eext(r) = −nˆ(r)× Eint(r), ∀ r ∈ A1,2, (2.116)
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which ﬁnally result in the coupling expressions
JA1,2(r) =
N∑
n=1
Hnβn(r) =
N∑
n=1
Hn
[
nˆ(r)×αn(r)
]
, ∀ r ∈ A1,2, (2.117)
MA1,2(r) = −
N∑
n=1
Enβn(r) = −
N∑
n=1
En
[
nˆ(r)×αn(r)
]
, ∀ r ∈ A1,2. (2.118)
Thereby, the expansions (2.69), (2.70) and (2.99), (2.101) were taken into account by also
considering that the edge element basis functions α(r) are the tangential counterpart of
RWG basis functions β(r) on the boundary surface, thus
β(r) = nˆ(r)×α(r), ∀ r ∈ A1,2. (2.119)
It is noticed, that electric ﬁelds within FEM are expanded in terms of edge element basis
functions according to (2.99) only on the dielectric parts of the boundary surface A, since on
the PEC parts of A the tangential electric ﬁeld vanishes. Further, magnetic currents within
BIM exist only in the dielectric parts of the boundary surface A, since on the PEC parts of
A magnetic currents vanish due to (2.40) along with the boundary condition imposing zero
tangential components of the electric ﬁeld on PEC surfaces. Electric currents, however, exist
all over the boundary surface A. Obviously, the BIM degrees of freedom in the dielectric
segments of A are identical to those of the FEM ﬁeld expansion. It is ﬁnally noticed, that
the IEs applied to A1 and A2 are decoupled and its MoM solution leads to two independent
sets of linear equations. Coupling of the two IEs is given through the FEM on the dielectric
segments of Ad1 and Ad2 according to the above expressions.
Applying the FEBI approach to the conﬁguration shown in Fig. 2.5 results in a coupled
linear system of equations according to
[A + B] {x} = {b}, (2.120)
where [A] is the sparse FE coupling matrix of interior regions, [B] is the full coupling matrix
of the BI part, {b} is the excitation vector and {x} is the unknown vector of expansion
coeﬃcients. In general, linear system of equations can be solved numerically using either
direct or iterative solvers. The ﬁrst provide a numerically exact solution of the equation
system and they are in general based on Gaussian elimination, whereas the second are
typically used for large problems and start from an initial guess of the solution and intend to
converge to the exact solution with acceptable numerical accuracy through iteration steps.
The convergence of iterative solvers is strongly inﬂuenced by the condition number of the
system matrix, which can be improved using preconditioning techniques. The general idea
of preconditioners is to multiply the system of equations with an appropriate matrix, in
order to obtain a new equation system, which is easier to solve with iterative techniques.
The most common preconditioning approaches include diagonal, block diagonal and near
neighbor preconditioners. More on iterative solvers and preconditioning can be found in
[16], [127].
In this work, the FEBI linear system of equations (2.120) is solved by a recursive iterative
solution technique using a multilevel iterative preconditioning strategy with several nested
iteration loops. For more detailed description of the equation system solution algorithm the
reader is referred to [78], [128].
34 Chapter 2. The Finite Element Boundary Integral Method
2.5 Discussion
The IEs given in Section 2.2.1 show diﬀerent behavior when applied to an inﬁnitesimally
thin open metallic surface Ac. In order to discuss this diﬀerence, it is assumed that the
open ends of Ac are connected by any ﬁctitious extension to form a closed surface A
′
c. The
volume produced that way enclosed by A′c has the same material parameters as the external
domain. Then, the IEs are applied to both sides of the closed surface A′c (interior and
exterior problem), whereas at the ﬁctitious part of A′c both electric and magnetic equivalent
surface currents are considered. The corresponding IEs for the interior and exterior problem
are subtracted so that the contributions from the ﬁctitious part of A′c are eliminated since
they are identical, whereas appropriate boundary conditions are considered at the original
surface Ac. Applying this approach for EFIE results in proper modeling, since the tangential
electric ﬁeld is equal to zero on both sides of Ac, thus it is continuous across Ac. This means,
that the same electric ﬁeld exist on Ac on both sides of it, so that EFIE can be used properly
on both sides of the inﬁnitesimally thin surface. However, applying this approach for MFIE
results in improper modeling, since tangential magnetic ﬁeld components are discontinuous
across Ac by the amount of the surface electric current density on Ac. Consequently, the
tangential magnetic ﬁeld jumps on the open conducting surface and additional unknowns
are needed for proper modeling of the magnetic ﬁeld on both sides of the open surface, which
are not provided using MFIE for both sides of Ac. It is obvious, that the same limitations
also exist when applying CFIE for modeling of open conducting surfaces, since it involves
the MFIE according to (2.67). This is the reason why EFIE is used for modeling the open
surface Ac2 shown in Fig. 2.5. A detailed discussion on this issue can be found in [129].
Moreover, the EFIE and MFIE were derived in Section 2.2.1 assuming observation points
placed on the boundary surface A and considering tangential ﬁeld components on A. Thereby,
the nˆ× nˆ× product with equation (2.63) was taken for EFIE formulation and the nˆ× prod-
uct with equation (2.64) for MFIE formulation. This results in both cases in components
tangential to A. In particular, denoting the unit vector of the nˆ× product by tˆ′ and the
unit vector of the nˆ× nˆ× product by tˆ = nˆ× tˆ′ results in a set of unit vectors nˆ, tˆ′, tˆ, which
lie orthogonal to each other with tˆ, tˆ′ being tangential to the boundary surface A. This
means, that the nˆ × nˆ× product with (2.63) corresponds to tˆ · E formulation and the nˆ×
product with (2.64) to nˆ×H formulation. So, following the notation used in [130], the EFIE
given in Section 2.2.1 corresponds to TE formulation, which can be assumed as testing with
RWG functions. Similarly, the MFIE corresponds to NH formulation, which can be assumed
as testing with nˆ×RWG functions. Consequently, the CFIE given in (2.67) corresponds
to TENH formulation. Alternative CFIE formulations include TETH, NETH, and NENH
formulations as described in [130]. Additionally, a TENENH formulation was proposed in
[130] for improved eﬃciency and accuracy, which can be assumed as testing the EFIE part
with both RWG as well as nˆ×RWG functions. However, as discussed in [131] this is not
necessarily important, since it turns out that accurate evaluation of BI integrals is the most
important task for accurate FEBI results. Especially accurate computation of singularities
of the Green’s function must be handled carefully as reported in Section 2.2.3.
In the present thesis, the matrix-vector multiplications of the BIM part are accelerated within
the iterative solver using a very powerful implementation of the Multilevel Fast Multipole
Method, which will brieﬂy described in the following chapter.
Chapter 3
The Multilevel Fast Multipole
Method
The Multilevel Fast Multipole Method (MLFMM) is a global numerical modeling technique,
where ﬁeld contributions are expressed by spherical multipole expansions. At this point, it
is used to accelerate the matrix-vector product computations reported in iterative solutions
of equation systems, which are obtained in ﬁeld problems solved by IE techniques. It is
actually the multilevel version of the originally introduced Fast Multipole Method (FMM),
in which far interactions between surface current elements are represented using two basic
steps: In the ﬁrst step, the current elements are collected into groups reducing that way
the number of radiation centers. The radiated ﬁelds of the basis functions are expanded
in terms of spherical multipoles located at the center of the groups. Coupling between
source and testing elements imposed by MoM solution in BIM is computed by translating
multipoles from the coordinate system of source groups to the coordinate system of testing
groups using an appropriate translation matrix. The second step is the expansion of the
spherical wave functions included in the multipole expansion into plane waves. This provides
diagonalization of the translation operator and reduces signiﬁcantly the complexity for the
matrix-vector multiplications within each iteration step of the BIM solution. In this chapter,
the basic theoretical concepts of FMM and MLFMM as well as the necessary formulations
for CFIE will be given.
3.1 The Fast Multipole Method
The FMM was originally proposed by Greengard and Rokhlin to solve static IEs rapidly
[132] and was extended by Rokhlin to solve acoustic wave scattering problems [133] as well
as by many research groups to solve electromagnetic scattering problems [23], [134], [135].
The FMM reduces the computation complexity and memory requirements of the BI matrix-
vector product from O(N2) to O(N3/2), where N is the number of BI unknowns. In the
following subsections, ﬁeld representations by multipole expansions and diagonalization of
translation operator according to FMM will be discussed.
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3.1.1 Field Representation by Multipole Expansions
The system of equations obtained by MoM solution of CFIE in the BI part of the FEBI
technique is written as[
ZCFIEJ
] {H}+ [ZCFIEM ] {E} = {b}, (3.1)
where {H}, {E} are vectors containing the unknown electric and magnetic surface current
expansion coeﬃcients, respectively, and {b} is the excitation vector due to an incident plane
wave or an impressed voltage on the boundary surface A through a delta-gap voltage source
[136]. Also,
[
ZCFIEJ,M
]
are the coupling matrices due to electric and magnetic currents, re-
spectively. For conventional MoM computations, the elements of those matrices are given in
Section 2.2.2. The conventional MoM coupling matrices are dense resulting in bad compu-
tational complexity of the matrix-vector products in (3.1). An alternative expression of the
MoM matrix elements for CFIE, which is used for FMM formulations, is given by
ZCFIEmn,J = + c1
∫∫
A
βm(rm) ·
∫∫
A′
(
−
I+
1
k2
∇∇′
)
G(rm, rn) · βn(rn)da′da
+ c2
∫∫
A
[∇×αm(rm)] ·
∫∫
A′
G(rm, rn)βn(rn)da
′da, (3.2)
ZCFIEmn,M = + c3
∫∫
A
[∇× βm(rm)] ·
∫∫
A′
G(rm, rn)βn(rn)da
′da
+ c4
∫∫
A
αm(rm) ·
∫∫
A′
(
−
I+
1
k2
∇∇′
)
G(rm, rn) · βn(rn)da′da, (3.3)
respectively, with m,n = 1, 2, . . . , N and rm, rn ∈ A. The coeﬃcients c1 to c4 are given by
c1 = −j ωµ
4π
α, (3.4)
c2 = Z
1
4π
(1− α), (3.5)
c3 =
1
4π
α, (3.6)
c4 = jZ
ωε
4π
(1− α), (3.7)
where α is the CFIE combination parameter and Z is the wave impedance in the considered
solution domain given by (2.68). Also,
k = ω
√
εµ =
2π
λ
(3.8)
is the wavenumber in the considered solution domain with λ being the wavelength. The
scalar Green’s function G(rm, rn) is given by (2.34) for r = rm and r
′ = rn.
For fast computation of the matrix-vector product in (3.1), the N current elements on the
boundary surface A are collected into MG groups labeled by Gp with p = 1, 2, . . . ,MG, so
that each group is supporting N ′ = N/MG basis functions. Assuming that r′ = rn is a source
point within the group Gn′ , which is centered at the point rn′ , and r = rm is a testing point
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within the group Gm′ , which is centered at the point rm′ as shown in Fig. 3.1, the direct
coupling path rmn = rm − rn between source and ﬁeld point is written as
r− r′ = rm − rn = (rm − rm′) + (rm′ − rn′) + (rn′ − rn)
= rmm′ + rm′n′ − rnn′ , (3.9)
by intervening the center points of the groups in the coupling path.
receiving group
•
source group 
nn′r
mnrn′r
nr
mr
m n′ ′r
mm′r
lD
m′rO
nG ′
mG ′
Figure 3.1: Coupling path from source point r′ = rn to testing point r = rm split into three
sections rnn′ , rm′n′ and rmm′ .
Then, a spherical multipole expansion is applied to the free space scalar Green’s function
using Gegenbauer’s addition theorem [137]. According to this, the scalar Green’s function
from a source current element placed at rn in the source group Gn′ to a testing current
element placed at rm in the testing group Gm′ is expanded in terms of spherical wave functions
including dynamic multipoles located at the center of the corresponding groups rn′ and rm′ ,
respectively, according to
e−jk|D+d|
|D+ d| = −jk
∞∑
l=0
(−1)l(2l + 1)jl(kd)h(2)l (kD)Pl(dˆ · Dˆ), (3.10)
where
D = rm′n′ (3.11)
is the vector between the centers of the groups containing the considered current elements
[23]. Also,
d = rmm′ − rnn′ (3.12)
is the sum of the vectors from the considered current elements to the particular group centers
with
D > d. (3.13)
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Thus, using (3.9) we get
D+ d = rm − rn. (3.14)
Also, jl is the ﬁrst kind spherical Bessel function of degree l, h
(2)
l is the second kind spherical
Hankel function of degree l and Pl is the Legendre polynomial of degree l.
Applying the spherical multipole expansion (3.10) to the BIM equations given in (3.1)-(3.3),
the ﬁeld contributions associated with source and testing elements are transformed into new
coordinate systems placed at the center of the corresponding groups containing those ele-
ments. The collected ﬁeld contributions at the center of the source groups are transformed
into the center of the testing groups by translating dynamic multipoles from the coordinate
system of the former to the coordinate system of the latter. This procedure results in a rep-
resentation, where the translation operator is a fully populated matrix. This is typical for
multipole expansions in electromagnetic problems, where dynamic multipoles carry informa-
tion about the source along distance1. Hence, long distance interactions in electromagnetics
are replaced in general by multipole-to-multipole interactions. However, a full translation
matrix does not reduce the computational complexity of the matrix-vector multiplication.
Therefore, diagonalization of the translation operator is performed for electromagnetic prob-
lems. This will be described in the following subsection.
3.1.2 Diagonalization of Translation Operator
The matrix representation of the translation operator using dynamic multipoles as a basis
results in a full translation matrix and does not reduce the computational complexity of the
matrix-vector products in (3.1). The success of FMM in electromagnetic problems relies in
the diagonal factorization of the translation operator. The spherical translation operators
have diagonal representations when expressed in terms of their plane wave spectra [139].
From the point of view of group theory in physics, the existence of diagonal representations
of the translation operator can be found in the commutative identity of the translational
groups, which is a direct consequence of translational invariance of Maxwellian free space
ﬁeld solutions [4]. The diagonal translation theory was summarized in [140]. A diﬀerent
derivation based on plane wave expansions was given in [141].
The spherical wave functions included in (3.10) are expanded in terms of plane waves using
the identity [9]
4π(−1)ljl(kd)Pl(dˆ · Dˆ) =
∫
©
∫
e−jk·dPl(kˆ · Dˆ)dkˆ2, (3.15)
where the integration is performed over the Ewald sphere with
k = kkˆ. (3.16)
Thus, equation (3.10) becomes
e−jk|D+d|
|D+ d| = −
jk
4π
∫
©
∫ {
e−jk·d
∞∑
l=0
(−1)l(2l + 1)h(2)l (kD)Pl(kˆ · Dˆ)
}
dkˆ2, (3.17)
1This can be clearly seen e.g. by looking at the radiation pattern produced by a radiating element
compared to the one produced by an array of the same elements. The lobes and nulls observed in long
distance (far-ﬁeld) are diﬀerent in both cases giving information about the source of the radiation. The
same behavior can be found in dynamic multipoles [138].
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where the order of integration and summation has been exchanged. The inﬁnite series in
equation (3.17) is truncated at the term l = Lm and using (3.11)-(3.14) we ﬁnally get the
representation of the free space scalar Green’s function given by
G(rm, rn) =
e−jk|rm−rn|
|rm − rn| ≈
∫
©
∫
e−jk·rmm′TL(kˆ · rˆm′n′)ejk·rnn′dkˆ2, (3.18)
where
TL(kˆ · rˆm′n′) = − jk
4π
Lm∑
l=0
(−1)l(2l + 1)h(2)l (krm′n′)Pl(kˆ · rˆm′n′) (3.19)
is the translation operator. This operator is a diagonal matrix, which translates radiated
plane waves from the center of the source group to received plane waves at the center of the
testing group. The factorization of the Green’s function according to (3.18) is valid outside
a suﬃcient radius from the groups due to the limitation (3.13) provided by the addition
theorem. Groups for which this criterion is valid are referred to as well-separated groups.
Particularly, groups are assumed to be well-separated, if they are separated by at least one
group, so that the addition theorem criterion (3.13) remains valid.
The truncation of the multipole series expansion at the term Lm is a controllable error source
in FMM. It was shown in [4], that truncation of the inﬁnite series at the term
Lm ≈ kd + 1.8d2/3a (kd)1/3 (3.20)
results in a relative error of ε = 10−da , where da is the number of digits of accuracy. It
is noticed, that the above accuracy approximation was obtained under far ﬁeld conditions,
which may not be necessarily the case in near domains, thus for small groups.
The kˆ-space numerical integration over the Ewald sphere is also a controllable error source in
FMM. The 2(Lm + 1) trapezoidal quadrature rule in the interval [0, 2π] is typically used for
integration over ϕ, due to periodicity over ϕ with a period of 2π. The numerical integration
over ϑ is performed using Gauss-Legendre quadrature rule with (Lm + 1) integration points
in the interval [0, π]. This results in a total number of 2(Lm + 1)
2 integration points in the
kˆ-space, where Lm is the number of multipoles [142].
3.1.3 Matrix Elements
Substituting the factorized Green’s function (3.18) in the matrix elements for CFIE given in
(3.2) and (3.3) we get the FMM matrix elements
ZFMMmn,J = − jZ
k
4π
α
∫
©
∫
∼
β∗m(kˆ) · TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
· ∼βn(kˆ) dkˆ2
+ jZ
k
4π
(1− α)
∫
©
∫ [
kˆ × ∼α∗m(kˆ)
]
· TL(kˆ · rˆm′n′)
∼
βn(kˆ) dkˆ
2, (3.21)
ZFMMmn,M = + j
k
4π
α
∫
©
∫ [
kˆ × ∼β∗m(kˆ)
]
· TL(kˆ · rˆm′n′)
∼
βn(kˆ) dkˆ
2
+ j
k
4π
(1− α)
∫
©
∫
∼
α∗m(kˆ) · TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
· ∼βn(kˆ) dkˆ2, (3.22)
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where
j
ωµ
4π
= jZ
k
4π
, (3.23)
jZ
ωε
4π
= j
k
4π
(3.24)
have been used to express the corresponding constants. Thereby, the substitution ∇ → −jk
was used, which is valid for application of the∇ operator on elementary plane wave functions
e−jk·r in the kˆ-space. Also,
∼
βn(kˆ) =
∫∫
A
βn(rn)e
jk·rnn′da′, (3.25)
∼
αn(kˆ) =
∫∫
A
αn(rn)e
jk·rnn′da′ (3.26)
are the kˆ-space representations of the basis functions with * denoting complex conjugation
and TL(kˆ · rˆm′n′) is the translation operator given in (3.19).
Equations (3.21) and (3.22) are used for FMM computations among well-separated groups.
The coupling terms between nearby groups, which are not well-separated, are computed
by conventional MoM approaches as described in Section 2.2.2. Hence, we can rewrite the
matrix-vector product of equation system (3.1) for electric currents as
N∑
n=1
ZCFIEmn,J Hn =
∑
n′∈GBn′
∑
n∈Gn′
ZMoMmn,J Hn
−jZ k
4π
α
∫
©
∫
∼
β∗m(kˆ) ·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n∈Gn′
Hn
∼
βn(kˆ) dkˆ
2
+jZ
k
4π
(1− α)
∫
©
∫ [
kˆ × ∼α∗m(kˆ)
]
·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
∑
n∈Gn′
Hn
∼
βn(kˆ) dkˆ
2, (3.27)
for m ∈ Gm′ , where Gm′ is the m′-th testing group. Also, GBn′ denotes all nearby (not well-
separated) groups of the n′-th source group Gn′ including itself. Similarly, the matrix-vector
product of equation system (3.1) for magnetic currents is written as
N∑
n=1
ZCFIEmn,M En =
∑
n′∈GBn′
∑
n∈Gn′
ZMoMmn,MEn
+j
k
4π
α
∫
©
∫ [
kˆ × ∼β∗m(kˆ)
]
·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
∑
n∈Gn′
En
∼
βn(kˆ) dkˆ
2
+j
k
4π
(1− α)
∫
©
∫
∼
α∗m(kˆ) ·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n∈Gn′
En
∼
βn(kˆ) dkˆ
2. (3.28)
Thereby, ZMoMmn,J,M are the near coupling matrix elements for CFIE between non well-separated
groups due to electric and magnetic currents, respectively, which are evaluated by conven-
tional MoM using equations (2.67), (2.72), and (2.75). The near coupling matrices must be
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explicitly built and stored in memory, in order to be used within the iterative solver. These
matrices are sparse and can be stored eﬃciently in a compressed format. They can also be
used for a near neighbor preconditioning approach [78], [128]. However, the FMM part of
the matrix-vector products are computed in each iteration step using the above equations.
By looking at the equations (3.27) and (3.28) it can be observed, that FMM consists of three
processes, which are illustrated in Fig. 3.2:
• Aggregation Process
In the aggregation process, the radiation patterns of the source groups are evaluated
by collecting the radiation patterns of the basis functions at the center of the groups.
The radiation patterns of the current elements are Fourier transformed basis functions
for several kˆ-directions, namely the kˆ-space representations given in (3.25) and (3.26).
The main term of this process is the function ejk·rnn′ , which expresses the far-ﬁeld
radiation pattern of the current element n in the source group Gn′ .
• Translation Process
In the translation process, the radiated plane waves by the source group Gn′ are trans-
lated into received plane waves at the center of the testing group Gm′ . The main term
of this process is the diagonal translation operator TL(kˆ · rˆm′n′) given in (3.19).
• Disaggregation Process
In the disaggregation process, the received ﬁeld contribution at the center of the testing
group Gm′ are computed at the testing point m by multiplying them with the receiving
pattern of the current element at the testing point. The main term of this process is
the function e−jk·rmm′ , which expresses the far-ﬁeld receiving pattern of the current
element m in the testing group Gm′ .
3.2 The Multilevel FMM
The MLFMM is the multilevel version of the FMM and was implemented for CFIE by Song
and Chew [24], [25] with O(N logN) complexity and memory requirements for computa-
tion of the BI matrix-vector products. Further saving of a considerable amount of memory
without compromising accuracy and numerical speed is achieved by expanding the kˆ-space
representation of the basis functions into spherical harmonics introduced by Eibert [26]. The
basic concepts of MLFMM concerning the numerical algorithm, interpolation and anterpo-
lation issues as well as spherical harmonics expansion of the basis functions’ far-ﬁelds will
be addressed brieﬂy in the following subsections.
3.2.1 Numerical Algorithm
In order to extend the FMM in a multilevel principle and to achieve additional reduction of
computational requirements for the BI matrix-vector product computation, the groups are
combined into multiple levels using a tree structure. At each level, the groups have in every
dimension twice the size of the groups at the level directly below. Empty groups that may
arise through the grouping process are ignored at each level. Non empty groups containing
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BI current elements are collected and numbered at every level. Thereby, the lowest level
containing the ﬁnest groups (smallest group size) is labeled with 1 and the highest level
containing the coarsest group (largest group size) is labeled with L.
The basic multilevel algorithm for the matrix-vector multiplication consists of two steps,
which are illustrated in Fig. 3.2:
• First, the aggregation process is performed. The kˆ-space representations of the basis
functions are computed for the corresponding kˆ-directions at the lowest level. Using
these representations, the radiation patterns of the source groups are computed at
the lowest level and they are stored in memory. Through shifting and interpolation
the corresponding radiation patterns of the groups on higher levels are performed. In
particular, assuming that rn′l and rn′l−1 are the group centers at levels l and l − 1,
respectively, the kˆ-space representation of the basis function at the level l is given by
∼
βnl(kˆ) = e
−jk·rn′
l
n′
l−1
∼
βnl−1(kˆ), (3.29)
where
rn′ln′l−1 = rn′l − rn′l−1 (3.30)
is the vector diﬀerence of the source group centers at the particular levels. At the higher
level l, the group size is larger than the group size at the lower level l − 1 resulting
in larger spectral content, so that more kˆ-directions are needed at level l to perform
the numerical integration over the Ewald sphere. The radiation patterns are evaluated
for the additional kˆ-directions at level l using interpolation between the known values
for the kˆ-directions at the lower level l− 1. More on interpolation in MLFMM will be
discussed in Section 3.2.2.
translation aggregationdisaggregation
1l lm m −′ ′r
1l ln n−′ ′r
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Figure 3.2: Aggregation, translation, and disaggregation process in MLFMM. Subscription
for lowest level is neglected.
• Then, the translation and disaggregation process is performed. At each level, transla-
tion of radiated ﬁeld terms from all source groups to the well-separated groups at this
particular level is performed. This procedure is done from the lowest level through
level L − 2, which is the highest level on which appropriate group separation is pro-
vided. The contributions between non well-separated groups (adjacent groups) are
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explicitly evaluated by conventional MoM approaches. Also, starting at level L − 2,
the received contributions are evaluated at lower levels through shifting and anterpo-
lation. Thereby, the receiving pattern of the testing group Gm′l−1 at the level l − 1 is
obtained by the receiving pattern of the testing group Gm′l at the level l using (3.29).
For eﬃcient evaluation of the radiation patterns on the appropriate kˆ-directions at the
level l − 1, anterpolation is used. This is done because the spectral content of the
groups at the level l − 1 is lower than the spectral content on level l due to smaller
group sizes. Hence, less kˆ-samples are suﬃcient in this case to represent the radiated
ﬁelds. More on anterpolation in MLFMM will be discussed in Section 3.2.2. This
procedure is performed until the lowest level. There, the received ﬁeld contributions
at the center of the receiving group are ﬁnally evaluated at the corresponding testing
current elements using the receiving pattern of the appropriate basis functions.
3.2.2 Interpolation and Anterpolation of Group Radiation Pat-
terns
In diagonal MLFMM, the radiation patterns of the source groups are aggregated and disag-
gregated to obtain the radiation patterns for the groups at higher and lower levels, respec-
tively, as described previously. Thereby, interpolation between known values of the source
group radiation patterns at a particular level is used in the aggregation process in order to
evaluate the radiation patterns of source groups at additional kˆ-directions at higher level.
In addition, anterpolation is used at the disaggregation process starting from known values
of the receiving patterns of testing groups on higher level. The use of interpolation and an-
terpolation is crucial in MLFMM in order to achieve additional reduction of computational
complexity for the BI matrix-vector products. This is because it allows to work with lower
sampling rates on lower levels, where the groups are smaller and have lower spectral content.
Since the number of small groups is higher, cutting down the workload on lower levels is
important for additional reduction of computational complexity.
In order to present the diﬀerence between interpolation and anterpolation more clearly,
assume that we have a function f(x), whose values are known on sampling points within the
range [xs, xl] with a particular sampling rate. Then, interpolation gives function values on
sampling points inside [xs, xl] for higher sampling rate than the original. Thus, interpolation
increases the sampling rate of f(x) within [xs, xl]. On the other hand, anterpolation states
for the adjoint interpolation process. It reduces the sampling rate of the function inside
the range [xs, xl] and it can be interpreted as a low-pass ﬁltering process. In particular,
anterpolation starts from known values of f(x) on sampling points within [xs, xl] with some
high sampling rate and gives values of f(x) for less sampling points within the same range
resulting in smaller sampling rate. It is therefore a down-sampling process, or in other words
it is the transpose interpolation. It is noticed, that anterpolation should not be confused
with extrapolation, which starts from known values of the function f(x) within [xs, xl] and
gives function values for a new set of sampling points outside [xs, xl].
In this work, local interpolation is used, where the radiation pattern at a given direction
in the kˆ-space is interpolated using values at the neighboring directions. Obviously, the
same approach is also applied during anterpolation. Local interpolation/anterpolation is
easy to implement and it has exponential accuracy. Alternatively, global interpolation can
be used, where the radiation pattern at a given direction in the kˆ-space is interpolated using
44 Chapter 3. The Multilevel Fast Multipole Method (MLFMM)
values at all directions. This interpolation approach is exact but it is, however, more time
consuming than local interpolation. Since radiated three dimensional wave functions are
periodic functions of ϕ, the global interpolation over ϕ is achieved with an eﬀort of an FFT.
The global interpolation over ϑ can be achieved using FFT by forming a periodic function
over ϑ [4].
3.2.3 Spherical Harmonics Expansion of the Basis Functions’
Far-Fields
The MLFMM is implemented with memory eﬃciency by expanding the kˆ-space representa-
tion of the basis functions in spherical harmonics as introduced in [26]. Thereby, the far-ﬁelds
of the basis functions given with the kˆ-space representations (3.25) are expanded according
to
∼
βm(ϑ, ϕ) =
P∑
p=0
p∑
q=−p
fnpqYpq(ϑ, ϕ), (3.31)
where
Ypq(ϑ, ϕ) =
√
(2p + 1)(p− q)!
4π(p + q)!
P qp (cosϑ)e
jqϕ , (3.32)
are the orthonormalized spherical harmonics [87]. Also, P qp is the associated Legendre poly-
nomial of degree p and order q. The expansion coeﬃcients are obtained from
fnpq =
∫
©
∫
∼
βm(ϑ, ϕ)Y
∗
pq(ϑ, ϕ)dkˆ
2 . (3.33)
The spherical harmonics expansion coeﬃcients are computed and stored for all basis func-
tions in the initialization step using (3.25) and (3.33).
According to this MLFMM approach, the matrix-vector product computations are performed
by ﬁrst aggregating all spherical harmonics expansion coeﬃcients fnpq at the center of each
MLFMM group at the ﬁnest level. After that, the outgoing waves are computed at the
quadrature points for all groups on the ﬁnest MLFMM level. The translations of outgoing
waves into incoming waves as well as the aggregations and disaggregations between diﬀer-
ent MLFMM levels including interpolation and anterpolation are performed as in standard
MLFMM using the numerical quadrature samples. However, when all incoming waves are
collected in a certain group on the ﬁnest level, the spherical harmonics expansion
TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
· ∼βn(kˆ) =
P∑
p=0
p∑
q=−p
gnpqYpq(ϑ, ϕ) (3.34)
is carried out and by utilizing the orthogonality of the spherical harmonics the closed integral
over the Ewald sphere simpliﬁes to the series
Zmn = −j ωµ
4π
P∑
p=0
p∑
q=−p
(fmpq)
∗ · gnpq . (3.35)
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The number of expansion coeﬃcients needed with this approach is in general less than
the corresponding number of quadrature samples for numerical integration in the kˆ-space
resulting in saving of memory requirements without compromising accuracy and numerical
speed.
In the present thesis, the FEBI and the MLFMM described in the previous chapters are
fully hybridized with the Uniform Geometrical Theory of Diﬀraction, which will be described
brieﬂy in the next chapter.

Chapter 4
The Uniform Geometrical Theory of
Diﬀraction
The Uniform Geometrical Theory of Diﬀraction (UTD) is a ﬁeld based asymptotic numerical
modeling technique, where electromagnetic ﬁelds and scattering mechanisms are described
according to ray optical concepts, which are accurate for very small wavelengths. It is actu-
ally the uniform version of the originally derived Geometrical Theory of Diﬀraction (GTD)
providing continuous ﬁeld solutions in transition regions around shadow boundaries. The
ray optical concepts used to express the ﬁelds are based on classical concepts of Geomet-
rical Optics (GO). With UTD, accurate solutions of electromagnetic ﬁelds are provided in
the high-frequency limit, where the dimensions of the involved objects can be assumed very
large as compared to the wavelength. In this chapter, the basic theoretical aspects of UTD
will be described.
4.1 Geometrical Optics
The relationship between ray optics and wave propagation is known in physics from earlier
days by the works of Huygens in 1690 and Fresnel in 1818. This relationship is the funda-
mental concept of GO and was formally shown by Luneberg [144] and Kline [145] based on
the success of the approach followed by Sommerfeld and Runge [146]. According to this for-
mulation, the transport of energy from one point to another in an isotropic lossless medium
is accomplished using the conversation of power ﬂux in a tube of rays. Based on this con-
cept, the GO provides an approximate high-frequency approach for determining the wave
propagation for incident and reﬂected ﬁelds by the use of rays as described in the following
subsections.
4.1.1 Ray Optical Field Representation
In order to provide ray optical representation of electromagnetic waves within a source free
region with lossless and isotropic material properties ε, µ, the Luneberg-Kline asymptotic
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expansions [144], [145]
E(r) = e−jkΨ(r)
∞∑
n=0
En(r)
(jω)n
, (4.1)
H(r) = e−jkΨ(r)
∞∑
n=0
Hn(r)
(jω)n
. (4.2)
are used, where k is the wavenumber in the considered domain given in (3.8) and Ψ(r) is
the phase function. In the high-frequency limit as the frequency goes to inﬁnity (ω →∞⇒
k → 0) only the ﬁrst term (n = 0) of the above expansions remains, which is referred to as
ray optical ﬁeld (or geometrical optics ﬁeld). The expressions of these ﬁelds are
EGO(r) = E0(r)e
−jkΨ(r), (4.3)
HGO(r) = H0(r)e
−jkΨ(r). (4.4)
The Luneberg-Kline expansions (4.1), (4.2) close the gap between ray optics and wave prop-
agation and substituting the expanded ﬁelds into Maxwell’s equations and the Helmholtz
wave equation gives the behavior of ray optical ﬁelds in terms of propagation direction,
polarization, amplitude as well as phase variation.
In particular, substituting (4.1), (4.2) into Maxwell’s equations for the considered domain
given in (2.17)-(2.20) shows that E0, H0 are both perpendicular to ∇Ψ. Further, evaluating
the time-average Poynting vector S of the ray optical ﬁelds for the particular case shows
that S has the direction of ∇Ψ. Also, the phase gradient ∇Ψ is found to satisfy the eikonal
equation
|∇Ψ(r)| = 1. (4.5)
Detailed derivations can be found in [147]. Consequently,
eˆs = ∇Ψ(r) (4.6)
is the unit vector normal to the ray optical ﬁelds and it is also the direction in which the
power ﬂows. This direction deﬁnes the direction of propagation of the ray optical wave.
It is noticed, that E0, H0 and eˆs are mutually perpendicular at any point of propagation
and there are no ﬁeld components in the propagation direction. Hence, ray optical ﬁelds
have a locally plane wave nature. Furthermore, the family of wavefront (equiphase) surfaces,
which are normal to the ray optical propagation direction are referred to as eikonal surfaces
and they satisfy the eikonal equation (4.5). Thus, the unit vector eˆs is normal to the
equiphase surface of constant Ψ, which means that in an isotropic medium the ray optical
direction of propagation is everywhere normal to the wavefront. Such highly localized paths
of wave propagation, which are directed along the normal to the wavefront are called rays.
In homogeneous media, the ray trajectories are straight lines, which is not true in the general
case of inhomogeneous media, where the ray trajectories are usually curved.
The ray optical ﬁeld analysis is obtained by considering a bundle of paraxial rays adjacent
to the same axial ray, which forms a ray tube. In general, the tube of rays is deﬁned as an
astigmatic ray tube with general wavefront as shown in Fig. 4.1. The wavefront has a radius
of curvature ρ1 in the principal direction Xˆ1 and a radius of curvature ρ2 in the principal
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Figure 4.1: Astigmatic ray tube.
direction Xˆ2. Obviously, the principal directions Xˆ1, Xˆ2 are perpendicular to each other and
they are also perpendicular to the direction of propagation eˆs. These three unit vectors are
deﬁning the two principal planes of curvature of the astigmatic ray tube.
Further, the phase variation of ray optical ﬁelds is determined starting from the eikonal
equation (4.5) and it is given by
e−jkΨ(s) = e−jkΨ(0)e−jks. (4.7)
Thereby,
s = |rs − r0|, (4.8)
with rs being the position vector of the observation point P and r0 the position vector of
the phase reference point. Detailed derivation can be found in [147].
In addition, amplitude variation and polarization behavior of ray optical ﬁelds is determined
by substituting (4.1), (4.2) into the Helmholtz wave equation for the electric ﬁeld
∇2E(r) + k2E(r) = 0, (4.9)
which is derived directly from Maxwell’s equations by eliminating H in the curl equations
(2.17) and (2.18). This results in the transport equation for the ray optical electric ﬁeld
2(∇Ψ · ∇)E0(r) + (∇2Ψ)E0(r) = 0, (4.10)
which is essentially a wave equation for ray optical ﬁelds. The solution of the transport
equation (4.10) is written as
E0(s) = E0(s0)
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
(4.11)
and using the phase expression (4.7) in the above solution for the phase reference point
s0 = 0, the ray optical electric ﬁeld (4.3) at point P at distance s is given by
EGO(s) = E(0)
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
e−jks, (4.12)
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where
E(0) = E0(0)e
−jkΨ(0) (4.13)
is the ray optical electric ﬁeld at the reference point, which is assumed to be known. A
detailed derivation of this solution can be found in [147]. Also, the expression
A(s) =
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
(4.14)
gives the amplitude variation of the ray optical ﬁeld. It expresses the spreading or divergence
behavior of the propagating ray tube and is therefore referred to as spreading or divergence
factor. Thereby, ρ1, ρ2 are the principal radii of curvature of the reference wavefront Ψ(0)
at the point s0 = 0 and (ρ1 + s), (ρ2 + s) are the principal radii of curvature of the wavefront
at distance s. It is noticed, that for a distance s = −ρ1 or s = −ρ2 the divergence factor
becomes inﬁnite, which means that the ray optical ﬁeld becomes singular. Obviously, these
distances are found at the caustics of the ray tube as shown in Fig. 4.1. Thus, GO fails to
predict the ﬁelds at caustics.
From the physical point of view, the transport equation (4.10) contains divergenceless con-
dition for the power density [147]. Applying Gauss’ theorem to this condition for the close
surface formed by the section of a ray tube between the reference wavefront dA0 to dA
together with the walls results in
|E0(s)|2dA = |E0(0)|2dA0, (4.15)
which is a statement of power conservation. This means that the amplitude of the ray optical
electric ﬁeld is given by
|E0(s)| = |E0(0)|
√
dA0
dA
. (4.16)
Thereby, s0 = 0 is assumed as the phase reference point. Further, using simple geometry for
the ray tube shown in Fig. 4.1 we have
dA0 = ρ1ρ2dϕ1dϕ2 =
dϕ1dϕ2
Gc(0)
, (4.17)
dA = (ρ1 + s)(ρ2 + s)dϕ1dϕ2 =
dϕ1dϕ2
Gc(s)
, (4.18)
with Gc denoting Gaussian curvature of the wavefront at P . Thereby, ϕ1 and ϕ2 are the
angles of the ray tube walls focusing at the ﬁrst and second caustic, respectively, as shown
in Fig. 4.1. From the above relations using (4.14) we see that√
dA0
dA
=
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
= A(s). (4.19)
Comparing the ray optical ﬁeld expression in (4.12) with (4.16) and (4.19) shows clearly, that
the divergence factor represents amplitude variation in the ray tube and in addition, it can be
seen that the ray optical expression follows as a consequence of the power conservation law.
Particularly, the amplitude variation of the ray optical ﬁeld is governed by the conservation
of power ﬂux within the ray tube and this is typical for ray optical ﬁelds.
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Finally, the ray optical magnetic ﬁeld at a point P at distance s from the reference point
s0 = 0 is given by
HGO(s) =
1
Z
eˆs × EGO(s) (4.20)
by simply taking into account the locally plane wave nature of the ray optical ﬁelds. Thereby,
Z is the wave impedance in the considered homogeneous region given by (2.68).
4.1.2 Reﬂection on Surfaces
The propagation of ray optical ﬁelds in homogeneous and isotropic media is performed along
straight ray trajectories with amplitude variations, which obey to the conservation law of
power ﬂux as far as no obstacles exist in the propagation path of the ray. However, when the
ray optical ﬁeld impinges on an object, fundamental scattering mechanisms are taken place,
which are in analogy of the scattering mechanisms of light described in optical physics. This
is not surprising, since the ray optical ﬁeld is an asymptotic representation of electromagnetic
waves for the high-frequency limit. Assuming that the ray optical ﬁeld impinges on a smooth
surface the dominant mechanism is reﬂection, which can be described in a ray optical sense
by GO using the ﬁeld representation discussed in Section 4.1.1. From the geometrical optics
point of view, reﬂection is a local phenomenon depending on the local (critical) reﬂection
point, which provides the GO reﬂected ﬁeld contributions to the direction of the observation
point.
Consider a ray optical wave, which propagates towards a generally curved smooth surface
by an angle of incidence ϑi with respect to the normal unit vector on the surface nˆ looking
into the direction of the incident ﬁeld as illustrated in Fig. 4.2. The reﬂection mechanism
for the incident and the reﬂected ray tube is illustrated in Fig. 4.3 a). The GO reﬂected
electric ﬁeld at an observation point P on the trajectory of the reﬂected ray with position
vector rs is given by the expression
Er(rs) =
–
RE · Ei(rQR)AR(s)e−jks, (4.21)
where rQR is the reﬂection point on the surface, which is taken as the phase reference point
for the reﬂected ray tube. So, the distance s on the reﬂected ray trajectory from the phase
reference point to the observation point P is given by (4.8) with r0 = rQR . Also, E
i(rQR)
is the incident ray optical electric ﬁeld at the reﬂection point rQR on the surface, which is
assumed to be known. The direction of reﬂection to the particular observation point P is
determined by Snell’s law of reﬂection, which is fully conformal to Fermat’s principle as
dictated by optical physics. According to this,
ϑi = ϑr, (4.22)
which means that the angle of ray incidence ϑi, deﬁned by nˆ and the propagation direction
eˆi of the incident ray, is equal to the angle of reﬂection ϑr, deﬁned by nˆ and the propagation
direction eˆr of the reﬂected ray. Snell’s law is derived by applying the boundary condition
for the total GO ﬁeld on the reﬂection surface.
In addition, AR(s) is the divergence factor of the reﬂected ray given by
AR(s) =
√
ρr1ρ
r
2
(ρr1 + s)(ρ
r
2 + s)
, (4.23)
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where ρr1, ρ
r
2 are the principal radii of curvature of the reﬂected wavefront at the reﬂection
point rQR as illustrated in Fig. 4.3 a). In case of a plane reﬂection surface, these radii of
curvature at rQR are equal to the radii of curvature of the incident wavefront at the same
point, thus
ρrj = ρ
i
j, j = 1, 2. (4.24)
This can be explained illustratively using image theory as shown in Fig. 4.3 b). For plane
reﬂection surface, the divergence factor of the reﬂected ray is given by
AR(s) =


1, plane wave√
s′
s′+s , cylindrical wave
s′
s′+s , spherical wave
, (4.25)
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which is derived using (4.23) and (4.24) along with the principal radii of curvature for the
case of plane (ρ1 = ρ2 = ∞), cylindrical (ρ1 = ∞, ρ2 = s′), and spherical (ρ1 = ρ2 = s′)
wavefront, respectively. Thereby, s′ is the distance from the source point O′ to the phase
reference point QR. In general cases of curved reﬂection surfaces, the principal radii of
curvature of the reﬂected wavefront at the point of reﬂection additionally depend on the
principal radii of curvature of the reﬂection surface at the same point. Thereby, the principal
planes of curvature of the wavefronts and those of the surface do not necessarily need to
coincide. For calculation of ρr1, ρ
r
2, and AR(s) for curved surfaces the reader is referred to
textbooks in literature [27], [28], [147].
Furthermore,
–
RE is the dyadic reﬂection coeﬃcient, which gives the relation of the polar-
ization components of the rays before and after reﬂection in the ray-ﬁxed coordinate system
shown in Fig. 4.2. In this local coordinate system the incident and reﬂected rays are resolved
into components that are parallel, with unit vector eˆi,r‖ , and perpendicular, with unit vector
eˆi,r⊥ , to the plane of incidence, deﬁned by nˆ, eˆ
i, and reﬂection, deﬁned by nˆ, eˆr, respectively.
The dyadic reﬂection coeﬃcient for the electric ray optical ﬁeld is deﬁned in local ray-ﬁxed
coordinates as
–
RE = RE‖ eˆ
r
‖eˆ
i
‖ + R
E
⊥eˆ
r
⊥eˆ
i
⊥, (4.26)
where RE‖ is the scalar reﬂection coeﬃcient for the ray optical electric ﬁeld related to the
ﬁeld components parallel to the plane of incidence and reﬂection. Similarly, RE⊥ is the
scalar reﬂection coeﬃcient for the ray optical electric ﬁeld related to the ﬁeld components
perpendicular to the plane of incidence and reﬂection. For a PEC reﬂection surface the
scalar reﬂection coeﬃcients of the ray optical electric ﬁeld are given by
RE‖ = 1, (4.27)
RE⊥ = −1, (4.28)
and for a dielectric reﬂection surface with material properties εr, µr they are given by
RE‖ =
εr cosϑ
i −
√
εrµr − sin2 ϑi
εr cosϑi +
√
εrµr − sin2 ϑi
, (4.29)
RE⊥ =
µr cosϑ
i −
√
εrµr − sin2 ϑi
µr cosϑi +
√
εrµr − sin2 ϑi
. (4.30)
The expressions (4.29), (4.30) are derived by satisfying the transition conditions of the
tangential ray optical ﬁeld components across the dielectric interface [27].
For the magnetic ﬁeld, the dyadic reﬂection coeﬃcient is given by
–
RH = − –RE, (4.31)
which means that RH‖ = −RE‖ and RH⊥ = −RE⊥. This result is expected due to the plane
wave nature of the ray optical ﬁelds and it is also shown by image theory using electric
and magnetic current sources [148]. Finally, the associated ray optical magnetic ﬁeld at the
observation point P is given by
Hr(rs) =
1
Z
eˆr × Er(rs) (4.32)
by taking into account the locally plane wave nature of ray optical ﬁelds.
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4.2 Diﬀraction on Wedges
The GO reﬂected ﬁeld does only contribute to the specular direction as described in Sec-
tion 4.1, which means that reﬂected GO rays do exist only in the lit region of illuminated
structures. However, in case of ﬁnite surfaces, ﬁelds are also existing in the shadow region
and these ﬁelds cannot be predicted by GO. Assuming that a ray optical ﬁeld impinges on
the edge of a ﬁnite surface, the corresponding scattering mechanism is diﬀraction, which
is described in a ray optical sense with GTD introduced by Keller in [29]. Thereby, the
idea of GO is extended by diﬀracted rays, which are allowed to exist also in the shadow
regions. These ﬁelds are evaluated asymptotically for the high-frequency limit. Ray optical
diﬀraction described by GTD is a local phenomenon, similar to GO reﬂection, depending
strongly on the geometry in the immediate vicinity of the local (critical) diﬀraction point on
the scattering edge. However, GTD still fails to predict the ﬁelds correctly at the transition
regions around the shadow boundaries. The UTD introduced by Kouyoumjian and Pathak
in [30] provides an uniform extension of GTD enforcing the ﬁelds to be continuous across
transition regions.
It is assumed that a ray optical ﬁeld propagates towards a generally curved perfectly con-
ducting wedge by an angle of incidence β′0 with respect to the tangent on the corresponding
edge at the local diﬀraction point QD as illustrated in Fig. 4.4 a). The diﬀraction mechanism
for the incident and the diﬀracted ray tube is illustrated in Fig. 4.5. According to UTD,
the diﬀracted electric ﬁeld at an observation point P with position vector rs is given by the
expression
Ed(rs) =
–
DE · Ei(rQD)AD(s)e−jks, (4.33)
where rQD is the diﬀraction point on the edge, which is taken as the phase reference point
for the diﬀracted ray tube. So, the distance s on the diﬀracted ray trajectory from the phase
reference point to the observation point P is given by (4.8) with r0 = rQD . Also, E
i(rQD) is
the incident ray optical electric ﬁeld at rQD on the edge, which is assumed to be known. The
direction of diﬀraction to the particular observation point P is determined by the generalized
Fermat’s principle introduced by Keller [29]. According to this, the diﬀracted rays lie on a
cone, whose half angle is equal to the angle of incidence β′0. This results in the Keller’s law
of diﬀraction given by
eˆs′ · eˆ = eˆs · eˆ⇒ β′0 = β0, (4.34)
which means that the angle of ray incidence β′0, deﬁned by the unit vector eˆ tangent to the
edge at the point of diﬀraction and the propagation direction eˆs′ of the incident ray, is equal
to the angle of diﬀraction β0, deﬁned by eˆ and the propagation direction eˆs of the particular
diﬀracted ray. In contrast to GO reﬂection, there exist an inﬁnite number of diﬀracted rays
lying on Keller’s cone and each of them satisfying the law of diﬀraction (4.34).
In addition, AD(s) is the divergence factor of the diﬀracted ray given by
AD(s) =
√
ρc
s(ρc + s)
, (4.35)
where ρc is the ray caustic distance of the diﬀracted ﬁeld deﬁned by the distance between
the ﬁrst and the second caustic of the diﬀracted ray as illustrated in Fig. 4.5. It is noticed,
that the ﬁrst caustic of the diﬀracted ray tube according to UTD is located at the edge. In
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Figure 4.4: Local edge-ﬁxed coordinate system for diﬀraction. a) 3D view. b) Cross section.
case of a straight wedge, the ray caustic distance is equal to the radius of curvature ρic of the
incident wavefront at QD in the plane of incidence deﬁned by eˆs′ and eˆ, thus
ρc = ρ
i
c. (4.36)
Consequently, for a straight wedge the divergence factor of the diﬀracted ray is given by
AD(s) =


1√
s
, plane wave
1√
ρ
, cylindrical wave√
s′
s(s′+s) , spherical wave
, (4.37)
with ρ = s sin β0, which is derived using (4.35) and (4.36) along with the radius of curvature
in the plane of incidence for the case of plane (ρc =∞), cylindrical (ρc =∞), and spherical
(ρc = s
′) wavefront, respectively. Thereby, s′ is the distance from the source point O′ to the
phase reference point QD. The one by square root dependence of the divergence factor over
distance indicates that diﬀracted ﬁelds have cylindrical wave fronts originating at the edge.
Thus, the edge can be assumed as a line source (caustic) for the diﬀracted ﬁelds. In general
cases of curved wedges the ray caustic distance of the diﬀracted ﬁeld additionally depends
on the curvature of the edge. Detailed expressions of ρc and AD(s) for curved wedges can
be found in literature [27], [28], [147].
Furthermore,
–
DE is the dyadic diﬀraction coeﬃcient, which gives the relation of the po-
larization components of the rays before and after diﬀraction in the edge-ﬁxed coordinate
system shown in Fig. 4.4 in 3D view and in cross section. In this local coordinate system the
incident and diﬀracted rays are resolved into components that are parallel, with unit vectors
eˆβ′0 , eˆβ0 , and perpendicular, with unit vectors eˆϕ′ , eˆϕ, to the plane of incidence, deﬁned by
eˆs′ , eˆ, and diﬀraction, deﬁned by eˆs, eˆ, respectively. The unit vectors of the local edge-ﬁxed
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coordinate system are connected through
eˆϕ′ =
−eˆ× eˆs′
|eˆ× eˆs′| , (4.38)
eˆβ′0 = eˆϕ′ × eˆs′ , (4.39)
eˆϕ =
eˆ× eˆs
|eˆ× eˆs| , (4.40)
eˆβ0 = eˆϕ × eˆs. (4.41)
The dyadic diﬀraction coeﬃcient for the electric UTD ﬁeld is deﬁned in local edge-ﬁxed
coordinates as
–
DE = −D‖eˆβ0 eˆβ′0 −D⊥eˆϕeˆϕ′ , (4.42)
where D‖ is the scalar diﬀraction coeﬃcient related to ﬁeld components parallel to the plane
of incidence and diﬀraction. Similarly, D⊥ is the scalar diﬀraction coeﬃcient related to ﬁeld
components perpendicular to the plane of incidence and diﬀraction. For a PEC wedge the
scalar diﬀraction coeﬃcients are given by the asymptotic solution of the canonical perfectly
conducting wedge problem of inﬁnite extent provided in [30]. They are generally written as
the sum of four terms in the form
D‖,⊥(ϕ, ϕ′;F (·)) = D1((ϕ, ϕ′;F (·))) + D2(ϕ, ϕ′;F (·))
∓ D3(ϕ, ϕ′;F (·)) + D4(ϕ, ϕ′;F (·)), (4.43)
4.3. Limitations of UTD 57
where ϕ′, ϕ are the angles from the reference face of the wedge to the direction of incidence
and diﬀraction, respectively, which are given as reported in [147]. In addition, the functions
F (·) are Fresnel functions, which enforce the UTD ﬁelds to be continuous across the transition
regions in the shadow boundaries deﬁned by the incident ray as well as by the reﬂected ray in
the vicinity of the edge for the given source point. These shadow boundaries are referred to
as Incidence Shadow Boundary (ISB) and Reﬂection Shadow Boundary (RSB), respectively,
and are illustrated in Fig. 4.4 b). The Fresnel functions in (4.43) are the transition functions
of UTD, which approach at the shadow boundaries the value zero at the rate at which
the remaining terms of the diﬀraction coeﬃcients approach inﬁnity. This feature enforce the
UTD ﬁeld to remain bounded in the transition regions as well as continuous across the shadow
boundaries and makes the UTD uniform. The terms D1,2 in (4.43) are associated with the
diﬀracted ﬁeld that compensates with the discontinuity of the incident ray optical ﬁeld when
the o-face and n-face of the wedge shown in Fig. 4.4 b) are shadowed, respectively. Also,
the terms D3,4 in (4.43) are associated with the diﬀracted ﬁeld that compensates with the
discontinuity of the incident ray optical ﬁeld when there is reﬂection from the o-face and n-
face of the wedge, respectively. Detailed expressions of the scalar diﬀraction coeﬃcients and
the transition functions along with their arguments are given in [30] and in many literature
textbooks like [27], [28], [147].
Similar to GO reﬂection, the dyadic diﬀraction coeﬃcient for the magnetic ﬁeld is given by
–
DH = − –DE, (4.44)
which is expected due to the plane wave nature of the ray optical ﬁelds and the deﬁnition
of the edge-ﬁxed coordinate system according to (4.38)-(4.41). Further, the associated UTD
magnetic ﬁeld at the observation point P is given by
Hd(rs) =
1
Z
eˆs × Ed(rs) (4.45)
by taking into account the locally plane wave nature of UTD ﬁelds. It is ﬁnally noticed,
that UTD has been extended to dielectric wedges as well as wedges with surfaces described
by impedance conditions. For more information on these problems the reader is referred to
[149]-[153].
4.3 Limitations of UTD
The major limitation of all ray optical techniques is the failure in predicting ﬁelds at the
caustics of the ray tubes running the divergence factor of the ray optical ﬁelds to inﬁnity.
This was described for ray optical ﬁeld expressions in Section 4.1. For the case of UTD,
this means that diﬀracted ﬁelds cannot be predicted for observation points placed directly
at the edge. Fields at caustics are computed using source based asymptotic methods like
PO or PTD [27], [33]-[35]. Another shortcoming of all ray optical methods, is that they can
predict ﬁelds only in the ray directions dictated by Fermat’s principle. These directions are
given by Snell’s law for the GO ﬁelds and Keller’s law for the UTD ﬁelds as described in
Sections 4.1 and 4.2, respectively. This restricts the applicability of ray optical methods in
some cases as e.g. in monostatic computations.
Further, UTD fails to predict the ﬁelds at the Edge Diﬀraction Shadow Boundary (EDSB),
which is considered as the Keller’s cone at the corners of a ﬁnite edge [28]. Across these
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boundaries the UTD ﬁeld abruptly falls to zero. However, this failure is compensated by
corner diﬀraction, which enforces UTD ﬁelds to be continuous across EDSBs, in the same
way as UTD ensures the continuity of GTD ﬁelds across their shadow boundaries [67].
In addition, inside the transition regions UTD ﬁelds are not purely ray optical because of
the transition functions. In particular, the transition functions depend on speciﬁc distance
parameters and this dependence results in an amplitude variation which is no more smooth
but rather rapid. Consequently, within transition regions the amplitude variation of UTD
ﬁelds is no more governed by the conservation of power ﬂux within the ray tube as described
in Section 4.1.1 and in this sense UTD ﬁelds are not purely ray optical within transition
regions. However, outside the transition regions the transitions functions become equal to
one and the diﬀracted ﬁelds reduce to GTD ﬁelds, which are purely ray optical.
Finally, the asymptotic solution of the edge diﬀraction problem provides a limitation to the
distance parameter in the argument of the transition functions. According to this, the source
and observation point must be suﬃciently away from the edge. For detailed expression of this
limitation the reader is referred to the literature [30], [147]. This condition can be violated
if s′, s become to small or if β0 is to small, i.e. the incident rays are in the paraxial region
close to the edge. For these cases, additional coeﬃcients that extend the validity of UTD in
these regions have been developed like in [154].
In this work, the numerical methods presented in Chapters 2 to 4 are fully combined using
novel hybrid formulations as described in detail in the following chapters.
Chapter 5
Hybridization of MLFMM with UTD
5.1 Introduction
In the present thesis, the hybrid FEBI-MLFMM method described in Chapter 2 and Chap-
ter 3 is combined with UTD, which was discussed in Chapter 4. The hybridization is per-
formed in both the BIM part of the hybrid method for CFIE formulation by modifying the
Green’s functions of the problem and the incident ﬁeld as well as within the matrix-vector
multiplications in the various levels of the MLFMM part resulting in a far-ﬁeld approximation
of the translation operator for ray optical contributions. In each case, the Green’s function
and the incident ﬁeld are modiﬁed according to superposition of all received contributions at
an observation point for a given source point. The hybrid formulations provide full coupling
between large and composite metallic/dielectric arbitrarily shaped FEBI objects and elec-
trically very large UTD objects within the same environment. Thereby, dielectric regions
of FEBI objects are handled conventionally through the eﬃcient combination of BIM with
FEM discussed in Section 2.4, which does not aﬀect the hybridization with UTD.
The resulting hybrid method is referred to as hybrid FEBI-MLFMM-UTD method combin-
ing for the ﬁrst time a fast and powerful integral equation method with ray optical techniques
[70]-[73]. This provides wide and powerful modeling capabilities especially compared to ex-
isting hybridizations of UTD with conventional BI formulations without fast IE solution,
which is the case in the hybrid FEBI-UTD method developed in [69]. In that method, mod-
eling ﬂexibility is not good and UTD must often be applied to moderately large objects that
should be modeled within the BI part. The hybrid FEBI-MLFMM-UTD method developed
in this thesis provides a signiﬁcant extension to the hybrid FEBI-UTD presented in [69]
through novel hybrid formulations, which combine the CFIE as well as the multipole ﬁeld
representations of MLFMM with the ray optical ﬁelds of UTD. Thereby, double diﬀracted
ray optical ﬁelds at arbitrarily oriented straight metallic edges are included using scalar
diﬀraction coeﬃcients of standard UTD [85], [86]. It is noticed, that to the knowledge of
the author the hybrid BIM-UTD ﬁeld formulations for the MFIE part along with the hybrid
MLFMM-UTD formulations are reported in the scientiﬁc community for the ﬁrst time.
In the following, the hybrid ﬁeld formulations for the FEBI-MLFMM-UTD method are
presented and details of the numerical implementation will be discussed.
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5.2 Geometrical Conﬁguration
Consider the conﬁguration of Fig. 5.1, where inhomogeneous dielectric FEBI and very large
UTD objects exist in the same homogeneous environment such as free space. The FEBI ob-
jects are treated according to the formulation presented in Section 2.4 with fast IE solution
as reported in Section 3.2. It is obvious, that in the particular conﬁguration the equivalent
currents on the boundary surface A radiate in the presence of UTD objects resulting in back
coupling to the current distribution itself on the boundary surface of the FEBI objects. Mu-
tual coupling between the objects is taken into account through hybrid ﬁeld formulations,
which will be given in the following sections for clarity only for ﬁrst order ray optical re-
ﬂection and diﬀraction mechanism on UTD objects. However, formulations for higher order
ray optical mechanisms are taken into account in the same manner and will be discussed
separately in Section 5.5.4 and Section 5.5.5.
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Figure 5.1: Hybrid FEBI-UTD concept.
The hybridization of the FEBI-MLFMM method with UTD is performed in the BI and
MLFMM parts by modifying the Green’s function and the incident ﬁeld according to su-
perposition of all received contributions at an observation point for a given source point
based on the results presented in [51]. Fields in interior dielectric regions of FEBI objects
are treated by FEM as described in Section 2.3. The coupling of FEM with BIM is per-
formed conventionally as described in Section 2.4 particularly through the combination of
the basis functions on the boundary surface according to (2.119), which is Green’s function
independent. Thus, coupling of BIM with FEM does not aﬀect the hybridization with UTD,
which is purely performed by Green’s function modiﬁcation. In the following section, the
formulation for the hybrid BIM-UTD approach will be given.
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5.3 Hybrid BIM-UTD Formulation
The conﬁguration for the hybrid BIM-UTD approach is illustrated in Fig. 5.2. Equivalent
surface current densities expressed by (2.39) and (2.40) are placed on the boundary surface
A of the FEBI objects according to equivalence principle (see Section 2.1.2) and they radiate
in the presence of UTD objects. Through the modiﬁcation of the Green’s function for each
current coupling within the MoM procedure the inﬂuence of UTD objects on the surface
current distribution is taken into account providing full mutual coupling between the objects.
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Figure 5.2: Hybrid BIM-UTD concept.
The total Green’s functions of the hybrid problem for a given set of source and observation
point O′ and P with position vector r′ and r, respectively, are expressed as superposition of
the direct term of the Green’s functions in the absence of UTD objects and all ray optical
terms of the Green’s functions that arrive due the presence of UTD objects at the particular
observation point [69]. This means that
–
G
E/H
J/M,tot(r, r
′) =
–
G
E/H
J/M (r, r
′) +
–
G
E/H
J/M,UTD(r, r
′), (5.1)
where
–
G
E/H
J,tot (r, r
′) and
–
G
E/H
M,tot(r, r
′) are expressing the total Green’s functions within the
BIM solution domain V of the electric or magnetic ﬁeld due to electric and magnetic surface
currents, respectively. Thereby,
–
G
E/H
J/M (r, r
′) are the direct terms of the Green’s functions in
the absence of UTD objects given by (2.32)-(2.34) as described in Section 2.1.2. Further,
–
G
E/H
J/M,UTD(r, r
′) are ray optical terms of the Green’s functions given by
–
G
E/H
J/M,UTD(r, r
′) =
∑
q
∼
ARq(sRq)
–
RE/Hq · –GE/HJ/M (rQRq , r′)
+
∑
v
∼
ADv(sDv)
–
DE/Hv · –GE/HJ/M (rQDv , r′)
+ · · · , (5.2)
where
sR/D = |sR/D| = |r− rQR/D | (5.3)
62 Chapter 5. Hybridization of MLFMM with UTD
is the distance from the particular reﬂection/diﬀraction (local) point QR/D with position
vector rQR/D on the UTD object to the observation point. Similarly, the distance from the
given source point to the particular local point on the UTD object is given by
s′R/D = |s′R/D| = |rQR/D − r′|. (5.4)
Also, the factor
∼
AR/D(sR/D) = AR/D(sR/D)e
−jksR/D (5.5)
combines the divergence factors AR/D(sR/D) of the ray optical mechanisms given in (4.23)
and (4.35), respectively, with the appropriate phase factor e−jksR/D . In addition, –RE/H are
the dyadic reﬂection coeﬃcients given in (4.26)-(4.31) and
–
DE/H are the dyadic diﬀraction
coeﬃcients given in (4.42)-(4.44). Further,
–
G
E/H
J/M (rQR/D , r
′) are ﬁeld responses at the local
points QR/D on the UTD objects due to a point source placed at r
′ and they are evaluated
by (2.32)-(2.34) for r = rQR/D . These ﬁeld responses are of ray optical nature in terms of
propagation direction, polarization, amplitude and phase variation and they give the incident
ray optical ﬁelds at the particular local point rQR/D on the UTD object. It can be seen that
the ray optical terms of the Green’s functions are given based on ray optical formulations of
reﬂection and diﬀraction mechanism given in (4.21) and (4.33) particularly by multiplying
the incident ﬁeld responses at the local points on the UTD objects with the appropriate scalar
and dyadic factors of the corresponding ray optical mechanism as described in Section 4.1
and Section 4.2. Finally, direct contributions of the Green’s function are not taken into
account if the observation point lies in the shadow region of an UTD object.
The hybrid ﬁeld problem in the solution domain V everywhere outside the FEBI objects is
formulated by the surface integral expressions
E(r) =
∫∫
A
–
GEJ,tot(r, r
′) · JA(r′)da′ +
∫∫
A
–
GEM,tot(r, r
′) ·MA(r′)da′ + Einctot (r), (5.6)
H(r) =
∫∫
A
–
GHJ,tot(r, r
′) · JA(r′)da′ +
∫∫
A
–
GHM,tot(r, r
′) ·MA(r′)da′ +Hinctot (r) (5.7)
based on the equivalence principle formulas (2.37) and (2.38) along with the use of the total
Green’s functions
–
G
E/H
J,tot (r, r
′) and
–
G
E/H
M,tot(r, r
′) given in (5.1) and (5.2). Thereby,
Einctot (r) = E
inc(r) + EincUTD(r) (5.8)
is the total incident electric ﬁeld at the observation point r given by
Einctot (r) = E
inc(r) + Er,inc(r) +Ed,inc(r) + · · ·
= Einc(r) +
∑
q
∼
ARq(sRq)
–
REq · Einc(rQRq )
+
∑
v
∼
ADv(sDv)
–
DEv · Einc(rQDv ) + · · · , (5.9)
where Einc(r) is the direct incident electric ﬁeld received at r, EincUTD(r) is the ray optical
incident electric ﬁeld at r and Einc(rQR/D) are the incident electric ﬁelds at the particular
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point of reﬂection and diﬀraction, respectively. It can be seen, that ray optical terms of
the incident electric ﬁeld are evaluated similar to ray optical terms of the Green’s function
namely by multiplying the incident ﬁeld at the local points on the UTD objects with the ap-
propriate scalar and dyadic factors of the corresponding ray optical mechanism as described
in Section 4.1 and Section 4.2. Furthermore, the total incident magnetic ﬁeld
Hinctot (r) = H
inc(r) +HincUTD(r) (5.10)
at r is written as
Hinctot (r) = H
inc(r) +Hr,inc(r) +Hd,inc(r) + · · ·
= Hinc(r) +
1
Z
kˆr ×
∑
q
∼
ARq(sRq)
–
REq · Einc(rQRq )
+
1
Z
kˆd ×
∑
v
∼
ADv(sDv)
–
DEv · Einc(rQDv ) + · · · (5.11)
by simply taking into account the locally plane wave nature of ray optical ﬁelds as described
in Section 4.1.1. Thereby, Hinc(r) is the direct incident magnetic ﬁeld received at r and Z
is the wave impedance in the considered homogeneous region of the BIM solution domain V
given by (2.68). Also, Er/d,inc(r) and Hr/d,inc(r) are the reﬂected or diﬀracted terms of the
ray optical incident electric or magnetic ﬁeld at r, respectively, given in (5.9). Finally,
kˆi = eˆ
i, (5.12)
kˆr = eˆ
r, (5.13)
kˆd = eˆ
d (5.14)
are the propagation directions of the incident, reﬂected, and diﬀracted rays in the ray-ﬁxed
and edge-ﬁxed coordinate system, respectively, as shown in Fig. 5.2. Obviously,
s′R/D = s
′
R/Dkˆi, (5.15)
sR/D = sR/Dkˆr,d, (5.16)
where the distances s′R/D and sR/D are given in (5.4) and (5.3), respectively.
The IEs of the BIM are derived starting from the surface integral expressions (5.6) and
(5.7) and following the same procedure as described in Section 2.2 using the total Green’s
function (5.1). In particular, substituting the total Green’s functions (5.1) with ray optical
terms given in (5.2) into (5.6) and applying the procedure reported in Section 2.2.1 we get
the total EFIE of the hybrid ﬁeld problem
1
2
nˆ(r)×MA(r) = nˆ(r)× nˆ(r)×
{
j
ωµ
4π
∫∫
A
G(r, r′) · JA(r′)da′
+j
1
4πωε
∇
∫∫
A
G(r, r′)∇′A · JA(r′)da′ +
1
4π
∫∫
A
∇G(r, r′)×MA(r′)da′ − Einc(r)
+j
ωµ
4π
∫∫
A
∑
q
∼
ARq(sRq)
–
REq ·
(
−
I+
1
k2
∇∇′
)
G(rQRq , r
′) · JA(r′)da′
+
1
4π
∫∫
A
∑
q
∼
ARq(sRq)
–
RHq · ∇G(rQRq , r′)×MA(r′)da′ − Er,inc(r)
64 Chapter 5. Hybridization of MLFMM with UTD
+j
ωµ
4π
∫∫
A
∑
v
∼
ADv(sDv)
–
DEv ·
(
−
I+
1
k2
∇∇′
)
G(rQDv , r
′) · JA(r′)da′
+
1
4π
∫∫
A
∑
v
∼
ADv(sDv)
–
DHv · ∇G(rQDv , r′)×MA(r′)da′ − Ed,inc(r)
+ · · ·
}
, ∀ r ∈ A (5.17)
for the unknown surface current densities JA(r
′), MA(r′). Thereby, the ﬁrst four terms in
the braces of the right hand side of (5.17) are the terms of the direct coupling of the currents
in the absence of UTD objects and the remaining terms are all ray optical contributions
received at the observation point for a given source point due to the presence of UTD
objects according to the conﬁguration shown in Fig. 5.2.
Similarly, substituting the total Green’s functions (5.1) with ray optical terms given in (5.2)
into (5.7) we get the total MFIE of the hybrid ﬁeld problem
1
2
JA(r) = nˆ(r)×
{
− j ωε
4π
∫∫
A
G(r, r′) ·MA(r′)da′ − j 1
4πωµ
∇
∫∫
A
G(r, r′)∇′A ·MA(r′)da′
+
1
4π
∫∫
A
∇G(r, r′)× JA(r′)da′ +Hinc(r)
−j ωε
4π
∫∫
A
∑
q
∼
ARq(sRq)
–
RHq ·
(
−
I+
1
k2
∇∇′
)
G(rQRq , r
′) ·MA(r′)da′
+
1
4π
∫∫
A
∑
q
∼
ARq(sRq)
–
REq · ∇G(rQRq , r′)× JA(r′)da′ +Hr,inc(r)
−j ωε
4π
∫∫
A
∑
v
∼
ADv(sDv)
–
DHv ·
(
−
I+
1
k2
∇∇′
)
G(rQDv , r
′) ·MA(r′)da′
+
1
4π
∫∫
A
∑
v
∼
ADv(sDv)
–
DEv · ∇G(rQDv , r′)× JA(r′)da′ +Hd,inc(r)
+ · · ·
}
, ∀ r ∈ A (5.18)
for the unknown surface current densities JA(r
′), MA(r′). Obviously, the total CFIE is
formulated by applying (5.17) and (5.18) to the linear combination (2.67).
The solution of the IEs in the hybrid BIM-UTD approach is obtained by MoM according
the procedure described in Section 2.2.2. Hence, the boundary surface A is discretized with
triangular surface elements and the unknown current densities are expanded in terms of
RWG basis functions according to (2.69), (2.70) with unknown expansion coeﬃcients on the
discrete triangles. After that, Galerkin’s testing approach is applied resulting in a linear
system of equations with unknown current expansion coeﬃcients. Particularly, applying this
procedure to the total EFIE (5.17) for testing points r = rm and source points r
′ = rn on
the boundary surface A results in hybrid BIM-UTD equation system elements given by the
formulas (B.2)-(B.4) in the Appendix B. Similarly, applying the MoM with Galerkin’s testing
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to the total MFIE (5.18) results in hybrid BIM-UTD equation system elements given by the
formulas (B.6)-(B.8). The elements of the system of equations for total CFIE formulation
are given by applying the formulas of the Appendix B to the linear combination (2.67).
Obviously, through modiﬁcation of the Green’s function within the MoM procedure for each
current coupling based on the conﬁguration shown in Fig. 5.2 full back coupling of UTD
objects to the equivalent surface currents is provided. Direct contributions in the formulas
provided in Appendix B are not taken into account if any UTD object lies between source and
testing point. For the evaluation of the elements given in Appendix B operations of dyadic
analysis are used as described in Section A.2.1 in the Appendix A. These computations are
performed for ray dyad components deﬁned in the global Cartesian coordinate system as
described in Section C.3 in the Appendix C.
In the present thesis, UTD is also fully hybridized with MLFMM through novel ﬁeld formu-
lations, which will be presented and discussed in the following section.
5.4 Hybrid MLFMM-UTD Approach
The hybridization of MLFMM with UTD is performed by approximating ray optical terms
of the Green’s function with far-ﬁeld expressions suitable for MLFMM interactions. This
results in modiﬁcation of the translation procedure according to superposition of all received
contributions at the receiving groups for all source groups at each MLFMM level, whereas
a far-ﬁeld approximation of the translation operator is used for ray optical contributions.
According to this, radiated ray optical ﬁelds from the source groups are expressed under
far-ﬁeld conditions using only one kˆ-direction, which is the direction of ray incidence to
the UTD object satisfying Fermat’s principle for the particular testing group. That way,
the required incident ray optical ﬁelds are given at the local points on the UTD objects
for each MLFMM interaction. After that, through the use of the appropriate scalar and
dyadic factors of the corresponding ray optical mechanism the rays at the receiving groups
are ﬁnally computed under far-ﬁeld conditions for only one kˆ-direction, which is essentially
the direction of reﬂection/diﬀraction satisfying Fermat’s principle. This provides full back
coupling of UTD objects to MLFMM groups.
5.4.1 Formulation
The hybrid MLFMM-UTD concept is shown in Fig. 5.3. It is assumed that the source group
Gn′ and the receiving group Gm′ belong to the FMM model of the FEBI object at a speciﬁc
level l as described in Section 3.1. Thereby, the direct coupling path from source to testing
current for well-separated groups in the absence of UTD objects is written as in (3.9) by
intervening the center points of the groups. In that case, the corresponding free space scalar
Green’s function is expanded in terms of dynamic spherical multipoles based on addition
theorem as described in Section 3.1.1. The resulting operator for translating multipoles
from the radiating source groups to the receiving testing groups within the pertinent BIM
matrix-vector product computations is diagonalized through an expansion of the spherical
wave functions into plane waves as described in Section 3.1.2. However, in the hybrid
conﬁguration shown in Fig. 5.3 the source groups radiate in the presence of UTD objects
and full mutual coupling between MLFMM groups and UTD objects is provided through
the presented MLFMM-UTD hybridization.
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Figure 5.3: Hybrid MLFMM-UTD concept. Ray optical coupling path from source point
r′ = rn to testing point r = rm is split into four sections rnn′ , rQn′ , rm′Q and rmm′ .
In order to take UTD contributions into account in the MLFMM matrix-vector product
computations the Green’s functions of the problem are modiﬁed according to superposition
of the direct term associated to interaction of MLFMM groups in the absence of UTD objects
and all ray optical terms that arrive due the presence of UTD objects at the receiving
groups. Thereby, ray optical terms of the Green’s function are approximated by far-ﬁeld
expressions suitable for MLFMM interactions. According to this, the total Green’s functions
–
G
E/H
J/M,tot(rm, rn) for MLFMM computations from a source current element placed at r
′ = rn
in the source group Gn′ , which is centered at the point rn′ , to a testing current element
placed at r = rm in the testing group Gm′ , which is centered at the point rm′ as shown in
Fig. 5.3, are written as
–
G
E/H
J/M,tot(rm, rn) =
–
G
E/H
J/M (rm, rn) +
–
G
E/H
J/M,UTD(rm, rn), (5.19)
where
–
G
E/H
J/M,UTD(rm, rn) are ray optical terms of the Green’s functions and
–
G
E/H
J/M (rm, rn)
are direct contributions including the factorized scalar direct term (3.18) in the absence of
UTD objects. Thereby, the diagonal translation operator (3.19) is used to translate radiated
plane waves from the center of the source group to received plane waves at the center of the
testing group over the whole Ewald sphere in the absence of UTD objects as described in
Section 3.1.2.
In order to express
–
G
E/H
J/M,UTD(rm, rn) in a ray optical sense for MLFMM-UTD computations,
the coupling path rmn = rm − rn from the source current element to the testing current
element over the UTD object is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn) = rmQ + rQn, (5.20)
by ﬁrst intervening the local point Q on the UTD object with position vector rQ. For each
of the subpaths in (5.20) the center point of the appropriate group is intervened so that
rmQ = rm − rQ = (rm − rm′) + (rm′ − rQ) = rmm′ + rm′Q, (5.21)
rQn = rQ − rn = (rQ − rn′) + (rn′ − rn) = rQn′ + rnn′ . (5.22)
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Thus, the total path is written as
r− r′ = rm − rn = (rm − rm′) + (rm′ − rQ) + (rQ − rn′) + (rn′ − rn)
= rmm′ + rm′Q + rQn′ − rnn′ . (5.23)
Further, instead of starting from the addition theorem to represent the Green’s functions as
it is done in Section 3.1 for conventional MLFMM, a similar procedure as the one used in the
Fast Far-Field Approximation (FAFFA) presented in [143] is rather followed. Particularly,
it is assumed that the coupling paths from the center of the groups to the local points on
the UTD objects rQn′ and rm′Q are much larger than the paths within the corresponding
groups rnn′ and rmm′ , respectively. Under these conditions, each electrical subpath krmQ and
krQn in (5.20) is expanded independently in terms of a Taylor series and assuming far-ﬁeld
conditions
rQn′  1
2
k|rnn′ |2, (5.24)
rm′Q  1
2
k|rmm′ |2 (5.25)
higher order terms of those expansions are neglected. Hence, each electrical subpath in (5.20)
is approximated by
krmQ ≈ krm′Q + krmm′ · rˆm′Q, (5.26)
krQn ≈ krQn′ − krnn′ · rˆQn′ . (5.27)
Using the coupling paths (5.26) and (5.27) in the scalar term (2.34) of the equations (2.32)
and (2.33) along with the expressions of ray optical mechanisms on the UTD objects de-
scribed in Section 4.1 and Section 4.2 the ray optical terms of the Green’s functions are
written for MLFMM computations with the far-ﬁeld representations
–
GEJ,UTD(rm, rn) =
µ
ε
–
GHM,UTD(rm, rn) =
−j ωµ
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+ · · ·
}
(5.28)
and
–
GEM,UTD(rm, rn) = − –GHJ,UTD(rm, rn) =
− 1
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) · ∇ ×
−
Iejki·rnn′
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) · ∇ ×
−
Iejki·rnn′
+ · · ·
}
, (5.29)
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where
TUTDL (krQn′) =
e−jkrQn′
rQn′
(5.30)
is the ray optical translation operator, which translates outgoing ray optical ﬁelds from the
source groups to incident ray optical ﬁelds at the local points on the UTD objects. It is
simply the free space scalar Green’s function from the center point of the source group to
the particular local point on the UTD object. The incident rays at the local points QR/D on
the UTD objects are multiplied with the appropriate scalar factors
∼
AR/D(sR/D) and dyadic
factors
–
RE/H ,
–
DE/H of the corresponding ray optical mechanism as described in Section 4.1
and Section 4.2 providing the received ray optical contributions at the center of the receiving
groups. Thereby,
rQn′ = |rQ − rn′| (5.31)
is the distance from the center of the source group to the local point on the UTD object and
sR/D is the distance from the particular local point rQR/D to the center of the receiving group
given by (5.3) for r = rm′ . The terms e
jki·rnn′ and e−jkr·rmm′ are phase shifting factors from
the source current to the center of the source group and from the center of the receiving
group to the testing current, respectively. They are actually the radiation and receiving
pattern of the source and testing current element, respectively. In the present case, only the
direction
kˆi = rˆQn′ (5.32)
from the working source group to the particular local point is used to represent the radiated
ﬁelds from the source groups at the working MLFMM level as shown in Fig. 5.3. This
direction is essentially the direction of ray incidence from the source group to the UTD
object. Similarly, only the direction
kˆr,d = rˆm′Q (5.33)
from the particular local point to the working receiving group is used to represent the
received ﬁelds at the receiving groups at the working MLFMM level as shown in Fig. 5.3.
This direction is actually the direction of reﬂection/diﬀraction from the UTD object to
the receiving group. Again, direct contributions of the Green’s function are ignored if the
receiving group is in the shadow region of an UTD object. It is noticed, that the above
ray optical expressions (5.28), (5.29) are valid under far-ﬁeld conditions with respect to the
MLFMM group dimension at the working level. This will be discussed more in detail in
Section 5.4.2. A detailed derivation of the ray optical terms of the scalar Green’s function
(5.28) and (5.29) as well as of the ray optical translation operator (5.30) is given in Section C.1
in the Appendix C.
The hybrid system of equations obtained by MoM solution of CFIE in the BIM-UTD part
of the hybrid FEBI-MLFMM-UTD method is written as[
ZCFIEJ,tot
] {H}+ [ZCFIEM,tot ] {E} = {b}, (5.34)
where {H}, {E} are vectors containing the unknown electric and magnetic surface current
expansion coeﬃcients, respectively, and {b} is the excitation vector. Also, [ZCFIEJ,M,tot] are the
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total coupling matrices due to electric and magnetic currents, respectively. For conventional
BIM-UTD computations among non well-separated groups the elements of those matrices
are given by the equations provided in Appendix B. However, starting from the expressions
(5.6) and (5.7) and using the total Green’s function (5.19) with ray optical terms given
in (5.28) and (5.29) we get for MLFMM computations with CFIE formulation the matrix
elements of the hybrid problem due to electric and magnetic currents
ZCFIEmn,J,tot =
+c1
{∫∫
A
βm(rm) ·
∫∫
A′
(
−
I+
1
k2
∇∇′
)
G(rm, rn) · βn(rn)da′da
+
∑
q
∫∫
A
βm(rm)e
−jkr·rmm′ ·
∫∫
A′
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
·βn(rn)ejki·rnn′da′da
+
∑
v
∫∫
A
βm(rm)e
−jkd·rmm′ ·
∫∫
A′
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
·βn(rn)ejki·rnn′da′da
+ · · ·
}
+c2
{∫∫
A
[∇×αm(rm)] ·
∫∫
A′
G(rm, rn)βn(rn)da
′da
+
∑
q
∫∫
A
[∇×αm(rm)e−jkr·rmm′ ] ·
∫∫
A′
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′)
·βn(rn)ejki·rnn′da′da
+
∑
v
∫∫
A
[∇×αm(rm)e−jkd·rmm′ ] ·
∫∫
A′
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′)
·βn(rn)ejki·rnn′da′da
+ · · ·
}
(5.35)
and
ZCFIEmn,M,tot =
+c3
{∫∫
A
[∇× βm(rm)] ·
∫∫
A′
G(rm, rn)βn(rn)da
′da
+
∑
q
∫∫
A
[∇× βm(rm)e−jkr·rmm′ ] ·
∫∫
A′
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′)
·βn(rn)ejki·rnn′da′da
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+
∑
v
∫∫
A
[∇× βm(rm)e−jkd·rmm′ ] ·
∫∫
A′
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′)
·βn(rn)ejki·rnn′da′da
+ · · ·
}
+c4
{∫∫
A
αm(rm) ·
∫∫
A′
(
−
I+
1
k2
∇∇′
)
G(rm, rn) · βn(rn)da′da
+
∑
q
∫∫
A
αm(rm)e
−jkr·rmm′ ·
∫∫
A′
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
·βn(rn)ejki·rnn′da′da
+
∑
v
∫∫
A
αm(rm)e
−jkd·rmm′ ·
∫∫
A′
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
·βn(rn)ejki·rnn′da′da
+ · · ·
}
, (5.36)
respectively, with m,n = 1, 2, . . . , N and rm, rn ∈ A. Thereby, the coeﬃcients c1 to c4 are
given in (3.4)-(3.7). Also, β(r) and α(r) are the RWG basis functions of the BIM part given
in (2.71) and the edge element basis functions of the FEM part given in (2.98), respectively.
Substituting the factorized direct scalar Green’s function in the absence of UTD objects
given in (3.18) into (5.35) and (5.36) and using the substitution ∇ → −jk similar to the
procedure described in Section 3.1.3, we ﬁnally get for the hybrid MLFMM-UTD part the
matrix elements due to electric and magnetic currents
ZCFIEmn,J,tot = −j
ωµ
4π
α
{∫
©
∫
∼
β∗m(kˆ) · TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
· ∼βn(kˆ) dkˆ2
+
∑
q
∼
β∗m(kˆr) ·
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
· ∼βn(kˆi)
+
∑
v
∼
β∗m(kˆd) ·
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
· ∼βn(kˆi)
+ · · ·
}
+jZ
k
4π
(1− α)
{∫
©
∫ [
kˆ × ∼α∗m(kˆ)
]
· TL(kˆ · rˆm′n′)
∼
βn(kˆ) dkˆ
2
+
∑
q
[
kˆr × ∼α∗m(kˆr)
]
· ∼ARq(sRq) –REq TUTDL (krQRqn′) ·
∼
βn(kˆi)
+
∑
v
[
kˆd × ∼α∗m(kˆd)
]
· ∼ADv(sDv) –DEv TUTDL (krQDvn′) ·
∼
βn(kˆi)
+ · · ·
}
(5.37)
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and
ZCFIEmn,M,tot = j
k
4π
α
{∫
©
∫ [
kˆ × ∼β∗m(kˆ)
]
· TL(kˆ · rˆm′n′)
∼
βn(kˆ) dkˆ
2
+
∑
q
[
kˆr ×
∼
β∗m(kˆr)
]
· ∼ARq(sRq) –RHq TUTDL (krQRqn′) ·
∼
βn(kˆi)
+
∑
v
[
kˆd ×
∼
β∗m(kˆd)
]
· ∼ADv(sDv) –DHv TUTDL (krQDvn′) ·
∼
βn(kˆi)
+ · · ·
}
+jZ
ωε
4π
(1− α)
{∫
©
∫
∼
α∗m(kˆ) · TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
· ∼βn(kˆ) dkˆ2
+
∑
q
∼
α∗m(kˆr) ·
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
· ∼βn(kˆi)
+
∑
v
∼
α∗m(kˆd) ·
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
· ∼βn(kˆi)
+ · · ·
}
, (5.38)
respectively. Thereby, the kˆ-space representations of the basis functions
∼
β(kˆ) and
∼
α(kˆ) are
given in (3.25) and (3.26), respectively, with * denoting complex conjugation. Also, the
factor
∼
AR/D(sR/D) is given by (5.5). Further,
–
RE/H are the dyadic reﬂection coeﬃcients
given in (4.26)-(4.31) and
–
DE/H are the dyadic diﬀraction coeﬃcients given in (4.42)-(4.44),
whereas the particular dyadic coeﬃcient for the electric ﬁeld is used for electric current
sources and the dyadic coeﬃcient for the magnetic ﬁeld is used for magnetic current sources.
Obviously, the ﬁrst term within each bracket in the right hand side of (5.37) and (5.38)
is the term of the direct coupling of the MLFMM groups in the absence of UTD objects
and the remaining terms are all ray optical contributions received at the testing groups at
the working level due to the presence of UTD objects according to the conﬁguration shown
in Fig. 5.3. Direct terms are ignored if the receiving group is in the shadow region of an
UTD object. Equations (5.37) and (5.38) are used for interactions among well-separated
groups on the various MLFMM levels as described in Section 3.1.3. The coupling terms
between nearby groups, which are not well-separated, are computed by conventional MoM
approaches, whereas coupling with UTD is obtained as described in Section 5.3 with matrix
elements given in the Appendix B. Various issues regarding the numerical implementation
of the hybrid MLFMM-UTD approach will be discussed in the following subsections.
5.4.2 Numerical Implementation
In the numerical implementation of conventional MLFMM a limited number of sampling
points kˆp with p ∈ [1, 2, ..., K] is used to evaluate the kˆ-space integrals. In general, the
ray directions of incidence kˆi, reﬂection kˆr, or diﬀraction kˆd required to fulﬁl Fermats prin-
ciple for a particular source and receiving group conﬁguration do not match with any of
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these sampling points. For this reason, the required direction of incidence must be inter-
polated from the neighboring sampling points. Similarly, after reﬂection or diﬀraction, the
appropriate ray direction must be anterpolated to the neighboring sampling points. Par-
ticularly, local Lagrange interpolation/anterpolation is used for this purpose similarly to
the procedure described in Section 3.2.2 during aggregation and disaggregation process of
conventional MLFMM. Thereby, K0  K number of interpolation and anterpolation points
are used together with the corresponding interpolation and anterpolation weights wpt and
wpt′ , respectively. According to this, the desired direction of ray incidence kˆi is interpolated
from the close directions of the sampling points kˆi,pt and the desired direction of reﬂection
or diﬀraction is anterpolated to the close directions kˆr/d,pt′ of the sampling points. The full
hybrid matrix-vector product in case of Lagrange interpolation for evaluation of ray optical
directions in the UTD part is given in Section C.2 in the Appendix C, whereas the com-
putations are performed for ray dyad components deﬁned in the global spherical coordinate
system as described in Section C.3 in the Appendix C. This is done for all ray optical terms
except reﬂections on ﬂat metallic surfaces, which are performed in the global Cartesian co-
ordinate system since the radial component is available through the special treatment of
reﬂection terms described in Section 5.5.2. Finally, for the evaluation of the terms given
in Appendix C, operations of dyadic analysis are used as described in Section A.2 in the
Appendix A.
The conditions (5.24) and (5.25) are used to derive the ray optical expressions of the Green’s
functions suitable for MLFMM computations. The worst-case of these conditions arises
when the source or the testing current element lies at the corner of the corresponding group,
which means that the ﬁeld path within in the group is the largest possible, namely
|rnn′ |max = |rmm′ |max = 0.5
√
3Dl, (5.39)
where
Dl = 2
l−1D1 (5.40)
is the group dimension at level l with D1 being the smallest group dimension at the lowest
MLFMM level. Thus, using (3.8) the worst-case for condition (5.24) and (5.25) becomes
rUTD ≥ 1
2
k(0.5
√
3Dl)
2 =
π(0.5
√
3Dl)
2
λ
. (5.41)
It can be seen, that the required condition for ray optical translations is a far-ﬁeld condition
with respect to the MLFMM group sizes at the working level and corresponds to the criterion
for far-ﬁeld translations according to FAFFA [143]. The condition (5.41) requires the local
point on the UTD objects to be in the far-ﬁeld with respect to the group dimensions at the
working level. Thus, the UTD objects must only be in the far-ﬁeld of the individual basis
functions included in the working group similar to conventional hybridizations of BIM with
UTD and they do not need to be in the far-ﬁeld of the whole structures.
According to (5.41), the necessary distances to achieve far-ﬁeld conditions for performing
ray optical translations increase with the square of group dimensions as shown in Fig. 5.4.
On the other hand, in conventional MLFMM the smallest possible translation region is used
in each direction around the source groups on each level for lowest complexity namely
dlFMM = 2
lD1 + 2Dl = 4Dl. (5.42)
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Due to the fact that the group dimensions are doubled on each level, there is a linear increase
of the translation range with the group dimensions. This means that using on each level
the smallest possible translation range leads very fast into diﬃculties in holding the far-
ﬁeld condition on higher levels. In conventional far-ﬁeld MLFMM, improved translation
under far-ﬁeld conditions can be achieved by considering additional kˆ-directions in a cone
zone around the primary direction connecting the coupling groups [155]. However, such
an approach is not conforming with ray optical translations in the hybrid MLFMM-UTD
method. In this case, the ray direction of the radiated ﬁeld from a given source group over
the UTD objects to a speciﬁc receiving point must satisfy Fermat’s principle and for a given
conﬁguration including plane UTD objects this direction is unique.
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Figure 5.4: Far-ﬁeld condition with increasing group dimensions.
In the hybrid MLFMM-UTD approach, if on a certain level the far-ﬁeld condition is not met
the corresponding interactions are computed on a ﬁner level. This is achieved by extending
the translation range around the source groups with increasing group sizes on coarser levels
as shown in Fig. 5.5, where the group dimensions and the corresponding translation ranges
on various levels are illustrated with diﬀerent colors. On the lowest level, standard transla-
tion range is used for ray optical translations illustrated with the green region in Fig. 5.5.
However, for higher levels the translation range around the source groups for ray optical
contributions is extended according to
dlUTD = dlFMM + 2(l − 1)dm, (5.43)
where the conventional translation range dlFMM is given in (5.42) and dm is a multiplier
controlling the extension width. In Fig. 5.5, the translation region for the second level is
illustrated with the red region, where it can be seen that it is extended by two groups. For
the third level the extension would be six groups and so on. The translation range extension
is applied only for ray optical translations and as a consequence the UTD contributions are
evaluated using fewer MLFMM levels than in the case of direct contributions, where the
smallest possible translation range is always used.
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Figure 5.5: Extension of translation range around source groups for ray optical translations
in the implementation of the hybrid MLFMM-UTD approach.
5.4.3 Improved Ray Optical Translations
In conventional MLFMM computations, the center points of the groups are used to perform
the aggregation and disaggregation of the ﬁeld contributions as well as the translations at
the various levels. In case of using the center points of the groups to perform ray optical
translations the resulting ray directions satisfying Fermat’s principle for a speciﬁc source and
testing group conﬁguration are conformal only for current elements lying at those particular
points. However, for current elements placed at diﬀerent locations within the groups, the
resulted ray directions with respect to the group center point are slightly diﬀerent than the
actual ray directions corresponding to the individual source and testing current conﬁguration
resulting in slightly diﬀerent local points on the UTD object and producing inadequate
results.
In the hybrid FEBI-MLFMM-UTD method presented in this thesis, improved ray optical
translations are achieved by using the gravity center of the currents within the groups as
source and receiving points for the radiated and received ray optical ﬁelds. In this case, the
ﬁeld contributions are aggregated and disaggregated as usual from and to the center points
of the groups, respectively. However, translations of radiated ray optical ﬁelds at the various
MLFMM levels are performed from the gravity center rgn′ of the currents within the source
groups to the gravity center rgm′ of the currents in the receiving groups as shown in Fig. 5.6.
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The ray optical translation operator for this purpose is written as
TUTDL (krQgn′ ) =
e−jkrQgn′
rQgn′
, (5.44)
where
rQgn′ = |rQ − rgn′ | (5.45)
is the distance from the gravity center of the currents in the source group at the working
level to the local point on the UTD objects. Obviously, after reﬂection/diﬀraction on the
UTD object the distance sR/D used in the divergence and phase factors
∼
AR/D(sR/D) of
the corresponding ray optical mechanism given in (5.5) is deﬁned as the distance from the
particular local point rQR/D to the gravity center of the currents in the receiving group at
the working level and it is given by (5.3) for r = rgm′ .
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Figure 5.6: Improved ray optical translations using the gravity center of the currents within
the groups as source and receiving points.
In addition, in order to be conformal with conventional MLFMM procedure of direct ﬁeld
terms, the aggregated ray optical ﬁeld contributions are shifted from the center point of the
source group to the gravity center of the included currents through the use of the shifting
factor e
−jki·rgn′n′ resulting in a kˆ-space representation of the basis functions given by
∼
βgn(kˆi) = e
−jki·rgn′n′
∫∫
A
βn(rn)e
jki·rnn′da′, (5.46)
∼
αgn(kˆi) = e
−jki·rgn′n′
∫∫
A
αn(rn)e
jki·rnn′da′. (5.47)
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Similarly, in the disaggregation process, the received ﬁeld contributions are shifted from
the gravity center of the currents in the receiving group to the corresponding center point
through the use of the shifting factor e
jkr,d·rm′gm′ resulting in a kˆ-space representation of the
basis functions given by
∼
βgm(kˆr,d) = e
jkr,d·rm′gm′
∫∫
A
βm(rm)e
−jkr,d·rmm′da, (5.48)
∼
αgm(kˆr,d) = e
jkr,d·rm′gm′
∫∫
A
αm(rm)e
−jkr,d·rmm′da. (5.49)
It is noticed, that translations from the gravity center of the currents within the groups at
the various MLFMM levels are used only for ray optical contributions giving more accurate
results compared to translations of ray optical ﬁelds using directly the center points of
the groups. This is true, since using the gravity center of the currents enclosed in each
group the computed ray directions satisfying Fermat’s principle are closer to the actual
directions corresponding to each individual current conﬁguration resulting in a more accurate
representation. Translation of contributions related to direct coupling of the groups at the
various levels are translated as usual from the center points of the groups in order to apply
conventional MLFMM using multipole expansion with respect to the center of the groups
based on addition theorem as described in Section 3.1.1.
5.5 Implementation of Ray Optical Concepts
In the implementation of the hybrid FEBI-MLFMM-UTD method presented in this thesis,
single and multiple reﬂections on ﬂat metallic or dielectric objects are considered as well as
single and double diﬀractions on straight metallic edges. Also, combinations of reﬂected and
single diﬀracted contributions up to the fourth order can be taken into account. Thereby, the
corresponding local points on the UTD objects are evaluated through numerical realization
of Fermat’s principle. More on the implementation of ray optical concepts will be discussed
in the following subsections.
5.5.1 Reﬂection Point on Planar Surfaces
In order to determine the amplitude and phase variation as well as polarization of the re-
ﬂected ray, ﬁrst the reﬂection point on the surface must be determined. It is essentially the
point on the surface satisfying Snell’s law of reﬂection (4.22) for a particular source and ob-
servation point conﬁguration as a direct consequence of Fermat’s principle (see Section 4.1.2).
For ﬂat surfaces the reﬂection point is numerically determined using image theory, which is
also fully conformal to Fermat’s principle. According to this, the image of the source (or
observation) point with respect to the planar surface is created as shown in Fig. 5.7. The
image point is connected with the observation (or source) point and the reﬂection point is
the point where this connection line cuts the ﬂat surface. In this case, determination of the
reﬂection point reduces into ﬁnding the cutting point between the ray propagating in the
direction from image source point to the observation point (or from the source point to the
image observation point) with the planar surface.
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Figure 5.7: Numerical determination of reﬂection point on plane surfaces based on image
theory.
In particular, assuming the conﬁguration illustrated in Fig. 5.7 the ray from the image
source point O′im with position vector r
′
im to the observation point P with position vector r
propagates with respect to the equation
r = r′im + pR(s
′
R + sR)kˆr, (5.50)
where the distances sR, s
′
R and the direction of reﬂection kˆr are given by (5.3), (5.4) and
(5.13), respectively. Thereby, pR is a parameter deﬁned on the ray trajectory. The equation
of the planar surface AR is in general
r · nˆ + dR = 0, ∀ r ∈ AR, (5.51)
where nˆ is the normal vector on the surface looking in the direction of the source point and
dR is the distance of the reﬂection surface from the origin of the coordinate system. From
equations (5.50) and (5.51) we get
pR = − dR + r
′
im · nˆ
(s′R + sR)kˆr · nˆ
. (5.52)
When the direction of propagation kˆr is not perpendicular to the normal vector of the surface,
thus when kˆr · nˆ = 0, the cutting point is given by
rR = r
′
im + pR(s
′
R + sR)kˆr, (5.53)
where pR is given in (5.52). The point determined by (5.53) is the reﬂection point for the
particular conﬁguration. The expressions (5.52) and (5.53) are valid for all ray directions
except grazing direction to the plane of reﬂection. For ﬁnite reﬂection surfaces, after ﬁnding
the reﬂection point it is tested whether the determined cutting point is actually lying within
the surface.
78 Chapter 5. Hybridization of MLFMM with UTD
5.5.2 Special Treatment of Reﬂection Terms
In the previous Section 5.5.1 the determination of reﬂection points on planar surfaces using
image theory was described. However, image theory is also used for reﬂection treatment
on ﬂat surfaces in terms of polarization of the reﬂected ray as well as amplitude variation
of terms associated to the gradient of the scalar Green’s function with dependence 1/r and
1/r2.
Particularly, in the special case of ﬂat metallic surfaces it is assumed that the dyadic reﬂec-
tion coeﬃcient has additionally radial components in the local ray-ﬁxed coordinate system
according to
–
R = R‖eˆr‖eˆ
i
‖ + R⊥eˆ
r
⊥eˆ
i
⊥ + Rreˆ
reˆi, (5.54)
where the scalar reﬂection coeﬃcients R‖ and R⊥ associated to ﬁeld components parallel and
perpendicular to the plane of incidence/reﬂection are given by (4.27) and (4.28), respectively,
as described in Section 4.1.2. The additional scalar reﬂection coeﬃcient Rr related to radial
ﬁeld components, which are parallel to the ray direction of incidence eˆi and reﬂection eˆr in
the local ray-ﬁxed coordinate system shown in Fig. 4.2, is given by
Rr = 1, (5.55)
which is obtained applying the image principle shown in Fig. 5.7 to the local ray-ﬁxed
coordinate system conﬁguration [61].
Furthermore, in the hybrid BIM-UTD part of the method reﬂected terms on ﬂat surfaces
associated to the gradient of the ray optical scalar Green’s function with dependence 1/r
and 1/r2 are separated and treated by diﬀerent divergence factors according to image theory
similar to the approaches presented in [156], [157]. According to this, the amplitude and
phase factors of the ray optical scalar Green’s function for reﬂection in case of an incident
ray with spherical wavefront is given by
GR(r, r
′) = G(rQR , r
′)
∼
A(s) = G(rQR , r
′)
s1
s1 + s2
e−jks2 (5.56)
based on equations (5.2), (5.5) along with (4.25). Thereby, the distances s1 = s
′
R and s2 = sR
are given by (5.4) and (5.3), respectively assuming the conﬁguration shown in Fig. 5.7. Also,
the ﬁeld response G(rQR , r
′) at the local reﬂection point rQR due to a point source placed at
r′ is given by
G(rQR , r
′) =
e−jks1
s1
(5.57)
with a gradient given by
∇G(rQR , r′)
(5.57)
= ∇
(
e−jks1
s1
)
= −
(
1
s1
+ jk
)
e−jks1
s1
eˆi
= −jk e
−jks1
s1
eˆi − e
−jks1
s21
eˆi. (5.58)
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The gradient of (5.56) is written as
∇GR(r, r′) = ∇G(rQR , r′)
∼
A(s) + G(rQR , r
′)∇ ∼A(s)
(5.58)
= −jk e
−jks1
s1
s1
s1 + s2
e−jks2 eˆi − e
−jks1
s21
s1
s1 + s2
e−jks2 eˆi
+
e−jks1
s1
s2
(s1 + s2)2
e−jks2 eˆi
= −jk e
−jks1
s1
∼
A1/r(s)− e
−jks1
s21
∼
A1/r2(s). (5.59)
Consequently, terms of the gradient of the ray optical scalar Green’s function for reﬂection
on ﬂat surfaces with dependence 1/r are multiplied with divergence and phase factors given
by
∼
A1/r(s) =
s1
s1 + s2
e−jks2 , (5.60)
whereas terms with dependence 1/r2 are multiplied with divergence and phase factors given
by
∼
A1/r2(s) =
(
s1
s1 + s2
)2
e−jks2 . (5.61)
This result is fully conformal to image theory. In particular, the scalar Green’s function from
the image source r′im to the observation point r referred to Fig. 5.7 is given by
G(r, r′im) =
e−jk|r−r
′
im|
|r− r′im|
=
e−jk(s1+s2)
s1 + s2
(5.62)
with a gradient given by
∇G(r, r′im) = −jk
e−jk(s1+s2)
s1 + s2
eˆr − e
−jk(s1+s2)
(s1 + s2)2
eˆr. (5.63)
According to image theory, the scalar Green’s function associated to the image problem is
equal to the ray optical scalar Green’s function for reﬂection. Thus, (5.59) and (5.63) must
be equal and by rewriting (5.63) like
∇G(r, r′im) = −jk
e−jks1
s1
s1
s1 + s2
e−jks2 eˆr − e
−jks1
s21
s21
(s1 + s2)2
e−jks2 eˆr (5.64)
ﬁnally results in the factors (5.60) and (5.61). It is noticed, that this approach is applied only
for reﬂections on planar metallic surfaces for which image theory is applicable and results
in more accurate results in near-ﬁeld regions, where ﬁeld components with dependence 1/r2
are signiﬁcant. In all other cases standard ray optical divergence and phase factors are used
as described in Chapter 4.
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5.5.3 Diﬀraction Point on Straight Wedges
In order to determine the diﬀracted ray on a wedge, ﬁrst the diﬀraction point on the corre-
sponding edge must be determined. It is essentially the point on the edge satisfying Keller’s
law of diﬀraction (4.34) for a particular source and observation point conﬁguration as a direct
consequence of the generalized Fermat’s principle (see Section 4.2). For straight edges the
diﬀraction point QD on the edge is numerically determined by a three-dimensional paramet-
ric realization of the generalized Fermat’s principle. According to this, the position vector
of the diﬀraction point are expressed in terms of a parameter deﬁned on the edge as
rD = rv1 + pDleeˆ, (5.65)
where rv1 and le are the position vector of the ﬁrst vertex and the length of the edge,
respectively. The parameter pD is deﬁned on the edge and takes values between [0, 1]. Also,
eˆ is the unit vector along the edge deﬁned from the ﬁrst to the second vertex.
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Figure 5.8: Numerical determination of diﬀraction point on straight edges.
The diﬀraction point rD on the edge is computed using (5.65) for a given set of source and
observation point, whereas the parameter pD is determined in closed form. In particular,
considering the conﬁguration shown in Fig. 5.8 it can be seen that
tan β′0 =
h1
xd
⇒ xd = h1
tan β′0
, (5.66)
where β′0 is the angle of ray incidence given in (4.34), h1 is the distance of the source point
from the edge, and xd is the distance of the projection of the source point from the diﬀraction
point as shown in Fig. 5.8. For the same conﬁguration it can also be seen that
tan β′0 =
h1 + h2
x2 − x1 , (5.67)
where h2 is the distance of the observation point from the edge and x1, x2 are the distances of
the projection of source and observation point from the ﬁrst vertex of the edge, respectively,
as shown in Fig. 5.8. From (5.66) and (5.67) we get
xd =
h1
h1 + h2
(x2 − x1). (5.68)
Obviously, based on the geometry of the conﬁguration shown in Fig. 5.8 the parameter pD
is written as
pD =
xd + x1
le
(5.69)
with xd given by (5.68).
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5.5.4 Higher Order Ray Optical Mechanisms
In the hybrid FEBI-MLFMM-UTD method presented in this thesis combination of multiple
reﬂections on ﬂat surfaces and single diﬀractions on straight metallic edges up the fourth
order are considered according to the conﬁguration illustrated in Fig. 5.9. In general, assum-
ing U electrically large UTD objects, the ray optical electric ﬁeld at the observation point r
for a source point r′ is written as
EUTD(r) =
–
XE1 · –XE2 · . . . –XEU · Ei(rQ1)
∼
Atot(s), (5.70)
where
–
X =
–
R,
–
D according to the appropriate ray optical mechanism taken place on the
particular UTD object. It is noticed, that at this point only single diﬀractions on UTD
objects are taken into account, which means that no successive dyadic diﬀraction coeﬃcients
are applied in (5.70). In other words, before and after any dyadic diﬀraction coeﬃcient
–
D
in (5.70) the corresponding dyadic reﬂection coeﬃcient
–
R is found. It is noticed, that
ray optical dyadic operations are performed at this point as described in Section A.2 and
Section C.3 in the Appendix A and Appendix C, respectively.
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Figure 5.9: Conﬁguration for higher order ray optical mechanisms.
In addition,
∼
Atot(s) incorporates the total divergence and phase factor of the ray for the
complete ray path and is given by
∼
Atot(s) =
(
U∏
u=1
ARu,Du(s)
)
e
−jk
U+1∑
u=2
su
, (5.71)
where ARu,Du(s) are the divergence factors of each particular reﬂection or diﬀraction on the
UTD objects given by (4.25) and (4.37), respectively, assuming spherical ray wavefront. For
each reﬂection, the local point on the corresponding UTD object is determined as described
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in Section 5.5.1 using the previous and the next interaction point as source and observation
point, respectively. Also, in case of single diﬀraction the corresponding local point is found
in the same manner using the procedure described in Section 5.5.3. The resulting divergence
and phase factors for the most important higher order ray optical mechanisms implemented
in the present thesis can be found in Table 5.1.
Table 5.1: Divergence and phase factors of the most important higher order ray optical
mechanisms implemented in the present thesis.
Ray
Mechanism
Description
∼
Atot(s)
RR Double Reﬂection
s1
s1+s2+s3
e−jk(s2+s3)
RD Reﬂection - Diﬀraction
s1√
(s1+s2)s3(s1+s2+s3)
e−jk(s2+s3)
DR Diﬀraction - Reﬂection
√
s1
(s2+s3)(s1+s2+s3)
e−jk(s2+s3)
RRR Triple Reﬂection
s1
s1+s2+s3+s4
e−jk(s2+s3+s4)
RRD Double Reﬂection - Diﬀraction
s1√
(s1+s2+s3)s4(s1+s2+s3+s4)
e−jk(s2+s3+s4)
DRR Diﬀraction - Double Reﬂection
√
s1
(s2+s3+s4)(s1+s2+s3+s4)
e−jk(s2+s3+s4)
RRRD Triple Reﬂection - Diﬀraction
s1√
(s1+s2+s3+s4)s5(s1+s2+s3+s4+s5)
e−jk(s2+s3+s4+s5)
5.5.5 Double Diﬀraction on Arbitrarily Oriented
Straight Metallic Wedges
In addition to multiple ray optical mechanisms described in Section 5.5.4 double diﬀraction
on pairs of straight metallic arbitrarily oriented edges is considered in the present thesis. The
double diﬀracted ﬁelds are formulated using scalar diﬀraction coeﬃcients of standard UTD as
described in Section 4.2. Thereby, the diﬀraction points on the pair of edges are determined
by an iterative three-dimensional parametric realization of the generalized Fermat’s principle
allowing treatment of non-coplanar and arbitrarily oriented edges. Further, for divergence
factor determination of the double diﬀracted ﬁeld, the ray caustic distance for the second
diﬀraction is determined by linear interpolation between the radii of curvature in the two
principal planes of the incident astigmatic ray tube on the second edge [85], [86]. It is noticed
that for conﬁgurations in which the second diﬀraction point is in the transition region of the
ﬁrst, the scalar diﬀraction coeﬃcients of UTD are not valid since the incident ﬁeld on the
second edge is not purely ray optical by means of rapid spatial variations due to the Fresnel
transition functions in the diﬀraction coeﬃcients of the ﬁrst edge as described in Section 4.3.
Double diﬀracted ﬁeld formulations, which are valid in transition regions of the ﬁrst edge
have been developed in [158]-[162] using several approaches such as a spectral extension of
UTD or spherical spectral synthesis.
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Double diﬀracted UTD ﬁeld contributions on pairs of edges are taken into account according
to the conﬁguration shown in Fig. 5.10. The edges of the pair can be in general non-coplanar
and skewed by an angle αd. The diﬀraction points QD1 on edge 1 with position vector rQD1
and QD2 on edge 2 with position vector rQD2 are numerically determined by an iterative
three-dimensional parametric realization of the generalized Fermat’s principle. According
to this, the diﬀraction points for each single diﬀraction are determined parametrically as
described in Section 5.5.3. In case of double diﬀraction this procedure is repeated iteratively
for every edge using each time a point on the other edge as source or observation point,
respectively, until the law of diﬀraction is satisﬁed on both edges with desired accuracy
[160]. This is typically achieved after only few iterations.
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Figure 5.10: Double diﬀraction edge conﬁguration.
The double diﬀracted ﬁeld at the observation point P with position vector r has the form
Edd(r) =
–
DE2 · –DE1 · Ei(rQD1 )A1(s)A2(s)e−jk(s2+s3), (5.72)
where Ei(rQD1 ) is the incident ﬁeld at QD1 and
–
DEj = −D‖j eˆβ0j eˆβ′0j −D⊥j eˆϕj eˆϕ′j , j = 1, 2 (5.73)
are the dyadic diﬀraction coeﬃcients, in which eˆβ′01,2 ,eˆϕ′1,2 and eˆβ01,2 ,eˆϕ1,2 are the transversal
components in the edge-ﬁxed coordinate system of incidence and diﬀraction on edge 1 or
edge 2, respectively, as shown in Fig. 5.10. The double diﬀracted ﬁeld is formulated with
the scalar diﬀraction coeﬃcients D‖, D⊥ of UTD as described in Section 4.2. In addition,
A1(s) =
√
s1
s2(s2 + s1)
(5.74)
is the divergence factor of the diﬀracted ﬁeld at edge 1. In that, the ray caustic distance ρe1
is assumed to be equal to s1, which stands for the case of incident spherical wavefront on a
straight edge. Further,
A2(s) =
√
ρe2
s3(s3 + ρe2)
(5.75)
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Figure 5.11: Ray tubes of double diﬀraction.
is the divergence factor of the diﬀracted ﬁeld at edge 2. The incident ﬁeld on edge 2 is the
diﬀracted ﬁeld at edge 1, which is an astigmatic ray ﬁeld, as shown in Fig. 5.11.
The ray caustic distance ρe2 of the diﬀracted ﬁeld at edge 2 is determined from the radius
of curvature of the incident ﬁeld in the plane of incidence, deﬁned by eˆs′2 and eˆ2. In case of
non-coplanar and arbitrarily oriented edges, the plane of incidence at edge 2 is in general
somewhere in between the two principal planes of the incident astigmatic ray tube. Con-
sequently, the ray caustic distance ρe2 depends on the radii of curvature ρ
i
e21
, ρie22 of the
incident wavefront in both principal planes, which correspond to the ﬁrst and second caus-
tic of the incident ray ﬁeld at edge 2, respectively. It is obvious, that for coplanar edges
(αd = 0) the plane of incidence at edge 2 coincides with the principal plane corresponding
to the second caustic of the incident ray tube and ρe2 |αd=0 = ρie22 = s1 + s2. Also, for
perpendicular edges (αd =
π
2
), the plane of incidence at edge 2 coincides with the principal
plane corresponding to the ﬁrst caustic of the incident ray tube, which lies on edge 1, and
ρe2
∣∣
αd=
π
2
= ρie21 = s2. The ray caustic distance ρe2 for values of αd between 0 and
π
2
is
determined by linear interpolation between these two principal values of ρe2 resulting in
ρe2 = s1 + s2 −
2αd
π
s1, (5.76)
where αd is given in radians. Consequently, the divergence factor of the diﬀracted ﬁeld at
edge 2 is given by
A2(s) =
√
s1 + s2 − 2αdπ s1
s3(s3 + s1 + s2 − 2αdπ s1)
. (5.77)
In addition to the hybrid BIM-UTD and MLFMM-UTD formulations described this chapter,
acceleration of near-ﬁeld computations based on known BI currents was also performed in
the present thesis and will be presented in the following chapter.
Chapter 6
Fast Near-Field Computations
6.1 Introduction
In the previous chapters of the present thesis the hybrid FEBI-MLFMM-UTD method for the
solution of large and complex radiation and scattering problems was presented. In general,
numerical solution of electromagnetic problems using BI based methods provides the desired
amplitudes of the expansion of the equivalent current densities on the discrete elements all
over the boundary surfaces on the involved BI objects. In case of hybrid approaches with ray
optical methods mutual coupling with electrically very large UTD objects is incorporated in
the current solution based on hybrid formulations like those presented in this thesis. In order
to compute the electromagnetic ﬁelds produced by the equivalent currents at observation
points in the near-ﬁeld region of the involved objects, integration of the current densities
over the entire boundary surfaces must be performed in the postprocessing stage. Such
computations are needed in many applications like EMC investigations in cars or for safety
assessment in the vicinity of mobile communications base station antennas. The complexity
of evaluating near-ﬁeld integrals in the postprocessing stage using conventional numerical
integration rules is O(NP ), where N is the number of equivalent current elements (BI
unknowns) and P the number of observation points. If UTD objects are present in the
same environment ray optical contributions must additionally be taken into account during
integrations of the known equivalent surface currents. It is obvious that postprocessing
computations become extremely time consuming in case of large BI objects and large number
of observation points.
In this chapter, acceleration of near-ﬁeld integrations of known equivalent current densi-
ties over boundary surfaces is presented using a postprocessing MLFMM approach [74]-[78].
According to this, the BI-MLFMM domain of the equivalent currents is extended to also
include nearby observation points and in addition to non empty groups containing source
currents also non empty groups containing observation points are collected at each level.
Near-ﬁeld MLFMM translations are performed from source groups including currents to re-
ceiving groups including observation points. For far-away observation points no grouping
is performed and the ﬁeld contributions are computed using far-ﬁeld MLFMM translations,
which are performed for each observation point at the coarsest level on which far-ﬁeld con-
dition is still satisﬁed. The optimum level for far-ﬁeld translations is found for each ob-
servation point in the initialization step in a worst-case sense using its shortest distance to
the BI-MLFMM domain. In both domains ray optical contributions due to the presence
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of electrically very large UTD objects are taken into account according to the previously
presented hybridization of MLFMM with UTD [79], [80]. The resulting hybrid approach is
referred to as P-MLFMM-UTD in order to distinguish the realization of MLFMM-UTD in
the postprocessing stage from the one used in the fast BI solution. This approach was applied
in the postprocessing stage of the FEBI-MLFMM-UTD technique presented in Chapters 2
to 5. It is noticed, that to the knowledge of the author the combination of near-ﬁeld and
far-ﬁeld MLFMM translations for fast postprocessing computations in BI based approaches
is reported in the scientiﬁc community for the ﬁrst time.
In the following, formulations of the postprocessing MLFMM approach including ray optical
contributions will be presented and details of the numerical implementation will be discussed.
6.2 Geometrical Conﬁguration
Consider the conﬁguration shown in Fig. 6.1, where electric JA(r
′) and magnetic MA(r′)
current densities are given all over the closed boundary surface A according to equivalence
principle. It is assumed that these current densities are known from the solution of any BI
based method like the FEBI-MLFMM-UTD method presented in Chapters 2 to 5. Thereby,
full back coupling of UTD objects being in the same environment is incorporated in the
current solution through hybrid formulations like the formulations presented in Chapter 5.
Particularly, in the present implementation it is assumed that equivalent currents of the
form (2.39) and (2.40) are available on a boundary surface A in a known expansion using
RWG vector basis functions on triangular surface elements according to (2.69) and (2.70)
as described in Section 2.2.2. In addition, ray optical contributions are taken into account
in the current solution by modifying the Green’s functions in the diﬀerent stages of the
method. However, the postprocessing acceleration presented in this chapter can be applied
to any kind of BI based implementation.
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Figure 6.1: Conﬁguration for postprocessing computations of BI based methods.
The electric and magnetic ﬁelds produced by the surface currents at particular observation
points are given according to equivalence principle formulations as described in Section 2.1.2
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using the total Green’s functions of the problem, which are expressed in the same sense as
in Chapter 5 namely as superposition of the direct terms from the surface currents to the
observation points in the absence of UTD objects and all ray optical terms that arrive due the
presence of UTD objects at the observation points. In particular, the total electromagnetic
ﬁelds Etot(rm) and Htot(rm) produced by source currents at an observation point P with
position vector r = rm are given by the integral expressions
Etot(rm) = EP (rm) + EUTD(rm)
= EJ/M,P (rm) + E
inc(rm) + EJ/M,UTD(rm) + E
inc
UTD(rm)
=
∫∫
A
–
GEJ,tot(rm, rn) · JA(rn)da′ +
∫∫
A
–
GEM,tot(rm, rn) ·MA(rn)da′
+Einctot (rm) (6.1)
and
Htot(rm) = HP (rm) +HUTD(rm)
= HJ/M,P (rm) +H
inc(rm) +HJ/M,UTD(rm) +H
inc
UTD(rm)
=
∫∫
A
–
GHJ,tot(rm, rn) · JA(rn)da′ +
∫∫
A
–
GHM,tot(rm, rn) ·MA(rn)da′
+Hinctot (rm) (6.2)
based on the equivalence principle formulas (5.6) and (5.7), respectively, with r′ = rn being
the position vector of the source point O′. Thereby, EP (rm), HP (rm) represent direct ﬁeld
contributions in the absence of UTD objects and EUTD(rm), HUTD(rm) represent ray optical
ﬁeld contributions. In addition, the total Green’s functions of the problem are expressed by
–
G
E/H
J/M,tot(rm, rn) =
–
G
E/H
J/M (rm, rn) +
–
G
E/H
J/M,UTD(rm, rn), (6.3)
where
–
G
E/H
J/M (rm, rn) are direct terms of the Green’s functions in the absence of UTD objects
and
–
G
E/H
J/M,UTD(rm, rn) are ray optical contributions. Also,
Einctot (rm) = E
inc(rm) + E
inc
UTD(rm), (6.4)
Hinctot (rm) = H
inc(rm) +H
inc
UTD(rm) (6.5)
are the total incident electric and magnetic ﬁeld at the observation point r given by (5.9) and
(5.11), respectively. In order to perform accelerated ﬁeld computations in the postprocessing
stage based on (6.1) and (6.2) the terms of the total Green’s functions (6.3) are properly
expressed as described in detail in the following sections.
6.3 Formulation Inside Grouping Domain
The evaluation of the ﬁeld contributions in (6.1) and (6.2) for observation points in the near-
ﬁeld of the involved objects is accelerated using MLFMM. According to this, the MLFMM
domain of the BI currents is extended to also include nearby observation points as shown
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in Fig. 6.1. For the extended domain, a new grouping is performed and in addition to
non empty groups containing source currents also non empty groups containing observation
points are collected and numbered at each level. Thereby, empty groups that may arise are
ignored at each level. Also, the lowest level is labeled with 1 and the highest level is labeled
with L. Groups containing currents are considered as source groups and those containing
observation points are considered as receiving groups. The inﬂuence of UTD objects to the
ﬁeld solution is taken into account using the hybridization of MLFMM with UTD presented
in Section 5.4.
The concept for fast postprocessing computations inside the grouping domain is shown in
Fig. 6.2 similar to the conﬁguration shown in Fig. 5.3 in Section 5.4.1 including in this case
observation points in the receiving groups rather than testing currents. For the conﬁguration
illustrated in Fig. 6.2 the total Green’s functions are given by (6.3).
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Figure 6.2: Hybrid P-MLFMM-UTD concept inside grouping domain. Direct ﬁeld path from
source point r′ = rn to observation point r = rm in the absence of UTD objects is split into
three sections rnn′ , rm′n′ and rmm′ . In addition, ray optical ﬁeld path from rn to rm over the
UTD object is split into four sections rnn′ , rQn′ , rm′Q and rmm′ .
6.3.1 Direct Near-Field Translations
Direct ﬁeld contributions in the conﬁguration shown in Fig. 6.2 from source groups to non
well-separated receiving groups in the absence of UTD objects are evaluated conventionally
by numerical integration rules. Source and receiving groups are assumed to be well-separated,
if they are separated by at least one group, so that the addition theorem criterion (3.13)
remains valid. This group can be either a source group containing currents or a receiving
group containing observation points.
For all other direct interactions between well-separated source and receiving groups in the
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absence of UTD objects the ﬁeld contributions are given by the expressions
EP (rm) = −j ωµ
4π
∫∫
A
(
−
I+
1
k2
∇∇′
)
G(rm, rn) · JA(rn)da′
− 1
4π
∫∫
A
∇×G(rm, rn)MA(rn)da′
+ Einc(rm) (6.6)
and
HP (rm) =
1
4π
∫∫
A
∇×G(rm, rn)JA(rn)da′
− j ωε
4π
∫∫
A
(
−
I+
1
k2
∇∇′
)
G(rm, rn) ·MA(rn)da′
+ Hinc(rm), (6.7)
which are obtained starting from equations (6.1) and (6.2) and using the Green’s functions
in the absence of UTD objects given by (2.32)-(2.34) as described in Section 2.1.2. Thereby,
G(rm, rn) is the scalar term of the direct Green’s function in the postprocessing stage and it
is expressed following the same procedure as in conventional MLFMM for fast IE solution,
which is described in Sections 3.1 and 3.2. According to this, the ﬁeld path rmn = rm − rn
from a source current placed at r′ = rn within group Gn′ at the lowest level, which is
centered at the point rn′ , to an observation point placed at r = rm within group Gm′ at
the lowest level, which is centered at the point rm′ , is given by (3.9) as shown in Fig. 6.2.
In addition, the free space scalar Green’s function from a source current to an observation
point is expanded in terms of spherical wave functions including dynamic multipoles located
at the center of the corresponding groups according to (3.10). Also, the included spherical
wave functions are expanded in terms of plane waves using (3.15) resulting in the factorized
expression
G(rm, rn) ≈
∫
©
∫
e−jk·rmm′TL(kˆ · rˆm′n′)ejk·rnn′dkˆ2, (6.8)
where TL(kˆ · rˆm′n′) is the conventional FMM diagonal translation operator given in (3.19)
with rm′n′ being the vector connecting the centers of source and receiving group as shown
in Fig. 6.2. This diagonal operator translates radiated plane waves from the center of the
source group containing currents to received plane waves at the center of the receiving group
containing observation points in the absence of UTD objects.
Substituting the direct factorized free space scalar Green’s function representation (6.8) in
the near-ﬁeld expressions (6.6) and (6.7) and using (2.69) and (2.70) for the surface current
expressions as well as (3.23) and (3.24) for the corresponding constants we get in the absence
of UTD objects for the electric and magnetic near-ﬁeld at the observation point r = rm due
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to electric and magnetic currents the fast multipole representations
EP (rm) = − j ωµ
4π
∫
©
∫
e−jk·rmm′TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n
Hn
∼
βn(kˆ) dkˆ
2
− j k
4π
∫
©
∫
kˆ × e−jk·rmm′TL(kˆ · rˆm′n′)
∑
n
En
∼
βn(kˆ) dkˆ
2
+ Einc(rm) (6.9)
and
HP (rm) = − j k
4π
∫
©
∫
kˆ × e−jk·rmm′TL(kˆ · rˆm′n′)
∑
n
Hn
∼
βn(kˆ) dkˆ
2
+ j
ωε
4π
∫
©
∫
e−jk·rmm′TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n
En
∼
βn(kˆ) dkˆ
2
+ Hinc(rm), (6.10)
respectively, where
∼
βn(kˆ) is the kˆ-space representation of the basis function given in (3.25).
Thereby, the substitution∇ → −jk was used, which is valid for application of the∇ operator
on elementary plane wave functions e−jk·r in the kˆ-space. Using this representation, radiated
ﬁelds from groups containing currents are translated to received ﬁelds at groups containing
observation points through the translation operator TL(kˆ · rˆm′n′).
This procedure is here referred to as near-ﬁeld MLFMM translation, by means of plane
wave representation of the radiated ﬁelds of source groups containing currents with integra-
tion over the Ewald sphere in the absence of UTD objects as in conventional MLFMM for
matrix-vector multiply acceleration. Thereby, the well-known processes of the MLFMM de-
scribed in Section 3.1 and Section 3.2 are found. In particular, in the aggregation stage ﬁrst
the radiation patterns of the source groups at the lowest level are computed in the center
points using the spherical harmonics expansion of the current basis functions described in
Section 3.2.3. The radiated plane waves are translated to received ﬁeld contributions at the
receiving groups. After disaggregation at the lowest level the received ﬁeld contributions are
shifted from the center of the receiving groups to the observation points and are integrated.
During aggregation and disaggregation process, the radiation and receiving patterns of the
groups are shifted to higher and lower levels, respectively, using (3.29) as shown in Fig. 6.3.
Thereby, local interpolation/anterpolation is used as described in Section 3.2.2. Finally,
direct terms are ignored if the receiving group is in the shadow region of an UTD object.
6.3.2 Ray Optical Translations Inside Grouping Domain
Inside the domain covered by MLFMM groups ray optical ﬁeld contributions due to the
presence of UTD objects are taken into account according to the hybridization of MLFMM
with UTD presented in Section 5.4. Thereby, ray optical terms of the Green’s function are
approximated with far-ﬁeld expressions suitable for MLFMM interactions and this results
in modiﬁcation of the translation procedure according to superposition of all received con-
tributions at the receiving groups for all source groups at each MLFMM level, whereas a
far-ﬁeld approximation of the translation operator is used for ray optical contributions.
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Figure 6.3: Translation of ﬁeld contributions inside the grouping domain. Radiation and
receiving patterns of the groups are shifted to higher and lower levels during aggregation
and disaggregation, respectively. Subscription for lowest level is neglected.
Assuming the conﬁguration illustrated in Fig. 6.2 and following the same procedure as de-
scribed in Section C.1 in the Appendix C the ray optical terms of the Green’s functions
–
G
E/H
J/M,UTD(rm, rn) in (6.3) are given by (5.28) and (5.29). Thereby, far-ﬁeld conditions with
respect to the group dimensions at the working level are assumed according to (5.41) for
representing the radiated ﬁelds from the source groups containing currents to local points
on the UTD objects using only one kˆ-direction, which is essentially the direction of ray in-
cidence on the UTD object satisfying Fermat’s principle for the particular receiving group.
That way, the required incident ray optical ﬁelds are given at the local points on the UTD
objects for each postprocessing MLFMM interaction. After that, through the use of the ap-
propriate scalar and dyadic factors of the corresponding ray optical mechanism the rays at
the receiving groups are ﬁnally computed under far-ﬁeld conditions for only one kˆ-direction,
which is essentially the direction of reﬂection/diﬀraction satisfying Fermat’s principle.
Substituting (5.28) and (5.29) into equations (6.1) and (6.2) we get for the ray optical terms
of the electric and magnetic ﬁelds inside the grouping domain the expressions
EUTD(rm) =
−j ωµ
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
·
∑
n
Hn
∼
βn(kˆi)
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
·
∑
n
Hn
∼
βn(kˆi)
+ · · ·
}
−j k
4π
{∑
q
kˆr × e−jkr·rmm′
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
∑
n
En
∼
βn(kˆi)
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+
∑
v
kˆd × e−jkd·rmm′
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
∑
n
En
∼
βn(kˆi)
+ · · ·
}
+EincUTD(rm) (6.11)
and
HUTD(rm) =
−j k
4π
{∑
q
kˆr × e−jkr·rmm′
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
∑
n
Hn
∼
βn(kˆi)
+
∑
v
kˆd × e−jkd·rmm′
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
∑
n
Hn
∼
βn(kˆi)
+ · · ·
}
+j
ωε
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
·
∑
n
En
∼
βn(kˆi)
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
·
∑
n
En
∼
βn(kˆi)
+ · · ·
}
+HincUTD(rm), (6.12)
respectively, where TUTDL (krQn′) is the ray optical translation operator given in (5.30) trans-
lating outgoing ray optical ﬁelds from source groups containing currents to incident ray
optical ﬁelds at the local points on the UTD objects. Also, kˆi and kˆr,d are the direction of
ray incidence from the source group to the UTD object as well as the direction of reﬂec-
tion/diﬀraction from the UTD object to the receiving group as shown in Fig. 6.2 and are
given by (5.32) and (5.33), respectively. The incident rays at the local points on the UTD
objects are multiplied with the appropriate scalar factors
∼
AR/D(sR/D) and dyadic factors
–
RE/H ,
–
DE/H of the corresponding ray optical mechanism as described in Section 4.1 and
Section 4.2 providing the received ray optical contributions at the center of the receiving
groups. Thereby, sR/D is given in (5.3) for r = rm′ . The terms e
jki·rnn′ and e−jkr,d·rmm′ are
phase shifting factors from the source current to the center of the source group and from the
center of the receiving group to the testing current, respectively. Finally,
EincUTD(r) =
∑
q
∼
ARq(sRq)
–
REq · Einc(rQRq )
+
∑
v
∼
ADv(sDv)
–
DEv · Einc(rQDv ) + · · · (6.13)
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and
HincUTD(r) =
1
Z
kˆr ×
∑
q
∼
ARq(sRq)
–
REq · Einc(rQRq )
+
1
Z
kˆd ×
∑
v
∼
ADv(sDv)
–
DEv · Einc(rQDv ) + · · · (6.14)
are ray optical contributions of the incident electric and magnetic ﬁeld, respectively, at the
observation point rm.
6.4 Formulation Outside Grouping Domain
The extension of near-ﬁeld MLFMM translations to all observation points can be extremely
memory consuming. Therefore, in order to achieve optimum performance the near-ﬁeld
MLFMM translation domain is not necessarily extended to include all observation points
but it is applied only to nearby observation points. On the other hand, far away observation
points that lie outside the MLFMM grouping domain are preferably treated in a diﬀerent
manner using a far-ﬁeld approximation of the translation operator for the direct ﬁeld terms.
The inﬂuence of UTD objects to the ﬁeld solution is taken into account in the same manner as
inside the grouping domain particularly using the ray optical translation operator presented
in Section 5.4. In both cases the approach for performing translations is valid under far-ﬁeld
conditions with respect to the source group dimensions at the working level based on the
procedure used in FAFFA [143].
The concept for fast postprocessing computations outside the grouping domain is shown in
Fig. 6.4, for which the total Green’s functions are given by (6.3). In this case, no grouping
is performed at the reception side and the ﬁeld contributions are computed from the various
source groups to each observation point separately.
6.4.1 Direct Far-Field Translations
Referring to the conﬁguration shown in Fig. 6.4, direct terms of the Green’s functions are
represented using (2.32)-(2.34) as described in Section 2.1.2, which results in ﬁeld expressions
given by (6.6) and (6.7) similar to the procedure applied inside the grouping domain as
described in Section 6.3.1. However, in order to express the direct scalar term G(rm, rn) of
the Green’s function outside the grouping domain the direct ﬁeld path rmn = rm − rn from
the source point r′ = rn within the group Gn′ , which is centered at the point rn′ , to the
observation point r = rm in the absence of UTD objects is written as
r− r′ = rm − rn = (rm − rn′) + (rn′ − rn) = rmn′ − rnn′ , (6.15)
by intervening the center point of the source group in the ﬁeld path. In this case, a sim-
ilar procedure is used as the one presented in Section 5.4.1 for ray optical representations
within MLFMM interactions. Particularly, instead of starting from the addition theorem
to represent the scalar direct Green’s function as it is done inside the grouping domain
(see Section 6.3.1), it is rather assumed that the direct ﬁeld paths from the center of the
source groups to the observation points rmn′ are much larger than the paths rnn′ within the
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Figure 6.4: Hybrid P-MLFMM-UTD concept outside grouping domain. Direct ﬁeld path
from source point rn to observation point rm in the absence of UTD objects is split into two
sections rnn′ and rmn′ . In addition, ray optical ﬁeld path from rn to rm over the UTD object
is split into three sections rnn′ , rQn′ , and rmQ.
source groups. Under this condition, the electrical path krmn from the source current to the
observation point is expanded in terms of a Taylor series and assuming the far-ﬁeld condition
rmn′  1
2
k|rnn′ |2 (6.16)
higher order terms of this expansion are neglected. Hence, the electrical path from the source
current to the observation point in the absence of UTD objects is written as
krmn = k|rm − rn| ≈ krmn′ − krnn′ · rˆmn′ . (6.17)
In this case, only the direction
kˆ0 = rˆmn′ (6.18)
from the source group to the particular observation point is used to represent the radiated
ﬁelds from the source groups at the working MLFMM level as shown in Fig. 6.4. Applying
the ﬁeld path (6.17) in the appropriate free space scalar Greens’ function (2.34) for r = rm
and r′ = rn results in the far-ﬁeld representation
G(rm, rn) =
e−jk|rm−rn|
|rm − rn| = e
jk0·rnn′T FFL (krmn′), (6.19)
where
T FFL (krmn′) =
e−jkrmn′
rmn′
(6.20)
is the direct far-ﬁeld translation operator used to perform direct translations outside the
grouping domain. This operator translates the radiated ﬁeld from the source group to
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received ﬁeld at the observation point in the absence of UTD objects with k0 = kkˆ0 = krˆmn′ .
The direct far-ﬁeld translation operator is simply the free space scalar Green’s function from
the center point of the source group to the particular receiving point. The term ejk0·rnn′ is
the shifting factor of the ﬁeld contribution from the source current point to the center point
of the source group and it is actually the radiation pattern of the source current element.
A detailed derivation of the direct far-ﬁeld translation operator can be found in Section D.1
in the Appendix D. It is noticed, that the direct far-ﬁeld translation operator (6.20) has
the same form as the ray optical translation operator (5.30) used to perform translations
of ray optical terms in the hybrid MLFMM-UTD approach in the IE solution presented in
Section 5.4 and in the postprocessing stage presented in Section 6.3.2. Both operators are
derived in the same manner using similar far-ﬁeld conditions and they are simply the free
space scalar Green’s function from the center point of the source group to the particular
receiving point namely the local point on the UTD object and the observation point outside
the grouping domain, respectively. However, in the present thesis diﬀerent notations are
used for the various far-ﬁeld translation operators in order to distinguish the corresponding
application.
Finally, substituting the expression (6.19) into equations (6.6) and (6.7) we get in the absence
of UTD objects for observation points being outside the MLFMM grouping domain the
electric and magnetic near-ﬁelds due to electric and magnetic currents
EP (rm) = − j ωµ
4π
T FFL (krmn′)
( −
I− kˆ0kˆ0
)
·
∑
n
Hn
∼
βn(kˆ0)
− j k
4π
kˆ0 × T FFL (krmn′)
∑
n
En
∼
βn(kˆ0)
+ Einc(rm) (6.21)
and
HP (rm) = − j k
4π
kˆ0 × T FFL (krmn′)
∑
n
Hn
∼
βn(kˆ0)
+ j
ωε
4π
T FFL (krmn′)
( −
I− kˆ0kˆ0
)
·
∑
n
En
∼
βn(kˆ0)
+ Hinc(rm), (6.22)
respectively, where T FFL (krmn′) is the direct far-ﬁeld translation operator in the direction kˆ0
given in (6.20).
This procedure is referred to as far-ﬁeld MLFMM translation, by means of approximation of
the direct translation operator by a far-ﬁeld representation only for the direction kˆ0 from the
source group to the particular observation point outside the grouping domain in the absence
of UTD objects. Thereby, it is assumed that the observation point lies in the far-ﬁeld of
the individual source group being still in the near-ﬁeld with respect to the dimensions of the
involved objects. Finally, direct terms are ignored if the observation point is in the shadow
region of an UTD object.
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6.4.2 Ray Optical Translations Outside Grouping Domain
Outside the domain covered by MLFMM groups ray optical ﬁeld contributions due to the
presence of UTD objects are taken into account in the same manner as presented in Sec-
tion 5.4.1 and Section 6.3.2 namely through modiﬁcation of the Green’s function according
to superposition of all received ﬁeld contributions resulting in modiﬁcation of the transla-
tion procedure, whereas a far-ﬁeld approximation of the translation operator is used for ray
optical contributions. However, in this particular case the resulting ray optical terms of the
Green’s function have a slightly diﬀerent form since at the reception side no grouping is
performed.
The assumed conﬁguration is illustrated in Fig. 6.4 and in order to express the ray optical
terms of the Green’s function
–
G
E/H
J/M,UTD(rm, rn) the coupling path rmn = rm − rn from the
source current element to the observation point placed outside the grouping domain over the
UTD object is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn) = rmQ + rQn, (6.23)
by ﬁrst intervening the local point Q on the UTD object with position vector rQ. Then, for
the subpath rQn in (6.23) the center point of the source group is intervened resulting in the
expression (5.22). Thus, the total path is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn′) + (rn′ − rn)
= rmQ + rQn′ − rnn′ . (6.24)
Further, it is assumed that the ﬁeld path from the center of the source group to the local
point on the UTD object rQn′ is much larger than the paths rnn′ within the source group.
Under this condition, the electrical subpath krQn in (6.23) is expanded in terms of a Taylor
series and assuming the far-ﬁeld condition (5.24) higher order terms of this expansion are
neglected. Hence, the electrical subpath from the source current to the local UTD point is
approximated by (5.27). Using this coupling path in the scalar term (2.34) of the equations
(2.32) and (2.33) along with the expressions of ray optical mechanisms on the UTD objects
described in Section 4.1 and Section 4.2 the ray optical terms of the Green’s functions outside
the grouping domain are written with the far-ﬁeld representations
–
GEJ,UTD(rm, rn) =
µ
ε
–
GHM,UTD(rm, rn) =
−j ωµ
4π
{∑
q
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+
∑
v
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+ · · ·
}
(6.25)
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and
–
GEM,UTD(rm, rn) = − –GHJ,UTD(rm, rn) =
− 1
4π
{∑
q
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) · ∇ ×
−
Iejki·rnn′
+
∑
v
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) · ∇ ×
−
Iejki·rnn′
+ · · ·
}
, (6.26)
where TUTDL (krQn′) is the ray optical translation operator given in (5.30), which translates
outgoing ray optical ﬁelds from the source groups to incident ray optical ﬁelds at the lo-
cal points on the UTD objects. As usual, the incident rays at the local points QR/D on
the UTD objects are multiplied with the appropriate scalar factors
∼
AR/D(sR/D) and dyadic
factors
–
RE/H ,
–
DE/H of the corresponding ray optical mechanism (see Section 4.1 and Sec-
tion 4.2) providing the received ray optical contributions at the center of the receiving groups.
Thereby, rQn′ is given by (5.31) and sR/D is given by (5.3), which in this case coincides with
kˆr,d given in (5.33). The term e
jki·rnn′ is the phase shifting factor from the source current to
the center of the source group. It is noticed, that no phase shifting is performed at reception
since outside the grouping domain the ﬁeld contributions are evaluated to each observation
point separately. Also, kˆi is given by (5.32) as shown in Fig. 6.4. Again, direct contributions
of the Green’s function are ignored if the observation point is in the shadow region of an
UTD object. It is also noticed, that the above ray optical expressions (6.25) and (6.26) are
valid under far-ﬁeld conditions with respect to the MLFMM group dimension at the working
level. A detailed derivation of the ray optical terms of the scalar Green’s function (6.25) and
(6.26) outside the grouping domain is given in Section D.2 in the Appendix D.
Finally, substituting the expressions (6.25) and (6.26) into equations (6.1) and (6.2) we get
for the ray optical terms of the electric and magnetic ﬁelds outside the grouping domain the
expressions
EUTD(rm) =
−j ωµ
4π
{∑
q
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
·
∑
n
Hn
∼
βn(kˆi)
+
∑
v
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
·
∑
n
Hn
∼
βn(kˆi)
+ · · ·
}
−j k
4π
{∑
q
kˆr ×
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
∑
n
En
∼
βn(kˆi)
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+
∑
v
kˆd ×
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
∑
n
En
∼
βn(kˆi)
+ · · ·
}
+EincUTD(rm) (6.27)
and
HUTD(rm) =
−j k
4π
{∑
q
kˆr ×
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
∑
n
Hn
∼
βn(kˆi)
+
∑
v
kˆd ×
∼
ADv(sDv)
–
DEv T
UTD
L (krQDvn′) ·
∑
n
Hn
∼
βn(kˆi)
+ · · ·
}
+j
ωε
4π
{∑
q
∼
ARq(sRq)
–
RHq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
·
∑
n
En
∼
βn(kˆi)
+
∑
v
∼
ADv(sDv)
–
DHv T
UTD
L (krQDvn′) ·
( −
I− kˆdkˆi
)
·
∑
n
En
∼
βn(kˆi)
+ · · ·
}
+HincUTD(rm), (6.28)
respectively, where TUTDL (krQn′) is the ray optical translation operator given in (5.30) and
kˆr,d is given in (5.33).
Various issues regarding the numerical implementation of the P-MLFMM-UTD approach
will be discussed in the following section.
6.5 Numerical Implementation
Similar to the numerical implementation of the hybrid MLFMM-UTD approach presented in
Section 5.4.2, a limited number of sampling points are used to represent the basis functions
in the kˆ-space and to perform the integration over the Ewald sphere in the postprocessing
stage. In general, the required directions kˆ0 for the direct part and kˆi, kˆr,d for the UTD part
are not present as sampling points. So, these directions are computed from the neighboring
sampling points of the numerical integration in the kˆ-space using local interpolation and
anterpolation, respectively, as described in Section 5.4.2.
Similar to ray optical translation presented in Section 5.4.2, the worst-case for the condition
(6.16) used to derive the far-ﬁeld translation operator arises when the source current lies at
the corner of the source group. Thus, the worst-case for condition (6.16) becomes
rfar ≥ 1
2
k|rnn′ |2max =
π(0.5
√
3Dl)
2
λ
(5.41)
= rUTD, (6.29)
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where Dl is the group dimension at level l and λ is the wavelength. The condition (6.29)
enforces both the observation point outside the grouping domain as well as the local point
on the UTD object to be in the far-ﬁeld with respect to the group dimensions at the working
level. Thus, observation points and UTD objects must only be in the far-ﬁeld of the working
source group at the particular level and not in the far-ﬁeld of the whole structure.
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Figure 6.5: Optimum far-ﬁeld translation level for each observation point.
Especially for the direct part of the implementation, for each observation point, far-ﬁeld
translations are performed at the coarsest level l, at which condition (6.29) is still satisﬁed.
This level does not necessarily have to be the same for all observation points. Actually,
for each observation point, the optimum level is found for far-ﬁeld translations as shown in
Fig. 6.5, where the group dimensions and the corresponding far-ﬁeld conditions on various
levels are illustrated with diﬀerent colors. Particularly, the green region is the translation
domain of the ﬁnest level, the red region is the translation domain of level 2 and the blue
region is the translation domain of level 3. For instance, in case of observation points within
the red region direct far-ﬁeld translations are performed at the second level but not on
the third level, where the condition (6.29) is valid at the blue region. In order to save
computation time, the optimum level is found in the initialization step for each observation
point in a worst-case sense using its shortest distance to the BI-MLFMM domain. Improved
accuracy is provided by choosing a more stringent far-ﬁeld condition.
On the other hand, in the UTD part of the implementation improved ray optical transla-
tions are achieved by using the gravity center of the currents within the groups as source and
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receiving points for the radiated and received ray optical ﬁelds as described in Section 5.4.3.
Also, in the present implementation it is required that the UTD objects do not cut the
grouping domain in order to compute correctly ray optical contributions to the receiving
groups containing observation points. Alternatively, the proposed approach could be im-
plemented for UTD object that lie within the postprocessing grouping domain, however, in
this case special treatment is required for accurate results such as additional bookkeeping of
groups that are interrupted by UTD objects, which requires signiﬁcant amount of additional
implementation and computational eﬀort.
For the evaluation of ray optical contributions given in (6.11), (6.12) inside the grouping
domain and (6.27), (6.28) outside the grouping domain operations of dyadic analysis are
used as described in Section A.2 in the Appendix A. These computations are performed
for ray dyad components deﬁned in the global spherical coordinate system as described in
Section C.3 in the Appendix C. This is done for all ray optical terms except reﬂections on
ﬂat metallic surfaces, which are performed in the global Cartesian coordinate system since
the radial component is available through the special treatment of reﬂection terms described
in Section 5.5.2. The complete ﬁeld expressions in the postprocessing stage of the hybrid
FEBI-MLFMM-UTD method are summarized in Section D.3 in the Appendix D.
In addition to hybrid formulations and postprocessing accelerations described in the pre-
vious chapters, far-ﬁeld scattering computations were also performed in the present thesis
by applying planar near-ﬁeld scanning techniques to ray optical ﬁeld contributions. This
approach will be presented in the following chapter.
Chapter 7
Far-Field Scattering Computations
7.1 Introduction
In addition to fast near-ﬁeld computations presented in the previous Chapter 6 also far-ﬁeld
scattering computations including ray optical ﬁelds are performed with the hybrid FEBI-
MLFMM-UTD method presented in this thesis. Thereby, special treatment is required for
ray optical terms of the scattered ﬁeld in the far-ﬁeld region of ﬂat ﬁnite objects since the
ﬁniteness of the objects is not considered in the formulations. Particularly, ray optical for-
mulations in ﬁeld based asymptotic methods are derived asymptotically assuming structures
of inﬁnite extent. For accurate scattering computations in the far-ﬁeld of ﬂat ﬁnite objects
those methods cannot be used directly, since the ﬁniteness of the objects is not considered in
the ray optical formulations. Although it is possible to apply GO to calculate the scattered
far-ﬁeld of doubly curved surfaces, this is not possible for ﬁnite ﬂat objects [27]. In the case
of an incident plane wave on a ﬁnite ﬂat plate, the reﬂected far-ﬁeld according to GO is also
a plane wave, which is only true in case of an inﬁnite plane. Also, GO allows computation of
ﬁelds in the specular direction only. Taking into account UTD contributions at the edges of
the ﬁnite structures, the scattered ﬁeld becomes more accurate. However, correct amplitude
variations with the distance from the objects are obtained only at distances that are in the
near-ﬁeld with respect to the lengths of the straight edges. This is due to the fact, that the
UTD scattering coeﬃcients are derived for a canonical wedge problem of inﬁnite extent.
Usually, ray optical far-ﬁeld scattering computations are performed either using approxima-
tions of the Radar Cross Section (RCS) formula as in [163] resulting in restricted applicability
or by combining ray optical methods with source based asymptotic approaches as in [164],
[49], [50] resulting in the necessity to integrate over the objects, which can be ineﬃcient
for large scale problems. In this thesis, the drawbacks of ray optical methods in predicting
scattered far-ﬁelds are eﬃciently overcome using an approach, which has some similarities
with the well-known Shooting and Bouncing Rays (SBR) technique [165]. According to this,
all ray optical ﬁeld contributions are collected in an appropriate Huygens’ surface and the
far-ﬁelds are obtained by integrating the resulting equivalent Huygens’ sources. In partic-
ular, we work with planar apertures and we use Near-Field to Far-Field Transformations
(NFFFTs) based on planar near-ﬁeld scanning techniques [166]-[171], which are widely used
in antenna near-ﬁeld measurement approaches. Thereby, scattered ray optical ﬁelds are ﬁrst
computed in a scanning plane in the near-ﬁeld region of the involved objects and are af-
terwards transformed into the far-ﬁeld using ﬁeld expansions in terms of spectrum density
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functions of outgoing waves resulting in relatively small computational eﬀort. These func-
tions are components of the plane wave spectrum associated with TE and TM ﬁelds and are
determined from the tangential components of the scattered ray optical near-ﬁelds in the
scanning plane by Fourier transforms. The computation of the ﬁelds in the scanning planes
are accelerated using MLFMM as presented in the previous Chapter 6. However, direct
ﬁeld contributions (without UTD like interaction) to the observation points are computed
directly in the far-ﬁeld region using conventional fast techniques. Thus, only ray optical
components of the scattered ﬁeld are sampled, so that no evanescent waves are present in
the scanning plane. Consequently, sampling rates higher than the Nyquist sampling rate
of λ0/2 are not required for any distance of the scanning plane from the involved objects.
Sampling rates of λ0/2 are used for grazing directions of observation to the scanning plane,
whereas sampling rates less than λ0/2 are used for restricted angle range around the normal
direction to the scanning plane. Far-ﬁeld solutions for large observation angle ranges are
obtained by combining the far-ﬁelds of several scanning planes [81]-[84]. It is noticed, that
to the knowledge of the author the use of NFFFTs to overcome the drawbacks of ray optical
methods in predicting scattered far-ﬁelds is reported in the scientiﬁc community for the ﬁrst
time.
In the following, the formulation of the proposed approach within the hybrid framework will
be presented and details of the numerical implementation will be discussed.
7.2 Conﬁguration
Consider the conﬁguration shown in Fig. 7.1 consisting of electrically large ﬂat metallic UTD
objects illuminated by plane wave, which may be in the same environment with composite
metallic/dielectric arbitrarily shaped FEBI objects. It is assumed that the equivalent surface
currents are known all over the Huygens’ surfaces from the hybrid FEBI-MLFMM-UTD
solution of the problem as described in Chapters 2 to 5, where mutual coupling among the
involved objects is incorporated in the solution. The scattered electric ﬁeld Estot(r) produced
by the equivalent surface currents at an observation point r is given by superposition of
direct Es(r) and ray optical Es,totUTD(r) contributions according to the integral expression
Estot(r) = E
s(r) +Es,totUTD(r)
=
∫∫
A
[
–
GEJ,tot(r, r
′) · JA(r′) + –GEM,tot(r, r′) ·MA(r′)
]
da′, (7.1)
where
–
GEJ,tot(r, r
′) and
–
GEM,tot(r, r
′) are the total Green’s functions of the electric ﬁeld due to
electric and magnetic surface currents, respectively, given by (6.3). These consist of direct
terms in the absence of UTD objects and all ray optical ﬁelds received at the observation
point r for a given source point r′ due to the presence of UTD objects. Also, A is the
boundary surface enclosing the FEBI object according to the equivalence principle. The
equivalent currents on A are assumed to be available in an expansion using RWG vector
basis functions on triangular surface elements according to (2.69) and (2.70) as described in
Section 2.2.2. The formulation for the magnetic ﬁeld can be given by duality.
For far-ﬁeld scattering computations in the postprocessing stage, direct and ray optical
terms are treated in a diﬀerent manner. In particular, direct ﬁeld contributions in (7.1) in
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Figure 7.1: Conﬁguration for ray optical far-ﬁeld scattering treatment in the postprocess-
ing stage of the hybrid FEBI-MLFMM-UTD method using planar NFFFTs. Scattered ray
optical ﬁelds are ﬁrst sampled on a scanning plane in the near-ﬁeld region. These com-
putations are accelerated by MLFMM. Then, the sampled near-ﬁelds are transformed into
the far-ﬁeld using plane wave expansions. Direct ﬁeld terms are evaluated directly in the
far-ﬁeld of the involved objects using conventional fast techniques. Total far-ﬁelds are found
by superposition.
the absence of UTD objects are evaluated directly in the far-ﬁeld, whereas scattered ray
optical ﬁeld terms in (7.1) due to the presence of UTD objects are ﬁrst computed in a
scanning plane placed in the near-ﬁeld region of the structures. Then, the corresponding
far-ﬁelds are obtained by NFFFTs and the total far-ﬁelds are found by superposition. In the
present thesis the proposed approach is applied for electric near-ﬁeld scanning on a plane
perpendicular to the z-axis for z = zs0 as shown in Fig. 7.1. However, plane wave spectrum
expansions can be performed in the same way using magnetic near-ﬁeld scanning as well as
for scanning planes with any orientation. Thereby, formulations for magnetic ﬁelds can be
given by duality.
7.3 Formulation
Direct ﬁeld terms in (7.1) in the absence of UTD objects are evaluated directly in the far-ﬁeld
of the involved objects by MLFMM as reported in [4]. In particular, the radiation patterns
of source groups containing BI currents are aggregated by conventional MLFMM up to the
highest level, where the whole FEBI object is enclosed in one group. This source contribution
corresponds to the scattered far-ﬁeld of the FEBI object and using the appropriate far-ﬁeld
translation operator the received ﬁeld contribution for the particular kˆ-direction to the far-
ﬁeld observation point is evaluated. Thus, direct contributions of electric and magnetic
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currents to the scattered electric far-ﬁeld in (7.1) are given by
Es(r) = − j ωµ
4π
T FFL (kr)
( −
I− kˆskˆs
)
·
∑
n
∼
Jn(kˆs)
− j k
4π
kˆs × T FFL (kr)
∑
n
∼
Mn(kˆs) (7.2)
where
T FFL (kr) =
e−jkr
r
(7.3)
is the far-ﬁeld translation operator in the direction kˆs = rˆ. Further, n is the total number
of surface current elements and
∼
Jn(kˆ) = Hn
∼
βn(kˆ) = Hn
∫∫
A
βn(rn)e
jk·rnn′da′, (7.4)
∼
Mn(kˆ) = En
∼
βn(kˆ) = En
∫∫
A
βn(rn)e
jk·rnn′da′ (7.5)
are the kˆ-space representation of the electric and magnetic current densities on the surface
elements. Also, ks = kkˆs is the direction to the observation point in the far-ﬁeld of the
involved structures with k being the wavenumber of free-space given in (3.8) and r = |r|.
On the other hand, ray optical contributions in (7.1) due to the presence of UTD objects
are ﬁrst computed in a scanning plane in the near-ﬁeld region of the involved structures.
Thereby, near-ﬁeld computations are accelerated by the MLFMM approach illustrated in
Fig. 7.2 similar to the one presented in Chapter 6 considering in this case only ray optical
interactions with UTD objects. This means that only ray optical translations are needed
using the corresponding ray optical translation operator TUTDL (krQn′) given in (5.30). Thus,
the total scattered ray optical electric near-ﬁeld at a sampling point rs = xsxˆ + ysyˆ + zs0 zˆ
in the scanning plane is given by
Es,totUTD(rs) = E
s
UTD(rs) + E
inc
UTD(rs)
= Ex(rs)xˆ + Ey(rs)yˆ + Ez(rs)zˆ, (7.6)
where EincUTD(rs) are ray optical contributions of the incident electric ﬁeld received at the
sampling point rs given by (6.13). Also, E
s
UTD(rs) are ray optical scattering contributions
of surface currents given by (6.11) and (6.27) depending on whether the sampling point is
inside or outside the grouping domain, respectively.
The scattered ray optical near-ﬁeld computed in the scanning plane is transformed into
the far-ﬁeld by standard plane wave spectrum expansions [166], [167] using the scattering
matrix notation in [168]. In particular, the ﬁelds are expanded in terms of spectrum density
functions of outgoing waves T1(ks) and T2(ks), which are components of the plane wave
spectrum A(ks) associated with TE and TM ﬁelds with respect to z, respectively. In a
two-port network representation, these functions are transmission coeﬃcients of TE and TM
ﬁeld components in the positive z-direction. It is noticed, that the plane wave spectrum is
the vector amplitude of the uniform plane wave
A(ks)e
−jks·r (7.7)
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Figure 7.2: Conﬁguration for accelerated ray optical computations in the scanning plane.
propagating in the direction
ks = kkˆs = ksx xˆ + ksy yˆ + ksz zˆ (7.8)
with wavenumber
k =
√
k2sx + k
2
sy + k
2
sz , (7.9)
where ksx and ksy are the real-valued independent variables of the plane wave spectrum
expansion. Also, e−jks·r is the elementary planar scalar wave function. The scattered ﬁeld
at the observation point r = xxˆ+ yyˆ + zzˆ in the far-ﬁeld region of the involved structures is
given in the spherical coordinate system by the asymptotic approximation
E(r) = j2πk cos θ
[
jT1(ks)ϕˆ− T2(ks)ϑˆ
] e−jkr
r
, (7.10)
where the spectrum density functions of outgoing waves T1(ks) and T2(ks) are related to the
independent Cartesian components Ax(ks) and Ay(ks) of the plane wave spectrum by
T1(ks) =
1
j4πk2r
[
Ay(ks)ksx − Ax(ks)ksy
]
, (7.11)
T2(ks) = − k
4πkszkr
[
Ax(ks)ksx + Ay(ks)ksy
]
, (7.12)
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respectively, where
kr =
√
k2sx + k
2
sy (7.13)
so that
ksz =
√
k2 − k2r . (7.14)
Using Fourier transforms of the tangential components Ex(rs), Ey(rs) of the scattered ray
optical electric near-ﬁelds in the scanning plane, the independent Cartesian components of
the plane wave spectrum are given by
Ax(ks) = e
jksz z
∞∫
−∞
∞∫
−∞
Ex(rs)e
−j(ksxxs+ksyys) dxsdys, (7.15)
Ay(ks) = e
jksz z
∞∫
−∞
∞∫
−∞
Ey(rs)e
−j(ksxxs+ksyys) dxsdys, (7.16)
which are evaluated with low eﬀort compared to total computation time [168].
7.4 Numerical Implementation and Discussion
In the numerical implementation, ﬁrst the kˆ-space representation of the radiated ﬁelds is
computed at the various MLFMM levels. Then, the ﬁeld contributions to the observation
points in the scanning plane are computed via ray optical translations from an appropriate
level guaranteeing that the critical points on the UTD objects are in the far-ﬁeld of both
the source group and the receiving group, in which the sample point is located, according to
the far-ﬁeld criterion (5.41). For observation points located outside of the domain covered
by the MLFMM groups, the far-ﬁeld criterion (5.41) needs only to be checked for the source
group.
In near-ﬁeld measurement approaches, where planar scanning techniques are typically used,
the sampled near-ﬁeld contains evanescent wave components requiring special treatment
such as higher spatial sampling rates than the Nyquist rate in combination with suﬃcient
distance zs0 of the scanning plane [167]-[170]. However, in the present approach only ray
optical components of the scattered ﬁeld are sampled, which are purely propagating waves,
so that no evanescent modes are present in the scanning plane. Consequently, the dependent
variable ksz of the plane wave spectrum expansion is always real-valued and the independent
variables are bounded according to
kr =
√
k2sx + k
2
sy ≤ k. (7.17)
Thus, the plane wave spectrum has always an upper limit at the wavenumber of free-space
k = 2π
λ0
. Consequently, sampling rates higher than the Nyquist sampling rate of λ0/2 are not
required for any distance of the scanning plane from the involved objects.
Rays with grazing incidence to the scanning plane contribute to the scattered ﬁeld in grazing
directions (ϑ = ±90◦) and are found at the upper limit of the plane wave spectrum, so that
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λ0/2 sampling rate is required to transform them into the far-ﬁeld. However, as the direction
of ray incidence to the scanning plane goes towards the normal direction the corresponding
ray contributions are moving away from the upper limit of the plane wave spectrum towards
smaller values and the eﬀective wavelength in the scanning plane increases, so that sampling
rates less than λ0/2 are suﬃcient to transform them into the far-ﬁeld. In the limiting case
of ray incidence normal to the scanning plane, the ray contribution is found at the origin of
the plane wave spectrum and the eﬀective wavelength in the scanning plane goes to inﬁnity,
which means that no sampling limit exists at all.
Using sampling rates less than λ0/2, computation time is reduced but on the other hand
accuracy becomes worse towards near-grazing directions of observation due to aliasing. This
results in reduced angular coverage around the normal direction to the scanning plane. Also,
the angular coverage depends on the dimensions of the scanning plane, on the dimensions of
the involved objects, and on the distance zs0 between scanning plane and the involved objects
[172], [173]. In the numerical implementation, the scanning plane is truncated resulting in
reduced angular coverage around the normal direction to the scanning plane. Using scanning
planes with larger dimensions, accuracy towards grazing directions is improved but at the
price of longer computation time. The drawback of reduced accuracy at grazing directions
of observation is eﬃciently overcome by combining the solutions obtained from scanning
planes with diﬀerent angle ranges. Alternatively, angular limitations due to scanning plane
truncation can be overcome using cylindrical or spherical scanning techniques [170] or relieved
by methods as discussed in [171]. In the present thesis planar scanning planes were applied,
since their implementation is very eﬃcient and a restricted angle range is suﬃcient for many
applications.
The accuracy of scattering far-ﬁeld computations with the hybrid FEBI-MLFMM-UTD
method basically depends on the applicability of the UTD part, since the FEBI-MLFMM
part produces numerically exact results directly in the far-ﬁeld for arbitrarily shaped com-
posite metallic/dielectric objects. The UTD is in general applicable for electrically very large
and relatively simple objects and it is responsible for the accuracy of the sampled ﬁelds in
the scanning plane. More on the applicability of UTD can be found in Chapter 4. Further-
more, the accuracy of the NFFFT part in the postprocessing stage of the hybrid method
depends on scanning plane dimensions and sampling spacings as discussed above and it is
independent of geometry and sizes of the involved objects as long as the requirements for
the scanning plane are fulﬁlled.
Using the hybrid FEBI-MLFMM-UTD method including the postprocessing features pre-
sented in the previous chapters large scale radiation and scattering problems including arbi-
trarily shaped and electrically very large objects can be handled eﬃciently by saving a large
amount in computation time and memory requirements. This is demonstrated very clearly
with numerical examples presented in the next chapter.

Chapter 8
Numerical Examples
In this chapter, numerical examples are presented for validation of the presented hybrid ﬁeld
formulations as well as for demonstration of the applicability and the eﬃciency of the hybrid
method presented in this thesis. Numerical results for various scattering and radiation
problems are shown, where excellent agreement and signiﬁcant saving in computational
resources compared to reference solutions can be observed.
8.1 Scattering Problems
8.1.1 Dielectric Cube over Plate
The ﬁrst numerical example consists of a dielectric cube with 1 m edge length placed in front
of a ﬂat metallic square plate with 6 m edge length as shown in Fig. 8.1 a). The cube was
ﬁlled with a lossy dielectric material with εr = 2.5−j0.01 and the system was excited with an
x-polarized plane wave traveling in −z-direction with |E0| = 1 V/m and f = 500 MHz. As
a reference the full FEBI-MLFMM solution was used, in which the surfaces were discretized
with 35356 and the dielectric volume with 41611 unknowns. The magnitude of the equivalent
surface current distribution resulting from the reference solution is illustrated in Fig. 8.1 b),
where strong mutual coupling between both objects can be clearly seen. For the hybrid
FEBI-MLFMM-UTD solution the same mesh was used for the cube and the inﬂuence of the
plate was taken into account by UTD.
In the postprocessing stage of the hybrid computation, the bistatic RCS was computed with
the approach described in Chapter 7 by evaluating the scattered ray optical electric near-ﬁeld
on 1681 sampling points in a scanning plane perpendicular to the z-axis with dimensions
20λ0 × 20λ0, which corresponds to a sampling rate of λ0/2, and for zs0 = λ0 as shown in
Fig. 8.1 a), where λ0 is the free space wavelength. Further, the bistatic RCS was computed
with the hybrid approach by evaluating ray optical contributions at observation points di-
rectly in the far-ﬁeld of the whole structure particularly for r = 1000 m. The resulting
copolar bistatic RCS in the xz-plane is shown in Fig. 8.2 a), where excellent agreement com-
pared to the reference solution can be seen using the hybrid method presented in this thesis
for a wide angle range of observation. Also, strong deviations from the reference solution
can be observed in case of direct evaluation of ray optical contributions in the far-ﬁeld with
the hybrid method due to failure of ray optical techniques to predict scattered far-ﬁelds.
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Figure 8.1: Dielectric cube with 1 m edge length placed in front of a ﬂat metallic square
plate with 6 m edge length. a) Conﬁguration. b) Magnitude of equivalent surface currents
from reference solution.
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Figure 8.2: Copolar bistatic RCS of conﬁguration shown in Fig. 8.1. a) In the xz-plane for
λ0/2 sampling rate. The reduction in computation time is in comparison with the reference
solution. b) In the yz-plane for sampling rates of λ0/2, λ0, and 2λ0.
Obviously, special treatment of UTD contributions according to the proposed approach is
essential for accurate far-ﬁeld scattering results. In the same ﬁgure, the improvement in
computation time using the hybrid method compared to the reference solution is shown
for both the IE solution as well as postprocessing computations. Thereby, saving of large
amount in computation time in each case can be seen.
Finally, the bistatic RCS was computed for diﬀerent sampling rates using the same scanning
plane dimensions and the same distance to the dielectric cube. The results in the yz-plane are
shown in Fig. 8.2 b), where it can be observed, that for decreasing sampling rate deviations
towards grazing directions to the scanning plane become stronger and the ﬁeld of view is
reduced about the normal direction to the scanning plane. For 2λ0 sampling rate the bistatic
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RCS is predicted well with the hybrid method for an angle range of about ±10◦ around the
normal direction.
8.1.2 Cone-Cylinder within Corner Reﬂectors
The second example consists of a conducting cone-cylinder placed inside of two diﬀerent kind
of corner reﬂectors. First, the cone-cylinder was placed within a 90◦ dihedral conducting
corner reﬂector at a distance of 1.5λ0 in x-direction as shown in Fig. 8.3 a). The problem
was excited by a z-polarized plane wave traveling in −x-direction with |E0| = 100 V/m and
f0 = 15 GHz. Again, the numerical exact BI-MLFMM solution of the problem was used
as a reference, where both objects were discretized with a triangular surface mesh resulting
in a model with 786391 unknowns. For the full hybrid BI-MLFMM-UTD computation the
same mesh was used for the cone-cylinder and second order rays were additionally taken into
account in order to have suﬃcient treatment of the corner reﬂector by UTD. In this case,
the total number of unknowns was 42408.
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Figure 8.3: Conducting cone-cylinder within 90◦ dihedral corner reﬂector. a) Conﬁgura-
tion. b) Magnitude of total electric ﬁeld along direction of propagation. The reduction in
computational resources is in comparison with the reference solution.
Further, computations were done without taking into account mutual coupling between
equivalent surface currents and corner reﬂector. In this case, only the incident ﬁeld of the
problem was modiﬁed by UTD contributions and this BI solution was used afterwards to
compute the ﬁeld distributions including UTD. Results of the total electric ﬁeld along the
direction of propagation compared to the numerical exact solution and the solution without
mutual coupling are shown in Fig. 8.3 b). For the full hybrid computation including mutual
coupling the results show excellent agreement with the reference solution. It can be clearly
seen that mutual coupling according to the hybrid FEBI-MLFMM-UTD method presented
in this thesis is important for accurate hybrid results. In addition, signiﬁcant savings of IE
solution time and memory requirements compared to the reference solutions is provided by
the full hybrid computation as shown in Fig. 8.3 b).
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Figure 8.4: Conducting cone-cylinder within 90◦ trihedral corner reﬂector. a) Conﬁgura-
tion. b) Magnitude of total electric ﬁeld along direction of propagation. The reduction in
computational resources is in comparison with the reference solution.
Second, the same cone-cylinder was placed within a 90◦ trihedral corner reﬂector as shown
in Fig. 8.4 a). In this case, the problem was excited with a y-polarized plane wave traveling
in −x-direction with |E0| = 1 V/m and f = 10 GHz. Again, the numerically exact solution
was used as a reference, where 621912 unknowns were used to discretize the surfaces of
the objects. In the hybrid computation, the corner reﬂector was treated by UTD using
higher order ray optical contributions and in the postprocessing stage ﬁrst the total electric
ﬁeld was computed along the direction of propagation. The magnitude of the resulted total
electric ﬁeld is shown in Fig. 8.4 b), where excellent agreement of the hybrid result can be
observed compared to the reference solution. In the same ﬁgure reduction of computational
resources compared to the reference solution is shown. It is obvious, that signiﬁcant amount
of computation time and memory requirements are saved in the IE solution stage using the
hybrid method presented in this thesis.
After that, a 73.3λ0×63.3λ0 scanning plane perpendicular to the x-axis was used to compute
the bistatic RCS with 18396 sampling points, which corresponds to a sampling rate of λ0/2.
The scanning plane was placed at a distance of λ0 from the reﬂector aperture. The computed
copolar bistatic RCS is shown in Fig. 8.5 a) and Fig. 8.5 b) for the xy- and the xz-plane,
respectively, where very good agreement with the reference solution can be seen for a wide
angle range of observation. The reason for lower degree of accuracy observed in the results
of Fig. 8.5 b) compared to the other examples, especially in the ﬁne structure of nulls, can
be found in the scanning plane dimension in z-direction. Due to this, a considerable amount
of UTD rays, which signiﬁcantly contribute in the xz-plane for the particular directions,
is not received at the scanning plane. In the same ﬁgures the computation time reduction
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compared to the reference solution for the postprocessing stage is shown. Thereby, signiﬁcant
savings in the postprocessing computations can be observed using the hybrid method. Using
a larger scanning plane, accuracy towards grazing observation directions can be improved,
but computation time suﬀers. However, excellent and eﬃcient results for the whole angle
range are achieved combining solutions provided by additional scanning planes as it will be
demonstrated in the next example.
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Figure 8.5: Copolar bistatic RCS of conﬁguration shown in Fig. 8.4. a) In the xy-plane.
b) In the xz-plane. The reduction in computation time is in comparison with the reference
solution.
8.1.3 Cylinder with Coated Top over Plate
Next example is a conducting cylinder with a coated metallic hemispherical top placed over
a ﬂat metallic plate and excited by plane wave as shown in Fig. 8.6. Again the full FEBI-
MLFMM was used as a reference and for the hybrid solution, the same mesh was used for
the cylinder with hemispherical top and the plate was treated by UTD.
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Figure 8.6: Conducting cylinder with coated metallic hemispherical top over ﬂat metallic
plate.
In the postprocessing stage of the hybrid solution, a scanning plane perpendicular to the z-
axis was ﬁrst used to compute the bistatic RCS using 15251 sampling points. The computed
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copolar bistatic RCS in the yz-plane is shown in Fig. 8.7 a), where excellent agreement with
the reference solution can be observed for an angle range of about ±45◦ from the normal
direction to the scanning plane.
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Figure 8.7: Copolar bistatic RCS of conﬁguration shown in Fig. 8.6. a) In the yz-plane for
a scanning plane perpendicular to the z-axis. b) In the yz-plane combining the solutions of
three scanning planes for the complete angle range. The reduction in computation time is
in comparison with the reference solution.
After that, two additional scanning planes were used in order to overcome low accuracy
at grazing observation angles by combining the solutions. In particular, a scanning plane
perpendicular to the −y-axis was used to compute the bistatic RCS for the observation
angles in the range [−90◦,−45◦) as well as a scanning plane perpendicular to the y-axis
for the observation range [45◦, 90◦). The resulting copolar bistatic RCS can be seen in
Fig. 8.7 b), where excellent agreement for the complete angle range can be observed. Again,
a large amount in computation time is saved in each case using the hybrid method. In the
combined hybrid solution of Fig. 8.7 b), computation time increases as compared to the
hybrid solution of Fig. 8.7 a). However, it is still signiﬁcantly lower than the computation
time of the numerically exact solution providing excellent results for ±90◦.
8.1.4 General Example
The conﬁguration shown in Fig. 8.8 a) represents a more general example, where full combi-
nation of the hybrid FEBI-MLFMM-UTD method proposed in the present thesis is clearly
demonstrated. The dimensions of the ﬂat metallic plates (UTD objects) are 28.5λ0 × 60λ0.
The lossy dielectric structure with εr = 2.5 − j0.005 is mounted in a metallic cavity. The
mixed metallic/dielectric body has a square cross section in the xy-plane and the metallic
torus is rotationally symmetric around the z-axis. All objects were placed symmetrically
with respect to both the xz- and the yz-plane. The problem was excited by a y-polarized
plane wave traveling in −z-direction with |E0| = 100 V/m and f0 = 30 GHz. In the hybrid
computation the metallic torus and the mixed metallic/dielectric structure were discretized
with tetrahedral elements within the dielectric volume and triangles on the surfaces resulting
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in a model with 113049 BI unknowns. The electrically large plates were treated by UTD. The
results are compared to the full FEBI-MLFMM solution, where all objects were discretized
with 1715195 BI unknowns. In Fig. 8.8 b), the total electric near-ﬁeld along the direction
of propagation is shown for both computations. It can be seen that results with the hybrid
method show excellent agreement with the exact numerical solution.
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Figure 8.8: General problem of two FEBI and two UTD objects. a) Conﬁguration. b)
Magnitude of total electric ﬁeld along direction of propagation.
8.2 Radiation Problems
8.2.1 Log-Periodic Antenna in Front of Plates
First radiation example consists of a log-periodic dipole antenna radiating in the neighbor-
hood of ﬂat metallic plates as shown in Fig. 8.9 a) for 900 MHz operating frequency. The
dipoles were simulated by inﬁnitely thin metallic strips and the antenna was excited by a
delta-gap voltage source. As a reference, the full BI-MLFMM solution was used, where all
objects were discretized with 81483 BI unknowns using EFIE. For the hybrid computation
the same mesh was used for the antenna and the ﬂat plates were treated by UTD resulting
into 1683 unknowns. In Fig. 8.9 a), the computation time and memory requirements for
both simulations can be seen, where saving of signiﬁcant amount in computational resources
can be observed using the hybrid method.
The radiation pattern of the antenna in the xy-plane can be seen in Fig. 8.9 b), where in
comparison with the radiation pattern of the antenna in free space strong inﬂuence of the
environment in the radiation can be observed in all directions. The hybrid solution shows
excellent agreement to the reference result needing much less computational resources. This
makes the hybrid method presented in this thesis very attractive for numerical simulation
of conﬁgurations including environment eﬀects by taking environment objects into account
very eﬃciently with UTD. The inﬂuence of the environment in the radiation characteristic of
the log-periodic antenna can also be seen very clearly in Fig. 8.10, where the instantaneous
electric ﬁeld for t = 0 sec is shown in the xy-plane. It is noticed, that instantaneous ﬁelds
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Figure 8.9: Log-periodic antenna radiating in the neighborhood of ﬂat plates. a) Conﬁgu-
ration. The reduction in computation time is in comparison with the reference solution. b)
Total ﬁeld radiation pattern in the xy-plane.
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Figure 8.10: Instantaneous electric ﬁeld for t = 0 sec in the xy-plane for the antenna shown
in Fig. 8.9 a).
are referred to the physical time-dependent ﬁeld quantities and are functions of both spatial
and time variables. On the other hand, complex ﬁelds are functions of only spatial variables
and the time delay due to the ﬁnite speed of propagation is expressed by phase. In case of
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time-harmonic ejωt dependence, the physical quantities are understood to be the real part
of the corresponding complex quantity.
8.2.2 Dielectric Rod Antenna in Front of Arbitrarily Oriented
Plates
In this example a dielectric rod antenna is radiating in front of two arbitrarily oriented ﬂat
plates placed as shown in Fig. 8.11 a). The operating frequency of the antenna was 10 GHz
and a delta-gap voltage source was used for excitation. The length of the rod was 3λ0 with
εr = 2.5 and a metallic mounting was used to hold the rod. The small radius of the rod was
0.24λ0 and the large radius at the connection point with the metallic mounting was 0.45λ0.
As a reference, the full FEBI-MLFMM solution is used and with the hybrid approach two
simulations where performed for both with and without double diﬀracted contributions on
the nearby edges. In Fig. 8.11 b), the computational eﬀort for each case is shown, where
the saving in computation time and memory requirements using the hybrid method can be
clearly seen.
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Figure 8.11: Dielectric rod antenna radiating in front of arbitrarily oriented ﬂat plates. a)
Conﬁguration. b) Total ﬁeld radiation pattern in the xy-plane. The reduction in computa-
tion time is in comparison with the reference solution.
In the same ﬁgure, the radiation pattern of the antenna in the xy-plane cutting through
the antenna in the middle is shown. It can be seen, that the hybrid result including double
diﬀraction shows excellent agreement with the reference solution. The double diﬀracted ﬁeld
on the edges of the slot becomes signiﬁcant for near-grazing directions to the plates (around
±90◦). The simulations are also compared to the radiation pattern of the antenna radiating
in free space. The inﬂuence of the slot on the radiation of the antenna is obvious. The
deformation of the main lobe can be seen as well as signiﬁcant increase of the radiation in
118 Chapter 8. Numerical Examples
|E| (V/m)
x (m)
z = 0.0 m
300
250
200
150
100
50
P-MLFMM-UTD on 188426 observation points
y(
m
)
Figure 8.12: Instantaneous electric ﬁeld for t = 0 sec in the xy-plane for the antenna shown
in Fig. 8.11 a).
backward direction. A disturbance of the symmetric radiation can also be observed. The
same result can be seen in Fig. 8.12, where the instantaneous electric ﬁeld for t = 0 sec is
shown in the xy-plane. The inﬂuence of the environment in the near-ﬁeld distribution of the
antenna can be clearly seen.
8.2.3 Cylindrical Parabolic Reﬂector Antenna
The next problem is a cylindrical parabolic reﬂector antenna excited by an X-Band pyra-
midal horn for 10 GHz as shown in Fig. 8.13 a). The full BI-MLFMM model results in
a computation with 830280 unknowns, whereas for the BI-MLFMM-UTD simulation the
parabolic reﬂector was approximated with plates and the total number of unknowns was
36326. Three computations were made with 6, 10, and 20 plates by taking into account
second order rays as well. The corresponding computation times can be seen in Fig. 8.13 b).
Results of the total electric near ﬁeld along the z-axis compared to the reference solution are
shown in the same ﬁgure. Further, results of the copolar radiation pattern in the principal
E-plane compared to the reference solution are shown in Fig. 8.14 a). For 6 and 10 plates
there are signiﬁcant deviations from the reference results, whereas for 20 plates the results
agree very well still providing faster computation than the exact solution.
Finally, the inﬂuence of the reﬂector on the frequency behavior of the input impedance
of the excitation horn is shown in Fig. 8.14 b). Full BI-MLFMM and BI-MLFMM-UTD
computations agree very well and show the ﬁne oscillations to be expected when compared
to the input impedance of the horn without the reﬂector. It is noticed, that the pyramidal
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Figure 8.13: Cylindrical parabolic reﬂector antenna with X-band pyramidal horn excitation.
a) Conﬁguration. b) Total electric ﬁeld along the z-axis. The reduction in computation time
is in comparison with the reference solution.
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Figure 8.14: a) Copolar radiation pattern on E-plane for cylindrical parabolic reﬂector
antenna shown in Fig. 8.13 a). b) Inﬂuence of the cylindrical parabolic reﬂector on the input
impedance of the X-band pyramidal excitation horn illustrated in Fig. 8.13 a).
horn was modeled as a closed object with thick metallic walls using 24221 surface triangular
elements and employing CFIE. The feed of the horn was realized by a ﬂat metal strip placed
symmetrically with respect to the side walls and at a λg/4 distance from the back wall of the
supporting rectangular waveguide, where λg is the wavelength inside the waveguide. The
ﬂat metal strip was modeled by EFIE and was excited by a delta-gap voltage source with
an internal 50 Ω resistor.
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8.2.4 Monopole Antenna on Truck over Ground
In this example, the radiation performance of a λ/4-monopole antenna installed at the top of
a full-scale truck over ground is simulated as shown in Fig. 8.15 a). The operating frequency
of the antenna was f = 1.5 GHz and it was excited at the low end using a delta-gap voltage
source. The ground plane was assumed to be clay soil with εr = 2.38 − j0.0048 and it was
placed at z = 0.0 m.
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Figure 8.15: Monopole antenna installed at the top of full-scale truck over ground. a) Con-
ﬁguration. b) Copolar radiation pattern in the xz-plane.
The objects were placed symmetrically with respect to all three principal planes of the
Cartesian coordinate system. First, the radiation of the installed monopole antenna was
simulated numerically exact by activating only the BI-MLFMM part of the hybrid code.
Thereby, the surfaces of the antenna and the truck were discretized with 1124859 unknowns
employing mixed CFIE/EFIE. It is noticed, that the monopole antenna was realized by a ﬂat
metallic strip and was modeled by EFIE. Then, the whole radiating structure was simulated
over ground with the BI-MLFMM-UTD method, whereas the ground plane was treated ray
optically through reﬂections on the dielectric surface. The resulted radiation patterns of the
monopole antenna in the xz-plane are shown in Fig. 8.15 b). For the ﬁrst case (dashed line)
it can be clearly seen that the platform of the truck strongly inﬂuences the overall radiation
of the antenna. Particularly, the radiation pattern is strongly deformed in all directions
due to the presence of the platform. Also, additional strong deformation can be seen due
to the ground (solid line). This inﬂuence is basically found for near-grazing directions to
the ground plane. Similar results could be observed in the yz-plane, whereas the radiation
pattern of the monopole antenna is no longer symmetric in that principal plane as expected
when looking at the position of the monopole antenna on the truck platform.
Chapter 9
Summary and Conclusions
In the present thesis, the hybrid FEBI-MLFMM-UTD numerical method was presented for
the solution of very large and complex radiation and scattering electromagnetic problems.
The presented hybrid approach combines for the ﬁrst time a local method, a global fast IE
method, and ray optical asymptotic techniques. The hybridization with UTD is performed
in both the BIM part, where the Green’s function and the incident ﬁeld are appropriately
modiﬁed for CFIE, as well as within the matrix-vector multiplications in the various levels
of the MLFMM part resulting in a far-ﬁeld approximation of the translation operator for ray
optical contributions. In each case, the Green’s function and the incident ﬁeld are modiﬁed
according to superposition of all received ﬁeld contributions. Dielectric regions of FEBI
objects are handled eﬃciently through conventional combination of BIM with FEM, which
does not aﬀect the hybridization with UTD.
The hybridization of MLFMM with UTD is performed by approximating ray optical terms
of the Green’s function with far-ﬁeld expressions suitable for MLFMM interactions. This
results in modiﬁcation of the translation procedure according to superposition of all received
contributions at the receiving groups for all source groups at each MLFMM level, whereas
a far-ﬁeld approximation of the translation operator is used for ray optical contributions.
Improved ray optical translations are achieved by using the gravity center of the currents
within the groups as source and receiving points for the radiated and received ray optical
ﬁelds. Also, for higher MLFMM levels groups become larger and the far-ﬁeld condition
used to derive the ray optical translation operator is more diﬃcult to be satisﬁed. This
problem is overcome by extending the translation range around the source groups for the
UTD contributions with increasing group size, while for direct contributions the smallest
possible translation range is used.
In the UTD part, single and multiple reﬂections on ﬂat metallic or dielectric objects are
considered as well as single and double diﬀractions on straight metallic edges. Also, combi-
nations of reﬂected and single diﬀracted contributions up to the fourth order can be taken
into account. Thereby, the corresponding local points on the UTD objects are evaluated
through numerical realization of Fermat’s principle. For reﬂections on ﬂat surfaces special
treatment based on image theory is used in terms of polarization of the reﬂected ray as well
as amplitude variation of terms associated to the gradient of the scalar Green’s function with
dependence 1/r and 1/r2. Double diﬀracted ﬁelds are formulated with the hard and soft
scalar diﬀraction coeﬃcients of UTD, where diﬀraction points are determined by an iterative
three-dimensional parametric realization of the generalized Fermat’s principle. Also, the ray
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caustic distance of the diﬀracted ﬁeld at the second edge is determined by linear interpolation
between the two principal radii of curvature of the incident astigmatic ray tube.
Further, postprocessing near-ﬁeld computations in the proposed hybrid method are acceler-
ated using MLFMM, whereas the grouping domain of the equivalent currents is extended to
also include nearby observation points. In addition to non empty groups containing source
currents also non empty groups containing observation points are collected at each level.
Near-ﬁeld MLFMM translations are performed from source groups including currents to re-
ceiving groups including observation points. For far-away observation points no grouping
is performed and the ﬁeld contributions are computed using far-ﬁeld MLFMM translations,
which are performed for each observation point at the coarsest level on which far-ﬁeld condi-
tion is still satisﬁed. The optimum level for far-ﬁeld translations is found for each observation
point in the initialization step in a worst-case sense using its shortest distance to the BI-
MLFMM domain. In both domains ray optical contributions due to the presence of UTD
objects are taken into account according to hybridization of MLFMM with UTD.
In addition, far-ﬁeld scattering computations are performed by applying NFFFTs in the
postprocessing stage based on planar near-ﬁeld scanning techniques. Particularly, the scat-
tered ray optical electric ﬁeld is ﬁrst computed in a scanning plane in the near-ﬁeld region of
the involved objects and it is then transformed into far-ﬁeld regions using ﬁeld expansions in
terms of spectrum density functions of outgoing waves. These functions are components of
the plane wave spectrum associated with TE and TM ﬁelds and are evaluated with low eﬀort
compared to total computation time from the tangential components of the scattered ray
optical near-ﬁelds in the scanning plane by Fourier transforms. Thereby, computations in the
near-ﬁeld are accelerated using the postprocessing MLFMM. Direct ﬁeld contributions from
equivalent surface currents to observation points in the far-ﬁeld region are computed directly
and no evanescent waves are present in the scanning plane, so that sampling rates higher
than λ0/2 are not required for any distance of the scanning plane from the involved objects.
Sampling rates of λ0/2 are used for grazing directions of observation to the scanning plane,
whereas sampling rates less than λ0/2 are used for restricted angle range around the normal
direction to the scanning plane. Reduced accuracy at grazing directions of observation is
overcome by combining solutions provided by several scanning planes.
Using the hybrid FEBI-MLFMM-UTD method large scale problems including arbitrarily
shaped and electrically very large objects can be handled very eﬃciently saving a large
amount in computation and memory requirements, which was demonstrated very clearly
with the presented numerical examples. A wide range of practical problems can be computed
with the hybrid method presented in this thesis, like analysis of mobile communications
base station antennas or computation of near ﬁeld distributions for EMC investigations.
Further, the environment in radiation and scattering problems can be taken into account
very eﬃciently, by treating (whenever necessary) objects in the neighborhood of the radiation
or scattering structures by UTD. It becomes also possible to eﬃciently compute radiated and
scattered numerically exact electromagnetic ﬁeld distributions including ray optical ﬁelds for
large objects on observation planes, which gives an illustrative insight of complex radiation
and scattering mechanisms. The presented method is best suited for problems including
relatively few and large UTD objects, since computation time increases more than linearly
with the number of UTD objects. This means that growing number of UTD objects quickly
results in large computation times. Using many of them, e.g. to approximate curved surfaces,
can even become more time expensive than a full FEBI-MLFMM solution. However, memory
requirements are almost independent from the ”small” number of UTD objects allowing
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solutions of problems with electrically very large objects in direct neighborhood of arbitrarily
shaped objects, for which full FEBI-MLFMM solutions are not possible at all with currently
available computational resources.
As an outlook, implementation of ray optical mechanisms for curved surfaces will signiﬁ-
cantly extend the proposed approach. Thereby, the critical points on the UTD objects can
be evaluated through parametric realization of Fermat’s principle and the necessary surface
radii of curvature on the critical points can be computed from the parametric expressions
using diﬀerential geometry approaches. In addition, extension of hybridization to directly
connected FEBI and UTD objects will also provide signiﬁcant enhancement of the hybrid
method. Thereby, coupling contributions of UTD objects with basis functions lying within
non well-separated MLFMM groups near the junction could be treated eﬃciently by image
theory. With these implementations the applicability of the hybrid approach can be fur-
ther extended, so that the overall simulation tool could be applied eﬃciently to even more
radiation and scattering conﬁgurations.

Appendix A
Mathematical Details
A.1 Deﬁnitions from Linear Algebra
In the following, basic deﬁnitions from linear algebra are given, which are often found in
numerical analysis [17]. The deﬁnitions are related to matrices and in each case, the cor-
responding operators generating these matrices also carry the same deﬁnition. Additional
deﬁnitions and descriptions can be found in [174], [175].
• The matrix [A] is symmetric, if
[A]T = [A],
otherwise it is asymmetric. In case of
[A∗]T = [A],
where [A∗]T denotes conjugate transpose of [A], the matrix is said to be Hermitian or
self-adjoint.
• The nullspace of a matrix [A] is a set of vectors {u}, for which
[A]{u} = 0.
• The condition number κ(A) of a square (n× n) matrix [A] is deﬁned as
κ(A) = ‖A‖‖A−1‖,
where ‖ · ‖ is any valid matrix norm. For the special case of the norm ‖ · ‖2 (Euclidean
norm), the matrix condition number is proportional to the ratio of the largest to the
smallest eigenvalue of the matrix. Matrices with condition number near one are said
to be well-conditioned. Matrices with condition number much greater than one are
said to be ill-conditioned.
• Any square (n × n) matrix [A] is singular, if its rows and columns are not linearly
independent. This means that the determinant of the matrix is zero and the matrix is
not invertible. Therefore, the condition number of a singular matrix is inﬁnite.
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• The matrix [A] is positive deﬁnite, if
{u∗}T [A]{u} > 0,
where {u} is any nonzero complex vector. The most important property of a positive
deﬁnite matrix [A] is that its determinant is always positive, which means that [A]
is always a nonsingular and invertible matrix. A Hermitian (or symmetric) matrix is
positive deﬁnite if all its eigenvalues are positive, which is true if all diagonal elements
of the matrix are positive. If all eigenvalues are nonnegative (positive or zero) the
Hermitian matrix is positive semideﬁnite. The deﬁnitions for negative deﬁnite and
negative semideﬁnite matrices are given in the same way.
• The matrix [A] is indeﬁnite, if
({u∗}T [A]{u})({v∗}T [A]{v}) > 0,
where {u} and {u} are any nonzero complex vectors. A Hermitian indeﬁnite matrix
has eigenvalues, and thus diagonal elements, that can be both, positive and negative.
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A.2 Dyadic Analysis
A.2.1 Operations in Cartesian Coordinates
Dyad Components
In the global Cartesian coordinate system a dyad (or a second rank tensor) is deﬁned as
–
F = Fxxˆ + Fyyˆ + Fz zˆ, (A.1)
where the Cartesian components Fx, Fy, and Fz are vectors deﬁned by
Fx = Fxxxˆ + Fyxyˆ + Fzxzˆ, (A.2)
Fy = Fxyxˆ + Fyyyˆ + Fzyzˆ, (A.3)
Fz = Fxzxˆ + Fyzyˆ + Fzz zˆ. (A.4)
Therefore,
–
F = Fxxxˆxˆ + Fyxyˆxˆ + Fzxzˆxˆ
+ Fxyxˆyˆ + Fyyyˆyˆ + Fzyzˆyˆ
+ Fxzxˆzˆ + Fyzyˆzˆ + Fzz zˆzˆ, (A.5)
which contains nine independent Cartesian components.
The unit dyad is deﬁned as
−
I = xˆxˆ + yˆyˆ + zˆzˆ (A.6)
and
C · −I = −I ·C = C. (A.7)
Vector-Dyad Dot Product
b · –F = (bxFxx + byFyx + bzFzx)xˆ
+ (bxFxy + byFyy + bzFzy)yˆ
+ (bxFxz + byFyz + bzFzz)zˆ (A.8)
with
b = bxxˆ + byyˆ + bz zˆ. (A.9)
Dyad-Vector Dot Product
–
F · b = (bxFxx + byFxy + bzFxz)xˆ
+ (bxFyx + byFyy + bzFyz)yˆ
+ (bxFzx + byFzy + bzFzz)zˆ. (A.10)
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Dyad-Dyad Dot Product
–
F · –H = (FxxHxx + FxyHyx + FxzHzx)xˆxˆ
+ (FxxHxy + FxyHyy + FxzHzy)xˆyˆ
+ (FxxHxz + FxyHyz + FxzHzz)xˆzˆ
+ (FyxHxx + FyyHyx + FyzHzx)yˆxˆ
+ (FyxHxy + FyyHyy + FyzHzy)yˆyˆ
+ (FyxHxz + FyyHyz + FyzHzz)yˆzˆ
+ (FzxHxx + FzyHyx + FzzHzx)zˆxˆ
+ (FzxHxy + FzyHyy + FzzHzy)zˆyˆ
+ (FzxHxz + FzyHyz + FzzHzz)zˆzˆ. (A.11)
Vector-Dyad Cross Product
b× –F = (byFxz − bzFxy)xˆxˆ + (byFyz − bzFyy)xˆyˆ + (byFzz − bzFzy)xˆzˆ
+ (bzFxx − bxFxz)yˆxˆ + (bzFyx − bxFyz)yˆyˆ + (bzFzx − bxFzz)yˆzˆ
+ (bxFxy − byFxx)zˆxˆ + (bxFyy − byFyx)zˆyˆ + (bxFzy − byFzx)zˆzˆ. (A.12)
Dyad-Vector Cross Product
–
F× b = (Fx × b)xˆ + (Fy × b)yˆ + (Fz × b)zˆ
= −(b× Fx)xˆ− (b× Fy)yˆ − (b× Fz)zˆ
= −b× –F. (A.13)
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A.2.2 Operations in Spherical Coordinates
Dyad Components
In the global spherical coordinate system the dyad is expressed as
–
F = Frrˆ + Fϑϑˆ + Fϕϕˆ, (A.14)
where the spherical vector components Fr, Fϑ, and Fϕ are connected to the Cartesian vector
components by
Fr = Fx sinϑ cosϕ + Fy sinϑ sinϕ + Fz cosϑ, (A.15)
Fϑ = Fx cosϑ cosϕ + Fy cosϑ sinϕ− Fz sinϑ, (A.16)
Fϕ = −Fx sinϕ + Fy cosϕ, (A.17)
with
Fx = Fxrrˆ + Fxϑϑˆ + Fxϕϕˆ, (A.18)
Fy = Fyrrˆ + Fyϑϑˆ + Fyϕϕˆ, (A.19)
Fz = Fzrrˆ + Fzϑϑˆ + Fzϕϕˆ. (A.20)
Therefore,
–
F = Frrrˆrˆ + Fϑrϑˆrˆ + Fϕrϕˆrˆ
+ Frϑrˆϑˆ + Fϑϑϑˆϑˆ + Fϕϑϕˆϑˆ
+ Frϕrˆϕˆ + Fϑϕϑˆϕˆ + Fϕϕϕˆϕˆ, (A.21)
where the nine independent spherical components are connected to the Cartesian components
by
Frr = Fxr sinϑ cosϕ + Fyr sinϑ sinϕ + Fzr cosϑ, (A.22)
Fϑr = Fxϑ sinϑ cosϕ + Fyϑ sinϑ sinϕ + Fzϑ cosϑ, (A.23)
Fϕr = Fxϕ sinϑ cosϕ + Fyϕ sinϑ sinϕ + Fzϕ cosϑ, (A.24)
Frϑ = Fxr cosϑ cosϕ + Fyr cosϑ sinϕ− Fzr sinϑ, (A.25)
Fϑϑ = Fxϑ cosϑ cosϕ + Fyϑ cosϑ sinϕ− Fzϑ sinϑ, (A.26)
Fϕϑ = Fxϕ cosϑ cosϕ + Fyϕ cosϑ sinϕ− Fzϕ sinϑ, (A.27)
Frϕ = −Fxr sinϕ + Fyr cosϕ, (A.28)
Fϑϕ = −Fxϑ sinϕ + Fyϑ cosϕ, (A.29)
Fϕϕ = −Fxϕ sinϕ + Fyϕ cosϕ, (A.30)
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with
Fxr = Fxx sinϑ cosϕ + Fyx sinϑ sinϕ + Fzx cosϑ, (A.31)
Fxϑ = Fxx cosϑ cosϕ + Fyx cosϑ sinϕ− Fzx sinϑ, (A.32)
Fxϕ = −Fxx sinϕ + Fyx cosϕ, (A.33)
Fyr = Fxy sinϑ cosϕ + Fyy sinϑ sinϕ + Fzy cosϑ, (A.34)
Fyϑ = Fxy cosϑ cosϕ + Fyy cosϑ sinϕ− Fzy sinϑ, (A.35)
Fyϕ = −Fxy sinϕ + Fyy cosϕ, (A.36)
Fzr = Fxz sinϑ cosϕ + Fyz sinϑ sinϕ + Fzz cosϑ, (A.37)
Fzϑ = Fxz cosϑ cosϕ + Fyz cosϑ sinϕ− Fzz sinϑ, (A.38)
Fzϕ = −Fxz sinϕ + Fyz cosϕ. (A.39)
Vector-Dyad Dot Product
b · –F = (brFrr + bϑFϑr + bϕFϕr)rˆ
+ (brFrϑ + bϑFϑϑ + bϕFϕϑ)ϑˆ
+ (brFrϕ + bϑFϑϕ + bϕFϕϕ)ϕˆ, (A.40)
with
b = brrˆ + bϑϑˆ + bϕϕˆ. (A.41)
Dyad-Vector Dot Product
–
F · b = (brFrr + bϑFrϑ + bϕFrϕ)rˆ
+ (brFϑr + bϑFϑϑ + bϕFϑϕ)ϑˆ
+ (brFϕr + bϑFϕϑ + bϕFϕϕ)ϕˆ. (A.42)
Appendix B
Hybrid BIM-UTD Formulations
In the following, the MoM matrix elements for the hybrid BIM-UTD part of the method
presented in this thesis will be given for EFIE and MFIE formulation assuming testing points
r = rm and source points r
′ = rn on the boundary surface A. The matrix elements for CFIE
formulation are obtained using the linear combination (2.67).
B.1 Equation System Elements of Electric Field Inte-
gral Equation Part
The system of equations for the total EFIE is written in matrix form as[
BEFIEJ,tot
] {H}+ [BEFIEM,tot ] {E} = {bEFIEtot }, (B.1)
with matrix elements given by
BEFIEmn,J,tot =
+j
ωµ
4π
∫∫
A
βm(rm) ·
∫∫
A′
G(rm, rn)βn(rn)da
′da
+j
1
4πωε
∫∫
A
∇A · βm(rm)
∫∫
A′
G(rm, rn)∇′A · βn(rn)da′da
+j
ωµ
4π
{∑
q
∫∫
A
βm(rm) ·
∫∫
A′
∼
ARq(sRq)
–
REq ·
(
−
I+
1
k2
∇∇′
)
G(rQRq , rn) · βn(rn)da′da
+
∑
v
∫∫
A
βm(rm) ·
∫∫
A′
∼
ADv(sDv)
–
DEv ·
(
−
I+
1
k2
∇∇′
)
G(rQDv , rn) · βn(rn)da′da
+ · · ·
}
, (B.2)
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BEFIEmn,M,tot =
1
2
∫∫
A
βm(rm) ·
[
βn(rn)× nˆ(rm)
]
da
+
1
4π
{∫∫
A
βm(rm) ·
∫∫
A′
∇G(rm, rn)× βn(rn)da′da
+
∑
q
∫∫
A
βm(rm) ·
∫∫
A′
∼
ARq(sRq)
–
RHq · ∇G(rQRq , rn)× βn(rn)da′da
+
∑
v
∫∫
A
βm(rm) ·
∫∫
A′
∼
ADv(sDv)
–
DHv · ∇G(rQDv , rn)× βn(rn)da′da
+ · · ·
}
, (B.3)
bEFIEm,tot =
∫∫
A
βm(rm) · Einc(rm)da
+
∑
q
∫∫
A
βm(rm) ·
∼
ARq(sRq)
–
REq · Einc(rQRq )
+
∑
v
∫∫
A
βm(rm) ·
∼
ADv(sDv)
–
DEv · Einc(rQDv ) + · · · , (B.4)
∀ rm, rn ∈ A, where m,n are the testing and source edge, respectively, with m = 1, 2, . . . , N .
Thereby, the factor
∼
AR/D(sR/D) combines the divergence and phase factors of the corre-
sponding ray optical mechanism and is given by (5.5).
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B.2 Equation System Elements of Magnetic Field In-
tegral Equation Part
The system of equations for the total MFIE is written in matrix form as[
BMFIEJ,tot
] {H}+ [BMFIEM,tot ] {E} = {bMFIEtot }, (B.5)
with matrix elements given by
BMFIEmn,J,tot =
1
2
∫∫
A
βm(rm) · βn(rn)da
− 1
4π
{∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
∇G(rm, rn)× βn(rn)da′da
+
∑
q
∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
∼
ARq(sRq)
–
REq · ∇G(rQRq , rn)× βn(rn)da′da
+
∑
v
∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
∼
ADv(sDv)
–
DEv · ∇G(rQDv , rn)× βn(rn)da′da
+ · · ·
}
, (B.6)
BMFIEmn,M,tot =
+j
ωε
4π
∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
G(rm, rn)βn(rn)da
′da
+j
1
4πωµ
∫∫
A
∇A ·
[
nˆ(rm)× βm(rm)
] ∫∫
A′
G(rm, rn)∇′A · βn(rn)da′da
+j
ωε
4π
{∑
q
∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
∼
ARq(sRq)
–
RHq ·
(
−
I+
1
k2
∇∇′
)
G(rQRq , rn)
·βn(rn)da′da
+
∑
v
∫∫
A
[
nˆ(rm)× βm(rm)
] · ∫∫
A′
∼
ADv(sDv)
–
DHv ·
(
−
I+
1
k2
∇∇′
)
G(rQDv , rn)
·βn(rn)da′da
+ · · ·
}
, (B.7)
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bMFIEm,tot =
∫∫
A
[
nˆ(rm)× βm(rm)
] ·Hinc(rm)da
+
1
Z
∑
q
∫∫
A
[
nˆ(rm)× βm(rm)
] · kˆr × ∼ARq(sRq) –REq · Einc(rQRq )da
+
1
Z
∑
v
∫∫
A
[
nˆ(rm)× βm(rm)
] · kˆd × ∼ADv(sDv) –DEv · Einc(rQDv )da + · · · , (B.8)
∀ rm, rn ∈ A, with m = 1, 2, . . . , N . Thereby,
∼
AR/D(sR/D) is given by (5.5).
Appendix C
Hybrid MLFMM-UTD Formulations
In the following, ﬁrst the derivation of the ray optical terms of the Green’s functions and the
ray optical translation operator used in the hybrid MLFMM-UTD approach will be given.
After that, the matrix elements for the hybrid MLFMM-UTD part of the method presented
in this thesis will be given for CFIE formulation assuming testing points r = rm and source
points r′ = rn placed in the testing group Gm′ centered at rm′ and in the source group Gn′
centered at the point rn′ , respectively.
C.1 Ray Optical Translation Operator
The conﬁguration shown in Fig. 5.3 is assumed, where the coupling path from the source
current element to the testing current element is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn) = rmQ + rQn, (C.1)
by ﬁrst intervening the local point Q on the UTD object with position vector rQ. For each
of the subpaths in (C.1) the center point of the appropriate group is intervened so that
rmQ = rm − rQ = (rm − rm′) + (rm′ − rQ) = rmm′ + rm′Q, (C.2)
rQn = rQ − rn = (rQ − rn′) + (rn′ − rn) = rQn′ + rnn′ . (C.3)
Thus, the total path is written as
r− r′ = rm − rn = (rm − rm′) + (rm′ − rQ) + (rQ − rn′) + (rn′ − rn)
= rmm′ + rm′Q + rQn′ − rnn′ . (C.4)
In order to express ray optical terms of the Green’s function in a suitable way for MLFMM
computations, it is assumed that the coupling paths from the center of the groups to the
local points on the UTD objects rQn′ and rm′Q are much larger than the paths within the
corresponding groups rnn′ and rmm′ , respectively, thus
|rQn′ |  |rnn′ |, (C.5)
|rm′Q|  |rmm′ |. (C.6)
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The electrical path krQn from the source current to the local point on the UTD object is
alternatively written as
krQn
(C.3)
= k
√
(rQn′ − rnn′) · (rQn′ − rnn′)
= k
√
|rQn′ |2 − 2rQn′ · rnn′ + |rQn′ |2
= krQn′
√
1− 2rQn′ · rnn′
r2Qn′
+
r2nn′
r2Qn′
. (C.7)
When the condition (C.5) holds for the source group, the expression (C.7) is expanded in
terms of a Taylor series as
krQn ≈ krQn′ − krnn′ · rˆQn′ + sin
2 ϑQn′
2rQn′
kr2nn′ , (C.8)
where ϑQn′ is the angle between rQn′ and rnn′ . Under the condition
rQn′  1
2
k|rnn′ |2 (C.9)
the higher-order term of the expansion (C.8) is neglected and the electrical path krQn is
simpliﬁed as
krQn = k|rQ − rn| ≈ krQn′ − krnn′ · rˆQn′ . (C.10)
Applying the same procedure for the electrical path krmQ from the local point on the UTD
object to the testing current we get
krmQ
(C.2)
= k
√
(rmm′ + rm′Q) · (rmm′ + rm′Q)
= k
√
|rmm′ |2 + 2rm′Q · rmm′ + |rm′Q|2
= krm′Q
√
1 + 2
rm′Q · rmm′
r2m′Q
+
r2mm′
r2m′Q
(C.6)⇒
krmQ ≈ krm′Q + krmm′ · rˆm′Q + sin
2 ϑm′Q
2rQn′
kr2mm′ ,
where ϑm′Q is the angle between rm′Q and rmm′ . Under the condition
rm′Q  1
2
k|rmm′ |2 (C.11)
we ﬁnally get
krmQ = k|rm − rQ| ≈ krm′Q + krmm′ · rˆm′Q. (C.12)
Using the electrical coupling path expressions (C.10) and (C.12) the scalar term of the ray
optical Green’s function from the source to the testing current is alternatively written as
GUTD(rm, rn) = e
−jkr,d·rmm′ e
−jk(rQn′+rm′Q)
rQn′ + rm′Q
ejki·rnn′ , (C.13)
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where the directions kˆi and kˆr,d are given by (5.32) and (5.33), respectively. Finally, rep-
resenting the term e
−jk(rQn′+rm′Q)
rQn′+rm′Q
from the center of the source group to the center of the
receiving group over the UTD object in a ray optical sense (see Section 4.1 and Section 4.2)
the ray optical terms of the Green’s functions (2.32) and (2.33) are written with the far-ﬁeld
representations
–
GEJ,UTD(rm, rn) =
µ
ε
–
GHM,UTD(rm, rn) =
−j ωµ
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+ · · ·
}
(C.14)
and
–
GEM,UTD(rm, rn) = − –GHJ,UTD(rm, rn) =
− 1
4π
{∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) · ∇ ×
−
Iejki·rnn′
+
∑
v
e−jkd·rmm′
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) · ∇ ×
−
Iejki·rnn′
+ · · ·
}
, (C.15)
where
TUTDL (krQn′) =
e−jkrQn′
rQn′
(C.16)
is the ray optical translation operator. It is actually a far-ﬁeld translation operator like in
[143], however, here it is used to translate outgoing ray optical ﬁelds from the source groups
to incident ray optical ﬁelds at the local points on the UTD objects. It can be seen, that
this operator is simply the free space scalar Green’s function from the center point of the
source group to the particular local point on the UTD object. The incident rays at the local
points on the UTD objects are multiplied with the appropriate scalar factors
∼
AR/D(sR/D) and
dyadic factors
–
RE/H ,
–
DE/H of the corresponding ray optical mechanism (see Section 4.1 and
Section 4.2) providing the received ray optical contributions at the center of the receiving
groups. Thereby, sR/D is given in (5.3) for r = rm′ . The terms e
jki·rnn′ and e−jkr,d·rmm′ are
phase shifting factors from the source current to the center of the source group and from
the center of the receiving group to the testing current, respectively. Also, kˆi = rˆQn′ is the
direction of ray incidence from the source group to the UTD object and kˆr,d = rˆm′Q is the
direction of reﬂection/diﬀraction from the UTD object to the receiving group as shown in
Fig. 5.3.
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The conditions to perform ray optical translations are given in (C.9) and (C.11). In the
worst-case, where source or testing current element lies at the corner of the corresponding
group, these conditions become
rUTD ≥ 1
2
k(0.5
√
3Dl)
2 =
π(0.5
√
3Dl)
2
λ
, (C.17)
where Dl is the group dimension at level l as described in Section 5.4.2. This is the condition
for performing ray optical translations and it corresponds to a far-ﬁeld condition with respect
to the MLFMM group dimensions at the working level. Thus, this condition enforces the
local point on the UTD object to be in the far-ﬁeld of the working source and receiving group
in order to perform valid ray optical translations. This means that the UTD object does not
need to be in the far-ﬁeld with respect to the dimensions of the whole structure but rather
in the far-ﬁeld of the individual basis functions similar to hybrid BIM-UTD formulations.
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C.2 Hybrid Matrix-Vector Product
The full matrix-vector product for the equation system (5.34) of the hybrid FEBI-MLFMM-
UTD method is written for electric currents as
N∑
n=1
ZCFIEmn,J,totHn =
∑
n′∈GBn′
∑
n∈Gn′
ZMoMmn,J,totHn
−j ωµ
4π
α
{∫
©
∫
∼
β∗m(kˆ) ·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n∈Gn′
Hn
∼
βn(kˆ) dkˆ
2
+
∑
q
K0∑
t′
wpt′
∼
β∗m(kˆr,pt′ ) ·
K0∑
t
wpt
∼
ARq(sRq)
–
REq
∑
n′ /∈GBn′
TUTDL (krQRqn′)
·
( −
I− kˆr,pt′ kˆi,pt
)
·
∑
n∈Gn′
Hn
∼
βn(kˆi,pt)
+
∑
v
K0∑
t′
wpt′
∼
β∗m(kˆd,pt′ ) ·
K0∑
t
wpt
∼
ADv(sDv)
–
DEv
∑
n′ /∈GBn′
TUTDL (krQDvn′)
·
( −
I− kˆd,pt′ kˆi,pt
)
·
∑
n∈Gn′
Hn
∼
βn(kˆi,pt)
+ · · ·
}
+jZ
k
4π
(1− α)
{∫
©
∫ [
kˆ × ∼α∗m(kˆ)
]
·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
∑
n∈Gn′
Hn
∼
βn(kˆ) dkˆ
2
+
∑
q
K0∑
t′
wpt′
[
kˆr,pt′ ×
∼
α∗m(kˆr,pt′ )
]
·
K0∑
t
wpt
∼
ARq(sRq)
–
REq
∑
n′ /∈GBn′
TUTDL (krQRqn′)
·
∑
n∈Gn′
Hn
∼
βn(kˆi,pt)
+
∑
v
K0∑
t′
wpt′
[
kˆd,pt′ ×
∼
α∗m(kˆd,pt′ )
]
·
K0∑
t
wpt
∼
ADv(sDv)
–
DEv
∑
n′ /∈GBn′
TUTDL (krQDvn′)
·
∑
n∈Gn′
Hn
∼
βn(kˆi,pt)
+ · · ·
}
(C.18)
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and for magnetic currents as
N∑
n=1
ZCFIEmn,M,totEn =
∑
n′∈GBn′
∑
n∈Gn′
ZMoMmn,M,totEn
+j
k
4π
α
{∫
©
∫ [
kˆ × ∼β∗m(kˆ)
]
·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
∑
n∈Gn′
En
∼
βn(kˆ) dkˆ
2
+
∑
q
K0∑
t′
wpt′
[
kˆr,pt′ ×
∼
β∗m(kˆr,pt′ )
]
·
K0∑
t
wpt
∼
ARq(sRq)
–
RHq
∑
n′ /∈GBn′
TUTDL (krQRqn′)
·
∑
n∈Gn′
En
∼
βn(kˆi,pt)
+
∑
v
K0∑
t′
wpt′
[
kˆd,pt′ ×
∼
β∗m(kˆd,pt′ )
]
·
K0∑
t
wpt
∼
ADv(sDv)
–
DHv
∑
n′ /∈GBn′
TUTDL (krQDvn′)
·
∑
n∈Gn′
En
∼
βn(kˆi,pt)
+ · · ·
}
+jZ
ωε
4π
(1− α)
{∫
©
∫
∼
α∗m(kˆ) ·
∑
n′ /∈GBn′
TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n∈Gn′
En
∼
βn(kˆ) dkˆ
2
+
∑
q
K0∑
t′
wpt′
∼
α∗m(kˆr,pt′ ) ·
K0∑
t
wpt
∼
ARq(sRq)
–
RHq
∑
n′ /∈GBn′
TUTDL (krQRqn′)
·
( −
I− kˆr,pt′ kˆi,pt
)
·
∑
n∈Gn′
En
∼
βn(kˆi,pt)
+
∑
v
K0∑
t′
wpt′
∼
α∗m(kˆd,pt′ ) ·
K0∑
t
wpt
∼
ADv(sDv)
–
DHv
∑
n′ /∈GBn′
TUTDL (krQDvn′)
·
( −
I− kˆd,pt′ kˆi,pt
)
·
∑
n∈Gn′
En
∼
βn(kˆi,pt)
+ · · ·
}
, (C.19)
for m ∈ Gm′ , where Gm′ is the m′-th testing group. Also, GBn′ denotes all nearby (not well-
separated) groups of the n′-th source group Gn′ including itself. Thereby, ZMoMmn,J/M,tot are
the total hybrid near coupling matrix elements for CFIE between non well-separated groups
due to electric and magnetic currents, respectively, which are evaluated by conventional
MoM using the equations in Appendix B. Further, K0 is the number of interpolation and
anterpolation points for evaluation of ray optical directions in the UTD part with K0  K
and wpt , wpt′ are the interpolation and anterpolation weights, respectively. Finally, kˆi,pt is
the direction of the sampling point close to the direction of ray incidence and kˆr/d,pt′ is the
direction of the sampling point close to direction of reﬂection or diﬀraction.
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C.3 Ray Optical Dyad Components
The ray optical dyadic coeﬃcients for reﬂection and diﬀraction are given in the corresponding
local coordinate system by expressions of the form
–
K = K‖eˆ
r,d
‖ eˆ
i
‖ + K⊥eˆ
r,d
⊥ eˆ
i
⊥, (C.20)
where
–
K =
–
R,
–
D and K‖,⊥ = R‖,⊥, D‖,⊥ in case of reﬂection or diﬀraction. Particularly, the
above expressions connect the local components of the incident and reﬂected/diﬀracted rays
through (4.26) in the local ray-ﬁxed coordinate system in case of reﬂection and through (4.42)
in the local edge-ﬁxed coordinate system in case of diﬀraction as described in Section 4.1.2
and Section 4.2, respectively.
The local components of the ray optical dyadic coeﬃcients are connected to the global
Cartesian components through
eˆr,d‖,⊥eˆ
i
‖,⊥ = eˆ
r,d
‖,⊥xeˆ
i
‖,⊥xxˆ
r,dxˆi + eˆr,d‖,⊥xeˆ
i
‖,⊥yxˆ
r,dyˆi + eˆr,d‖,⊥xeˆ
i
‖,⊥zxˆ
r,dzˆi
+ eˆr,d‖,⊥yeˆ
i
‖,⊥xyˆ
r,dxˆi + eˆr,d‖,⊥yeˆ
i
‖,⊥yyˆ
r,dyˆi + eˆr,d‖,⊥yeˆ
i
‖,⊥zyˆ
r,dzˆi
+ eˆr,d‖,⊥z eˆ
i
‖,⊥xzˆ
r,dxˆi + eˆr,d‖,⊥z eˆ
i
‖,⊥yzˆ
r,dyˆi + eˆr,d‖,⊥z eˆ
i
‖,⊥z zˆ
r,dzˆi (C.21)
based on the dyad deﬁnitions given in Section A.2.1 in the Appendix A. So, the Cartesian
components of the ray optical dyadic coeﬃcients are
Kxx = K‖eˆ
r,d
‖x eˆ
i
‖x + K⊥eˆ
r,d
⊥xeˆ
i
⊥x, (C.22)
Kxy = K‖eˆ
r,d
‖x eˆ
i
‖y + K⊥eˆ
r,d
⊥xeˆ
i
⊥y, (C.23)
Kxz = K‖eˆ
r,d
‖x eˆ
i
‖z + K⊥eˆ
r,d
⊥xeˆ
i
⊥z, (C.24)
Kyx = K‖eˆ
r,d
‖y eˆ
i
‖x + K⊥eˆ
r,d
⊥yeˆ
i
⊥x, (C.25)
Kyy = K‖eˆ
r,d
‖y eˆ
i
‖y + K⊥eˆ
r,d
⊥yeˆ
i
⊥y, (C.26)
Kyz = K‖eˆ
r,d
‖y eˆ
i
‖z + K⊥eˆ
r,d
⊥yeˆ
i
⊥z, (C.27)
Kzx = K‖eˆ
r,d
‖z eˆ
i
‖x + K⊥eˆ
r,d
⊥z eˆ
i
⊥x, (C.28)
Kzy = K‖eˆ
r,d
‖z eˆ
i
‖y + K⊥eˆ
r,d
⊥z eˆ
i
⊥y, (C.29)
Kzz = K‖eˆ
r,d
‖z eˆ
i
‖z + K⊥eˆ
r,d
⊥z eˆ
i
⊥z. (C.30)
In case of reﬂection on ﬂat metallic surfaces, the radial components eˆrkeˆ
i
l, k, l = x, y, z are
added to each of the above components according to special treatment of reﬂection terms
described in Section 5.5.2.
The ray optical dyadic coeﬃcients are transformed into the global spherical coordinate sys-
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tem according to
–
K ={(
Kxx sinϑi cosϕi + Kxy sinϑi sinϕi + Kxz cosϑi
)
sinϑr,d cosϕr,d
+
(
Kyx sinϑi cosϕi + Kyy sinϑi sinϕi + Kyz cosϑi
)
sinϑr,d sinϕr,d
+
(
Kzx sinϑi cosϕi + Kzy sinϑi sinϕi + Kzz cosϑi
)
cosϑr,d}
rˆrˆ
+
{(
Kxx cosϑi cosϕi + Kxy cosϑi sinϕi −Kxz sinϑi
)
sinϑr,d cosϕr,d
+
(
Kyx cosϑi cosϕi + Kyy cosϑi sinϕi −Kyz sinϑi
)
sinϑr,d sinϕr,d
+
(
Kzx cosϑi cosϕi + Kzy cosϑi sinϕi −Kzz sinϑi
)
cosϑr,d}
rˆϑˆ
+
{(
−Kxx sinϕi + Kxy cosϕi
)
sinϑr,d cosϕr,d
+
(
−Kyx sinϕi + Kyy cosϕi
)
sinϑr,d sinϕr,d
+
(
−Kzx sinϕi + Kzy cosϕi
)
cosϑr,d}
rˆϕˆ
+
{(
Kxx sinϑi cosϕi + Kxy sinϑi sinϕi + Kxz cosϑi
)
cosϑr,d cosϕr,d
+
(
Kyx sinϑi cosϕi + Kyy sinϑi sinϕi + Kyz cosϑi
)
cosϑr,d sinϕr,d
−
(
Kzx sinϑi cosϕi + Kzy sinϑi sinϕi + Kzz cosϑi
)
sinϑr,d}
ϑˆrˆ
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+
{(
Kxx cosϑi cosϕi + Kxy cosϑi sinϕi −Kxz sinϑi
)
cosϑr,d cosϕr,d
+
(
Kyx cosϑi cosϕi + Kyy cosϑi sinϕi −Kyz sinϑi
)
cosϑr,d sinϕr,d
−
(
Kzx cosϑi cosϕi + Kzy cosϑi sinϕi −Kzz sinϑi
)
sinϑr,d}
ϑˆϑˆ
+
{(
−Kxx sinϕi + Kxy cosϕi
)
cosϑr,d cosϕr,d
+
(
−Kyx sinϕi + Kyy cosϕi
)
cosϑr,d sinϕr,d
−
(
−Kzx sinϕi + Kzy cosϕi
)
sinϑr,d}
ϑˆϕˆ
+
{
−
(
Kxx sinϑi cosϕi + Kxy sinϑi sinϕi + Kxz cosϑi
)
sinϕr,d
+
(
Kyx sinϑi cosϕi + Kyy sinϑi sinϕi + Kyz cosϑi
)
cosϕr,d}
ϕˆrˆ
+
{
−
(
Kxx cosϑi cosϕi + Kxy cosϑi sinϕi −Kxz sinϑi
)
sinϕr,d
+
(
Kyx cosϑi cosϕi + Kyy cosϑi sinϕi −Kyz sinϑi
)
cosϕr,d}
ϕˆϑˆ
+
{
−
(
−Kxx sinϕi + Kxy cosϕi
)
sinϕr,d
+
(
−Kyx sinϕi + Kyy cosϕi
)
cosϕr,d}
ϕˆϕˆ, (C.31)
which is based on the transformation of dyad components into the spherical coordinate
system as described in Section A.2.2 in the Appendix A using the Cartesian components
given in (C.22)-(C.30). Thereby, ϑi, ϕi are spherical coordinates of the ray incidence direction
kˆi, whereas ϑr,d, ϕr,d are spherical coordinates of the ray directions kˆr,d of reﬂection and
diﬀraction, respectively.

Appendix D
Hybrid Postprocessing Formulations
In the following, ﬁrst the derivation of the direct far-ﬁeld translation operator as well as the
derivation of the ray optical terms of the Green’s function outside the grouping domain will be
presented. After that, the total electric and magnetic ﬁeld contributions for postprocessing
computations will be summarized assuming observation points r = rm and source points
r′ = rn.
D.1 Direct Far-Field Translation Operator Outside
Grouping Domain
The conﬁguration shown Fig. 6.4 is assumed, where the ﬁeld path from the source point
r′ = rn to the observation point r = rm is written as
r− r′ = rm − rn = (rm − rn′) + (rn′ − rn) = rmn′ − rnn′ , (D.1)
by intervening the center point of the source group in the ﬁeld path. In order to express
the appropriate free space scalar Green’s function (2.34) from the source to the observation
point, it is assumed that the ﬁeld path from the center of the source group to the observation
point rmn′ is much larger than the paths rnn′ within the source groups, thus
|rmn′ |  |rnn′ |. (D.2)
The electrical path krmn from the source current to the observation point is alternatively
written as
krmn
(D.1)
= k
√
(rmn′ − rnn′) · (rmn′ − rnn′)
= k
√
|rmn′ |2 − 2rmn′ · rnn′ + |rnn′ |2
= krmn′
√
1− 2rmn′ · rnn′
r2mn′
+
r2nn′
r2mn′
. (D.3)
When the condition (D.2) holds for the source group, the expression (D.3) is expanded in
terms of a Taylor series as
krmn ≈ krmn′ − krnn′ · rˆmn′ + sin
2 ϑmn′
2rmn′
kr2nn′ , (D.4)
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where ϑmn′ is the angle between rmn′ and rnn′ . Under the condition
rmn′  1
2
k|rnn′ |2, (D.5)
the higher-order term of the expansion (D.3) is neglected and the electrical path krmn is
further simpliﬁed as
krmn = k|rm − rn| ≈ krmn′ − krnn′ · rˆmn′ . (D.6)
So, the free space scalar Greens’s function (2.34) for r = rm and r
′ = rn becomes
GP (rm, rn) =
e−jk|rm−rn|
|rm − rn| =
e−jkrmn
rmn
=
e−j(krmn′−krnn′ ·rˆmn′ )
rmn′ − rnn′ · rˆmn′
(D.2)
= ejk0·rnn′
e−jkrmn′
rmn′
, (D.7)
since kˆ0 = rˆmn′ as shown in Fig. 6.4 with k0 = kkˆ0. Thereby,
T FFL (krmn′) =
e−jkrmn′
rmn′
(D.8)
is the direct far-ﬁeld translation operator, which translates the outgoing wave from the source
group to an incoming wave at the observation point for the direction kˆ0. The term e
jk0·rnn′ is
a phase shifting factor from the source current point to the center point of the source group.
It is noticed, that the direct far-ﬁeld translation operator derived in this section has the
same form as the ray optical translation operator derived in Section C.1. Both operators are
derived in the same manner using similar far-ﬁeld conditions. In the present thesis, however,
diﬀerent notations are used for these far-ﬁeld translation operators in order to distinguish
the corresponding application.
Furthermore, the condition used to perform direct far-ﬁeld translations in the direct part
and ray optical translations in the UTD part is
rfar ≥ 1
2
k|rnn′ |2max =
π(0.5
√
3Dl)
2
λ
(C.17)
= rUTD (D.9)
as described in Section 6.5. Thereby, Dl is the group dimension at level l given in (5.40)
and λ is the wavelength. This condition corresponds to a far-ﬁeld condition with respect to
the group dimension at the working level and it enforces the observation point outside the
grouping domain as well as the local point on the UTD object to be in the far-ﬁeld of the
working source group.
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D.2 Ray Optical Terms of Green’s Function Outside
Grouping Domain
The conﬁguration shown in Fig. 6.4 is assumed, where the coupling path from the source
current element to the observation point outside the grouping domain is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn) = rmQ + rQn, (D.10)
by ﬁrst intervening the local point Q on the UTD object with position vector rQ. Then, for
the subpath rQn in (D.10) the center point of the source group is intervened resulting in the
expression (C.3). Thus, the total path is written as
r− r′ = rm − rn = (rm − rQ) + (rQ − rn′) + (rn′ − rn)
= rmQ + rQn′ − rnn′ . (D.11)
In order to express ray optical terms of the Green’s function in a suitable way for MLFMM
computations, the condition (C.5) is assumed, which means that the ﬁeld path from the
center of the source group to the local point on the UTD objects rQn′ is much larger than
the paths within the source groups rnn′ . The electrical path krQn from the source current
to the local point on the UTD object is alternatively written as in (C.7) and following the
same procedure as in Section C.1 through the use of the same conditions (C.5) and (C.9)
the electrical path krQn is simpliﬁed as in (C.10).
Using the electrical coupling path expressions (C.10) together with the remaining path krmQ
the scalar Green’s function from the source current to the observation point outside the
grouping domain is alternatively written as
GUTD(rm, rn) =
e−jk(rQn′+rmQ)
rQn′ + rmQ
ejki·rnn′ , (D.12)
where the direction kˆi is given by (5.32). Finally, representing the term
e
−jk(rQn′+rmQ)
rQn′+rmQ
from
the center of the source group to the observation point over the UTD object in a ray optical
sense (see Section 4.1 and Section 4.2) the ray optical terms of the Green’s functions (2.32)
and (2.33) are written with the far-ﬁeld representations
–
GEJ,UTD(rm, rn) =
µ
ε
–
GHM,UTD(rm, rn) =
−j ωµ
4π
{∑
q
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+
∑
v
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) ·
(
−
I+
1
k2
∇∇′
)
ejki·rnn′
+ · · ·
}
(D.13)
148 Appendix D. Hybrid Postprocessing Formulations
and
–
GEM,UTD(rm, rn) = − –GHJ,UTD(rm, rn) =
− 1
4π
{∑
q
∼
ARq(sRq)
–
RE/Hq T
UTD
L (krQRqn′) · ∇ ×
−
Iejki·rnn′
+
∑
v
∼
ADv(sDv)
–
DE/Hv T
UTD
L (krQDvn′) · ∇ ×
−
Iejki·rnn′
+ · · ·
}
, (D.14)
where TUTDL (krQn′) is the ray optical translation operator given in (5.30), which is used to
translate outgoing ray optical ﬁelds from the source groups to incident ray optical ﬁelds at
the local points on the UTD objects. Similar to the approach in Section C.1, the incident
rays at the local points QR/D on the UTD objects are multiplied with the appropriate
scalar factors
∼
AR/D(sR/D) and dyadic factors
–
RE/H ,
–
DE/H of the corresponding ray optical
mechanism (see Section 4.1 and Section 4.2) providing the received ray optical contributions
at the center of the receiving groups. Thereby, rQn′ is given by (5.31) and sR/D is given by
(5.3), which in this case it coincides with kˆr,d given in (5.33). The term e
jki·rnn′ is the phase
shifting factor from the source current to the center of the source group. It is noticed, that
no phase shifting is performed at the reception since outside the grouping domain the ﬁeld
contributions are evaluated to each observation point separately. Also, kˆi is given by (5.32)
as shown in Fig. 6.4.
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The complete expressions for the electric and magnetic ﬁeld in the postprocessing stage of
the hybrid method are
Etot(rm) =
−j ωµ
4π
{∫
©
∫
e−jk·rmm′TL(kˆ · rˆm′n′)
( −
I− kˆkˆ
)
·
∑
n
Hn
∼
βn(kˆ) dkˆ
2
+
∑
q
e−jkr·rmm′
∼
ARq(sRq)
–
REq T
UTD
L (krQRqn′) ·
( −
I− kˆrkˆi
)
·
∑
n
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∼
βn(kˆi)
+
∑
v
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∼
ADv(sDv)
–
DEv T
UTD
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( −
I− kˆdkˆi
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·
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n
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+ · · ·
}
−j k
4π
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DEv · Einc(rQDv ) + · · · (D.15)
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and
Htot(rm) =
−j k
4π
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respectively.
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