Abstract
Introduction
In real life applications, the model parameters are usually unknown, one has to estimate [l] them only from the observable image. From a statistical viewpoint, this means that we want to estimate parameters from random variables whose joint distribution is a mixture of distributions. If we have a realization of the label field then the problem is relatively easy, we have many standard methods to do parameter estimation (Maximum Likelihood, Coding method [2], etc.. . ).
Unfortunately, such a realization is not known, 50 the direct use of such estimation algorithm is impossible. We have to approximate it by some function of the image data, which is the only observable attribute.
Some nowadays used algorithms are iterative [3,14, 151, subsequently generating a labeling, estimating pa-
ing).
*This work has been partially funded by CNES, AFIRST and DRED/GdR-TdSI rameters from it, then generating a new labeling using these parameters, etc . . . For such a method, we need a reasonably good initial value for each parameter. Since the classes of a labeling problem are mostly represented by a Gaussian distribution, the initialization of the mean and the variance of each class is very important because of its influence on subsequent labelings and hence on the final estimates. On the other hand, it is a classical problem, namely the determination of the modes of a Gaussian mixture without any a priori information. There are many approaches in this domain: Method of moments Herein, we will present a parameter estimation method applied to hierarchical MRF models. The proposed algorithm has been tested on image segmentation problems. Comparative test have been done on noisy synthetic and real satellite images.
The Parameter Estimation Problem
Let us briefly review some notations. F = {F, :
s E S} denotes a set of image data on the sites (or pixels) S = ( S~, S Z , . ..,s,/. Furthermore, each of these sites may take a labe from A = {0,1,. . . , L -1). The configuration space R is the set of all global discrete labelings w = ( a s l , . . . ,wSN),ws E A. The label process is denoted by X.
In parameter estimation problems, 3 is also called the observed image and X denotes the unobserved image attributes (labels). Furthermore, we are given n parameters forming a vector 6 3 which appears in the MRF model: o = (;;) (1) Usually, 8 is considered to be known. Therefore, one is looking for the labeling which maximizes the a posteriori distribution where i3 is the MAP estimate of the label field, given 3, under the model Pe (in the followings, the index 0 will be omitted). If both 0 and w are unknown, the (;j,6) = argmaxP(w, F I 0 ) .
The pair ( G , 6 ) is the global maximum of the joint probability P ( w , F J 0). If we regard 0 as a random variable, the above maximization is an ordinary MAP estimation in the following way [7] : Let us (7) w = a r g m a x P ( w , 3 1 6 ) 6 = a r g m a x~( i 3 ,~1 0 )
Clearly, Equation (7) is equivalent to Equation (3) for 0 = 6 and Equation (8) is equivalent to Equation (3) with w = 2. Furthermore, Equation ( If ML estimate is not tractable, which is often the case when dealing with MRF models, one can use an approximation (Maximum Pseudo Likelihood (MPL), for instance). We remark that a similar algorithm has been reported in [2]. It uses ICM instead of SA in
Step 0.
Unsupervised Segmentation Using a
Considering the segmentation model presented in 19, 101 (see Figure l ) , we have the following logarithmic likelihood function:
"h(;;) (9) where q' is the number of cliques between two neighboring blocks at scale B'. Nah(G) denotes the number of inhomogeneous cliques siting at the same scale and N'"(l2) denotes the number of inhomogeneous cliques siting astride two neighboring levels in the pyramid. First, let us consider the first term:
where S i is the set of sites at level i where Gsi = A.
Derivating with respect to p~ and U A , we get:
Notice that a grey-level value fa may be considered several times. More precisely, fs is considered m-times in the above sum for a given X if there is m scales where G assigns the label X to the site s. m can also be seen as a weight. Obviously, the more s has been labeled by X at different levels, the more is probable that s belongs to class X and hence its grey-level value fs characterizes better the class A. The derivates of the logarithmic likelihood function with respect to j3 and y are given by:
From which, we get
Nih (G)

W'h(G)
The solution of the above equations can be obtained using the following algorithm. 
Compute the number of inhomogeneous claques
"" (7) and Wh(q) in 11. We remark, that in Step @, the Gaussian parameters were computed considering only the finest level and not the entire pyramid (cf. Equation (11)).
@ If Nih(q) rz Nih(G) and p h ( q ) x p h ( G ) then
stop, else k = k + 1. If N'h(9) < Nih(G)
Experimental Results
We have tested the proposed hierarchical unsupervised algorithm on noisy synthetic and real images. The algorithms were implemented on a Connection Machine CM200 [SI. We have compared the obtained parameters and segmentation results to the supervised results already presented in [9] . In general, the quality of unsupervised results are as good, or sometimes slightly better, than the results of supervised segmentation. We observed, however, that the unsupervised algorithm is more sensitive to noise than the supervised one. This is due to the initial conditions. In particular the initialization of the mean and the variance of the classes (the initialization of / 3 and y are not crucial). For example, in the case of the "triangle" image with SNR= 3dB one class has been lost.
But with SNR= SdB, the result is as good its for the supervised algorithm.
Before evaluating the results, let us explain some important points of the implementation. The only parameter which has to be defined by the user is the number of classes (or regions). All the other parameters are estimated automatically from the data. Essentially, we have followed In the next step of Algorithm 4.2, we use the ASA algorithm (see Algorithm 3.1) to iteratively reestimate the parameters. Using ICM, we maximize the a posteriori probability of w, given the parameter estimates 6". Then, the ML estimate is computed based on the obtained labeling. Another modification is that the Gaussian parameters were computed considering only the finest level and not the entire pyramid as explained in Section 4. This is because the variances obtained with the original algorithm were too large. This modification also reduces the computing time.
Once the sequence 6" becomes steady, the estimation step is finished and one proceeds to the segmentation (with known parameters) using the Gibbs sampler, for instance.
The algorithms were tested on the "checkerboard" (Figure 3 ) and "triangle" (Figure 2) images. We also give the corresponding histogram, since the initial estimates are based on it. In Table 1 and Table 2 , we compare the parameters obtained by the unsupervised algorithm to the ones used for the supervised segmentation. We remark that the parameters of the supervised algorithm are not necessarily correct. They have been computed on training sets selected by an expert. In Table 4 , we give the computer time of the estimation and segmentation. As we can see, the estimation requires much more time than the segmentation. The hyperparameter estimation requires the largest part of the computer time since it consists of generating new labelings by SA in Step @ I of Algorithm 4.1. 
Conclusion
Developing a completely data-driven algorithm for image classification is an extremely difficult problem. We have presented some iterative unsupervised parallel segmentation algorithm for hierarchical Markovian models. The first results are encouraging but unsupervised algorithms require much more computing time due to the hyperparameter estimation (p and y). In the current implementation, they are computed using the aussian parameters for each class. We have noticed that unsupervised algorithms are more sensitive to noise than supervised ones. This sensitivity is due to the bad initialization in the case of noisy images.
In summary, the presented unsupervised algorithms provide results comparable to those obtained by supervised segmentations, but they require much more computing time and they are slightly more sensitive to noise. The main advantage is, of course, that unsupervised methods are completely data-driven. The only input parameter is the number of regions. We believe that, for unsupervised methods, the main problem is still the initialization of the Gaussian parameters. Hence, a natural extension of this work would be to look for more efficient initialization techniques. 
