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Abstract
We give a partial characterization of graphs of bandwidth two, whose structure has been
exploited to a very limited extent so far. Our results are used to derive a new linear-time
recognition algorithm which is much simpler to describe than the previously known one. In
particular, we shortly describe an implementation of our algorithm. ? 2002 Elsevier Science
B.V. All rights reserved.
1. Introduction
The bandwidth minimization of a graph is an important combinatorial optimization
problem directly related to the bandwidth minimization of square matrices. This prob-
lem has been deeply studied since the 50s in order to enhance computations on sparse
matrices. A survey on the results on bandwidth minimization is presented in [2]; re-
cently an enumerative algorithm has been presented in [3], where a good survey of the
most recent results concerning both heuristic and exact algorithms is also reported. As
the objective of the bandwidth minimization is to preprocess data in order to speed-up
the solution of large systems, fast algorithms are required. In this respect, it was shown
more than 20 years ago by Garey et al. [4] that graphs (or matrices) of bandwidth
two can be recognized in linear time. However, the algorithm presented in [4] exploits
very few properties of such graphs, and, as a result, it requires a very complex case
analysis which makes it di>cult to follow in detail and to implement. For the special
case of bandwidth-2 biconnected graphs, a complete characterization was presented
more recently by Makedon et al. [5]. In that paper the authors also give some hints on
how to extend their results to the general (non biconnected) case, but so far, to our
knowledge, no simpler algorithm than the one in [4] has been presented.
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In this paper, we analyze some structural properties of bandwidth-2 graphs, showing
a necessary condition to have bandwidth 2 that can be used to build up the main skele-
ton of a possible bandwidth-2 layout. By using this condition, we derive a linear-time
recognition algorithm which, though still quite complex, is much simpler to describe
and to prove correct than the one of [4], and also easier to implement. In fact, a
complete and detailed description of our algorithm along with a pseudo code imple-
mentation is given in the original technical report [1]. Here we only outline the structure
of the algorithm; the reader is referred to [1] for further details.
2. Notation and properties of bandwidth-2 graphs
Given a graph G = (V; E), a linear layout (layout for short) of G is a one-to-one
function f :V → {1; : : : ; |V |}. The distance between two nodes u and v in the layout is
given by |f(v)−f(u)|. The bandwidth of the layout is given by max(u;v)∈E |f(u)−f(v)|.
A bandwidth-2 (bw2) graph is one for which there exists a layout of bandwidth at most
two, or more precisely exactly two if we exclude the trivial special case in which G is
a path. Such a layout will be called bw2 layout. If f(u) = i, we say that node u is in
position i. Throughout the paper, given a layout for G, we will imagine that the graph
is drawn from left to right considering the nodes in the order given by the layout.
Accordingly, if f(v)¿f(u), we say that u is on the left of v, or that v is on the right
of u. Node f−1(1) (f−1(|V |)) is called the leftmost (rightmost) node in the layout,
and, if f(u)¡f(v)¡f(w), we say that v is between u and w.
For u ∈ V , we assume without loss of generality that the degree of u is at most
four, as otherwise G is not bw2. We also assume that G is connected: if this is not
the case, G is bw2 if and only if all its connected components are bw2. A hair of G
is a path for which one endpoint has degree 1, the other endpoint, say u, has degree
at least three, and all the intermediate nodes have degree two. We say that the hair is
a hair of u. We let the length of a hair be equal to its number of edges. Note that
hairs are called chains in [4].
A biconnected graph is one in which, for each triple of distinct nodes u; v; w ∈ V ,
there exists a path from u to v which does not visit w. Bw2 biconnected graphs have
been completely characterized in [5]; we will assume in the following that G is not
biconnected. A biconnected component of G is a maximal subset of nodes C ⊆ V
such that |C| ¿ 3 and the graph induced by C (i.e. obtained from G by removing
the nodes in V \C and the incident edges) is biconnected. If |C|= 3, the biconnected
component is called a triangle.
Note that two biconnected components may share no more than one node, called
bridge node between the components. Moreover, observe that in a bw2 graph any
bridge node u between biconnected components Ci and Cj cannot have any inci-
dent hair, and is adjacent to exactly two nodes, say a and b, in component Ci and
two nodes, say c and d, in component Cj. For the ease of exposition, we get rid
of such a node u by removing u along with the edges (u; a); (u; b); (u; c); (u; d) and
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Fig. 1. Replacement of a bridge node.
Fig. 2. Example (bw2) graph.
introducing the new nodes u′; u′′; u′′′ and edges (u′; a); (u′; b); (u′; u′′); (u′; u′′′); (u′′′; c);
(u′′′; d). Fig. 1 shows this replacement operation. It is not hard to verify that the
modiHed graph is bw2 if and only if the original one is, since there is a one-to-one
correspondence between possible bw2 layouts of the original and modiHed graph. Ac-
cordingly, we will assume in the following that G has no bridge node, and therefore
its biconnected components are pairwise disjoint.
In order to illustrate some of our deHnitions and results, we will refer to the same
example graph as in [4], depicted in Fig. 2. The biconnected components of this graph
are given by node sets {2; 3; 4; 5}, {6; 7; 8; 9; 10}, and {23; 24; 25; 26}, whereas the hairs
are incident with nodes 3, 13, 15, 23 and 25.
A comb is a maximal set K = {u1; : : : ; uk} of k ¿ 2 nodes of G, where each node
in K has degree exactly three and does not belong to a biconnected component, and
such that K induces a connected subgraph of G. Here, maximality implies that any
node v 	∈ K adjacent to a node ui ∈ K either has a degree diIerent from three or
belongs to a biconnected component. A comb of size k =2 will be called a twin pair.
For instance, {13; 15} is a twin pair in Fig. 2. For notational convenience, further on
we refer to biconnected components and combs as the compound components of G.
A 3-way node (2-way node) is a node having degree at least 3 (exactly 2) and not
belonging to any compound component.
Proposition 1. Given a bw2 graph G; the subgraph of G induced by the nodes in a
comb K is a path P; moreover; in any bw2 layout the nodes in K appear in the same
order as in P.
Proof. To prove the Hrst claim, consider a comb K containing k ¿ 4 nodes (otherwise,
the claim is obvious). If K does not induce a path in G, then G contains a subgraph
isomorphic to the one in Fig. 3 (thick circles are nodes in the comb, while thin ones
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Fig. 3. A graph with bandwidth 3.
Fig. 4. The auxiliary graph associated with the example graph.
may be not). It is easy to verify that this subgraph has bandwidth three, and the Hrst
claim follows.
Let P={u1; : : : ; uk}; in order to prove the second claim, assume w.l.o.g. k ¿ 3 (oth-
erwise the claim is obvious) and f(u1)¡f(uk). If for some i¿ 1 it is f(ui)¡f(ui−1)
than it is easy to verify that there exist nodes a; b; c ∈ K such that a and b are con-
nected, f(a)=f(c)−1, and f(b)=f(c)+1. However, this is impossible, since a; b; c
have degree 3 and c is connected to at most one of a and b. Therefore, the nodes in
K appear from left to right in the same order as in P. The proof for the right-to-left
order, i.e. f(u1)¿f(uk), is similar.
A border node is a node in a compound component C connected to a node in
another compound component, or to a 3-way node, by a path whose intermediate
nodes (if any) are 2-way nodes. The border nodes in Fig. 2 are 5; 7; 9; 13; 15; 23. Paths
with intermediate 2-way nodes having as endpoints 3-way nodes and=or border nodes
are called links; the length of a link is the number of its edges. In Fig. 2, there is a
link from 5 to 7, one from 9 to 13, and one from 15 to 23.
We construct from G the auxiliary graph A(G)=(T ∪B; L) in which T contains one
node corresponding to each 3-way node of G, and B contains one node corresponding
to each compound component of G. Edges in L represent links in G, namely (u; v) ∈ L
if one of the following holds:
• u; v ∈ T and there is a link in G between the 3-way nodes corresponding to u and
v;
• u ∈ T; v ∈ B and there is a link in G between the 3-way node corresponding to u
and a border node in the compound component corresponding to v;
• u; v ∈ B and there is a link in G between two border nodes in the compound
components corresponding to u and v.
Fig. 4 draws the auxiliary graph associated with the graph in Fig. 2, reporting the
node sets of G corresponding to each node of A(G).
Proposition 2. A graph G is bw2 only if A(G) is a path.
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Proof. First of all, observe that A(G) is connected since G is connected. If A(G)
contained a cycle, then the nodes of G corresponding to the nodes and edges of
A(G) would be in the same biconnected component. Hence, by deHnition, A(G) is
acyclic.
Suppose now A(G) contains a node of degree three and a bw2 layout f for G is
given. For simplicity, assume for the moment that this node and its neighbors in A(G)
correspond to 3-way nodes of G, namely u is a 3-way node of G connected by links
to 3-way nodes a, b and c. It is immediate to see that not all of a, b and c can be
on the left (or right) of u in the layout. Therefore, without loss of generality, we may
assume that a and b are on the left of u and c is on the right. Letting, without loss of
generality, a be on the left of b and i=f(b), positions i−1 and i+1 in the layout are
occupied by nodes in the link between u and a (possibly f(a)= i−1 or f(u)= i+1).
But then, the (at least) three nodes adjacent to b should be in positions i−2 and i+2,
which is impossible, contradicting the assumption that G is bw2.
The same argument applies in the other cases, in which the node of degree three of
A(G) and its neighbors may correspond also to compound components.
If A(G) is a path, let us assign to this path an arbitrary left-to-right orientation. For
each node u ∈ B which is not the leftmost (rightmost) node of A(G), let v be the
node on the left (right) of u in A(G), and C be the compound component associated
with u. The left (right) border node of C is the node of C incident with the link
joining u to v. Observe that each compound component of a bw2 graph can have at
most one left border node and one right border node. Moreover, a border node may be
incident with two links, in which case the node is called a double border node. Double
border nodes are both left and right border nodes; as follows from Proposition 2, if a
compound component contains a double border node, it does not contain other border
nodes.
Property. In any feasible layout for a bw2 graph:
(a) the nodes in a biconnected component C appear in consecutive positions in the
layout;
(b) given a compound component C; one of the two possible border nodes of C
appears in the layout in one of the 6rst two positions occupied by the nodes in
C; while the other possible border node appears in one of the last two positions;
(c) given a comb K = {u1; : : : ; uk} with k ¿ 4; assume f(u1)¡f(uk): at most one
of the nodes in the hairs of u1; u2 (uk−1; uk) can appear to the right of u2 (left
of uk−1); moreover; if k ¿ 5 then either the nodes in the hairs of u1; u2 are to
the left of u2; or the nodes in the hairs of uk−1; uk are to the right of uk−1 (or
both);
(d) a node of G associated with a node w of A(G) cannot appear between two nodes
of G associated with a node v of A(G) di7erent from w;
(e) let a; b; c be three nodes of G; respectively; associated with consecutive nodes
u; v; w of A(G); node c cannot appear in the layout between a and b.
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Proof. Property (a) follows immediately from the deHnition of biconnected component.
Property (b) follows directly from (a), in the case of biconnected components, while
for combs can easily be derived from Proposition 1.
The Hrst claim in (c) also follows easily from Proposition 1; in order to prove the
second claim, suppose that one of the nodes in the hairs of u1; u2, say v, is on the
right of u2. If f(v)=f(u2) + 1 then clearly f(u3) =f(u2) + 2 and the position to the
right of u3 is assigned to a node in the hair of u3; otherwise, f(u3) = f(u2) + 1 and
f(v) = f(u2) + 2. In both cases, we have f(w) = f(uk−2) + 1, where w is a node in
the hair of uk−2, and the nodes in the hairs of uk−1; uk are to the right of uk−1. The
opposite case is similar.
Property (d) follows from (a) if v corresponds to a biconnected component. Now
assume that v corresponds to a comb K , and node c 	∈ K appears in the layout between
nodes a; b ∈ K . This is clearly impossible, since a; b and c have degree at least 3, and
c is not adjacent to a and b.
The proof for part (e) is similar to the proof of Proposition 2. If c is between a and
b in the layout, and f(c) = i, positions i − 1 and i + 1 are occupied by nodes in the
link joining u and v, possibly by a and b; however, either c has degree at least three,
or belongs to a biconnected component, and in both cases a contradiction arises.
From Property 1(a), a biconnected component C with |C| ¿ 4 cannot contain a
double border node. By deHnition, in a comb K = {u1; : : : ; uk} only u1 and uk can be
double border nodes; it follows from Proposition 1 that K contains a double border
node only if k = 2. In conclusion, a double border node belongs to either a twin pair
or a triangle.
Denition 1. An ordered bw2 layout is a bw2 layout in which
(i) 3-way nodes and compound components appear, from left to right, in the same
order as the corresponding nodes appear in the path deHned by A(G);
(ii) consecutive nodes in the links have distance 2 in the layout;
(iii) given an intermediate node u ∈ B of A(G), whose corresponding compound com-
ponent is C, the left border node of C appears in the layout before the right
border node of C;
(iv) given a comb K={u1; : : : ; uk} with k=4, assume f(u1)¡f(uk): either the nodes
in the hairs of u1; u2 are to the left of u2, or the nodes in the hairs of u3; u4 are
to the right of u3 (or both).
Fig. 5 reports an ordered bw2 layout for the graph of Fig. 2.
Fig. 5. An ordered bw2 layout of the example graph.
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Fig. 6. Illustration of the proof of (ii).
Proposition 3. A graph G is bw2 if and only if it has an ordered bw2 layout.
Proof. The proof for (i) follows immediately from Property 1.
In order to show (ii), consider two consecutive nodes a; b in a link of G, and let
l; : : : ; a; b; : : : ; r be the nodes in the link, from left to right, according to the orientation
of A(G). Moreover, assume a bw2 layout f of G is given, in which a and b have
distance one, whereas consecutive nodes in l; : : : ; a have distance two. We will consider
three cases, for each showing an alternative bw2 layout f′ where nodes in l; : : : ; b have
distance two. Clearly, by repeating the same process we can obtain a layout satisfying
(ii). We assume f(a) = i.
If neither a nor b are endpoints of the link, i.e. a 	= l and b 	= r, let c (d) be the
node on the left of a (right of b) in the link, implying f(c) = i − 2. If f(b) = i + 1,
then f′ is deHned by f′(j):=f(j) for f(j) 6 i, and f′(j):=f(j) + 1 for f(j)¿i.
Otherwise, f(b) = i − 1 and f(d) = i + 1, and f′ is deHned by f′(j):=f(j) for
f(j)¡i − 1; f′(a):=i, f′(b):=i + 2, f′(j):=f(j) + 3 for f(j)¿i.
If both a and b are endpoints of the link, i.e. a = l and b = r, the link has length
one and by (i) f(b) = i + 1. We Hrst show that neither a nor b has degree four.
Assuming w.l.o.g. that a has degree four, positions i − 2, i − 1 and i + 2 must be
occupied by the other neighbors of a, whereas at least one position between i − 1
and i + 2 must be occupied by a neighbor of b distinct from a, as b has degree at
least three. Along with the fact that a and b do not have any common neighbor, this
yields a contradiction. Since a and b have degree exactly 3, and are not in the same
comb, at least one between a and b belongs to a biconnected component. If a is in
a biconnected component C, position i − 1 is occupied by a node in C, and all the
neighbors of b except a are on the right of b. Hence, f′ is deHned by f′(j):=f(j)
for f(j) 6 i, f′(j):=f(j) + 1 for f(j)¿i. The same argument applies if b is in a
biconnected component.
The last case to be considered is when a is an endpoint of the link and b is not,
i.e. a = l and b 	= r (the case in which b is an endpoint of the link and a is not is
perfectly symmetrical). This case is illustrated in Fig. 6. Let {a; b; v1; : : : ; vp} be the
nodes in the link, where vp = r.
Consider the case f(b) = i − 1. By Property 1(a) node a does not belong to a
biconnected component, and cannot have degree four, because position i+1 is occupied
by node v1. Therefore, node a has degree exactly three, implying that position i+2 is
occupied by a neighbor u1 of a. Clearly, u1 has degree at most two, and belongs to a
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Fig. 7. Illustration of the proof of (iii).
hair of a, say {a; u1; u2; : : : ; uq}. Note that q¡p, f(uk) = i + 2k for k = 1; : : : ; q, and
f(vk)= (i− 1)+2k for k=1; : : : ; p. The new layout is obtained by shifting to the left




f(j) iff(j)¡i − 1;
i − 1 if j = a;
f(j)− 2 if j ∈ {u1; u2; : : : ; uq};
f(j) + 2 otherwise:
Otherwise, f(b) = i+ 1. Again, if some neighbor of a is on the right of b, it belongs
to a hair of a; let a; u1; u2; : : : ; uq be the nodes in this hair. The new layout is obtained





i − 1 if j ∈ {u1; u2; : : : ; u‘};
f(j) + 1 otherwise:
We next show part (iii). For a compound component with three or more nodes, this
property is a direct consequence of Property 1(b). It remains to consider the case of
twin pairs, illustrated in Fig. 7.
Let l; r be a twin pair, where l and r are the left and right border; a and b are,
respectively, the nodes adjacent to l and r in the corresponding link. Assuming f(l)=i,
if r is on the left of l it must be f(r)= i−1, f(a)= i−2, f(b)= i+1. As both nodes
in the twin pair are border nodes, both have one hair as well. Let {l; u1; : : : ; uq} be the
hair of l, and {l; a; v1; : : : ; vp} be the link incident with l; let {r; x1; : : : ; xs} be the hair
of r, and {r; b; y1; : : : ; yt} be the link incident with r. Note that the link of l and the
hair of r are on the left of r, more precisely, f(vk) = (i − 2) − 2k for k = 1; : : : ; p,
and f(xk) = (i− 1)− 2k for k = 1; : : : ; s; therefore, s6 p. The link of r and the hair
of l are on the right of l: f(yk) = (i + 1) + 2k for k = 1; : : : ; t, and f(uk) = i + 2k
for k =1; : : : ; q, thus q6 t. Then, a bw2 layout f′ which satisHes (iii), is obtained by
shifting node r, its hair and its link two positions to the right:
f′(j):=
{
f(j) + 2 if j ∈ {r; x1; : : : ; xs; b; y1; : : : ; yt};
f(j) otherwise:
We conclude the proof by showing (iv); see also Fig. 8.
As follows from Property 1(c), we must consider a layout f where one node in the
hairs of u1; u2 is to the right of u2, and one node in the hairs of u3; u4 is to the left of
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Fig. 8. Illustration of the proof of (iv).
u3. However, this is possible only if both u2 and u3 have hairs of length one, an we
have f(u3) = f(u2) + 1; f(h3) = f(u2) − 1, and f(h2) = f(u3) + 1, where h2 and
h3 are the nodes in the hairs of u2 and u3, respectively. But then, a feasible layout
f′ satisfying (iv) is obtained by swapping h2 and h3, i.e. setting f′(h3):=f(u3) + 1,
f(h2) = f(u2)− 1 and f′(j) = f(j) for j 	∈ {h2; h3}.
Proposition 3 allows one to build up the main skeleton of a possible bw2 layout
of G. However, it still leaves some degrees of freedom as far as the layout of each
3-way node and compound component is concerned. In the next section, we present a
linear-time recognition algorithm based on this result.
3. A new recognition algorithm
In this section, we use the properties shown in Section 2 to derive a linear-time
recognition algorithm for bw2. This algorithm is based on a very simple approach, and
is logically subdivided into simple modules, which makes it easy to follow. In fact,
the implementation of each module is immediate from the corresponding pseudo-code
description [1].
Our approach, as well as previous ones [4,5], tries to build up a bw2 layout from left
to right. In particular, in light of Proposition 3, we try to build an ordered layout. In
this way, we take advantage of the existing free positions between consecutive nodes
in the links, that can be assigned to nodes in some hairs, or to nodes in a compound
component.
The nodes in the auxiliary graph are processed separately, following the arbitrary
left-to-right order assigned to A(G). When processing node u ∈ A(G), we take into
consideration the actual number of free positions available to the left of u, i.e. between
nodes in the link from u to its predecessor in A(G). If feasible layouts exist, we choose
the one that uses fewer free positions to the right of u, i.e. between nodes in the link
from u to its successor in A(G). We assume that |V | positions are available to the left
of the Hrst node and to the right of the last node in A(G).
As follows from Property 1, there is a very small number of possible layouts for
the nodes in a compound component C. Moreover, this number can be further reduced
by the presence of hairs, and by the actual number of available free positions between
link nodes. In practice, our algorithm enumerates implicitly (in an e>cient way) all the
possible layouts for each component of G. We illustrate the details of this procedure
below.
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In a preprocessing phase, our algorithm builds the auxiliary graph A(G). This amounts
to performing the following sequence of steps:
1. Hnd the biconnected components of G and the bridge nodes, using e.g. the algorithm
described in [6]; replace bridge nodes, as explained in the previous section;
2. Hnd 3-way nodes and combs, i.e. identify the nodes of A(G); this can be done by
processing the nodes with degree at least three and not in a biconnected component;
3. identify the hairs and their length; this can be done by processing each node of
degree one;
4. identify the links and their length, i.e. deHne the edges of A(G); this can be done
by processing nodes with degree two and not in a biconnected component or a
hair, as well as edges whose end nodes are not in the same compound component.
It is easy to see that all these steps can be performed in linear time. Once A(G) is
deHned, the algorithm checks whether it is a path. Moreover, for each node u ∈ A(G)
it veriHes the following necessary conditions, which are easily seen to be satisHed by
every bw2 graph; let C be the set of nodes corresponding to u:
• every double border node of C has no hairs, a border node of C has at most one
hair, every non-border node of C has at most two hairs; the total number of hairs
of nodes in C does not exceed four minus the number of border nodes of C;
• C has at most two border nodes, or one double border node if |C|6 3;
• if u is a comb, C induces a path {u1; : : : ; uk} in G; each node ui for 36 i 6 k− 2
has exactly one hair of length one (an edge), and is not border; if C has two border
nodes, one belongs to {u1; u2} and the other one belongs to {uk−1; uk} (see Property
1 and Proposition 1); C has no double border nodes, unless k = 2.
Observe that the above conditions are also su>cient to prove that G is bw2, if u is
the only node in A(G) and C is a 3-way node, a twin pair, or a triangle. In order to rule
out trivial cases, we assume that if A(G) contains the single node u then either |C|¿ 3
or C is a comb with three nodes. Moreover, we assume that G is not biconnected,
since this case is treated in [5].
In the description of our algorithm, we shall use the following data structures. For
each u ∈ A(G), we deHne:
• next(u) (prev(u)) as the predecessor (successor) of u in the path A(G) (possibly
NULL);
• p(u) as the length of the link from u to next(u) (+∞ if next(u)= NULL);
• type(u) equal to 3 WAY NODE, TWIN PAIR, TRIANGLE, COMB or
2 COMPONENT if u is associated with a 3-way node, a twin pair, a triangle,
a comb or a biconnected component C with |C|¿ 3, respectively;
• corresp(u) as the set of nodes of G corresponding to u, i.e. a single node if
type(u)= 3 WAY NODE, the nodes in a compound component otherwise.
The Hrst and the last nodes in A(G) are denoted by first(A(G)) and last(A(G)),
respectively. Moreover, for every node i of G, ‘1(i); ‘2(i) and ‘3(i) denote the length
of the longest, second longest, and third longest hair of i, respectively; in particular
‘3(i) = 0 if i has at most two hairs, ‘2(i) = 0 if i has at most one hair, and ‘1(i) = 0
if i has no hair.
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Fig. 9. Procedure Bw2.
Note that twin pairs and triangles are annoying exceptions among compound com-
ponents. Indeed, these components can contain double border nodes, and show more
degrees of freedom for what concerns the placement of hairs. Accordingly, these ex-
ceptions are handled separately.
The main body of the recognition algorithm is given in procedure Bw2, see Fig. 9.
This procedure considers the nodes of A(G) iteratively: each node u is processed by
a suitable procedure, according to type(u). These procedures take as input u and the
number of free positions on the left of u, denoted by variable L; the returned value is
the (minimum) number of positions required on the right of u, denoted by R. If for
a given u and L no feasible layout exists, R = +∞ is returned. If for some node u
it is R¿p(u) then procedure Bw2 stops returning FAILURE. Otherwise, Bw2 ends
returning SUCCESS.
In order to illustrate the structure of the procedures, we give a short description of
each of them, also mentioning the additional procedures that they use, and report the
detailed implementation of the simplest one, namely ThreeWay, in Fig. 10.
Procedure ThreeWay Hrst checks whether u, corresponding to the 3-way node i, is
the Hrst or the last node in A(G). In the former case, the two longest hairs of i Ht on
the left of i, and ‘3(i) positions are needed on the right of u. In the latter case, the
two longest hairs of i Ht on the right of i, and a feasible layout exists if and only if
the third hair (if present) Hts on the left of i. If u is an internal node in A(G), then i
has at most two hairs, and a feasible layout exists only if the second longest hair (if
any) Hts on the left of i. In this case, the possible layouts for the hairs are explicitly
considered (in particular, if also the longest hair Hts on the left of i, it is better to
place it there). In Fig. 10, we say that a hair of i is left (right) if the corresponding
nodes are placed on the left (right) of i. A hair is left–right (right–left) styled if the
corresponding nodes, except the one adjacent to i, are placed on the right (left) of i.
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Fig. 10. Procedure ThreeWay.
For instance, in Fig. 5, the hair incident with node 13 is left–right styled, whereas the
hair incident with node 15 is on the right of 15. It is immediate to see that ThreeWay
takes O(1) time.
Procedure BiconnectedComponent processes a biconnected component C with
|C|¿ 3. This procedure chooses a node l ∈ C, and then checks all the layouts of
C (at most six) where l is the Hrst (second) node in C from the left, and consequently
one node m ∈ C adjacent to l is the second (Hrst) node from the left. To this aim,
BiconnectedComponent calls a suitable procedure 2 comp layout(C; i; j; L; R), that ex-
plicitly builds the unique layout of C induced by the two leftmost nodes i and j (see
[5]); the return parameters L and R give the minimum number of free positions needed
to the left and to the right of C in the layout, or +∞ if the layout is not feasible. It
is easy to see that 2 comp layout, and thus BiconnectedComponent, take O(|C|) time.
The node l chosen by BiconnectedComponent is the left border of C, if it exists;
otherwise, u= first(A(G)) and l is the right border of C, if it exists; otherwise, u is
the only node in A(G) and l is the node in C with the longest hair. Observe that if l
is the right border of C then the layout from left to right deHned by 2 comp layout is
considered as a layout from right to left by BiconnectedComponent. Accordingly, the
return parameter L is considered as the number of positions needed to the right of C.
Twin pairs and triangles are treated in a similar way by procedures TwinPair and
Triangle. We introduce specialized procedures to deal with double border nodes (pro-
cedures DoubleBorderTwin and DoubleBorderTriangle) and the case where u is the
Hrst or last node in A(G) (procedures EndTwin and EndTriangle). As happens for
biconnected components, the case u = first(A(G)) and u = last(A(G)) are treated in
a similar way: the algorithm Hnds a left to right layout, which is then considered as
right to left if u = first(A(G)). Since the number of possible layouts for twin pairs
and triangles is constant, procedures TwinPair and Triangle take O(1) time.
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Combs with three or more nodes are processed by procedure Comb. Let {u1; : : : ; uk}
be the sequence of nodes in comb K . Procedure Comb considers explicitly the particular
cases arising when k=3. If k ¿ 4, Comb only needs to process the Hrst and last pair of
nodes in the sequence, in order to fulHll the conditions stated in Property 1 and Propo-
sition 3(iv). Procedure CombSide is used to this aim. CombSide(l; r; b; L; OUT; IN )
searches a layout for the pair l; r, where l must be placed to the left of r, and L
positions are available to the left of l; b denotes a left border node, if b ∈ {l; r},
otherwise b= NULL. The return values OUT and IN are the positions needed to the
left and to the right of l; r; if no feasible layouts exist, OUT = IN =+∞ is returned,
otherwise, a layout minimizing IN is chosen.
Procedure Comb applies CombSide to the pairs {u1; u2} and {uk ; uk−1}; in the latter
case, the chosen layout is considered as a right to left one, requiring OUT positions to
the right of the comb, and IN position to the left of uk−1. As follows from Property 1
(c), a layout for K exists if and only if IN 6 1 for both pairs {u1; u2} and {uk ; uk−1},
and IN = 0 for at least one pair. It is easy to see that procedure CombSide takes
constant time, and thus Comb takes O(|K |) time.
From the above observations, it follows immediately that our algorithm runs in
linear time. It must be remarked that the implementation in [1] does not return an
actual layout, but only a short description of how the currently processed nodes and
their hairs are laid out (see procedure ThreeWay). However, it is straightforward to
extend the implementation so that it returns a layout of G of bandwidth 2 if any
exists.
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