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ABSTRACT
By
Yoonsuk Choi

Dr. Shahram Latifi, Examination Committee Chair
Professor of Electrical and Computer Engineering
University of Nevada, Las Vegas

Various image fusion techniques have been studied to meet the requirements of different
applications such as concealed weapon detection, remote sensing, urban mapping,
surveillance and medical imaging. Combining two or more images of the same scene or
object produces a better application-wise visible image. The conventional wavelet
transform (WT) has been widely used in the field of image fusion due to its advantages,
including multi-scale framework and capability of isolating discontinuities at object
edges. However, the contourlet transform (CT) has been recently adopted and applied to
the image fusion process to overcome the drawbacks of WT with its own advantages.
Based on the experimental studies in this dissertation, it is proven that the contourlet
transform is more suitable than the conventional wavelet transform in performing the
image fusion. However, it is important to know that the contourlet transform also has
major drawbacks. First, the contourlet transform framework does not provide shiftinvariance and structural information of the source images that are necessary to enhance
the fusion performance. Second, unwanted artifacts are produced during the image
decomposition process via contourlet transform framework, which are caused by setting
some transform coefficients to zero for nonlinear approximation. In this dissertation, a
novel fusion method using hybrid wavelet-based contourlet transform (HWCT) is
iii

proposed to overcome the drawbacks of both conventional wavelet and contourlet
transforms, and enhance the fusion performance. In the proposed method, Daubechies
Complex Wavelet Transform (DCxWT) is employed to provide both shift-invariance and
structural information, and Hybrid Directional Filter Bank (HDFB) is used to achieve less
artifacts and more directional information. DCxWT provides shift-invariance which is
desired during the fusion process to avoid mis-registration problem. Without the shiftinvariance, source images are mis-registered and non-aligned to each other; therefore, the
fusion results are significantly degraded. DCxWT also provides structural information
through its imaginary part of wavelet coefficients; hence, it is possible to preserve more
relevant information during the fusion process and this gives better representation of the
fused image. Moreover, HDFB is applied to the fusion framework where the source
images are decomposed to provide abundant directional information, less complexity, and
reduced artifacts.
The proposed method is applied to five different categories of the multimodal image
fusion, and experimental study is conducted to evaluate the performance of the proposed
method in each multimodal fusion category using suitable quality metrics. Various
datasets, fusion algorithms, pre-processing techniques and quality metrics are used for
each fusion category. From every experimental study and analysis in each fusion
category, the proposed method produced better fusion results than the conventional
wavelet and contourlet transforms; therefore, its usefulness as a fusion method has been
validated and its high performance has been verified.
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CHAPTER 1
INTRODUCTION
1.1. Image Fusion
Image fusion is a process to combine multisource imagery data using advanced fusion
techniques including fusion framework, schemes and algorithms. The main purpose is the
integration of disparate and complementary data to enhance the information apparent in
the images as well as to increase the reliability of the interpretation. This leads to more
accurate data [1] and increased utility [2]. It is also stated that fused data provides robust
operational performance, increased confidence, reduced ambiguity, improved reliability
and improved classification [2]. Image fusion is generally applied to digital imagery for
the following applications that are valuable in human life [3]-[10]:


Geographical change detection



Deforestation monitoring



Glacier monitoring



Hazards monitoring



Military target detection



Border security surveillance



Early detection of medical symptoms like a cancer



Urban mapping



Replace defective data



Object identification and classification
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1.2. Multimodal Image Fusion
Multimodal Image fusion techniques have been employed in various applications, such as
target detection, remote sensing, urban mapping and medical imaging. Combining two or
more images from heterogeneous sources usually produces a better application-wise
visible image [11]. The fusion of different images can reduce the uncertainty related to a
single image. Furthermore, image fusion should include techniques that can implement
the geometric alignment of several images acquired by different sensors. Such techniques
are called a multimodal or multisensor image fusion [12]. The resultant fused images are
usually efficiently used in many military and security applications, such as target
detection, object tracking, weapon detection, night vision, etc.
With the availability of multisensor data in many fields, such as remote sensing, medical
imaging or machine vision, sensor fusion has emerged as a new and promising research
area. It is possible to have several images of the same scene providing different
information although the scene is the same. This is because each image has been captured
with a different sensor. If we are able to merge the heterogeneous information that is
collected from different image sensors, we can obtain a new and improved image which
is called a multimodal fusion image.
In general, the problem that image fusion tries to solve is to combine information from
several images (sensors) taken from the same scene in order to achieve a new fused
image, which contains the best information coming from the original images. Hence, the
resultant fused image has better quality than any of the original images.
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1.3. Applications of Multimodal Image Fusion
There are an increasing number of applications in which multimodal images are used to
improve and enhance image interpretation. This section gives some examples of
multimodal image fusion comprising the combination of multiple images and ancillary
data with remote sensing images:


Topographic mapping and map updating



Land use, agriculture and forestry



Flood monitoring



Ice and snow monitoring



Geology

Each section contains a list of references for further reading on these topics.
1.3.1. Topographic Mapping and Map Updating
Image fusion as a tool for topographic mapping and map updating has its importance in
the provision of up-to-date information. Areas that are not covered by one sensor might
be contained in another. In the field of topographic mapping or map updating,
combinations of visible and infrared (VIR) and synthetic aperture radar (SAR) are used.
The optical data serves as a reference while the SAR data that can be acquired at any time
provides the most recent situation. In addition the two datasets complement each other in
terms of information contained in the imagery. Work in this field has been studied by
many researchers and among them are discussed in [13]-[28].
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1.3.2. Land Use, Agriculture and Forestry
Regarding the classification of land use, the combination of VIR with SAR data helps
discriminating classes which are not distinguishable in the optical data alone based on the
complementary information provided by the two data sets [29]-[32]. Similarly, crop
classification in agriculture applications is facilitated [33]-[35]. Concerning multisensor
SAR image fusion, the difference in incidence angles data may solve ambiguities in the
classification results [36]. Multitemporal SAR is a valuable data source in countries with
frequent cloud cover and successfully used in crop monitoring. Especially, for
Developing Countries the fusion of SAR data with VIR is a cost effective approach
which enables continuous monitoring [37]-[39]. Optical and microwave image fusion is
also well known for the purpose of identifying and mapping forest cover and other types.
The combined optical and microwave data provide a unique combination that allows
more accurate identification, as compared to the results obtained with the individual
sensors [40]-[45]. With the implementation of fusion techniques using multisensor
optical data, the accuracy of urban area classification is improved mainly due to the
integration of multispectral with high spatial resolution [46]-[48].
1.3.3. Flood Monitoring
In the field of the management of natural hazards and flood monitoring, multisensor
VIR/SAR images play an important role. In general, there are two advantages to
introduce SAR data in the fusion process with optical imagery:
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1. SAR is sensitive to the di-electric constant which is an indicator for the humidity
of the soil. In addition, many SAR systems provide images in which water can be
clearly distinguished from land.
2. SAR data is available at any time of the day or year independent from cloud cover
or daylight. This makes it a valuable data source in the context of regular
temporal data acquisition necessary for monitoring purposes.
For the representation of the pre-flood situation the optical data provides a good basis.
The VIR image represents the land use and the water bodies before flooding. Then, SAR
data acquisition at the time of the flood can be used to identify flood extent and damage.
Examples of multisensor fusion for flood monitoring are described by [49]-[54]. Others
rely on multitemporal SAR image fusion to assess flood extents and damage [55]-[61].
Furthermore, multitemporal SAR or SAR/VIR combinations are used together with
topographic maps [62]-[65].
1.3.4. Ice and Snow Monitoring
The fusion of data in the field of ice monitoring provides results with higher reliability
and more detail [66], [67]. Regarding the use of SAR from different orbits for snow
monitoring, the amount of distorted areas due to layover, shadow and foreshortening can
be reduced significantly [68].
1.3.5. Geology
Multimodal image fusion is well implemented in the field of geology and widely applied
techniques for geological mapping. It is a well-known fact that the use of multisensor
data improves the interpretation capabilities of the images. Geological features which are
5

not visible in the single data alone are detected from integrated imagery. In most cases
VIR is combined with SAR based on the fact that the data sets complement each other.
They introduce information on soil geochemistry, vegetation and land use (VIR) as well
as soil moisture, topography and surface roughness (SAR) [69]-[88].
1.4. Challenges and Approaches
There are many different methods in the multimodal image fusion. The Brovey
Transform (BT), Intensity Hue Saturation (IHS) and Principal Component Analysis (PCA)
[89] provide the basis for many commonly used image fusion techniques. Intensity-huesaturation method is the oldest method used in image fusion. It performs in RGB domain.
The RGB input image is then transformed to IHS domain. Inverse IHS transform is used
to convert the image to RGB domain [90]. Brovey transform is based on the chromacity
transform. In the first step, the RGB input image is normalized and multiplied by the
other image. The resultant image is then added to the intensity component of the RGB
input image [91]. Principal component analysis-based image fusion methods are similar
to IHS methods, without any limitation in the number of fused bands. Some of these
techniques improve the spatial resolution while distorting the original chromaticity of the
input images, which is a major drawback.
Recently, great interests have arisen on new transform techniques that utilize the multiresolution analysis, such as wavelet transform (WT). The multi-resolution decomposition
schemes decompose input images into different scales or levels of frequencies. Wavelet
based image fusion techniques are implemented by replacing the detail components (high
frequency coefficients) from one input image with the detail components from another
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input image. However, the wavelet based fusion techniques are not optimal in capturing
two-dimensional singularities from the input images. The two-dimensional wavelets,
which are obtained by a tensor-product of one-dimensional wavelets, are good in
detecting the discontinuities at edge points. However, the 2-D wavelets exhibit limited
capabilities in detecting the smoothness along the contours [92]. Moreover, the
singularity in some objects is due to the discontinuity points located at the edges. These
points are located along smooth curves rendering smooth boundaries of objects.
Contourlet transform (CT) was introduced by Do and Vetterli in 2005 [93]. This
transform is more suitable for constructing multi-resolution and multi-directional
expansions, and capable in detecting the discontinuities at edge points and the
smoothness along the contours. In the contourlet transform, a Laplacian pyramid (LP) is
employed in the first stage, while directional filter banks (DFB) are used in the angular
decomposition stage. However, the contourlet transform does not provide shift-invariance
and structural information; hence, it may not be the optimum choice for image processing
applications such as image fusion. Recently, some approaches have been attempted to
introduce image transforms based on the DFB with the capability of both radial and
angular decomposition. The octave-band directional filter banks [94] are a new family of
directional filter banks that offer an octave-band radial decomposition as well. Another
approach is the critically sampled contourlet (CRISP-contourlet) transform [95], which is
realized using a one-stage non-separable filter bank. Using similar frequency
decomposition to that of the contourlet transform, it provides a non-redundant version of
the contourlet transform. The second major drawback of the contourlet transform is the
occurrence of artifacts that are caused by setting some transform coefficients to zero for
7

nonlinear approximation during the fusion process. These unwanted artifacts occur in the
areas with useful information; hence, there is a possibility of losing important
characteristics or information after the fusion process is completed.

Figure 1. Comparison of wavelet transform and contourlet transform.

Figure 2. Challenges in contourlet transform.
8

In this study, a new fusion method is proposed using hybrid wavelet-based contourlet
transform (HWCT). Daubechies complex wavelets are used in the first stage filter bank to
realize multiscale subband decompositions with shift-invariance and structural
information. Hybrid directional filter bank is employed in the second stage filter bank to
achieve angular decompositions with reduced artifacts. Figure 2 depicts the challenges of
the contourlet transform and the approaches to overcome the drawbacks.
1.5. Outline of this Dissertation
This dissertation focuses on the study of multimodal image fusion and proposes a novel
fusion method using hybrid wavelet-based contourlet transform (HWCT). Although both
wavelet and contourlet transforms have advantages, the main challenge is to overcome
their major drawbacks and enhance the fusion performance. First, the contourlet
transform framework does not provide shift-invariance and structural information of the
source images that are necessary to enhance the fusion performance. Second, unwanted
artifacts are produced during the image decomposition process via contourlet transform
framework, which are caused by setting some transform coefficients to zero for nonlinear
approximation.
In this dissertation, a novel fusion method using hybrid wavelet-based contourlet
transform (HWCT) is proposed to overcome the drawbacks of both conventional wavelet
and contourlet transforms, and enhance the fusion performance. In the proposed method,
Daubechies Complex Wavelet Transform (DCxWT) is employed to provide both shiftinvariance and structural information, and Hybrid Directional Filter Bank (HDFB) is used
to achieve less artifacts and more directional information. DCxWT provides shift-
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invariance which is desired during the fusion process to avoid mis-registration problem.
Without the shift-invariance, source images are mis-registered and non-aligned to each
other; therefore, the fusion results are significantly degraded. DCxWT also provides
structural information through its imaginary part of wavelet coefficients; hence, it is
possible to preserve more relevant information during the fusion process and this gives
better representation of the fused image. Moreover, HDFB is applied to the fusion
framework where the source images are decomposed to provide abundant directional
information, less complexity, and reduced artifacts.
The proposed method is applied to five different categories of the multimodal image
fusion: i) remote sensing image fusion, ii) medical image fusion, iii) infrared image
fusion, iv) radar image fusion, and v) multi-focus image fusion. Experimental study is
conducted to evaluate the performance of the proposed method in each multimodal fusion
category using suitable quality metrics.
In Chapter 2, the transform theories are explained in detail, beginning with the wavelet
theory. Based on the wavelet theory, the wavelet transform and the contourlet transform
are discussed because both transforms are a foundation of the proposed method.
In Chapter 3, four most widely used fusion methods, namely Intensity-Hue-Saturation
(IHS), Principal Component Analysis (PCA), Wavelet-based Fusion and Contourletbased Fusion, are discussed in detail. After the discussion of each fusion method,
comparative analyses are conducted using several multimodal datasets and quality
metrics.

10

In Chapter 4, the hybrid wavelet-based contourlet transform (HWCT) modeling is
discussed first in detail. Next, the Daubechies complex wavelet transform (DCxWT) is
discussed, especially in terms of its advantages and usefulness in the image fusion
process. Lastly, the hybrid directional filter bank modeling is discussed, especially in
terms of its capability in obtaining abundant directional information during the
decomposition process with reduced artifacts.
In Chapter 5, three most important pre-processing steps are discussed in detail: i) image
registration, ii) band selection, and iii) decomposition level. Performance evaluations are
conducted for each pre-processing technique to show what method produces the best
fusion results.
In Chapter 6, five different categories of the multimodal image fusion are discussed with
detailed experimental study and analysis for each category. For each category, numerous
multimodal datasets are used in the experiments, and different quality metrics are
employed to analyze and evaluate the fusion results. Moreover, for each multimodal
fusion category, a different fusion algorithm is used due to the characteristics of the
multimodal datasets, i.e., it is not a good idea to apply the same fusion algorithm to every
category.
The dissertation concludes in Chapter 7 with a summary of research findings,
experimental results and contributions. This chapter also provides a summary of possible
future work that can be further conducted.
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CHAPTER 2
TRANSFORM THEORIES
2.1. Wavelet Theory
Wavelet theory is a relatively recent branch of mathematics. The first and simplest
wavelet was developed by Alfred Haar in 1909. The Haar wavelet belongs to the group of
wavelets known as Daubechies wavelets, which are named after Ingrid Daubechies, who
proved the existence of wavelet families whose scaling functions have certain useful
properties, namely compact support over an interval, at least one non-vanishing moment,
and orthogonal translates. Because of its simplicity (see Eq. (1) and Figure 3), the Haar
wavelet is useful for illustrating the basic concepts of wavelet theory but has limited
utility in applications.


1


 1, 0  x  2


1
1, 0  x  1

Haar ( x)  
 Haar ( x)  1,
 x 1
0,
otherwise
2



 0, otherwise





Figure 3. Haar wavelet.
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(1)

Various researchers further developed the concept of wavelets over the next half century
but it was not until the 1980’s that the relationships between quadrature mirror filters,
pyramid algorithms, and orthonormal wavelet bases were discovered, allowing wavelets
to be applied in signal processing. Over the past decade, there has been an increasing
amount of research into the applications of wavelet transforms to remote sensing,
particularly in image fusion. It has been found that wavelets can be used to extract detail
information from one image and inject it into another, since this information is contained
in high frequencies and wavelets can be used to select a set of frequencies in both time
and space. The resulting merged image, which can in fact be a combination of any
number of images, contains the best characteristics of all the original images.
2.1.1. Wavelet Family
Wavelets can be described in terms of two groups of functions: wavelet functions and
scaling functions. It is also common to refer to them as families: the wavelet function is
the “mother” wavelet, the scaling function is the “father” wavelet, and transformations of
the parent wavelets are “daughter” and “son” wavelets.
A. Wavelet Functions
Generally, a wavelet family is described in terms of its mother wavelet, denoted as ψ(x).
The mother wavelet must satisfy certain conditions to ensure that its wavelet transform is
stably invertible. These conditions are:

  ( x)

2

dx  1

  ( x) dx  
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(2)

(3)

 ( x)dx  0

(4)

The conditions specify that the function must be an element of L2(R), and in fact must
have normalized energy, that it must be an element of L1(R), and that it has zero mean
[96]. The third condition allows the addition of wavelet coefficients without changing the
total flux of the signal. Other conditions might be specified according to the application.
For example, the wavelet function might need to be continuous, or continuously
differentiable, or it might need to have compact support over a specific interval, or a
certain number of vanishing moments. Each of these conditions affects the results of the
wavelet transform.
To apply a wavelet function, it must be scaled and translated. Generally, a normalization
factor is also applied so that the daughter wavelet inherits all of the properties of the
mother wavelet. A daughter wavelet  a ,b ( x) is defined by the following equation:



1

 a ,b ( x)  a 2 (( x  b) / a)

(5)

Where a, b  R and a  0 ; a is called the scaling or dilation factor and b is called the
translation factor. In most practical applications, it is necessary to place limits on the
values of a and b . A common choice is a  2 j and b  2 j k , where j and k are
integers. The resulting equation is:
1

 j ,k ( x)  2 2 (2 j x  k )
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(6)

This choice for dilation and translation factors is called a dyadic sampling. Changing j
by one corresponds to changing the dilation by a factor of two, and changing k by one
corresponds to a shift of 2 j . Figure 4 uses the Haar wavelet to illustrate the relationship
of daughter wavelets to the mother wavelet and the effect of varying dilation and
translation for both the general equation and the dyadic equation. The mother wavelet is

 1,0 ( x) in Figure 4(a) and  0.0 ( x) in Figure 4(b). Non-integer values are used for j and
k in one example in Figure 4(b) to allow direct comparison with  0.5,1.5 ( x) in Figure 4(a).

Figure 4. Mother wavelet and daughter wavelets. (a) Daughter wavelets according to
Eq. 5. (b) Daughter wavelets according to Eq. 6.

2.1.2. Scaling Functions
In discrete wavelet transforms, a scaling function, or father wavelet, is needed to cover
the low frequencies. If the mother wavelet is regarded as a high pass filter then the father
wavelet, denoted as  ( x) , should be a low pass filter. To ensure that this is the case, it
cannot have any vanishing moments. It is useful to specify that, in fact, the father wavelet
has a zeroeth moment, or mean, equal to one:
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  ( x)dx  1

(7)

In mathematical terms,  ( x) is chosen so that the set  ( x  k ), k  Z  forms an
orthonormal basis for the reference space V0 . A subspace V j is spanned by
1


j
 j ,k ( x)  2 2  (2 x  k ), k  Z  . Mutiresolution analysis makes use of a closed and



nested sequence of subspaces V j 

jZ

, which is dense in L2 ( R) : each subsequent

subspace is at a higher resolution and contains all the subspaces at lower resolutions [97].
Since the father wavelet is in V0 , it, as well as the mother wavelet, can be expressed as
linear combinations of the basis functions for V1 , 1,k ( x) :

 ( x)   lki ,k ( x)

(8)

 ( x)   hki ,k ( x)

(9)

k

k

1

The set  j ,k ( x)  2 2 (2 j x  k ),



k  Z  then forms a basis for W j , with W j being


the orthogonal complement to V j and W j 
forming a basis for L2 ( R) . In practice,
jZ
neither the scaling function nor the wavelet function is explicitly derived. Provided that
the wavelet function has compact support, the scaling function is equivalent to a scaling
filter and it is sufficient to determine the filter coefficients. The coefficients lk in Eq. 8
form this scaling, or lowpass filter and the coefficients hk in Eq. 9 form the wavelet, or
highpass filter. To ensure that a signal can be exactly reconstructed from its
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decomposition, the scaling coefficients and wavelet coefficients must form a quadrature
mirror filter [98].
In this case, the relationship between the coefficients is given as follows:

h  L  1  n  (1)n l[n] .

(10)

, where L is the length of the filter and 0  n  L .
Since it can be difficult to create wavelets that meet certain specific needs, yet are
orthogonal, this condition is relaxed in the group of wavelets known as biorthogonal
wavelets. These have two scaling functions, which may generate different multiresolution
analyses, and two wavelet functions. They must satisfy the biorthogonality condition,

l l
nZ

n n2m

 2 m,0

(11)

, where l and l are the coefficients for the two scaling functions, which do not have to
be the same length [99]. Biorthogonal wavelets are used in image compression, as well as
other applications.

2.2. Wavelet Transform
Wavelet transform provides a framework in which a signal is decomposed, with each
level corresponding to a coarser resolution, or lower frequency band. There are two main
groups of transforms, continuous and discrete. Discrete transforms are more commonly
used and can be subdivided in various categories.
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2.2.1. Continuous Wavelet Transform
A continuous wavelet transform is performed by applying an inner product to the signal
and the wavelet functions. The dilation and translation factors are elements of the real
line. For a particular dilation a and translation b , the wavelet coefficient W f (a, b) for a
signal f can be calculated as follows:

W f (a, b)  f , a ,b   f ( x) a ,b ( x)dx

(12)

Wavelet coefficients represent the information contained in a signal at the corresponding
dilation and translation. The original signal can be reconstructed by applying the inverse
transform:

1
f ( x) 
Cw

 

 W

f

(a, b) a ,b ( x)db

 

da
a2

(13)

, where C is the normalization factor of the mother wavelet [100].
Although the continuous wavelet transform is simple to describe mathematically, both the
signal and the wavelet function must have closed forms, making it difficult or impractical
to apply. The discrete wavelet is used instead.
2.2.2. Discrete Wavelet Transform
The term discrete wavelet transform (DWT) is a general term, encompassing several
different methods. It must be noted that the signal itself is continuous; discrete refers to
discrete sets of dilation and translation factors and discrete sampling of the signal. For
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simplicity, it will be assumed that the dilation and translation factors are chosen so as to
have dyadic sampling, but the concepts can be extended to other choices of factors.
At a given scale J , a finite number of translations are used in applying multiresolution
analysis to obtain a finite number of scaling and wavelet coefficients. The signal can be
represented in terms of these coefficients as:
J

f ( x)   CJKJK ( x)  d jk jk ( x)

(14)

j 1 k

k

, where CJK is the scaling coefficient and d jk is the wavelet coefficient. The first term in
Eq. 14 gives the low-resolution approximation of the signal while the second term gives
the detailed information at resolutions from the original down to the current resolution J
[101]. The process of applying the DWT can be represented as a bank of filters, as in
Figure 5. At each level of decomposition, the signal is split into high frequency and low
frequency components; the low frequency components can be further decomposed until
the desired resolution is reached. When multiple levels of decomposition are applied, the
process is referred to as multiresolution decomposition. In practice when wavelet
decomposition is used for image fusion, one level of decomposition can be sufficient, but
this depends on the ratio of the spatial resolutions of the images being fused (for dyadic
sampling, a 1:2 ratio is needed).
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(a)

(b)
Figure 5. Three-level one-dimensional discrete wavelet transform. (a) Filter bank
representation. (b) Results in frequency domain.

The wavelet and scaling filters are one-dimensional, necessitating a two-stage process for
each level in the multiresolution analysis: the filtering and down-sampling are first
applied to the rows of the image and then to its columns. This produces four images at the
lower resolution, one approximation image and three wavelet coefficient, or detail,
images. In Figure 6(a), x[n] represents the original image; in both Figure 6(a) and (b), A,
HD, VD, and DD are the sub-images produced after one level of transformation. The A
sub-image is the approximation image and results from applying the scaling or low-pass
filter to both rows and columns. A subsequent level of transformation would be applied
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only to this sub-image. The HD subimage contains the horizontal details (from low-pass
on rows, high-pass on columns), the VD sub-image contains the vertical details (from
high-pass on rows, lows-pass on columns) and the DD sub-image contains the diagonal
details (from high-pass, or wavelet filter, on both rows and columns) [101].

(a)

(b)
Figure 6. One-level two-dimensional discrete wavelet transform. (a) Filter bank
representation. (b) Image representation.

The image decomposition examples using the discrete wavelet transform are shown in
below Figure 7. It depicts one stage of 2-D DWT multiresolution image decomposition.
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Next, Figure 8 shows a difference between one-level image decomposition and two-level
image decomposition.

Figure 7. One stage of 2-D DWT multiresolution image decomposition.

(a)
(b)
Figure 8. A representation of (a) one-level and (b) two-level image decomposition.
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2.3. Contourlet Transform
2.3.1. Contourlet Transform Framework
The wavelet transform is good at isolating the discontinuities at object edges, but cannot
detect the smoothness along the edges. Moreover, it can capture limited directional
information. The contourlet transform can effectively overcome the disadvantages of
wavelet; contourlet transform is a multi-scale and multi-direction framework of discrete
image. In this transform, the multi-scale analysis and the multi-direction analysis are
separated in a serial way. The Laplacian pyramid (LP) [102] is first used to capture the
point discontinuities, then followed by a directional filter bank (DFB) [103] to link point
discontinuities into linear structures. The overall result is an image expansion using basic
elements like contour segments. The framework of contourlet transform is shown in
Figure 9.

Figure 9. The contourlet transform framework.
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2.3.2. Laplacian Pyramid
One way to obtain a multiscale decomposition is to use the Laplacian pyramid (LP)
introduced by Burt and Adelson [102]. The LP decomposition at each level generates a
downsampled lowpass version of the original and the difference between the original and
the prediction, resulting in a bandpass image. Figure 10(a) depicts this decomposition
process, where H and G are called (lowpass) analysis and synthesis filters, respectively,
and M is the sampling matrix. The process can be iterated on the coarse (downsampled
lowpass) signal. Note that in multidimensional filter banks, sampling is represented by
sampling matrices; for example, downsampling x[n] by M yields xd [n]  x[Mn] , where
M is an integer matrix [104].

(a)

(b)
Figure 10. Laplacian pyramid. (a) One-level decomposition. The outputs are a coarse
approximation a[n] and a difference b[n] between the original signal and the prediction.
(b) The new reconstruction scheme for the Laplacian pyramid [104][26].
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A drawback of the LP is the implicit oversampling. However, in contrast to the critically
sampled wavelet scheme, the LP has the distinguishing feature that each pyramid level
generates only one bandpass image (even for multidimensional cases), and this image
does not have “scrambled” frequencies. This frequency scrambling happens in the
wavelet filter bank when a highpass channel, after downsampling, is folded back into the
low frequency band, and thus its spectrum is reflected. In the LP, this effect is avoided by
downsampling the lowpass channel only.
2.3.3. Directional Filter Bank
Bamberger and Smith [103] constructed a 2-D directional filter bank (DFB) that can be
maximally decimated while achieving perfect reconstruction. The DFB is efficiently
implemented via an l-level binary tree decomposition that leads to 2l subbands with
wedge-shaped frequency partitioning as shown in Figure 11(a). The original construction
of the DFB in [103] involves modulating the input image and using quincunx filter banks
with diamond-shaped filters [105]. To obtain the desired frequency partition, a
complicated tree expanding rule has to be followed for finer directional.
In [106], a new construction for the DFB that avoids modulating the input image is
proposed and this new construction has a simpler rule for expanding the decomposition
tree. The simplified DFB is intuitively constructed from two building blocks. The first
building block is a two-channel quincunx filter bank with fan filters (see Figure 12) that
divides a 2-D spectrum into two directions: horizontal and vertical. The second building
block of the DFB is a shearing operator, which amounts to just reordering of image
samples. Figure 13 shows an application of a shearing operator where a −45◦ direction
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edge becomes a vertical edge. By adding a pair of shearing operator and its inverse
(“unshearing”) to before and after, respectively, a two-channel filter bank in Figure 12,
we obtain a different directional frequency partition while maintaining perfect
reconstruction. Thus, the key in the DFB is to use an appropriate combination of shearing
operators together with two-direction partition of quincunx filter banks at each node in a
binary tree-structured filter bank, to obtain the desired 2-D spectrum division as shown in
Figure 11(a).
Using multirate identities [107], it is instructive to view an l-level tree-structured DFB
equivalently as a 2l parallel channel filter bank with equivalent filters and overall
sampling matrices as shown in Figure 11(b). Denote these equivalent (directional)
synthesis filters as Dk(l ) , 0  k  2l , which correspond to the subbands indexed as in Figure
11(a). The corresponding overall sampling matrices were shown [106] to have the
following diagonal forms:

diag (2l 1 , 2)
Sk(l )  
l 1
diag (2, 2 )

for 0  k  2l 1
,
for 2l 1  k  2l

(15)

, which means sampling is separable. The two sets correspond to the mostly horizontal
and mostly vertical set of directions, respectively.
From the equivalent parallel view of the DFB, we see that the family,

d

(l )
k

[n  Sk(l ) m]

0 k  2l , mZ 2

,

(16)

obtained by translating the impulse responses of the equivalent synthesis filters Dk(l ) over
the sampling lattices by S k(l ) , provides a basis for discrete signals in l 2 (Z2 ) . This basis
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exhibits both directional and localization properties. These basis functions have quasilinear supports in space and span all directions. In other words, the basis (4) resembles a
local Radon transform and are called Radonlets. Furthermore, it can be shown [106] that
if the building block filter bank in Figure 12 uses orthogonal filters, then the resulting
DFB is orthogonal and (4) becomes an orthogonal basis.

(a)

(b)
Figure 11. Directional filter bank. (a) Frequency partitioning where l=3 and there are
23=8 real wedge-shaped frequency bands. Subbands 0-3 correspond to the mostly
horizontal directions, while subbands 4-7 correspond to the mostly vertical directions. (b)
The multichannel view of an l-level tree-structured directional filter bank.
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Figure 12. Two-dimensional spectrum partition using quincunx filter banks with fan
filters. The black regions represent the ideal frequency supports of each filter. Q is a
quincunx sampling matrix.

Figure 13. Example of shearing operation that is used like a rotation operation for DFB
decomposition.

2.3.4. Contourlet Filter Bank
Figure 14 shows the contourlet filter bank. First, multi-scale decomposition is performed
by the Laplacian pyramid, and then a directional filter bank is applied to each band pass
channel.
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Figure 14. The contourlet filter bank.
Contourlet expansion of images consists of basis images oriented at various directions in
multiple scales with flexible aspect ratio. In addition to retaining the multi-scale and
time-frequency localization properties of wavelets, the contourlet transform offers high
degree of directionality. Contourlet transform adopts non-separable basis functions,
which makes it capable of capturing the geometrical smoothness of the contour along any
possible direction. Compared with traditional image expansions, contourlet can capture
2-D geometrical structure in natural images much more efficiently [108].
Furthermore, for image enhancement, one needs to improve the visual quality of an
image with minimal image distortion. Wavelet-based methods present some limitations
because they are not well adapted to the detection of highly anisotropic elements such as
alignments in an image. Contourlet transform (CT) has better performance in
representing the image salient features such as edges, lines, curves and contours than
wavelet transform because of CT’s anisotropy and directionality. Therefore, CT is wellsuited for multi-scale edge based image enhancement.
29

Figure 15. Comparison between actual 2-D wavelets (left) and contourlets (right) [109].
To highlight the difference between the wavelet and contourlet transform, Figure 15
shows a few wavelet and contourlet basis images. It is possible to see that contourlets
offer a much richer set of directions and shapes, and thus they are more effective in
capturing smooth contours and geometric structures in images [109].
2.4. Summary
The proposed fusion method (see Chapter 4) is based on both wavelet transform and
contourlet transform, which are based on the wavelet theory. Therefore, the wavelet
theory is briefly explained in Section 2.1 as a basis for the subsequent chapters and
discussions. The most widely used transforms in the field of fusion are the wavelet
transform and the contourlet transform, and these two transforms serve as a foundation of
the proposed fusion method. In order to provide readers with better understanding, the
wavelet transform and the contourlet transform are discussed in detail, in Section 2.2 and
Section 2.3, respectively.
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CHAPTER 3
FUSION METHODS
3.1. Intensity-Hue-Saturation (IHS)
The IHS color transformation effectively separates spatial (I) and spectral (H, S)
information from a standard RGB image. It relates to the human color perception
parameters. The mathematical context is expressed by Eq. 17. I relates to the intensity,
while ‘v1’ and ‘v2’ represent intermediate variables which are needed in the
transformation. H and S stand for Hue and Saturation [110].
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There are two ways of applying the IHS technique in image fusion: direct and
substitutional. The first refers to the transformation of three image channels assigned to I,
H and S [111]. The second transforms three channels of the data set representing RGB
into the IHS color space which separates the color aspects in its average brightness
(intensity). This corresponds to the surface roughness, its dominant wavelength
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contribution (hue) and its purity (saturation) [112], [113]. Both the hue and the saturation
in this case are related to the surface reflectivity or composition [114]. Then, one of the
components is replaced by a fourth image channel which is to be integrated. In many
published studies the channel that replaced one of the IHS components is contrast
stretched to match the latter. A reverse transformation from IHS to RGB as presented in
Eq. 18 converts the data into its original image space to obtain the fused image [115]. The
IHS technique has become a standard procedure in image analysis. It serves color
enhancement of highly correlated data, feature enhancement, the improvement of spatial
resolution and the fusion of disparate data sets.
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The use of IHS technique in image fusion is manifold, but based on one principle: the
replacement of one of the three components (I, H or S) of one data set with another image.
Most commonly the intensity channel is substituted. Replacing the intensity (sum of the
bands) by a higher spatial resolution value and reversing the IHS transformation leads to
composite bands. These are linear combinations of the original (resampled) multispectral
bands and the higher resolution panchromatic band.
A variation of the IHS fusion method applies a stretch to the hue saturation components
before they are combined and transformed back to RGB. This is called color contrast
stretching. The IHS transformation can be performed either in one or in two steps. The
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two step approach includes the possibility of contrast stretching the individual I, H and S
channels. It has the advantage of resulting in color enhanced fused imagery. A closely
related color system to IHS is the HSV: hue, saturation and value.
3.2. Principal Component Analysis (PCA)
The PCA is useful for image encoding, image data compression, image enhancement,
digital change detection, multitemporal dimensionality and image fusion. It is a statistical
technique that transforms a multivariate data set of intercorrelated variables into a data
set of new un-correlated linear combinations of the original variables. It generates a new
set of axes which are orthogonal.
The approach for the computation of the principal components (PCs) comprises the
calculation of:
1. Covariance (unstandardized PCA) or correlation (standardized PCA) matrix
2. Eigenvalues and eigenvectors
3. PCs
An inverse PCA transforms the combined data back to the original image space. The use
of the correlation matrix implies a scaling of the axes so that the features receive a unit
variance. It prevents certain features from dominating the image because of their large
digital numbers. The signal-to-noise ratio (SNR) is significantly improved applying the
standardized PCA [116], [117]. Better results are obtained if the statistics are derived
from the whole study area rather than from a subset area [118]. The PCA technique can
also be found under the expression Karhunen Loeve approach [119].
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Two types of PCA can be performed: selective or standard. The latter uses all available
bands of the input image and the selective PCA uses only a selection of bands which are
chosen based on a priori knowledge or application purposes. In case of TM the first three
PCs contain 98-99 percent of the variance and therefore are sufficient to represent the
information.
PCA in image fusion has two approaches:
1. PCA of multichannel image replacement of first principal component by different
images (Principal Component Substitution - PCS).
2. PCA of all multi-image data channels.
The first version follows the idea of increasing the spatial resolution of a multichannel
image by introducing an image with a higher resolution. The channel which will replace
PC1 is stretched to the variance and average of PC1. The higher resolution image
replaces PC1 since it contains the information which is common to all bands while the
spectral information is unique for each band; PC1 accounts for maximum variance which
can maximize the effect of the high resolution data in the fused image.
The second procedure integrates the disparate natures of multisensor input data in one
image. The image channels of the different sensor are combined into one image file and a
PCA is calculated from all the channels.
A similar approach to the PCS is accomplished in the C-stretch (color stretch) [120] and
the D-stretch (de-correlation stretch) [121]. The de-correlation stretch helps to overcome
the perceived problem that the original data often occupy a relatively small portion of the
overall data space [121]. In D-stretching three-channel multispectral data are transformed
34

on to principal component axes, stretched to give the data a spherical distribution in
feature space and then transformed back onto the original axes. In C-stretching PC1 is
discarded, or set to a uniform DN across the entire image, before applying the inverse
transformation. This yields three color stretched bands which, when composited, retain
the color relations of the original color composite but albedo and topographically induced
brightness variations are removed.
The PCA approach is sensitive to the choice of area to be analyzed. The correlation
coefficient reflects the tightness of a relation for a homogeneous sample. However, shifts
in the band values due to markedly different cover types also influence the correlations
and particularly the variances [121].
3.3. Wavelet-based Fusion
A mathematical tool developed originally in the field of signal processing can also be
applied to fuse image data following the concept of the multiresolution analysis (MRA)
[122]. Another application is the automatic geometric registration of images, one of the
pre-requisites to pixel based image fusion [123]. The wavelet transform creates a
summation of elementary functions (wavelets) from arbitrary functions of finite energy.
The weights assigned to the wavelets are the wavelet coefficients which play an
important role in the determination of structure characteristics at a certain scale in a
certain location. The interpretation of structures or image details depend on the image
scale which is hierarchically compiled in a pyramid produced during the MRA.
The wavelet transform in the context of image fusion is used to describe differences
between successive images provided by the MRA. Once the wavelet coefficients are
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determined for the two images of different spatial resolution, a transformation model can
be derived to determine the missing wavelet coefficients of the lower resolution image.
Using these it is possible to create a synthetic image from the lower resolution image at
the higher spatial resolution. This image contains the preserved spectral information with
the higher resolution, hence showing more spatial detail.
3.4. Contourlet-based Fusion
The distribution of the coefficients of contourlet transform is related with the parameter
n-levels given in the DFB stage decomposition where n-levels is one-dimensional vector.
The parameter, n-levels is used to store the parameters of the decomposition level of each
level of pyramid for DFB. If the parameter of the decomposition level is 0 for DFB, DFB
will use the wavelet to process the subimage of pyramid. If the parameter is lj, the
decomposition level of DFB is 2lj, which means that the subimage is divided into 2lj
directions. Corresponding to the vector parameter n-levels, the coefficient Y of the
contourlet decomposition is a vector too. The length of Y is equal to the length (n-levels)
+1. Y{1} is the subimage of the low frequency. Y{i}(i = 2,... Len) is the directional
subimage obtained by DFB decomposition, where i denotes the i-th level pyramid
decomposition.
Fusion methods based on contourlet analysis combine decomposition coefficients of two
or more source images using a certain fusion algorithm. Then, the inverse transform is
performed on the combined coefficients resulting in the fused image. A general scheme
for contourlet-based fusion methods is shown in Figure 16, where Image 1 and Image 2
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denote the input images, CT represents the contourlet transform, and Image F is the final
fused image.

Figure 16. General framework for contourlet-based image fusion.
3.5. Comparative Analysis and Results
3.5.1. Experimental Study and Analysis
In this section, experiments are conducted in order to compare and analyze which fusion
method is optimal in the image fusion process. Pre-processing of the datasets, fusion
process, fusion algorithms or schemes and performance quality metrics are explained in
detail in the following chapters. The main point of this section; however, is to provide the
readers with a clear view on the fusion performance of four different methods which are
widely used in the fusion process. Furthermore, from the given experimental results, it is
verified that the contourlet-based fusion method is the suitable solution to achieving
better fusion performance.
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(a)

(b)

(c)

Figure 17. Original MS image and two synthesized source images. (a) Original
MS image. (b) Synthesized PAN source image. (c) Synthesized MS source image.

(a)

(b)

(c)

(d)

Figure 18. Fusion results. (a) IHS. (b) PCA. (c) WT. (d) CT.
Table 1. A performance comparison using quality assessment metrics.
Spectral Analysis

Spatial Analysis

Fusion
Method

CC

RASE

SAM

AG

UIQI

SNR

IHS

0.846

44.853

0.277

26.252

0.674

68.652

PCA

0.859

44.738

0.268

26.016

0.683

68.738

WT

0.862

44.682

0.256

25.891

0.691

68.744

CT

0.879

44.527

0.245

25.472

0.699

68.757
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(a)

(b)

(c)

Figure 19. Original HS image and two synthesized source images. (a) Original HS
image. (b) Synthesized PAN source image. (c) Synthesized HS source image.

(a)

(b)

(c)

(d)

Figure 20. Fusion results. (a) IHS. (b) PCA. (c) WT. (d) CT.
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Table 2. A performance comparison using quality assessment metrics.
Spectral Analysis

Spatial Analysis

Fusion
Method

CC

RASE

SAM

AG

UIQI

SNR

IHS

0.753

45.769

0.267

28.621

0.651

67.567

PCA

0.759

45.756

0.262

28.536

0.658

67.734

WT

0.762

45.741

0.256

28.511

0.663

67.849

CT

0.769

45.728

0.248

28.503

0.672

67.937

3.6. Conclusion
In Chapter 3, four most widely used fusion methods, namely Intensity-Hue-Saturation
(IHS), Principal Component Analysis (PCA), Wavelet-based Fusion and Contourletbased Fusion, were discussed in detail. After the discussion of each fusion method,
comparative analyses were conducted using several multimodal datasets and quality
metrics. As mentioned earlier, fusion process and quality metrics are discussed in detail
in Chapter 6.
From the experimental results, we can observe that the contourlet-based fusion method
produced better results than the other three methods, both spatially and spectrally. A total
of six different quality metrics were employed in the performance evaluations: CC,
RASE and SAM for spectral performance; Distortion, UIQI and SNR for spatial
performance. Each quality metric verifies the fact that the contourlet-based fusion
produces better results than the other three methods.
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CHAPTER 4
PROPOSED FUSION METHOD
4.1. Hybrid Wavelet-based Contourlet Transform (HWC) Fusion Model
The block diagram of the proposed fusion method is illustrated in Figure 21. Source
images are first decomposed using Daubechies Complex Wavelet Transform (DCxWT)
in order to realize multiscale subband decompositions with no redundancy. Next, hybrid
directional filter banks are applied to the frequency coefficients obtained from the
previous stage to achieve angular decompositions. The obtained frequency coefficients
are fused together based on certain fusion algorithms which are discussed in Chapter 6.
The resultant fused coefficients are used to reconstruct an image using inverse transform.
As a result, the final fusion result is obtained.

Figure 21. Schematic of the proposed fusion method.
4.2. Wavelet-based Contourlet Transform (WBCT) Modeling
Similar to the contourlet transform, the WBCT consists of two filter bank stages. The first
stage provides subband decomposition, which in the case of the WBCT is a wavelet
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transform, in contrast to the Laplacian pyramid used in contourlets. The second stage of
the WBCT is a directional filter bank (DFB), which provides angular decomposition. The
first stage is realized by separable filter banks, while the second stage is implemented
using non-separable filter banks. For the DFB stage, the iterated tree-structured filter
banks are employed using fan filters [124].
At each level j in the wavelet transform, it is possible to obtain the traditional three highpass bands corresponding to the LH, HL, and HH bands. DFB is then applied with the
same number of directions to each band in a given level j. Starting from the desired
maximum number of directions ND = 2L on the finest level of the wavelet transform J, the
number of directions at every other dyadic scale is decreased when proceeding through
the coarser levels (j < J). This way, the anisotropy scaling law can be achieved, which is
width ≈ length2.
Figure 22(a) illustrates a schematic plot of the WBCT using 3 wavelet levels and L = 3
directional levels. Since we have mostly vertical directions in the HL image and
horizontal directions in the LH image, it might seem logical to use partially decomposed
DFB’s with vertical and horizontal directions on the HL and LH bands, respectively.
However, since the wavelet filters are not perfect in splitting the frequency space to the
low-pass and high-pass components, that is, not all of the directions in the HL image are
vertical and in the LH image are horizontal, fully decomposed DFB is used on each band.
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(a)

(b)

Figure 22. (a) A schematic plot of the WBCT using 3 dyadic wavelet levels and 8
directions at the finest level ( N D  8 ). The directional decomposition is overlaid the
wavelet subbands. (b) An example of the wavelet-based contourlet packet.

One of the major advantages of the WBCT is that we can have Wavelet-based Contourlet
Packets in much the same way as we have Wavelet Packets. That is, keeping in mind the
anisotropy scaling law (the number of directions is doubled at every other wavelet levels
when we refine the scales), we allow quad-tree decomposition of both low-pass and highpass channels in wavelets and then apply the DFB on each subband. Figure 22(b)
schematically illustrates an example of the wavelet-based contourlet packets. However, if
the anisotropy constraint is ignored, a quad-tree like angular decomposition, which is
introduced in [125] as Contourlet Packets, can be constructed as well. Below, a brief
multi-resolution modeling of the WBCT is presented.
Following a similar procedure outlined in [126], for an l-level DFB we have 2l directional
subbands with Gk(l ) , 0 ≤ k < 2l equivalent synthesis filters and the overall downsampling
matrices of S k(l ) , 0 ≤ k < 2l are defined as follows:
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Next, g kl  n  Sk(l ) m  , 0  k  2l , m 2 , is a directional basis for l 2 ( 2 ) ; where g k(l ) is
the impulse response of the synthesis filter Gk(l ) . Assuming an orthonormal separable
wavelet transform, we will have separable 2-D multi-resolution [127]:
Vj2  Vj  Vj , and Vj21  Vj2  Wj2 ,

(20)

,where W j2 is the detail space and orthogonal component of V j2 in V j21 . The family
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is an orthonormal basis of W j2 . Now, if we apply l j directional
l

levels to the detail multi-resolution space W j2 , we obtain 2 j directional subbands of W j2
(see Figure 23):
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is a basis for the subspace Wj ,k
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.

Figure 23. A diagram that shows the multi-resolution subspaces for the WBCT.
Figure 24 shows an example of the WBCT coefficients of the Peppers image. Here, 3
wavelet levels and 8 directions are used at the finest level. It can be seen that most of the
coefficients in the HL subbands are in the vertical directional subbands (the upper half of
the subbands) while those in the LH subbands are in the horizontal directional subbands
(the lower half of the subbands).

Figure 24. The WBCT coefficients of the Peppers image. For better visualizing, the
transform coefficients are clipped between 0 and 7.
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4.3. Daubechies Complex Wavelet Transform
The scaling equation of multi-resolution theory is given as follows:

 ( x)  2 ak (2 x  k )

(23)

k

, where ak are the coefficients. The ak can be real as well as complex values and

a

k





 1 . Daubechies’s wavelet bases  j ,k (t ) in one dimension are defined through

the above scaling function and multi-resolution analysis of L2 ( R) . To provide general
solution, Daubechies considered ak to be a real value only. The construction details of
Daubechies complex wavelet transform are given in [128].
The generating wavelet  (t ) is given as follows:

 (t )  2 (1)n a1n (2t  n)

(24)

n

Here,  (t ) and  (t ) share the same compact support   N , N  1 . Any function f (t ) can
be decomposed into complex scaling function and mother wavelet as follows:

f (t )   ckj0  j0 ,k (t ) 
k

jmax 1

d
j  j0

j
k

j ,k

(t )

(25)

  and d  are known as approximation and

where j0 is a given resolution level, ckj0

j
k

detailed coefficients.
The Daubechies complex wavelet transform has the following advantages:
1) It has perfect reconstruction.
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2) It is non-redundant wavelet transform, unlike Dual Tree Complex Wavelet
Transform (DTCWT) [10] which has redundancy of 2m :1 for m-dimensional
signal.
3) It has the same number of computation steps as DWT (although it involves
complex computations), while DTCWT has 2m times more computations than
DWT for m-dimensional signals.
4) It is symmetric. This property makes it easy to handle edge points during the
signal reconstruction.

4.4. Usefulness of Daubechies Complex Wavelets in Image Fusion
Daubechies complex wavelet transform exhibits two important properties that directly
improve the quality of the fusion results.
4.4.1. Reduced Shift Sensitivity
Daubechies complex wavelet transform is approximately shift invariant. A transform is
shift sensitive if an input signal shift causes an unpredictable change in transform
coefficients. In discrete wavelet transform (DWT), shift sensitivity arises from use of
downsamplers in the implementation. Figure 25 shows a circular edge structure
reconstructed using real and complex Daubechies wavelets at single scale. It is clear that
as the circular edge structure moves through space, the reconstruction using real valued
DWT coefficients changes erratically, while Daubechies complex wavelet transform
reconstructs all local shifts and orientations in the same manner. Shift invariance is
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desired during fusion process otherwise mis-registration [129] problem will occur, which
in turn provides a mismatched or non-aligned fusion image.

(a)

(b)

(c)

Figure 25. (a) A circular edge structure. (b) Reconstructed using wavelet coefficients of
real-valued DWT at single scale. (c) Reconstructed using wavelet coefficients of
Daubechies complex wavelet transform at single scale.

4.4.2. Availability of Phase Information
Daubechies complex wavelet transform (DCxWT) provides phase information through its
imaginary part of wavelet coefficients. The most of the structural information about
images are contained in the phase of image. In order to show the importance of the phase,
cameraman and medical image are decomposed by DCxWT. Reconstruction of these
images are done with exchanging the phase of these images with each other. As we can
see from Figure 26, it is clear that the phase of an image represents structural details or
skeleton of the image. It was found that the phase is an important criterion to detect
strong (salient) features of images such as edges, corners, contours, etc. Therefore, by
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using DCxWT, we are able to preserve more relevant information during fusion process
and this will give better representation of the fused image.

(a)

(b)

(c)

(d)

Figure 26. (a) Cameraman image. (b) Medical image. (c) Image reconstructed from the
phase of wavelet coefficients of cameraman image and modulus of wavelet coefficients
of medical image. (d) Image reconstructed from the phase of wavelet coefficients of
medical image and modulus of wavelet coefficients of cameraman image.
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4.5. Hybrid Directional Filter Bank (HDFB) Modeling
As discussed previously, wavelet-based contourlet transform is non-redundant and can be
adopted for the process of image fusion for better results. However, there is a main
drawback of the contourlet-based transforms, including WBCT, which is the occurrence
of artifacts that are caused by setting some transform coefficients to zero for nonlinear
approximation. In order to reduce the unexpected artifacts, Hybrid Directional Filter
Bank (HDFB) model is employed.
The original Directional filter bank (DFB) decomposes the frequency space into wedgeshaped partitions as illustrated in Figure 27. In this example, eight directions are used,
where directional subbands of 1, 2, 3, and 4 represent horizontal directions (directions
between -45°and +45°) and the rest stand for the vertical directions (directions between
45°and 135°). The DFB is realized using iterated quincunx filter banks.
For the proposed HDFB, it is required to decompose the input into either horizontal
directions or vertical directions or both. Therefore, it is necessary to explore Vertical
DFB and Horizontal DFB, where one can achieve vertical or horizontal directional
decompositions, respectively. Figure 28 shows the frequency space partitioned by the
Vertical DFB and Horizontal DFB. The implementation of these schemes is
straightforward when we use the iterated tree-structured filter banks to realize the DFB.
At the first level of the DFB, a quincunx filter bank (QFB) is employed as depicted in
Figure 29(a). The quincunx sampling matrix is defined as follows:

1 1
Q

1 1 
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(26)

Figure 27. Directional filter bank frequency partitioning using 8 directions.

(a)

(b)

Figure 28. (a) An example of the vertical directional filter banks. (b) An example of the
horizontal directional filter banks.

Figure 29(b) shows how downsampling by Q affects the input image. The image is
rotated +45°clockwise. Therefore, in the DFB, since this is not a rectangular output, the
image is further decomposed by using two other QFBs at the outputs y0 and y1. As a
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result, four outputs corresponding to the four directions of the DFB can be obtained. At
level three and higher, QFBs are employed in conjunction with some resampling matrices
to further decompose the DFB. In the Vertical DFB or Horizontal DFB, however, we stop
at y1 (y0) and decompose the other channel (y0 in Vertical DFB and y1 in Horizontal DFB)
in a similar manner as we decompose the DFB. Therefore, since we keep y1 or y0, we
have to find a way to represent these outputs in a rectangular form.
Assuming periodic filters are used, one can select a rectangular strip of these outputs as
depicted in Figure 29(c). However, for better visualization and possible further
processing of the coefficients in image processing applications such as fusion, we need a
better representation. A solution to this issue is the use of a resampling matrix. During
resampling, the sampling rate of the input image does not change and the samples are
merely reordered. In particular, we find resampling matrices to reorder the samples of y1
or y0 from a diamond shape to a shape of parallelogram. The resampling matrices can be
selected as follows:

1 0 
 1 0
Rh  
and Rv  


0 1 
 1 1 

(27)

Applying these resampling operations to the outputs of the QFB, we obtain
parallelogram-shaped outputs as illustrated in Figure 30. Next, we simply shift the
resulting coefficients (column-wise in the case of Rh and row-wise in the case of Rv) to
obtain rectangular outputs. Thus, the resulting overall sampling matrix for representing y1
and y0 is Qh = QRh , or Qv = QRv , where Qh (Qv) in conjunction with a shifting operation
results in a horizontal (vertical) rectangular output.
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(a)

(b)

(c)
Figure 29. (a) Quincunx filter bank. H0 and H1 are fan filters and Q is the sampling
matrix. Pass bands are shown by white color in the fan filters. (b) An image
downsampled by Q. (c) A horizontal or vertical strip of the downsampled image.

Figure 30. Applying resampling operations Rh and Rv to an image downsampled by Q.
The right side images show the resulting outputs after shifting the coefficients into a
rectangle box.
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4.6. Summary
In Chapter 4, the proposed fusion method is discussed in detail. Source images are first
decomposed using Daubechies Complex Wavelet Transform (DCxWT) in order to realize
multiscale subband decompositions with no redundancy. Next, hybrid directional filter
banks are applied to the frequency coefficients obtained from the previous stage to
achieve angular decompositions with reduced artifacts. The obtained frequency
coefficients are fused together based on a certain fusion algorithm which is discussed in
Chapter 6. The fusion algorithm is different for each category of multimodal image
fusion due to the characteristics of source images. For example, the algorithm used in the
remote sensing image fusion is different from the one used in the medical image fusion.
The resultant fused coefficients are used to reconstruct an image using inverse transform.
As a result, the final fusion result is obtained.
The wavelet-based contourlet transform modeling was discussed first in detail. Next, the
DCxWT was discussed, especially in terms of its advantages and usefulness in the image
fusion process. Lastly, the hybrid directional filter bank modeling was discussed in detail,
especially in terms of its capability in obtaining abundant directional information during
the decomposition process with reduced artifacts.
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CHAPTER 5
PRE-PROCESSING OF DATASETS
5.1. Image Registration
5.1.1. Registration Methods
Image registration is one of the necessary pre-processing techniques that significantly
affect the fusion results. Image registration can also be called as image alignment, in such
a way as to align the input images as perfectly as possible in order to produce the best
fusion results. If the input image datasets are not aligned to each other, it is impossible to
obtain good fusion results although fusion framework, scheme and algorithm are
optimum. Therefore, it is necessary to align or register input images as much as possible
prior to the main fusion process. In this section, various image registration methods that
are used in the image fusion process are discussed.
A. Cross-correlation Method
The classical representative of the area-based methods is the normalized cross-correlation
(CC) and its modifications [130].

CC (i, j ) 

 (W  E (W )) I

(i , j )

 E ( I (i , j ) ))

W

 (W  E (W ))2
W

 ( I (i, j )  E ( I (i, j ) ))2

(28)

I( i , j )

This measure of similarity is computed for window pairs from the sensed and reference
images and its maximum is searched. The window pairs for which the maximum is
achieved are set as the corresponding ones. If the subpixel accuracy of the registration is
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demanded, the interpolation of the CC measure values needs to be used. Although the CC
based registration can exactly align mutually translated images only, it can also be
successfully applied when slight rotation and scaling are present.
There are generalized versions of CC for geometrically more deformed images. They
compute the CC for each assumed geometric transformation of the sensed image window
[131] and are able to handle even more complicated geometric deformations than the
translation-usually the similarity transform. Berthilsson [132] tried to register in this
manner even finely deformed images and Simper [133] proposed to use a divide and
conquer system and the CC technique for registering images differing by perspective
changes as well as changes due to the lens imperfections. The computational load,
however, grows very fast with the increase of the transformation complexity. In case the
images/objects to be registered are partially occluded, the extended CC method based on
increment sign correlation can be applied [134].
Similar to the CC methods is the sequential similarity detection algorithm (SSDA) [135].
It uses the sequential search approach and a computationally simpler distance measure
than the CC. It accumulates the sum of absolute differences of the image intensity values
and applies the threshold criterion—if the accumulated sum exceeds the given threshold,
the candidate pair of windows from the reference and sensed images is rejected and the
next pair is tested. The method is likely to be less accurate than the CC but it is faster.
Sum of squared differences similarity measure was used in [136] for iterative estimation
of perspective deformation using piecewise affine estimates for image decomposed to
small patches.
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Two main drawbacks of the correlation-like methods are the flatness of the similarity
measure maxima (due to the self-similarity of the images) and high computational
complexity. The maximum can be sharpened by preprocessing or by using the edge or
vector correlation. Pratt [137] applied, prior to the registration, image filtering to improve
the CC performance on noisy or highly correlated images. Van Wie [138] and Anuta [139]
employed the edge-based correlation, which is computed on the edges extracted from the
images rather than on the original images themselves. In this way, the method is less
sensitive to intensity differences between the reference and sensed images, too. Extension
of this approach, called vector-based correlation, computes the similarity measures using
various representations of the window.
Despite the limitations mentioned above, the correlation-like registration methods are still
often in use, particularly thanks to their easy hardware implementation, which makes
them useful for real-time applications.
B. Mutual Information Method
The mutual information (MI) methods appeared recently and represent the leading
technique in multimodal registration. Registration of multimodal images is the difficult
task, but often necessary to solve, especially in medical imaging. The comparison of
anatomical and functional images of the patient’s body can lead to a diagnosis, which
would be impossible to gain otherwise. Remote sensing often makes use of the
exploitation of more sensor types as well.
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The MI, originating from the information theory, is a measure of statistical dependency
between two data sets and it is particularly suitable for registration of images from
different modalities. MI between two random variables X and Y is given by:
MI ( X , Y )  H (Y )  H (Y | X )  H (X)  H(Y)  H(X, Y)

(29)

, where H(X) = - Ex(log(P(X))) represents entropy of random variable and P(X) is the
probability distribution of X. The method is based on the maximization of MI. Often the
speed up of the registration is implemented, exploiting the coarse-to-fine resolution
strategy (the pyramidal approach).
C. Feature-based Method using Spatial Relations
Methods based primarily on the spatial relations among the features are usually applied if
detected features are ambiguous or if their neighborhoods are locally distorted. The
information about the distance between the Closest Points (CPs) and about their spatial
distribution is exploited. Goshtasby [140] described the registration based on the graph
matching algorithm. He was evaluating the number of features in the sensed image that,
after the particular transformation, fall within a given range next to the features in the
reference image. The transformation parameters with the highest score were then set as a
valid estimate.
Clustering technique, presented by Stockman et al. [141], tries to match points connected
by abstract edges or line segments. The assumed geometrical model is the similarity
transform. For every pair of CPs from both the reference and sensed images, the
parameters of the transformation which maps the points on each other are computed and
represented as a point in the space of transform parameters. The parameters of
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transformations that closely map the highest number of features tend to form a cluster,
while mismatches fill the parameter space randomly. The cluster is detected and its
centroid is assumed to represent the most probable vector of matching parameters.
Mapping function parameters are thus found simultaneously with the feature
correspondence. Local errors do not influence globally the registration process. The
clustering technique was implemented in [142].
D. Feature-based Method using Invariant Descriptors
As an alternative to the methods exploiting the spatial relations, the correspondence of
features can be estimated using their description, preferably invariant to the expected
image deformation. The description should fulfill several conditions. The most important
ones are invariance (the descriptions of the corresponding features from the reference and
sensed image have to be the same), uniqueness (two different features should have
different descriptions), stability (the description of a feature which is slightly deformed in
an unknown manner should be close to the description of the original feature), and
independence (if the feature description is a vector, its elements should be functionally
independent). However, usually not all these conditions have to (or can) be satisfied
simultaneously and it is necessary to find an appropriate trade-off.
Features from the sensed and reference images with the most similar invariant
descriptions are paired as the corresponding ones. The choice of the type of the invariant
description depends on the feature characteristics and the assumed geometric deformation
of the images. While searching for the best matching feature pairs in the space of feature
descriptors, the minimum distance rule with thresholding is usually applied. If a more
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robust algorithm is needed, the matching likelihood coefficients [143], which can better
handle questionable situations, can be an appropriate solution. Guest et al. proposed to
select features according to the reliability of their possible matches [144]. The simplest
feature description is the image intensity function itself, limited to the close
neighborhood of the feature. To estimate the feature correspondence, authors computed
the CC on these neighborhoods. Other types of similarity measures can be used as well.
Zheng and Chellapa make use of the correlation coefficients [145]. They assumed the
similarity geometric deformation. In their approach, firstly the rotation between images
was compensated by the estimation of the illuminant direction and then the coarse-to-fine
correlation based registration was performed.
5.1.2. Performance Evaluations
A. Fusion Framework
The fusion framework used in the experiments is shown in Figure 31. First, source
images are decomposed into multi-scale and multi-directional components using
contourlet transform, and these components are fused together based on a certain fusion
scheme. Next, inverse contourlet transform is performed in order to obtain a final fused
image.

Figure 31. Fusion framework.
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B. Fusion Scheme
The source images are fused according to the fusion scheme and fusion rule that are
described as follows:

Figure 32. Fusion scheme.
1)

The source images are decomposed using contourlet transform in order to
obtain multi-scale or multi-directional frequency coefficients. For each
decomposition level K, K approximation subband and 3K detail subbands are
produced. In our experiments, decomposition level of 3 was used since the
level beyond 3 significantly degraded the fusion performance.

2)

Once the source images are decomposed, high frequency components are
selected from the PAN source image and then injected into detail subbands of
the MS source image via maximum frequency fusion rule which compares
and selects the frequency coefficient with the highest absolute value at each
pixel.
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3)

The inverse contourlet transform is performed to obtain the final fusion image.

C. Performance Quality Metrics
Specific criteria are necessary to measure and evaluate the performance of the fusion
results. Qualitative and quantitative inspections are two major means of evaluation.
However, the quantitative approach is adopted in our study because the qualitative
approach is often influenced by subjective factors such as personal preferences and
eyesight.
For the quantitative approach, we employed correlation coefficient (CC), relative average
spectral error (RASE) and spectral angle mapper (SAM) for spectral analysis, and
average gradient (AG), universal image quality index (UIQI) and signal to noise ratio
(SNR) for spatial analysis. Performance quality metrics are discussed in detail in Chapter
6 for each fusion category.
D. Experimental Results

(a)

(b)

Figure 33. Two original MS images. (a) Dataset 1. (b) Dataset 2.
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(a)

(b)

(c)

(d)

Figure 34. Fusion results of four different registration methods using Dataset 1. (a) CC.
(b) MI. (c) Spatial relations (SR). (d) Invariant Descriptors (ID).

(a)

(b)

(c)

(d)

Figure 35. Fusion results of four different registration methods using Dataset 2. (a) CC.
(b) MI. (c) Spatial relations (SR). (d) Invariant Descriptors (ID).

Table 3. A comparison of fusion results using performance quality metrics – Dataset 1.
Preprocessing
Method
CC

CC

RASE

SAM

AG

UIQI

SNR

0.764

44.965

0.314

28.583

0.539

66.475

MI

0.924

44.438

0.226

30.424

0.916

70.732

SR

0.885

44.587

0.263

29.236

0.721

69.139

ID

0.853

44.781

0.285

29.021

0.682

68.317

Spectral Analysis

Spatial Analysis
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Table 4. A comparison of fusion results using performance quality metrics – Dataset 2.
Preprocessing
Method
CC

CC

RASE

SAM

AG

UIQI

SNR

0.646

47.659

0.427

26.835

0.438

63.745

MI

0.918

46.184

0.236

30.542

0.902

69.332

SR

0.852

46.386

0.337

29.268

0.710

66.979

ID

0.734

46.817

0.365

28.421

0.645

65.143

Spectral Analysis

Spatial Analysis

5.2. Band Selection
5.2.1. Similarity-based Band Selection
In order to select the distinctive bands or the most dissimilar bands, similarity metrics
need to be designated, namely distance, correlation, etc. The measurement is taken on
each pair of bands; however, in our study, band similarity is evaluated jointly rather than
pairwisely. The band selection algorithm using the concept of endmember extraction has
this property. In addition, due to the large number of original bands, the exhaustive
search for optimal band combinations is computationally prohibitive. The sequential
forward search can save significant computation time [146]. It begins with the best two
band combination. Next, this two-band combination is subsequently augmented to three,
four, and more until the desired number of bands is selected. The band selection
algorithm using the endmember extraction concept adopts the sequential forward search
strategy [147]. Another advantage is that it is less dependent on the number of bands to
be selected because those bands that are already being selected do not change with this
value; increasing this value simply means to continue the algorithm execution with the
bands being selected, whereas decreasing this number simply means to keep enough
bands from the selected band subset (starting with the first selected band) as the final
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result. This is different from the algorithms in the parallel mode, such as the NFINDRbased band selection method, where the number of bands to be selected must be
determined before the band selection process, and the change of this number results in the
re-execution of the entire band selection process [147].
The basic steps of the band selection can be described as follows:
1. Initialize the algorithm by choosing a pair of bands B1 and B2. Then, the resulting
selected band subset is Φ = {B1B2}.
2. Find the third band B3 that is the most dissimilar to all the bands in the current Φ
by using a certain criterion. Then, the selected band subset is updated as
Φ = Φ ∪ {B3}.
3. Continue with Step 2 until the number of bands in Φ is large enough.
A straightforward criterion that can be employed for the similarity comparison is Linear
Prediction (LP), which can jointly evaluate the similarity between a single band and
multiple bands. The concept in the LP-based band selection was originally used in the
unsupervised fully constrained least squares linear unmixing (UFCLSLU) for endmember
pixel selection in [148], which means that a pixel with the maximum reconstruction error,
using the linear combination of existing endmember pixels, is the most distinctive pixel.
The difference here is that, for band selection, there is no constraint imposed on the
coefficients of linear combination [147].
Linear Prediction (LP) Method can be described as follows:
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Assume that there are two bands B1 and B2 in Φ with N pixels each. B1 and B2 are used to
estimate the third band B which is the most dissimilar to B1 and B2, i.e.,

a0  a1B1  a2 B2  B '

(30)

, where B' is the estimate or linear prediction of band B using B1 and B2, and a0, a1 and a2
are the parameters that can minimize the linear prediction error: e = ǁB - B'ǁ. Let the
parameter vector be a = (a0a1a2)T. It can be determined using a least squares solution,

a  (XT X)1 XT y

(31)

, where X is an N × 3 matrix whose first column is one, second column includes all the N
pixels in B1, and third column includes all the pixels in B2, and y is an N × 1 vector with
all the pixels in B. The band that yields the maximum error emin (using the optimal
parameters in a) is considered as the most dissimilar band to B1 and B2, and will be
selected as B3 for Φ. The similar procedure can be easily conducted when the number of
bands in Φ is larger than two [147].
5.2.2. Performance Evaluations
In these performance evaluations, two different datasets are used: i) multispectral (MS)
and panchromatic (PAN) images, and ii) hyperspectral (HS) and panchromatic (PAN)
images. Each dataset is explained more in detail in the following sub-sections. Moreover,
the following sub-sections explain how the pre-processing is performed over the source
images prior to the image fusion.
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In order to quantitatively analyze the fusion results, we employ various quality metrics,
and they can be classified into two categories: i) spectral analysis and ii) spatial analysis.
Correlation coefficient (CC), relative average spectral error (RASE) and spectral angle
mapper (SAM) are used for spectral analysis. On the other hand, for spatial analysis, we
employ distortion, universal image quality index (UIQI) and signal-to-noise ratio (SNR).
A. Multispectral and Panchromatic Images
The first dataset was downloaded from [149]. This is a set of 4m-MS and 1m-PAN
images of the city of Fredericton, Canada which were acquired by the commercial
satellite IKONOS. In order to obtain a PAN source image, the original multispectral
image is spectrally integrated over the entire spectral range. The final result is a
synthesized panchromatic image that is perfectly registered, i.e., aligned to the
multispectral image [150]. Next, we perform the band reduction on the original MS
image to create a new band-reduced MS image. Fusion is performed over two different
pairs of datasets: i) Band-reduced MS + PAN and ii) Original MS + PAN. The fusion
results are quantitatively analyzed using six different quality metrics both spectrally and
spatially. Each quality metric shows how two results are similar to each other. If the
difference between the fusion results is less, then the band-reduction is verified to be
effective in the fusion process.
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(a)

(b)

(c)

Figure 36. Source images that are used in the fusion. (a) PAN image. (b) Original MS
image. (c) Band-reduced MS image.

Fusion of the above source images is performed based on CT and fusion scheme as
discussed in the previous section. The fused result is analyzed using various quality
metrics as discussed earlier. Table 1 shows the fusion results of two pairs of datasets: i)
Band-reduced MS + PAN and ii) Original MS + PAN.

(a)

(b)

Figure 37. Fusion results. (a) Band-reduced MS + PAN. (b) Original MS + PAN.
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Table 5. A performance comparison using quality assessment metrics.

Datasets
Band-reduced
MS + PAN
Original MS
+ PAN

CC

Spectral Analysis
RASE

SAM

AG

Spatial Analysis
UIQI

SNR

0.869

43.352

0.257

27.975

0.641

65.274

0.783

41.171

0.286

25.593

0.747

67.149

B. Hyperspectral and Panchromatic Images
The second data set is a hyperspectral image from MultiSpec© homepage by Purdue
University (MultiSpec©) [151]. In order to obtain a panchromatic source image, the
original hyperspectral image is spectrally integrated over the entire spectral range. The
final result is a synthesized panchromatic image that can be used as the second source
image [150]. By doing this, we can obtain two perfectly co-registered source images
without going through the registration process. Figure 38 shows the source images that
are used in the fusion, and Figure 39 shows the fusion results of two different pairs of
datasets: (a) Band-reduced MS + PAN and (b) Original MS + PAN respectively.

(a)

(b)

(c)

Figure 38. Source images that are used in the fusion. (a) PAN image. (b) Original MS
image. (c) Band-reduced MS image.
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(a)

(b)

Figure 39. Fusion results. (a) Band-reduced MS + PAN. (b) Original MS + PAN.

Table 6. A performance comparison using quality assessment metrics.
Fusion
Method
Band-reduced
MS + PAN
Original MS
+ PAN

CC

Spectral Analysis
RASE

SAM

AG

Spatial Analysis
UIQI

SNR

0.718

43.645

0.347

31.216

0.537

71.635

0.667

42.278

0.365

29.572

0.624

72.835

As we can see from the above comparative analyses, despite the band reduction
performed over the original spectral images, the fusion results using band-reduced
MS/HS and original MS/HS are very much similar in terms of spatial resolution.
Moreover, we can observe that the band reduction does not affect the fusion performance
in terms of spectral resolution as well, and that the band reduction even enhanced the
fusion performance in terms of CC and SAM, which represent the spectral similarity
between the fusion results of the band-reduced spectral image fusion and the original
spectral image fusion. This better performance was possible because the redundancy in
the correlation of the spectral bands was removed during the band reduction process.
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Therefore, the spectral bands that are used in the fusion are less correlated to each other
and represent only useful spectral information from each selected band. As a result, the
fusion results represent a higher spatial resolution with reduced data volume, while
preserving the spectral information. This fusion method with both band reduction and
contourlet transform would be suitable for data processing, transmission and storage.
5.3. Decomposition Level
5.3.1. Decomposition of Datasets
Decomposition of the input images is a very important pre-processing step where the
original input images are decomposed into multiple subbands with frequency components
which have capabilities as follows:
1. Detect discontinuities at edge points and smoothness along the contours.
2. Represent salient image features, such as lines and curves.
3. Capture smooth contours and geometric structures in images.
All experiments in this section use a wavelet transform with “9-7” biorthogonal filters
[152], [153] and 3 decomposition levels. For the contourlet transform, in the LP stage, the
“9-7” filters are selected again. The “9-7” biorthogonal filters are chosen because they
have been proven to provide the best results for images, partly because they are linear
phase and are close to being orthogonal. In the DFB stage, the “23-45” biorthogonal
quincunx filters designed by Phoong et al. [154] are selected and modulated to obtain the
biorthogonal fan filters. Not only being linear phase and nearly orthogonal, but these fan
filters are close to having the ideal frequency response and thus can approximate the
directional vanishing moment condition. The drawback is that they have large support
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which creates a large number of significant coefficients near edges. The number of DFB
decomposition levels is doubled at every other finer scale and is equal to 5 at the finest
scale. Note that in this case, both the wavelet and the contourlet transforms share the
same detail subspaces Wj. The difference is that each detail subspace Wj in the wavelet
transform is represented by a basis with three directions, whereas in the contourlet
transform it is represented by a redundant frame with many more directions. It is possible
to notice that only contourlets that match both location and direction of image contours
produce significant coefficients.
5.3.2. Performance Evaluations
In order to evaluate the fusion performance and the effects of the decomposition, we
applied the same fusion framework and scheme to the remote sensing images as the
previous section. However, we differentiated the level of decomposition in each fusion
process to observe how the decomposition level affects the fusion performance.
Two sets of hyperspectral images are employed and the following tables clearly show
that the decomposition level of 3 produces the best fusion results whereas the
decomposition levels beyond 3 do not necessarily provide better fusion results.
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(a)

(b)

(c)

Figure 40. Original HS image and two synthesized source images using Dataset 1.
(a) Original (reference) HS image. (b) Synthesized PAN source image. (c) Synthesized
HS source image.

(a)

(b)

(c)

Figure 41. Original HS image and two synthesized source images using Dataset 2.
(a) Original (reference) HS image. (b) Synthesized PAN source image. (c) Synthesized
HS source image.

73

Table 7. A comparison of the fusion results with different levels of decomposition –
Dataset 1.
Decomposition
Level
Level 1
Level 2
Level 3
Level 4

CC
0.746
0.823
0.875
0.819

Spectral Analysis
RASE
SAM
47.357
0.256
45.264
0.232
43.711
0.212
46.925
0.247

SID
0.234
0.193
0.157
0.221

E
6.225
6.451
6.731
6.158

Spatial Analysis
UIQI
SNR
0.632
69.463
0.734
70.773
0.832
71.837
0.779
68.962

AG
5.926
6.132
6.375
6.021

Table 8. A comparison of the fusion results with different levels of decomposition –
Dataset 2.
Decomposition
Level
Level 1
Level 2
Level 3
Level 4

CC
0.746
0.823
0.875
0.819

Spectral Analysis
RASE
SAM
47.357
0.256
45.264
0.232
43.711
0.212
46.925
0.247

SID
0.234
0.193
0.157
0.221

E
6.225
6.451
6.731
6.158

Spatial Analysis
UIQI
SNR
0.632
69.463
0.734
70.773
0.832
71.837
0.779
68.962

AG
5.926
6.132
6.375
6.021

5.4. Conclusion
In Chapter 5, three main pre-processing techniques of datasets were discussed in detail.
Image registration is necessary in the multimodal image fusion because it is always
possible that the source datasets are not registered (aligned) to each other. As a result, we
end up with fusion results that are not as good as we expected although the employed
fusion method is optimum. Therefore, it is very important to begin with the registration of
the datasets in order to achieve the best fusion results. After conducting performance
evaluation, it is verified that the MI is the suitable method to be used in the fusion among
other registration methods due to the fact that it gives the best fusion results by aligning
the source images well.
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Band selection is also an important pre-processing step that needs to be taken prior to the
multimodal image fusion, especially in terms of remote sensing image fusion. Spectral
images are often very large to process, transfer and store; hence, it is necessary to
perform the band selection technique in order to reduce the size of the datasets and the
computational load/time, while preserving the useful information as much as possible.
From the experimental results, it is verified that the band selection does not affect the
fusion performance in terms of spatial resolution as much as possible and that it improves
the performance in terms of spectral resolution. This better performance is possible
because the redundancy in the correlation of the spectral bands is removed during the
band reduction process. Therefore, the spectral bands that are used in the fusion are less
correlated to each other and represent only useful spectral information from each selected
band. As a result, it is a good solution to use this band selection technique in processing,
transferring and storing large data like remote sensing images.
Another important pre-processing step is the decomposition. More importantly, it is
necessary to understand up to what level the source datasets need to be decomposed in
order to achieve desirable fusion results. As can be seen from the performance
evaluations, decomposition level of 3 produced the best fusion results and the levels
beyond 3 did not necessarily improve the fusion results.
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CHAPTER 6
EXPERIMENTAL STUDY AND ANALYSIS
Experimental study and analysis are conducted in this chapter for five different categories
of multimodal image fusion: i) Remote sensing image fusion, ii) Medical image fusion,
iii) Infrared image fusion, iv) Radar image fusion, and v) Multi-focus image fusion. The
only common component in the experiments is the fusion framework which is based on
the hybrid wavelet-based contourlet transform (HWCT) framework and this is discussed
in Chapter 4 in detail. For each fusion category, a different fusion algorithm is proposed
which is suitable for that specific category. Moreover, necessary performance quality
metrics are carefully chosen for each fusion category to conduct the best assessment on
the fusion results, and various pre-processing techniques are applied to the source
datasets in each fusion category that are necessary to correctly prepare the source images
for the main fusion process. The performance of the proposed fusion method is evaluated
via comparative analyses against the conventional wavelet transform and the contourlet
transform.
6.1. Remote Sensing Image Fusion
In the remote sensing field, the color information is provided by three sensors covering
red, green and blue spectral wavelengths. These sensors have a low number of pixels
(low spatial resolution), and the small objects and details (cars, small lines, etc.) are hard
to be seen. Such small objects and details can be observed with a different sensor
(panchromatic), which has a high number of pixels (high spatial resolution) but without
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the color information. With a fusion process, a unique image can be achieved containing
both high spatial resolution and color information.
6.1.1. Experimental Study and Analysis
A. Fusion Algorithm
The source images first go through both multiscale and multidirectional decomposition
stages using the hybrid wavelet-based contourlet transform (HWCT) framework (see
Chapter 4), and then these decomposed images are fused based on a certain fusion
scheme. Since the low frequency parts include mostly the background information, we
need weighted-average operators. In other words, the low frequency coefficients are
weight-averaged. On the other hand, the high frequency parts include mostly the image
representation information, such as edge and texture information. The correlation
between a pixel and its neighboring pixels is often larger than others. Hence, the fusion
scheme should know about the region where the pixel is the center. The fusion scheme
computes the region energy of the center pixel and its neighboring pixels. The expression
of region energy is as follows:
EA (i, j ) 

EB (i, j ) 



( m , n )w



 (m, n) f A2 (m, n)

( m , n )w

 (m, n) f B 2 (m, n)

(32)

(33)

, where i  k  m  i  k , j  k  n  j  k , width of the region is w(w  2k  1) ,  (m, n) is
the weighted value and f (m, n) is the pixel gray value.
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The region energy is larger when the image features are salient; hence, the region energy
for each pixel is compared and high frequency coefficients of the pixel with larger region
energy are selected to be used as high frequency coefficients of the fused image. This
way, the salient image features, such as edge and texture information can be preserved.
Based on the above discussion, the region-based measure fusion operators are used in the
experiments. First, the region is selected using a 3×3 window. Second, if the difference of
the region energy of pixels from the source images is large, select high frequency
coefficients of the pixel with larger region energy. Otherwise, perform weighted-average
over the pixels’ high frequency coefficients as follows:

A(i, j ),
E A(i , j )  EB (i , j ) , RAB (i, j )  T


F (i, j )  
B(i, j ),
E A(i , j )  EB (i , j ) , RAB (i, j )  T
 A(i, j )   B(i, j ),
RAB (i, j )  T
2
 1

(34)

, where T is the energy match degree threshold and 1  2  1 . The energy-match degree

RAB (i, j ) is as follows:

2
RAB (i, j ) 



( m , n )w

 (m, n) f A (m, n) f B (m, n)
EA (i, j )  EB (i, j )

(35)

, where RAB (i, j ) value is between 0 and 1.
According to this fusion scheme, the high frequency coefficients of the salient feature
region can be preserved. Lastly, the inverse transform is performed to reconstruct the
fused image.
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B. Performance Quality Metrics
Specific criteria are necessary to measure and evaluate the performance of the fusion
results. Qualitative and quantitative inspections are two major means of evaluation.
However, the quantitative approach is adopted in our study because the qualitative
approach is often influenced by subjective factors, such as personal preferences and
eyesight.
For the quantitative approach to evaluate the performance of the remote sensing image
fusion, we employed correlation coefficient (CC), relative average spectral error (RASE)
and spectral angle mapper (SAM) for spectral analysis, and average gradient (AG),
universal image quality index (UIQI) and signal to noise ratio for spatial analysis.
a) Correlation coefficient (CC) is as follows:

CC

 A2 , B
 A B

(36)

2
, where  A, B is a covariance between images A and B, and  A ,  B are standard

deviation of each image. When two images are similar to each other, CC becomes
close to 1. If two images that are compared are identical, CC is equal to 1. In other
words, if the CC between the fusion result and the reference image is closer to 1,
the fusion performance is higher.
b) Relative Average Spectral Error (RASE) is as follows:

RASE 

1



1 N
( DM 2 ( Ri )  SSD 2 ( Ri ))

N i 1
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(37)

, where  is a mean radiance of the N spectral bands of the reference image, DM
is a difference between the means of the reference and the fused images, SSD is a
squared sum of intensity differences, and Ri is N-bands of the reference image
(i=1,…,N)
RASE characterizes the average performance of the method for all bands. The
lower RASE, the better spectral quality of the fused image.
c) Spectral Angle Mapper (SAM) is as follows:

 v, vˆ
SAM ( v, vˆ ) arccos 
 v  vˆ
 2



2 

(38)

, where v, vˆ are two spectral vectors, both having L components, and

v  v1 ,..., v L  is the original spectral vector and vˆ  vˆ 1 ,..., vˆ L  is the distorted
vector obtained by applying fusion to the spectral data. When two images are
similar, SAM is closer to 0.
d) Average Gradient (AG) is as follows:

AG 

K

L

1

KL m1 n 1

 F (m, n)   F (m, n) 
  m     n 
2

(39)

, where K and L are the number of lines and columns of the fused image F. AG
describes the changing feature of image texture and detailed information. Larger
values of AG correspond to higher spatial resolution and sharpness of the fused
image.
e) Universal Image Quality Indicator (UIQI) is as follows:

UIQI 

4 Fi Ri   Fi   Ri
( F2i   R2i ) (  Fi ) 2  (  Ri ) 2 
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(40)

, where  Fi Ri is a covariance between the bands of the reference and the fused
image, and  ,  are mean and standard deviation of the images, respectively. The
higher UIQI is, the better spatial quality of the fused image. When two images are
identical, UIQI is equal to 1.
f) Signal-to-Noise Ratio (SNR) is as follows:
S1

SNR  10 log10

S2

 z(m, n)

2

m 1 n 1

S1

S2

2

(41)

  z(m, n)  o(m, n)
m 1 n 1

, where z(m,n) is the intensity of the pixel of the fused image, o(m,n) is the
intensity of the pixel of the original image, and S1×S2 is the intensity of the pixel
of the fused image. The higher SNR is, the better spatial quality of the fused
image is.
C. Pre-processing of Datasets
In this experimental study, multiple sets of multispectral and hyperspectral images are
used as a reference image which is later used in a comparison with the fusion results. In
other words, the fusion results are compared to the reference image to evaluate the fusion
performance. Quality metrics from the previous section are adopted to analyze how
similar the fusion results are to the reference image. If the quality metrics show the
numbers indicating that the fusion resultant images are close to the reference image, it is
possible to state that the fusion performance is very high.
First, the original spectral (either MS or HS) image is down sampled by a factor of 3 and
resized to the same size as before using the bilinear interpolation. The final result is a
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synthesized spectral image that can be used in our experiment as a source image. Second,
the original spectral image is spectrally integrated over the entire spectral range to obtain
a panchromatic image with spatial details preserved as much as possible. The final result
is a synthesized panchromatic image that can be used as the second source image [26].
By doing this, we can obtain two perfectly co-registered source images without going
through registration process which takes up lots of time and computational load. This
way, we can focus on the performance of the proposed fusion method without other
factors affecting the fusion process, such as misaligned source images.
D. Experiments
a) Hyperspectral and Panchromatic Datasets

(a)

(b)

(c)

Figure 42. Original HS image and two synthesized source images. (a) Original
(reference) HS image. (b) Synthesized PAN source image. (c) Synthesized HS source
image
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(a)

(b)

(c)

Figure 43. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
Table 9. A performance comparison of the fusion results using quality assessment
metrics.
Transform
Type
WT
CT
Proposed

CC
0.765
0.784
0.823

Spectral Analysis
RASE
47.764
46.721
44.712

(a)

SAM
0.234
0.215
0.193

(b)

AG
28.327
25.542
22.623

Spatial Analysis
UIQI
0.748
0.821
0.892

SNR
64.782
66.643
70.129

(c)

Figure 44. Original HS image and two synthesized source images. (a) Original
(reference) HS image. (b) Synthesized PAN source image. (c) Synthesized HS source
image
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(a)

(b)

(c)

Figure 45. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.

Table 10. A performance comparison of the fusion results using quality assessment
metrics.
Transform
Type
WT
CT
Proposed

CC
0.812
0.854
0.901

Spectral Analysis
RASE
50.124
48.567
45.781

SAM
0.334
0.237
0.209

84

AG
29.247
26.253
24.334

Spatial Analysis
UIQI
0.684
0.741
0.822

SNR
66.382
68.640
71.297

(a)
(b)
(c)
Figure 46. Original HS image and two synthesized source images. (a) Original (reference)
HS image. (b) Synthesized PAN source image. (c) Synthesized HS source image.

(a)

(b)

(c)

Figure 47. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 11. A performance comparison of the fusion results using quality assessment
parameters.
Transform
Type
WT
CT
Proposed

CC
0.844
0.875
0.914

Spectral Analysis
RASE
49.157
45.198
43.645

SAM
0.229
0.204
0.183

AG
30.247
27.462
23.263

Spatial Analysis
UIQI
0.788
0.832
0.922

SNR
69.872
71.643
73.912

b) Multispectral and Panchromatic Datasets

(a)

(b)

(c)

Figure 48. Original MS image and two synthesized source images. (a) Original
(reference) MS image. (b) Synthesized PAN source image. (c) Synthesized MS source
image.

(a)

(b)

(c)

Figure 49. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 12. A performance comparison of the fusion results using quality assessment
metrics.
Transform
Type
WT
CT
Proposed

Spectral Analysis
RASE
45.645
42.221
38.122

CC
0.657
0.747
0.853

(a)

SAM
0.244
0.205
0.181

AG
31.734
27.749
24.159

Spatial Analysis
UIQI
0.848
0.891
0.922

(b)

SNR
66.456
69.640
73.571

(c)

Figure 50. Original MS image and two synthesized source images. (a) Original MS
image. (b) Synthesized PAN source image. (c) Synthesized MS source image.

(a)

(b)

(c)

Figure 51. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 13. A performance comparison of the fusion results using quality assessment
metrics.
Transform
Type
WT
CT
Proposed

CC
0.615
0.788
0.833

Spectral Analysis
RASE
49.763
45.421
41.912

(a)

SAM
0.334
0.305
0.223

AG
29.112
24.452
21.223

(b)

(c)

Spatial Analysis
UIQI
0.778
0.851
0.932

SNR
67.728
69.943
73.136

Figure 52. Original MS image and two synthesized source images. (a) Original
MS image. (b) Synthesized PAN source image. (c) Synthesized MS source image.
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(a)

(b)

(c)

Figure 53. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.

Table 14. A performance comparison of the fusion results using quality assessment
metrics.
Transform
Type
WT
CT
Proposed

CC
0.825
0.864
0.933

Spectral Analysis
RASE
51.764
49.720
46.722

SAM
0.224
0.195
0.163

AG
32.327
30.453
27.663

Spatial Analysis
UIQI
0.798
0.821
0.855

SNR
74.728
77.343
80.126

6.2. Medical Image Fusion
In medical imaging, we can have positron emission tomography (PET), computed
tomography (CT), and magnetic resonance (MRI) images of brains or organs from the
same patient. The PET and CT images are a functional image displaying the brain/organ
functional activity but no anatomical information. On the contrary, the MRI provides
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anatomical information but no functional activity. Moreover, although the images come
exactly from the same brain/organ area, both PET and CT images have fewer pixels than
the MRI, due to the resolution of the image sensors. The goal of this medical image
fusion is to achieve a unique image with both functional and anatomical information
while preserving the original resolution.
6.2.1. Experimental Study and Analysis
A. Fusion Algorithm
Fusion framework used in this medical image fusion is the same as the one used in the
remote sensing image fusion, which is hybrid wavelet-based contourlet transform
(HWCT) framework. In other words, the input images are decomposed into multiscale
and multidirectional subbands using the filter stages discussed in Chapter 5.
However, the fusion algorithm used in the medical image fusion is different and it is
explained below:
1) The decomposed subbands from the transformation stage are combined using
lowpass and highpass fusion rules.
2) Lowpass subband fusion: The local energy domain is developed as the
measurement, then the selection and averaging modes are used to compute the
final coefficients.
The local energy E(x,y) is calculated centering the current coefficient in the
approximate subband a,

E ( x, y)   aJ ( x  m, y  n)2WL (m, n)
m

n
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(42)

, where (x, y) denotes the current subband coefficient and WL(m, n) is a template
of size 3×3,

 1 1 1
1 

WL   1 1 1
9 

 1 1 1

(43)

Then the salience factor is calculated to determine which mode is to be used
between the selection mode and the averaging mode, in the fusion process.

M JAB ( x, y ) 

2 aJA ( x  m, y  n)aJB ( x  m, y  n)
m

n

E A ( x, y )  E B ( x, y)

(44)

, where aJX ( x, y), X  A, B denotes the lowpass subband coefficients of the source
images A and B, and M JAB ( x, y) is the salience factor.
Salience factor reflects the similarity of the lowpass subbands of the two source
images. Then, this value is compared to a predefined threshold TL.
If M JAB ( x, y)  TL , the averaging mode is selected for the following fusion process:
aJF ( x, y)   A  aJA ( x, y)   B  aJB ( x, y)

(45)

, where aJF ( x, y) represents the fused results at position (x, y), and  A ,  B are the
weights:


 A   min
 max

for
for

B  1 A

E A ( x, y )  E B ( x , y )
E A ( x, y )  E B ( x , y )

(46)

(47)

, where  min  (0,1),  min   max  1 .
If M JAB ( x, y)  TL , the selection mode is chosen for the condition with the
following fusion rule:
91

aJA ( x, y )

A  

B

aJ ( x, y )

for
for

E A ( x, y )  E B ( x , y )
E A ( x, y )  E B ( x , y )

(48)

3) Highpass subband fusion: The coefficients with larger absolute values in the high
frequency subbands d j ,k ( x, y) are fused using the average method as follows:

E Fj ,k ( x, y)  d jA,k ( x, y)  d Bj ,k ( x, y)

(49)

X
F
, where E j ,k ( x, y) is the local energy and d j ,k ( x, y ) is the high frequency

coefficient.
4) Reconstruction of the fusion image: The fused image is reconstructed from

a Fj ( x, y) and E Fj,k ( x, y) using inverse transform.

B. Performance Quality Metrics
a) Entropy (EN): Entropy can effectively reflect the amount of information in certain
image. The larger the value is, the better fusion results are obtained:
L 1

EN   pF (i) log 2 pF (i)

(50)

i 0

, where pF is the normalized histogram of the fused image to be evaluated, L is
the maximum gray level for a pixel in the image.
b) Overall cross entropy (OCE): The overall cross entropy is used to measure the
difference between the two source images and the fused image. Small value
corresponds to good fusion results obtained:

OCE ( f A , f B ; F ) 
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CE ( f A , F )  CE ( f B , F )
2

(51)

, where f A , f B are the input multimodality medical images, F is the fused result,

CE ( f A , F ), CE ( f B , F ) are the cross entropy of the source images f A , f B and the
fused image F, which is:
L 1

CE (G, F )   pG (i) log 2
i 0

pG (i )
, G = A or B
pF (i)

(52)

c) Spatial frequency (SF): Spatial frequency can be used to measure the overall
activity and clarity level of an image. Larger SF value denotes better fusion result:

SF  RF 2  CF 2

(53)

, where RF is the row frequency and CF is the column frequency:
M 1 N  2
1
RF 
( F (i, j  1)  F (i, j )) 2


M ( N  1) i 0 j 0

CF 

1
( M  1) N

(54)

M  2 N 1

  ( F (i  1, j )  F (i, j ))
i 0 j 0

2

(55)

C. Pre-processing of Datasets
It is hard to find a reference image in the field of medical image fusion; therefore, it is
very important to use the quality assessment metrics that can evaluate the fusion
performance without the presence of the reference image (see above Section B).
Moreover, it is very important to pre-process the source datasets prior to the fusion
process. Unlike the remote sensing image fusion, it is necessary to register the source
images to each other, i.e., align the source images, in order to produce the best fusion
results. As discussed in Chapter 5, the image registration method based on Mutual
Information (MI) appears to be the suitable solution to the image fusion. Therefore, from
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a pair of source images, the one with lower resolution is resampled to match the one with
higher resolution, and the one with smaller size is resized to match the one with larger
size. Next, the source images are registered to each other using MI registration method in
order to align the source images as perfectly as possible.
D. Experiments

(a)

(b)

Figure 54. A set of source images. (a) Original CT image. (b) Original MRI image.

(a)

(b)

(c)

Figure 55. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 15. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
4.2378
4.5681
4.8169

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.6324
0.4983
0.3945

(a)

SF
4.6532
4.8415
4.9967

(b)

Figure 56. A set of source images. (a) Original MRI image. (b) Original SPECT image.

(a)

(b)

(c)

Figure 57. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 16. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
4.1987
4.4716
4.7934

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.5346
0.4712
0.3567

(a)

SF
4.8713
4.9134
5.1237

(b)

Figure 58. A set of source images. (a) Original CT image. (b) Original MRI image.

(a)

(b)

(c)

Figure 59. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 17. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
5.0146
5.2417
5.3834

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.6431
0.5864
0.5243

(a)

SF
5.1432
5.3754
5.4983

(b)

Figure 60. A set of source images. (a) Original MRI image. (b) Original MRA image.

(a)

(b)

(c)

Figure 61. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
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Table 18. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
4.3148
4.8561
5.2908

Performance Quality Metrics
OCE
0.6338
0.6124
0.5897

SF
4.7129
4.9874
5.2647

6.3. Infrared Image Fusion
Because of different imaging mechanism and waveband, the infrared image reflects
radiation information of the objective scene but image clarity is lower. The visible image
reflects reflection information of the objective scene, and can give a better description of
surroundings information. Therefore, fusion of infrared and visible images can make full
use of information contained in source images, and can acquire better understanding of
the whole scene. For example, details of targets that are hard to be detected in a visible
image can be better discovered in an infrared image; hence, the infrared image fusion can
be widely used in surveillance and security monitoring.
6.3.1. Experimental Study and Analysis
A. Fusion Algorithm
1) Decompose source images S1 ( x, y) and S2 ( x, y) using Daubechies complex
wavelet based contourlet transform to obtain approximation AS1 ( x, y) , AS2 ( x, y)
and detail DS1 ( x, y) , DS2 ( x, y) coefficients as follows:

 AS1 ( x, y), DS1 ( x, y)  T [S1 ( x, y)] and  AS2 ( x, y), DS2 ( x, y)  T [S2 ( x, y)]
, where T represents the transform.
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(56)

2) For approximation coefficients AS1 ( x, y) and AS2 ( x, y) , maximum fusion rule is
applied as follows:

 AS ( x, y ), if AS1 ( x, y )  AS2 ( x, y )
AS f ( x, y )   1
 AS2 ( x, y ), if AS2 ( x, y )  AS1 ( x, y )

(57)

, where AS f ( x, y) is approximation level coefficient for the fused image.
3) For detail subbands DS j ( x, y) (j is the total number of detail subbands) of source
images Si ( x, y) (i is the total number of source images), the energy of each
subband is denoted by EDS j ( x, y) and defined as follows:
n

EDS j ( x, y )    DS j ( x, y ) 

2

(58)

k 1

, where k = 1, 2, …, n is the maximum size of detail subbands.
If EDS1 ( x, y) and EDS2 ( x, y) are the energy of detail subbands DS1 ( x, y) and

DS2 ( x, y) for source images S1 ( x, y) and S2 ( x, y) respectively, then selection of
detail coefficients can be obtained by the following rule:

 DS ( x, y ), if EDS1 ( x, y )  EDS 2 ( x, y )
DS f ( x, y )   1
 DS2 ( x, y ), if EDS2 ( x, y )  EDS1 ( x, y )

(59)

, where DS f ( x, y) is detail coefficient for the fused image.
4) Fused image F ( x, y) is obtained by taking inverse transform of AS f ( x, y) and
DS f ( x, y) as follows:
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F ( x, y)  InverseT  AS f ( x, y), DS f ( x, y) 

(60)

B. Performance Quality Metrics
In order to evaluate the fusion performance, the same quality metrics that were used for
the medical image fusion are employed (see Section 6.2 for details). These specific
quality metrics are chosen because there is no reference image that is compared to the
fused image. In other words, these metrics evaluate the fusion results without the
reference image.
C. Pre-processing of Datasets
Similar to the medical image fusion, it is hard to find a reference image in the field of
infrared image fusion; therefore, it is very important to use the quality assessment metrics
that can evaluate the fusion performance without the presence of the reference image (see
Section 6.2). Moreover, it is very important to pre-process the source datasets prior to the
fusion process. Unlike the remote sensing image fusion, it is necessary to register the
source images to each other, i.e., align the source images, in order to produce the best
fusion results. As discussed in Chapter 5, the image registration method based on Mutual
Information (MI) appears to be the optimum solution to the image fusion. Therefore,
from a pair of source images, the one with lower resolution is resampled to match the one
with higher resolution, and the one with smaller size is resized to match the one with
larger size. Next, the source images are registered to each other using MI registration
method in order to align the source images as perfectly as possible.

100

D. Experiments

(a)

(b)

Figure 62. A set of source images. (a) Infrared image. (b) Visible image.

(a)

(b)

(c)

Figure 63. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
Table 19. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
5.2567
5.6781
6.0114

Performance Quality Metrics
OCE
0.5218
0.3492
0.3107
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SF
5.8681
6.1942
6.3321

(a)

(b)

Figure 64. A set of source images. (a) Infrared image. (b) Visible image.

(a)

(b)

(c)

Figure 65. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.

Table 20. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
5.8142
6.0034
6.2478

Performance Quality Metrics
OCE
0.4127
0.3891
0.2687
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SF
5.2149
5.6741
5.9947

(a)

(b)

Figure 66. A set of source images. (a) Infrared image. (b) Visible image.

(a)

(b)

(c)

Figure 67. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.

Table 21. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
5.6417
5.9837
6.2147

Performance Quality Metrics
OCE
0.3984
0.3547
0.3146
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SF
5.3741
5.5745
6.1473

6.4. Radar Image Fusion
Synthetic Aperture Radar (SAR) is one important branch of radar imaging technology,
and it is an active remote sensor system which possesses the ability of all time, all
weather, long distance and high resolution. The SAR has been widely used in the field of,
military detection, earth observing, and border monitoring. Because the SAR image is
radar coherent imaging, it does not have the ability to detect smoothness along the
contours; therefore, the SAR image reveals isolation of the discontinuities at edge points.
The infrared (IR) image, on the other hand, can reflect approximately the temperature
grads and radiation grads of observation object, and it can provide comparatively
integrated information of edge and texture. If SAR image and infrared image are fused,
the information of edges and textures obtained from the infrared image can be added to
the SAR image. As a result, both edge and texture information in the fused image will be
more integrated while preserving the frequency characteristics of the SAR image, which
makes the fused image more readable and useful.
6.4.1. Experimental Study and Analysis
A. Fusion Scheme
1) The low frequency part mainly reflects the approximate and average characters of
source images and contains most of the energy. Therefore, the low frequency
subband determines the outline of the image. Because of different imaging
mechanisms between Synthetic Aperture Radar sensor and IR sensor, the former
captures high resolution characters and information of a scene; however, the latter
enjoys comparatively integrated information of edges and textures of a scene.
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Therefore, the low frequency subband coefficients in the SAR image are selected
for the information of low frequency subbands in the fused image:

ABL0 (m, n)  select  AL0 (m, n), BL0 (m, n)

(61)

, where ABL0 (m, n) is the low frequency subband of the fused image.
2) Bandpass directional subband coefficients always contain edge and texture
features. In order to make full use of information in the neighborhood and cousin
coefficients in the transform domain, a salience measure, as a selection principle
of the bandpass directional subband coefficients based on area character, is used
for the source images. The fusion rule is defined as follows:
In bandpass directional subbands of the source images, respectively, a
corresponding block neighborhood of size M×N (typically or 3×3 or 5×5) is
chosen, of which central point is the pixel to be fused. So we select (m, n) and r as
the central point and the width of window. MA and MB are used for two counters
of two windows, respectively, which initial value are both zero. Definitions can

r
r
r
r
be, x  [m  , m  ], y  [n  , n  ] .
2
2
2
2
We obtain the counters for two windows according to the following selection:

M A  M A, M B  M B

 M A  M A  1, M B  M B

 M A  M A , M B  M B  1

if Alk ( x, y )  Blk ( x, y)
if Alk ( x, y )  Blk ( x, y)
if Alk ( x, y )  Blk ( x, y)

Then, we can choose bandpass directional subband coefficients as follows:
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(62)

 Alk (m, n)
 k
 Bl (m, n)
k
ABl (m, n)   k
A (m, n)
 l
 B k (m, n)
 l

if
if

MA  MB
MA  MB

if

M A  M B and Alk (m, n)  Blk (m, n)

if

M A  M B and Alk (m, n)  Blk (m, n)

(63)

, where ABlk (m, n), k  1, 2,..., 2nl , l  1, 2,..., L is the bandpass frequency subband
of the fused image.
B. Performance Quality Metrics
In order to evaluate the fusion performance, entropy (EN), average gradient (AG) and
overall cross entropy (OCE) are employed in the assessment (see Section 6.2). These
specific quality metrics are chosen because there is no reference image that is compared
to the fused image. In other words, these metrics evaluate the fusion results without the
reference image.
C. Pre-processing of Datasets
It is very important to pre-process the source datasets prior to the fusion process. Unlike
the remote sensing image fusion, it is necessary to register the source images to each
other, i.e., align the source images, in order to produce the best fusion results. As
discussed in Chapter 5, the image registration method based on Mutual Information (MI)
appears to be the optimum solution to the image fusion. Therefore, from a pair of source
images, the one with lower resolution is resampled to match the one with higher
resolution, and the one with smaller size is resized to match the one with larger size. Next,
the source images are registered to each other using MI registration method in order to
align the source images as perfectly as possible. The source images are then decomposed
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in level 3, as discussed in Chapter 5, to produce necessary subband coefficients that are
used for the fused image.
D. Experiments

(a)

(b)

Figure 68. A set of source images. (a) SAR image. (b) Infrared image.

(a)

(b)

(c)

Figure 69. Fusion results. (a) WT. (b) CT. (c) HWCT.
Table 22. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
4.3244
4.8531
5.0396

Performance Quality Metrics
OCE
0.7355
0.6841
0.6512
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SF
5.0541
5.8614
7.2184

(a)

(b)

Figure 70. A set of source images. (a) SAR image. (b) Infrared image.

(a)

(b)

(c)

Figure 71. Fusion results. (a) WT. (b) CT. (c) HWCT.
Table 23. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
4.5871
4.7784
4.9573

Performance Quality Metrics
OCE
0.6872
0.6421
0.5998

108

SF
6.5013
6.5571
6.7834

6.5. Multi-focus Image Fusion
Due to the limited depth-of-focus of on-board image sensors, especially which are
deployed in satellites or aircrafts, it is often not possible to get an image that contains all
relevant objects “in focus”. Therefore, multi-focus fusion process is required so that all
parts and objects in the resultant image are in focus.
6.5.1. Experimental Study and Analysis
A. Fusion Algorithm
1) Decompose the source images using HWCT and obtain lowpass (coarse)
coefficients CA, CB and bandpass coefficients (details):

D

A
l

, l  1, 2,..., q , DlB , l  1, 2,..., q

(64)

, where q is the decomposed level.
In each scale, hybrid directional filter bank (HDFB) is employed for bandpass
coefficients to implement the directional decomposition.

D

A
l ,k

, l  1, 2,..., q , DlB,k , l  1, 2,..., q

(65)

, where kl is the direction numbers of l-level bandpass coefficients.
2) Combine decomposed coefficients of the coarse subbands and the detail subbands
respectively as follows:
For the coefficients of the high frequency, there are two kinds of fusion rule to
combine transform detail coefficients: one is pixel-based fusion rule and the other
is region-based fusion rule. Pixel-based fusion rules only concern on coefficients
of current fusion pixel. Region-based fusion rules are more robust and less
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sensitive to noise. The high (band pass) frequency includes most of the image
detail information (edge and texture information). The fusion rules compute the
weighted region energy of the center pixel and its neighboring pixels. So, in this
new fusion scheme, weighted region energy fusion rule is adopted for band pass
coefficients. For band pass coefficients,
A
A
B

 Dl ,kl (i, j ) El ,kl (i, j )  El ,kl (i, j )
D (i, j )   B
A
B

 Dl ,kl (i, j ) El ,kl (i, j )  El ,kl (i, j )
F
l , kl

(66)

B
A
, where El ,kl (i, j ) , El ,kl (i, j ) are region energy of source images A and B

respectively.
If a certain pixel is coming from the source image A but with the majority of its
surrounding neighbors from B, this pixel will be selected to come from B.
For the coefficients of the lowpass coefficients, fusion with the average rule is
used:

C F (i, j )  (C A (i, j )  C B (i, j )) / 2

(67)

3) Perform inverse HWCT using the fused coefficients in order to produce a
resultant fusion image.
B. Performance Quality Metrics
In order to evaluate the fusion performance, we employed the same quality metrics that
were used for the medical image fusion (see Section 6.2 for details). These specific
quality metrics are chosen because there is no reference image that is compared to the
fused image. In other words, these metrics evaluate the fusion results without the
reference image.
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C. Pre-processing of Datasets
It is very important to pre-process the source datasets prior to the fusion process. Unlike
the remote sensing image fusion, it is necessary to register the source images to each
other, i.e., align the source images, in order to produce the best fusion results. As
discussed in Chapter 5, the image registration method based on Mutual Information (MI)
appears to be the optimum solution to the image fusion. Therefore, from a pair of source
images, the one with lower resolution is resampled to match the one with higher
resolution, and the one with smaller size is resized to match the one with larger size. Next,
the source images are registered to each other using MI registration method in order to
align the source images as perfectly as possible. The source images are then decomposed
in level 3, as discussed in Chapter 5, to produce necessary subband coefficients that are
used for the fused image.
D. Experiments

(a)

(b)

Figure 72. A set of source images. (a) Right focused. (b) Left focused.
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(a)

(b)

(c)

Figure 73. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
Table 24. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
5.9127
6.2354
6.5587

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.5478
0.5102
0.4458

(a)

SF
5.6478
5.7714
6.0017

(b)

Figure 74. A set of source images. (a) Right focused. (b) Left focused.
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(a)

(b)

(c)

Figure 75. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.

Table 25. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
4.3147
4.8695
5.2871

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.6587
0.5384
0.3145

(a)

SF
5.3647
5.6724
5.9567

(b)

Figure 76. A set of source images. (a) Right focused. (b) Left focused.
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(a)

(b)

(c)

Figure 77. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
Table 26. Performance evaluation of the proposed HWCT method.
Fusion Method

EN
4.2567
4.8925
5.2874

WT
CT
Proposed HWCT

Performance Quality Metrics
OCE
0.6447
0.5142
0.4456

(a)

SF
5.0578
5.9145
6.4512

(b)

Figure 78. A set of source images. (a) Right focused. (b) Left focused.
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(a)

(b)

(c)

Figure 79. Fusion results. (a) WT. (b) CT. (c) Proposed HWCT.
Table 27. Performance evaluation of the proposed HWCT method.
Fusion Method
WT
CT
Proposed HWCT

EN
3.2547
4.1156
4.8562

Performance Quality Metrics
OCE
0.6354
0.5471
0.4412

SF
5.1237
5.5646
6.5002

6.6. Conclusion
In this chapter, multiple datasets are used to test and verify the performance of the
proposed fusion method against the existing methods (WT and CT). For each fusion
category, a novel fusion algorithm is proposed because the algorithm itself is very
important in producing the best fusion results due to the nature of datasets in each fusion
category. For example, the same algorithm should not be used in both remote sensing
image fusion and medical image fusion because the characteristics and the information
that each fusion category possesses are different; hence, algorithms with different
selection of the fusion coefficients are necessary. Various performance quality metrics
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are also adopted to conduct comparative analyses on the fusion results. In the remote
sensing image fusion, CC, RASE, and SAM are used for the spectral analysis, and AG,
UIQI, and SNR are used for the spatial analysis. For the other four categories of the
fusion, EN, OCE, and SF are selected to analyze the fusion performance.
The fusion results in the remote sensing image fusion show that the proposed method
performs well and its effectiveness as a fusion method is validated. The results are
assessed as precisely as possible using six different quality metrics. Moreover, the source
images are synthesized from the original spectral images in order to produce a perfectly
co-registered pair of source images. As a result, no additional pre-processing steps are
necessary, and there is less chance that other factors affect the fusion performance during
the process. Therefore, it is possible to state that the fusion results and comparative
analyses are accurate, and that the proposed method is verified to be a high-performance
multimodal fusion method.
Unlike the remote sensing image fusion, a pair of original source images is used in the
other four categories of the image fusion, i.e., no synthesizing process is done. Therefore,
it is not possible to assume that the source images are registered to each other with the
same sample size and resolution. In order to match the size and resolution of the source
images, necessary resampling and resizing processes are undertaken. Next, the MI-based
image registration is performed over the source images to align them as precisely as
possible (see Chapter 5 for details). Another noticeable difference can be found in
evaluating the fusion performance because there is no reference image to compare the
resultant fused images to. In other words, it is not possible to employ the same quality
metrics as used in the remote sensing image fusion. Three other quality metrics are
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chosen for the performance evaluations in the remaining four fusion categories, which are
EN, OCE, and SF (see Section 6.2.1). These quality metrics have an advantage of
evaluating the fusion performance without the reference image because they can analyze
the fusion results directly while other metrics need a reference image to find similarities
between the results and the reference.
In all four fusion categories (medical, infrared, radar, and multi-focus image fusion), the
proposed fusion method outperformed the existing methods according to the performance
evaluations using three different quality metrics. Numerous datasets were used to conduct
accurate and reliable evaluations. Since the proposed method produced better fusion
results in every experiment, its usefulness as a fusion method is validated and its high
performance is verified.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
This dissertation is a study on the multimodal image fusion which has various
applications that are contributable to many aspects of human life such as urban mapping,
target detection, concealed weapon identification, natural disaster monitoring, and early
detection of medical symptoms like a cancer. In this final chapter, a summary of research
findings, experimental results and contributions is provided.
7.1. Conclusion
The major research findings, experimental results and contributions are highlighted
below:
1) A novel multimodal image fusion method is proposed based on the following
ideas:
a. Hybrid wavelet-based contourlet transform (HWCT) fusion model
b. Wavelet-based contourlet transform model
c. Daubechies complex wavelets
d. Hybrid directional filter bank (HDFB) model
e. Proposed fusion algorithm for each multimodal fusion category
2) Necessary pre-processing techniques are studied and novel methods are proposed:
a. Original spectral images in the remote sensing image fusion are
synthesized to produce a pair of source images. As a result, a perfectly coregistered (aligned) pair of source images is obtained.
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b. Various image registration methods are studied, and mutual information
(MI)-based registration is proposed to align the source images as precisely
as possible.
c. Similarity-based band selection technique is proposed to reduce the size of
the spectral images, which is usually very large to be processed,
transferred and stored.
d. The study on the decomposition level is conducted to observe how the
level affects the fusion performance and what level is sufficient for the
fusion process. It is observed that the level-3 is good enough and that the
levels beyond the level-3 do not necessarily improve the fusion
performance.
3) Multiple categories of the multimodal image fusion are studied using numerous
datasets and performance quality metrics. From every experimental study and
analysis in each fusion category, the proposed method produced better fusion
results than the conventional wavelet and contourlet transforms; therefore, its
usefulness as a fusion method has been validated and its high performance has
been verified.
a. For the remote sensing image fusion, CC, RASE, and SAM are used for
the spectral analysis, and AG, UIQI, and SNR are used for the spatial
analysis.
b. For the other four categories of the fusion, EN, OCE, and SF are employed
to analyze the fusion performance.
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7.2. Future Work
This section outlines additional research and studies that can be further conducted to
extend the work of this dissertation. Further steps may be taken as follows:
1) Develop a robust image registration method to enhance the fusion performance
even better.
2) Develop a robust method to compress the spectral bands of remote sensing images
for effective processing, transferring and storage of large data, while preserving
both information and characteristics of source images.
3) Develop a method to automatically determine the decomposition level for
optimum decomposition of the subband coefficients for the fused image.
4) Study and find an image denoising method that can be used prior to the main
fusion process, which can further enhance the fusion results.
5) Develop a numerical method of a new quantitative metric for the fusion
performance evaluation that can be commonly used in different types of image
fusion.
6) Integrate a powerful hardware such as graphic processing unit (GPU) in order to
achieve faster processing of large datasets.
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