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On the influence of noise in randomized consensus algorithms*
Renato Vizuete, Paolo Frasca, and Elena Panteley
Abstract— In this paper we study the influence of additive
noise in randomized consensus algorithms. Assuming that
the update matrices are symmetric, we derive a closed form
expression for the mean square error induced by the noise,
together with upper and lower bounds that are simpler to
evaluate. Motivated by the study of Open Multi-Agent Systems,
we concentrate on Randomly Induced Discretized Laplacians,
a family of update matrices that are generated by sampling
subgraphs of a large undirected graph. For these matrices, we
express the bounds by using the eigenvalues of the Laplacian
matrix of the underlying graph or the graph’s average effective
resistance, thereby proving their tightness. Finally, we derive
expressions for the bounds on some examples of graphs and
numerically evaluate them.
I. INTRODUCTION
Randomized interactions have been extensively studied in
consensus systems [1], [2], with a wide range of applications
including social networks [3], sensor networks [4], and clock
synchronization [5]. Even if consensus in random networks
has been studied for long time, researchers have mostly
considered ideal, noiseless, conditions for the interactions
[6]. Instead, more realistic dynamical models should at least
include noise. The influence of noise has indeed been inves-
tigated in several works [7], [8], [9] regarding deterministic
consensus, both in discrete-time [10] and in continuous-
time [11], [12]. Instead, relatively little is known about the
effects of noise on randomized consensus. For instance, the
authors in [13] studied additive noise in random consensus
over directed graphs, showing that, due to asymmetric loss
of links, uncommon phenomena such as Le´vy flights can
arise in the evolution of the system. However, the emergence
of this phenomenon is not possible for undirected graphs,
provided the links are deactivated in a symmetric way.
Nevertheless, noise prevents the states of the nodes from
reaching consensus.
In this paper, we quantify the effects of noise by a noise
index, which is simply the steady-state normalized mean
square error between the states of the network and the
consensus, and we study this index for symmetric update
matrices. In our first result, we obtain an explicit expression
for it. Since this closed form involves the calculation of
an N2-dimensional matrix, we derive an upper bound and
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a lower bound that depend on the eigenvalues of relevant N-
dimensional matrices. These results generalize well-known
results about deterministic consensus with noise [10], [12].
Next, we refine our analysis for a specific class of random
update matrices, which we refer to as Randomly Induced
Discretized Laplacians (RIDL). Given an underlying large
graph, these matrices are generated by sampling a subset of
active nodes and considering the subgraph induced by the
active nodes. This way of sampling random update matrices,
which to best of our knowledge has not been studied before
in the literature, is motivated by the study of Open Multi-
Agent Systems (OMAS): that is, multi-agent systems where
agents can leave and join at any time [14], [15], [16],
[17]. When the update matrices are RIDLs, our bounds can
be expressed as functions of the Laplacian eigenvalues of
the underlying graph. Further rewriting of the bounds as
functions of the average effective resistance reveals that they
are asymptotically tight.
This paper is organized as follows. In Section II, we
present the noise index, its closed form expression, and upper
and lower bounds for its calculation. In Section III, we define
RIDL matrices and illustrate their connection with OMAS.
Then, we provide expressions for the bounds based on the
spectrum of expected matrices. Finally, several examples of
graphs are presented in Section IV and Section V concludes
the work.
II. NOISE IN RANDOMIZED CONSENSUS
We consider the interactions between agents through a
randomized averaging algorithm given by:
x(t+1) = P(t)x(t), (1)
where x(t) = [x1(t), . . . ,xN(t)]T is a vector with the states of
the nodes of the network and P(t) is a stochastic matrix.
One of the most important results on dynamics (1) is the
determination of sufficient conditions to achieve probabilistic
consensus with independent and identically distributed (i.i.d.)
matrices P(t).
Lemma 1 (Corollary 3.2 [6]): The dynamics (1) with
i.i.d. matrices P(t) reaches consensus with probability 1 if:
Pii(t)> 0 with probability 1 for all i ∈V, (2a)
GP¯ has a globally reachable node, (2b)
where V = {1, . . . ,N} and GP¯ is the graph associated1 with
the expected matrix P¯ = E[P(t)].
1Graph GP¯ is formed by adding edges between two nodes i, j in V when
P¯i j > 0, for all i, j, including possible self-loops.
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Condition (2a) is easy to satisfy in most cases since each
agent usually has access to his own state. For undirected
graphs, condition (2b) is equivalent to having a connected
network. Moreover, for undirected graphs, the matrices P(t)
of dynamics (1) are usually symmetric and, therefore, dou-
bly stochastic: if matrices P(t) are doubly stochastic, then
dynamics (1) reaches average consensus with probability 1.
Even if under ideal conditions it is possible to reach
average consensus for undirected graphs, noise can affect
the performance of the system. In order to study its effects,
additive noise can be included in the dynamics [10], [18],
by defining:
x(t+1) = P(t)x(t)+n(t), (3)
where n(t) is a vector of noise. It is natural to define
a performance index to measure the deviation from the
consensus point due to the effect of the perturbations as:
Jnoise :=
1
N
lim
t→+∞E
[∥∥x(t)−N−111T x(t)∥∥2] , (4)
where 1 is a vector of ones. The purpose of this paper is
studying this index, under the following standing assumption.
Assumption 1: The stochastic matrices P(t) are i.i.d.,
symmetric, and satisfy (2a)-(2b).
Our first contribution in this direction is showing that, under
suitable conditions on the noise vector n(t), index Jnoise can
be expressed in closed form.
Theorem 1 (Mean square error index): Consider system
(3) under Assumption 1 with a noise vector n(t) uncorrelated
w.r.t. both i and t, with zero mean and variance σ2. Then,
the noise index (4) can be expressed as:
Jnoise =
σ2
N
(
vecT (IN)(IN2 −K)−1vec(IN)−1
)
, (5)
where K = E[P(t)Ω⊗P(t)], Ω= IN−N−111T and Im is the
identity matrix of size m.
Proof: For every t we have:
x(t) = Q(t)x(0)+
t−1
∑
s=0
Q(s)n(t− s−1),
where Q(t) = P(t − 1) . . .P(1)P(0). Let us denote H =
N−111T and δ (t)= x(t)−N−111T x(t)= x(t)−Hx(t). Then,
δ (t) = (Q(t)−H)x(0)+
t−1
∑
s=0
(Q(s)−H)n(t−1− s).
The expectation of its squared norm can be expressed as:
E[‖δ (t)‖2] = E[‖(Q(t)−H)x(0)‖2] (6)
+2
t−1
∑
s=0
xT (0)(Q(t)−H)T (Q(s)−H)E[n(t−1− s)]
+
t−1
∑
s,r=0
E
[
[(Q(s)−H)n(t− s−1)]T [(Q(r)−H)n(t− r−1)]] .
First, we analyse the third term of (6) which we denote by
U . By applying the trace on the scalar U , we obtain
U=
t−1
∑
s,r=0
tr
(
E
[
(QT(s)Q(r)−H)]E[n(t−1− s)nT(t−1− r)]) .
Due to the characteristics of the noise vector, we have:
E[n(t−1− s)nT (t−1− r)] =
{
σ2IN , s = r
0, s 6= r ,
which yields:
U = σ2
t−1
∑
s=0
tr
(
E
[
QT (s)Q(s)−H])
= σ2
t−1
∑
s=0
tr
(
E
[
QT (s)INQ(s)−QT (s)HQ(s)
])
= σ2
t−1
∑
s=0
tr
(
E
[
QT (s)ΩQ(s)
])
. (7)
Then, we express the trace using the vectorization operator
(tr(AT B) = vecT (A)vec(B)) as:
U = σ2
t−1
∑
s=0
vecT (IN)vec
(
E
[
QT (s)ΩQ(s)
])
.
Due to the idempotence of Ω and commutativity of the
product P(s)Ω, we can write the matrix QT (s)ΩQ(s) as:
QT(s)ΩQ(s)=P(0)P(1) . . .P(s−1)P(s−1)Ω . . .P(1)ΩP(0)Ω.
(8)
Then, we can apply the property vec(ABC)= (CT⊗A)vec(B)
and we get:
U = σ2vecT (IN)
(
(IN⊗Ω)vec(IN)
+
t−1
∑
s=1
E
[
(P(0)Ω⊗P(0))vec(P(1) . . .P2(s−1)Ω . . .P(1)Ω)]).
Following an iterative procedure we obtain:
U = σ2vecT (IN)
(
(IN⊗Ω)
+
t−1
∑
s=1
E [(P(0)Ω⊗P(0)) . . .(P(s−1)Ω⊗P(s−1))]
)
vec(IN).
Since the matrices P(s) are i.i.d., we get:
U = σ2vecT (IN)
(
t−1
∑
s=1
E[PΩ⊗P]s+(IN⊗Ω)
)
vec(IN)
=σ2vecT (IN)
(
t−1
∑
s=0
E[PΩ⊗P]s+(IN⊗Ω)− IN2
)
vec(IN),
where to satisfy space constraints, we have avoided including
the time dependence of matrices P(t). This abuse of notation
will be made multiple times in the rest of the paper. Notice
that (IN ⊗Ω)− IN2 = −(IN ⊗N−111T ) and vecT (IN)(IN ⊗
N−111T )vec(IN) = 1. Let us recall K = E[PΩ⊗ P] and
consider the limit t → +∞. By applying Jensen inequality
to the spectral norm ‖ · ‖2, we can see that ‖E[PΩ⊗P]‖22 ≤
E[‖PΩ⊗P‖22] = E[‖PΩ‖22‖P‖22] < 1. Therefore, ∑∞s=0 Ks =
(IN2 −K)−1, and we have:
lim
t→+∞U = σ
2 (vecT (IN)(IN2 −K)−1vec(IN)−1) .
The second term of (6) is zero since the noise process
has zero mean. The first term of (6), denoted by F =
E
[‖(Q(t)−H)x(0)‖2], can be expressed as:
F = E
[
[(Q(t)−H)x(0)]T [(Q(t)−H)x(0)]
]
= E
[
xT (0)(QT (t)Q(t)−H)x(0)] .
Being QT (t)Q(t) the product of doubly stochastic matrices,
per Theorem 4 in [1] it converges to H with probability 1,
so that limN→∞F = 0. Finally, Jnoise is given by (5).
Remark 1 (Alternate expressions for Jnoise): Since Ω is
idempotent and commutes with any stochastic matrix, ex-
pression (8) could be arranged in two other ways, so that
instead of (5) one would obtain the analogous expression
where the symmetric matrix K =E[P(t)Ω⊗P(t)] is replaced
by E[P(t)Ω⊗P(t)Ω] or by E[P(t)⊗P(t)Ω].
A. Upper and lower bounds
The calculation of (5) requires the determination of the
N2×N2 matrix K which is impractical either for theoretical
or numerical analysis. For this reason, we derive a lower
bound JLB and an upper bound JUB for the noise index,
which depend on the spectrum of symmetric N-dimensional
matrices.
Theorem 2 (Upper and lower bounds): For the noise in-
dex (4) we have:
σ2
N
N
∑
i=2
1
1−λ 2i (P¯)
≤ Jnoise ≤ σ
2
N
N
∑
i=2
1
1−λi( ¯¯P)
, (9)
where P¯ = E[P(t)] and ¯¯P = E[P2(t)].
Proof: In order to obtain the lower bound for the noise
index, we can express the term (7) as:
U = σ2
t−1
∑
s=0
tr
(
E
[
QT (s)ΩQ(s)
])
= σ2
t−1
∑
s=0
E
[‖Q(s)Ω‖2F] ,
where ‖·‖F is the Frobenius norm. Then we can apply Jensen
inequality obtaining:
U ≥ σ2
t−1
∑
s=0
‖E [Q(s)Ω]‖2F .
Since the matrices P(s) are i.i.d., we can see that E[Q(s)Ω] =
P¯sΩ such that:
U ≥ σ2
t−1
∑
s=1
‖P¯sΩ‖2F +‖Ω‖2F .
For a symmetric matrix P we have ‖P‖2F = ‖P2‖S1 , where
‖A‖S1 = ∑Ni=1 |λi(A)| is the Schatten 1-norm. Thus:
U ≥ σ2
t−1
∑
s=1
‖(P¯2Ω)s‖S1 +‖Ω‖S1 ≥ σ2
∥∥∥∥∥t−1∑s=1(P¯2Ω)s+Ω
∥∥∥∥∥
S1
.
When t→+∞, we have:
lim
t→+∞U ≥ σ
2
∥∥∥∥∥ ∞∑s=0(P¯2Ω)s+Ω− IN
∥∥∥∥∥
S1
= σ2
∥∥(IN− P¯2Ω)−1−N−111T∥∥S1 .
By using the definition of the Schatten 1-norm we get:
lim
t→+∞U ≥ σ
2
N
∑
i=2
1
1−λ 2i (P¯)
,
which is the desired lower bound.
For the upper bound, we consider the summation element
in (7), denoted by S:
S =tr
(
E
[
QT (s)(IN−H)Q(s)
])
=tr
(
E
[
QT (s)Q(s)
])− tr(H) .
At this point, we can use the inequality
tr(E[QT (s)Q(s)])≤ tr(E[P2]s),
proved in [19, Cor. 5], to obtain:
S≤tr( ¯¯Ps)− tr(H)
=tr
(
E
[
P2(0)P2(1) · · ·P2(s−1)−H])
=tr
(
E
[
P2(0)P2(1) · · ·P2(s−1)Ω]) .
Since Ω is idempotent and P(s)Ω=ΩP(s), we can express
the latter as:
S≤tr(E [P(0)ΩP(0) · · ·P(s−1)ΩP(s−1)])
=tr(E [P(0)ΩP(0)] · · ·E [P(s−1)ΩP(s−1)])
=tr(E [P(t)ΩP(t)]s) .
Then, the sum in (7) is upper bounded by:
U ≤ σ2
t−1
∑
s=1
tr(E [P(0)ΩP(0)]s) .
When t→+∞, we get:
lim
t→+∞U ≤σ
2tr
(
∞
∑
s=0
E [PΩP]s−H
)
=σ2tr
(
(IN−E [PΩP])−1−H
)
=σ2
N
∑
i=2
1
1−λi( ¯¯P)
,
which gives the desired upper bound.
Remark 2 (Deterministic case): For the deterministic dy-
namics x(t + 1) = P¯x(t)+ n(t), that is, P(t) = P¯, the noise
index is given by Jnoise = σ
2
N ∑
N
i=2
1
1−λ 2i (P¯)
. In this case the
upper and lower bounds of Theorem 2 coincide and recover
the well-known results about deterministic consensus [10],
[18]. These questions have also been extensively studied
in continuous-time by the closely-related notion of network
coherence [11], [12].
III. RANDOMLY INDUCED DISCRETIZED LAPLACIANS
We consider the following sampling procedure. Let a set V
of N nodes be given, together with an undirected graph G¯ that
has V as node set and whose adjacency matrix is denoted by
A¯. At each time t, every node has an independent probability
p of being active; at each time t, the current graph G(t) is
the subgraph of G¯ that is induced by the set of active nodes.
Fig. 1. Random interactions with different numbers of active agents Na in
a network with N = 18 possible agents.
More formally, the current adjacency matrix A(t) is generated
as
A(t) = Γ(t) A¯Γ(t), (10)
where Γ(t) = diag[γ1(t), . . . ,γN(t)] is a diagonal matrix with
N independent identically distributed Bernoulli random vari-
ables corresponding to each node. The value of the random
variable γi(t) indicates the state of agent i at time t such that
when γi(t) = 1, the node is active.
Given the adjacency matrix A(t), we then define the time-
varying doubly stochastic matrix given by:
P(t) = IN− ε(D(t)−A(t)), (11)
where D(t) is the diagonal matrix of the degrees of the
induced graph G(t) and 0 < ε < 1dmax(G¯) . After defining the
time-varying Laplacian L(t)=D(t)−A(t), it becomes natural
to refer to stochastic matrices sampled according to (11)-(10)
as Randomly Induced Discretized Laplacians (RIDL).
Remark 3 (RIDL and Open Multi-Agent Systems): When
studying Open Multi-Agent Systems, one is confronted with
the issue of agents continuously joining and leaving the
system. When the pool of possible participating agents is
known, arrivals and departures can be equivalently seen as
activations and de-activations [17]. In such a case, one can
further assume that the interaction network is a subgraph,
induced by the active nodes, of a larger network of potential
interactions. RIDL can therefore be used to study OMAS in
this case, under the assumption that the activation of each
agent is an independent event, as illustrated in Fig. 1.
We now study Jnoise for RIDL matrices. For an exact
calculation as per (5), it would be necessary to compute the
matrix K =E[P(t)Ω⊗P(t)]. To this end, we can observe that
K = E[P(t)⊗P(t)]−N−111T ⊗ P¯.
The second term only depends on P¯, which is given by
P¯ = IN− ε p2(D¯− A¯) = IN− ε p2L¯, (12)
where D¯ and L¯ are the degree and Laplacian matrices of
graph G¯, but the first term
E[P(t)⊗P(t)] = IN2−ε p2(IN⊗ L¯+ L¯⊗ IN)+ε2E[L(t)⊗L(t)]
cannot be written as a function of P¯ or L¯. Hence, Jnoise cannot
be written as a function of P¯. Nevertheless, the upper and
lower bounds of Theorem 2 can be expressed as functions
of the eigenvalues of P¯.
Proposition 1 (Bounds for Discretized Laplacian): For
the time-varying stochastic matrix (11) generated with (10),
the lower bound JLB and upper bound JUB in (9) become:
JLB =
σ2
ε p2N
N
∑
i=2
1
2λi(L¯)− ε p2λ 2i (L¯)
, (13)
JUB =
σ2
ε p2N
N
∑
i=2
1
2(1+ ε p− ε)λi(L¯)− ε pλ 2i (L¯)
, (14)
where 0 = λ1(L¯)< λ2(L¯)≤ . . .≤ λN(L¯) are the eigenvalues
of L¯.
Proof: For the lower bound, we consider the expression
(12). Since L¯ is symmetric, the eigenvalues of P¯ are given
by λi(P¯) = 1− ε p2λi(L¯) and we obtain (13).
For the upper bound, ¯¯P can be written as:
¯¯P = E[(IN− εL)2] = IN−2ε p2L¯+ ε2E[L2]
= IN−2ε p2L¯+ ε2(E[D2]−E[DA]−E[AD]+E[A2])
Since E[γi(t)] = E[γ2i (t)] = p, we have:
E[D2] = (p2− p3)D¯+ p3D¯2, E[DA] = p3D¯A¯+(p2− p3)A¯,
E[AD] = p3A¯D¯+(p2− p3)A¯, E[A2] = (p2− p3)D¯+ p3A¯2,
which yields:
¯¯P = IN +2ε p2(ε− ε p−1)L¯+ ε2 p3L¯2.
The eigenvalues of ¯¯P are λi( ¯¯P)= 1+2ε p2(ε−ε p−1)λi(L¯)+
ε2 p3λ 2i (L¯) and we obtain (14).
From expressions (13) and (14) we can observe that for
the computation of the bounds for Jnoise, we only need to
know the topology of GP¯ through L¯.
Furthermore, inspired by the work in [20], we relate Jnoise
with the well-studied Average Effective Resistance or Kirch-
hoff Index of the graph. The latter can indeed be expressed
[18, Chapter 5] as a function of Laplacian eigenvalues by
Rave :=
1
N
N
∑
i=2
1
λi(L¯)
.
Proposition 2 (Bounds and average effective resistance):
For the noise index (4) with the time-varying stochastic
matrix (11) generated with (10) we have:
σ2
2p2
Rave
ε
≤ Jnoise ≤ σ
2
2p3(1− k)
Rave
ε
,
where k = εdmax < 1.
Proof: For the lower bound, we immediately observe
from (13) that
JLB ≥ σ
2
ε p2N
N
∑
i=2
1
2λi(L¯)
=
σ2
2ε p2
Rave.
For the upper bound, we remind λi(L¯)≤ 2dmax and obtain:
2(1+ ε p− ε)λi(L¯)− ε pλ 2i (L¯) =
= 2ε(p−1)λi(L¯)+(2− ε pλi(L¯))λi(L¯)
≥ 2ε(p−1)λi(L¯)+(2− ε p(2dmax))λi(L¯)
≥ 2p(1− k)λi(L¯),
(a) Jnoise (b) Relative error
Fig. 2. Computations for a star graph SN with growing N.
which yields:
JUB ≤ σ
2
ε p2N
N
∑
i=2
1
2p(1− k)λi(L¯) =
σ2
2ε p3(1− k)Rave,
thereby completing the proof.
The bounds of Proposition 2 can also be equivalently ex-
pressed as
σ2
2p2k
dmaxRave ≤ Jnoise ≤ σ
2
2p3k(1− k)dmaxRave.
Since only dmax and Rave depend on the graph (and there-
fore on N), this form of the bounds implies that Jnoise =
Θ(dmaxRave) as N → ∞ and proves that the bounds are
asymptotically tight for RIDLs. For instance, for sparse
graphs with bounded degree, the rate of growth of Jnoise is
equal to the rate of growth of Rave. Instead, for dense graphs
where dmax is linear in N, the rate of growth of Jnoise is the
rate of NRave.
IV. EXAMPLES: SPARSE AND DENSE GRAPHS
In this section, we illustrate the behavior of the noise
index for RIDL matrices associated to graphs with particular
structures, which allow for the explicit computation of the
bounds in Theorem 2 and Proposition 1. We consider ε =
k/dmax(G¯) with k ∈ (0,1) and we perform computations for
networks with 3≤ N ≤ 100, p = 0.9, and σ2 = 1.
a) Star graphs: For the star graph SN we have
dmax(SN) = N−1 and we choose ε = k/(N−1). The eigen-
values of the Laplacian matrix are given by λi(L¯) = 1 for
i = 2, . . . ,N−1 and λN(L¯) = N, so that the bounds are:
JLB =
σ2
ε p2N
(
N−2
2− ε p2 +
1
N(2− ε p2N)
)
,
JUB =
σ2
ε p2N
(
N−2
ε p+2−2ε +
1
N(2ε p+2−2ε− ε pN)
)
,
implying that Jnoise = σ
2
2kp2 N+o(N) as N→ ∞. Figures 2(a)
and 2(b) present the results of the computations for the star
graph with k = 0.8.
b) Paths and grids: For the path graph PN , dmax(PN) =
2 and we select ε = 0.8/2 for all N. The eigenvalues of the
Laplacian matrix are given by λi(L¯) = 2−2cos
(
pi(i−1)
N
)
for
(a) Jnoise (b) Relative error
Fig. 3. Computations for a path graph PN with growing N.
(a) 2-D grid (b) 3-D grid
Fig. 4. Computations for 2−D and 3−D grids with growing N.
i = 2, . . . ,N such that the corresponding bounds are:
JLB=
σ2
4ε p2N
N−1
∑
i=1
1
1−ε p2−ε p2cos2(piiN )+(2ε p2−1)cos(piiN ) ,
JUB=
σ2
4ε p2N
N−1
∑
i=1
1
1−ε−ε pcos2(piiN )+(ε p+ε−1)cos(piiN )
and the rate of growth of the noise index is Jnoise = Θ(N).
Fig. 3(a) and 3(b) present the results of the computations for
the path graph.
The maximum degree for a 2-D grid is dmax(2-D) = 4 and
for a 3-D grid is dmax(3-D) = 6. The spectrum of the Lapla-
cian matrix for a k-D grid are given by: 2k−2∑ki=1 cos( piN hi)
with hi ∈ {0, . . . ,N− 1}. Due to the complexity of dealing
with the closed form from Theorem 1, we present only the
behavior of the bounds for the 2-D grid in Fig 4(a) and for
the 3-D grid in Fig 4(b). These examples also confirm the
theoretical analysis.
c) Dense graphs (complete and Erdo˝s-Re´nyi): Since
for a complete graph KN , dmax(KN) = N − 1, we select
ε = k/(N− 1). The eigenvalues of the Laplacian matrix of
the complete graph KN are λi(L¯) = N for i = 2, . . . ,N such
that the bounds for Jnoise are:
JLB =
σ2(N−1)
ε p2N2(2− ε p2N) →
σ2
p2k(2− p2k)as N→ ∞,
JUB =
σ2(N−1)
ε p2N2(2+2ε p−2ε−ε pN) →
σ2
p2k(2−pk)as N→ ∞,
implying a rate of growth Jnoise =Θ(1). For the computations
we choose k = 0.8 and we obtain the results in Figures 5(a)
and 5(b): the latter implies that the upper bound is equal to
the noise index. Simulations suggest that other dense graphs
behave similarly to the complete. As an example, Figures
(a) Jnoise (b) Relative error
Fig. 5. Computations for a complete graph KN with growing N.
(a) Jnoise (b) Relative error
Fig. 6. Computations for a Erdo˝s-Re´nyi graph with growing N.
6(a) and 6(b) present the results of the computations for the
Erdo˝s-Re´nyi graph per = 0.8 and ε = 0.8/(N−1).
d) Variation of p: Figures 7(a) and 7(b) present the
behavior of the relative error for the bounds of Theorem 2
for graphs with N = 100, ε = 0.8/dmax and 0.1≤ p≤ 0.9.
V. CONCLUSIONS
In this work, we analyzed the influence of noise in random
consensus with an application to OMAS by considering the
random sampling of active nodes. We derived an expression
for a noise index that measures the deviation from the
consensus point and two bounds that depend on the spectrum
of expected matrices related to the network. For Randomly
Induced Discretized Laplacians, the bounds can be expressed
as functions of the eigenvalues of the expected Laplacian
matrix and, more specifically, of its average effective resis-
tance. For sparse graphs, such as stars and paths, the noise
index grows linearly and the lower bound presents a better
approximation of the real value. For dense graphs, such as
complete and Erdo˝s-Re´nyi graphs, the noise index is bounded
in N and the upper bound is a better approximation.
(a) Lower bound (b) Upper bound
Fig. 7. Computations of the relative error for different values of p for
graphs with N = 100.
As future work, we would like to perform the analysis of
noisy random consensus while allowing for a certain degree
of statistical dependence in the generation of the stochastic
matrices: such an extension would be very useful to study
OMAS under more realistic assumptions.
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