Abstract-The local conformation of RNA molecules is an important factor in determining their catalytic and binding properties. The analysis of such conformations is particularly difficult due to the large number of degrees of freedom, such as the measured torsion angles per residue and the interatomic distances among interacting residues. In this work, we use a nearest-neighbor search method based on the statistical mechanical Potts model to find clusters in the RNA conformational space. The proposed technique is mostly automatic and may be applied to problems, where there is no prior knowledge on the structure of the data space in contrast to many other clustering techniques. Results are reported for both single residue conformations, where the parameter set of the data space includes four to seven torsional angles, and base pair geometries, where the data space is reduced to two dimensions. Moreover, new results are reported for base stacking geometries. For the first two cases, i.e., single residue conformations and base pair geometries, we get a very good match between the results of the proposed clustering method and the known classifications with only few exceptions. For the case of base stacking geometries, we validate our classification with respect to geometrical constraints and describe the content, and the geometry of the new clusters.
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INTRODUCTION
I N this work, we apply a clustering algorithm based on the Potts model [1] to the problem of data mining of RNA structures. RNA is a biopolymer, that is, involved in a multitude of activities in the cell [2] , and hence, possesses a high-degree of structural and functional variability.
The functional diversity of the RNA molecule depends on the ability of the RNA polymer to fold into a large number of precisely defined spatial forms. Over the last few years, the data bank of RNA structures has considerably grown due to major efforts made by experimentalists leading to great advances in crystal growth protocols. The Nucleic Acid Database (NDB) [3] and the protein data bank [4] accommodate the structural information of numerous RNA molecules from small RNA structures with only a few nucleotides to very large ones with thousands of nucleotides, e.g., ribosomal RNA. The structural resolution achieved in these RNA molecules (obtained by the use of various characterization techniques) allows one to give an estimate for the location of individual atoms [5] .
One of the main challenges of bioinformatics is to develop data mining tools for such documented RNA structures, in order to establish a clearer understanding of the structure/function relationships in these molecules. In most cases, this problem is too complicated to be solved computationally [6] . To date, efforts in this respect have focused on finding repetitive smaller substructures, i.e., structural motifs [7] . If the functionality of a specific substructure from a given structural motif is known, then the functionality of other substructures with a similar threedimensions form can be assumed to be similar. Therefore, the main task in the classification of these structural motifs is to define a similarity measure for substructures and to cluster motifs accordingly [8] , [9] , [10] , [11] . In this work, we will limit our analysis to the clustering of the most basic building units of the RNA, namely, the single nucleotide and the nucleotide doublets.
RNA nucleotides (residues) are comprised of two distinct moieties: a flexible backbone consisting of ribose rings bridged by phosphate groups and rigid bases consisting of either purines or pyrimidines. Most of the nucleotide interactions in an RNA molecule are due to interactions between bases. Given the differences between the flexible backbone and the rigid bases in RNA residues, the three-dimensions structure can be described by two complementary representations (see Fig. 1 ): the backbone conformations [8] , [9] , [12] , [13] , [14] , [15] of a single residue and the geometries of the base interactions [16] .
The building block for the backbone consists of either the residue or the base-to-base suite [10] (see Fig. 1a ). In the representation of the flexible backbone, residues are welldescribed by a set of six torsional angles, whereas suites necessitate considering seven torsional angles.
The representation of base interactions depends on six parameters, which describe the relative translation and rotation that are needed to align one base with the other. In this type of conformation, the co-ordinate system is composed of three rotation angles and a three-dimensions vector representing the base-to-base distance. Note that the representation is not unique and depends on the choice of origin for the transformations.
Whereas the distances and angles are continuous parameters, differentiation of substructures and structural classification in both representations requires discrete criteria. For example, base pair geometries may be organized into 12 classes with respect to the interacting edges of the bases [17] . Single nucleotide conformations can be classified into groups of rotamers [10] .
For both representations, the recognition and definition of the classes are formulated as a segmentation problem, which deals with partitioning of the continuous data space into a finite collection of well-defined subspaces. This segmentation is done by recognizing the underlying clusters in the data space.
There are numerous different clustering methods, which can be classified into parametric (for example, k-means) and nonparametric methods such as hierarchical graph methods [18] [19] . Parametric methods are characterized by the assumption that the number of clusters in the data is known and nonparametric methods are based on a prior knowledge of the distribution of data points within the clusters. These classical methods are not very accurate when the underlying distribution of the data points cannot be well approximated. The deficiencies of clustering algorithms are especially evident in the case of RNA, where data is hard to get and resolution is poor.
To date attempts to perform structural data mining on RNA have been done using either qualitative observations of the data space [8] , [11] , or parametric clustering analyses [9] , [20] , [21] . The qualitative classification technique is tedious and inaccurate since the dimensionality of the data space can be larger than three and because the distribution of data points can be fuzzy. The parametric clustering techniques are complicated by the need for prior knowledge [9] , [20] . Therefore, in this work, we introduce the use of nonparametric clustering methods. A previous attempt in this direction has proposed a hierarchical graphical clustering approach for the case of base pair interactions [21] . The main drawback of this method was that the choice of the hierarchy level at which the proper clustering was defined could not be determined.
Among the most promising alternatives for the clustering of such data is a method based on the statisticalmechanical Potts model [1] . In this approach, a spin parameter is assigned to each data point and an interaction parameter is attached to each pair of neighboring data points. The closer two points are, the stronger the interaction between them, and the more likely they will belong to the same cluster. The partition of the data space into clusters can be found by employing spin-spin correlation functions. The merit of this technique is that no prior knowledge of the data point distribution is needed in order to devise the different parameters. Indeed, the Potts model is a nonparametric hierarchical clustering approach, which gives intrinsic and objective criteria for defining the correct level of the hierarchy for producing clusters that optimally match the underlying physical model. This is done by linking the data space to the space of an alternative physical problem, where one tries to find paramagnetic regions in a potential induced arrangement of magnetic particles. Susceptibility and temperature turn out to be natural parameters and variables for describing the clustering problem. Temperature plays the role of hierarchy level or depth in the iterative subdivision of the data into clusters. The susceptibility graph gives a simple criterion for selecting the temperature at which clusters are determined [1] . The values of other parameters intrinsic to the Potts model can be optimized by the use of some straightforward numerical criteria [1] , [22] . The Potts model is advantageous relative to standard parametric methods by virtue of the fact that no prior knowledge about the number of clusters is needed and is also much simpler to employ than most other nonparametric algorithms.
In the present work, we describe the results of applying the Potts clustering method to the RNA structure problem. We have validated known clustering results and found clustering for the base stacking case, which to the best of our knowledge had not been solved in the past. We have validated this new clustering case by applying certain geometrical constraints emerging from the RNA WatsonCrick (W-C) double helix structure.
The remainder of this paper is organized as follows: In the next two sections, we will describe and discuss the Potts model that we have employed for clustering. In Sections 4 and 5, we describe specific applications to the single and double nucleotide classification problems and compare these results to some known classification. Then, we report the results of the clustering method for the base-stacking problem. Finally in Section 6, we summarize our results and draw some conclusions.
BACKGROUND ON DATA CLUSTERING USING THE POTTS MODEL
As a priori information on the number and the size of conformational classes may not be available for a given data set, a nonparametric clustering method fits our RNA structure classification problem. Plus, such methods are more suitable to find new elements in the classification. The method, that is, presented here has been proposed by Blatt et al. [1] and is based on a Potts spin model, which was developed for the analogous problem of the physical properties of an inhomogeneous ferromagnet. In this model, clusters consist of magnetic islands containing sites with similar Potts states.
Description of the Model
We now give some specific details on the Potts model. We refer to the N points of the given data set as magnetic sites.
Each site is assigned a Potts spin denoted by s. Spin values are taken from a set of q distinct integers, where q is a parameter to be set. The allocation of a spin value to every magnetic site results in a unique spin configuration S that entirely defines the state of the system. One can then define q N different spin configurations. Moreover, the spins s i and s j of two sites i and j are said to be "aligned" if they have the same value (i.e., if s i ¼ s j ). Also, two spins s i and s j interact with each other with a strength J ij . For computational reasons one assumes that a given spin will have a significant interaction with some of its closest neighbors only [1] . The method for choosing neighbors is described in Section 3.1.
The energy of a spin configuration S is evaluated by the following Hamiltonian:
where sisj ¼ 1 if s i ¼ s j and sisj ¼ 0 otherwise. J ij is the interaction between two neighboring sites i; j. Here, we choose
2a 2 Þ, where d ij is the euclidean distance between i and j; a is a normalization constant, and K the average number of neighbors for a given site. We assume that no interaction exists between non-neighboring sites. According to the energy in (1), two sites with high-mutual interaction will pay a high-energy price if they are not aligned.
The probability to find the system in a given spin configuration S depends upon a temperature parameter T , and accordingly, one defines the probability density P T :
where Z is a normalization constant. For a given temperature, one can compute the thermodynamic average of any quantity by estimating the weighted average of this quantity over all possible spin configurations with respect to P T ðSÞ.
Key Quantities and Metrics for Clustering
Within this framework, we now describe the details of the clustering process.
Spin-Spin Correlation and Clustering
At a given temperature T , clusters are formed by grouping sites that are most likely aligned, with respect to the corresponding probability distribution P T . The key element in this clustering process is the introduction of the spin-spin correlation G ij defined between two sites i and j, which represents the probability for two spins s i and s j to be aligned. Two neighboring sites i and j are most likely aligned if their spin-spin correlation value G ij is high (typically greater than 0.5). In such case, a link is set between these two sites, and then, the two sites are taken to belong to the same cluster. By applying this rule to all pairs of neighboring sites one can thus easily build connected graphs. A cluster referred to as a magnetic grain in the Potts model is then defined as one of these connected graphs.
Order Parameter and Thermodynamic Phases
Clusters evolve with temperature. At lower temperatures, larger clusters are formed, whereas higher temperatures allow for more disorganization and less clustering. Some of the temperatures will correspond to major structural changes in the cluster organization and will delimit specific thermodynamic phases. In order to concretely exhibit these different phases, one needs to consider the average magnetization of the system, hmi T , which measures the degree of ordering of the system at each temperature. Details on the computation of the average magnetization are described in [1] . By considering the variations of the degree of ordering as the temperature changes, one can distinguish among different thermodynamic phases. At low temperatures, the ferromagnetic phase is characterized by a well-ordered system and the presence of only one major magnetic cluster. As the temperature increases, we move to the superparamagnetic phase in which clusters successively break down into distinct magnetic grains. Finally, at very high temperatures, the system gets totally disordered; this is the paramagnetic phase. Transitions between phases can be investigated by evaluating the susceptibility , which tells us about the variance of the magnetization
Large fluctuations in the susceptibility characterize successive subdivisions of the magnetic grains. Hence, one wants to detect major peaks in the susceptibility, and therefore, determine at which temperatures major subdivisions occur in the cluster decomposition process. Each major peak corresponds to either cluster splitting or cluster disaggregation (i.e., the cluster melts away). Thus, the system defines a metastable state configuration over an interval of temperatures, that is, delimited by two successive peaks. However, as we observe the configuration of the system over such an interval of temperatures, we notice that some of the data points (usually located at the fringe of their clusters) will tend to successively dissociate from the clusters as temperature increases, without creating any major effect on the whole clustering configuration. Accordingly, the temperatures that immediately follow a peak in the susceptibility graph are those temperatures at which we will perform and analyze clustering. More specifically, temperatures that are chosen for clustering will be taken at local minima that immediately follow a peak in the susceptibility graph. Finally, at higher temperatures, an abrupt decrease in characterizes the transition to the paramagnetic phase.
Monte Carlo Simulation
The computations of the average magnetization and the spin-spin correlation both involve the notion of thermodynamic averaging. As proposed in [1] , a Monte Carlo simulation allows us to generate M configuration samples at each temperature, with respect to P T ðSÞ. The method is based on a Markov chain process generated by the implementation of the Swendsen-Wang Monte Carlo algorithm [23] . This Monte Carlo approach turns out to be computationally efficient by enabling us to flip a whole set of spins in one iteration, instead of changing the configuration one site at a time.
DISCUSSION ON THE METHOD
Even though this Potts model-based clustering is considered to be a nonparametric algorithm, nevertheless many parameters need to be adjusted. Those parameters usually allow for flexibility in the process of forming clusters. We now detail the analysis of the most significant parameters.
Mutual Neighbors
As previously mentioned, non-neighboring sites have no interaction. Several different options exist to define the concept of neighborhood [1] . Here, we characterize neighbors using standard mutual neighborhood conditions. Two sites are mutual neighbors with value K if each is a K-nearest neighbor of the other. The chosen value K can vary from 0 to N À 1, and this choice will have a potential impact on the outcome of the algorithm. Instead of employing a homogeneity parameter to find K as in [22] , we propose a novel approach using coordination numbers. Indeed, for our data sets, the type of method described in [22] turns out to provide very large values of K. However, very large values of K not only make the algorithm computationally expensive but also tend to shrink the thermodynamic region of interest for clustering. We, therefore, define and use another criterion based on sphere packing theory, in order to efficiently choose the parameter K. Sphere packing theories study the arrangements of spheres in a given volume and the resulting densities. In this manner, they naturally connect to the notion of co-ordination number.
Specifically, in this work, we model our sites as equalradius spheres and assume a maximal density. The number of nearest neighbors for this case is also known as the kissing number problem. A kissing number is the maximal number of spheres that can touch a single sphere in d dimensions. In d dimensions for d ¼ 2 or three [24] , any given sphere has 6ðd À 1Þ closest neighbors and so for any given site, we pick its 6ðd À 1Þ closest neighbors, and consider only these as potential mutual neighbors. This method allows us to have a standard and straightforward way to choose K, while providing quite reasonable results.
Advantages of the Potts Model and Comparison to Classical Methods
The Potts model clustering carries advantages over other nonparametric clustering algorithms. Hierarchical linkage methods [18] , [19] are commonly used methods that successively decompose the data into clusters according to a chosen linkage criterion. This criterion defines the way distances between clusters are calculated and the order in which clusters are successively formed, split, and merged. Hence, intermediate clustering configurations obtained through this iterative decomposition can be represented graphically by a solution tree, usually referred as dendrogram. However, these linkage clustering methodologies present several undesirable characteristics.
First, no clear and unambiguous indication is given about the depth at which one should explore the tree in order to obtain reasonable clustering. The major steps of the iterative cluster construction are usually not easily detectable. In [25] , a criterion is defined that tries to provide a way to find appropriate levels in the decomposition at which clustering should be performed. However, this criterion does not have any real intuitive meaning and is not necessarily straightforward to use. Therefore, even with such a criterion, the optimal clustering configuration becomes more difficult to estimate for a nonexpert analyst, since a large number of potential configurations are available along the tree. The Potts model, reduces the amount of uncertainty by limiting the decision making process. Indeed, very few peaks are usually observed over the superparamagnetic phase, and one only needs to choose among those few peaks to obtain a final clustering.
Second, an issue of concern with hierarchical linkage methods is the legitimacy of clustering in certain cases. Indeed, when no real inhomogeneity exists in the data set, clustering should not occur. However, with classical methods, the decomposition nevertheless proceeds and generates a nontrivial tree. When the data set is homogeneous, the Potts model does not generate any intermediate clustering, since no superparamagnetic phase is observed, i.e., the configuration jumps from one large cluster to no cluster without any transition. To illustrate this, we applied the Potts model clustering to points sets with no real inhomogeneity in the distribution. Thus, we generated ten data sets of twodimensional random variables, uniformly distributed over ½0; 1 2 , and observed the susceptibility graphs for each of these (see Fig. 2 ). Note that each of these graphs exhibits only one peak and that none of them cases shows a plateau after the peak, meaning that no superparamagnetic phase exists and no clustering configuration is formed. Not so, when we applied an hierarchical clustering method on the same random sets, we always got clear clusters.
Finally, with classical hierarchical clustering methods, prior knowledge of the problem is usually very helpful in order to determine appropriately the linkage criterion, that is, going to dictate the format of clustering. For example, one distinguish among single, complete, average types of linkage methods [18] , [19] . Some will be more suitable than others according to the shape of the data set. The Potts model does not require such knowledge.
BACKBONE STRUCTURAL CONFORMATION CLASSIFICATION
The backbone structural conformations of RNA can be represented by either residues or suites. The structural flexibility of a residue (or suite) stems from the modes of motion of its backbone. Potential modes of motion for nucleotide backbones are restricted to N T or rotations around covalent bonds, where N T or ¼ 6 for a residue or N T or ¼ 7, for a suite. Accordingly, we describe the single nucleotide conformation using N T or angle parameters (see Fig. 1 ) Rotations of the backbone are restricted by molecular forces. Due to these restrictions, the backbone conformation distribution in the N T or dimensional torsion space is strongly nonhomogeneous. The data points are mostly restricted to lie in clusters consisting of disconnected regions of the torsional space. This clustering characteristic can be used as a similarity criterion for classification of conformations for a single residue or suite. Two conformations are considered to be similar only if they reside within the same cluster. Such clustering was performed via qualitative observations using projections of the data space onto subdimensional spaces. Thus, for residues [8] , a representation of the data in six separate histograms was proposed in order to analyze the six torsional angles of the residue conformation. For suites [10] , three-dimensions projections of the torsional space showed an alternative for dimensional decomposition. In both cases, classification is made difficult by the high-dimensionality of the data space. The nonhomogeneous distribution of data points makes the problem a good candidate for the application of an automated clustering method to the original data space. In [8] , a k-means based algorithm was used to find clusters in the single nucleotide (residue) conformation. The efficiency of that method is hindered by several factors: 1) there is no prior knowledge on the number of clusters; 2) k-means is based on the definition of a global metric, while actual physical forces in the RNA structure dictate a local metric, that is, unknown. The Potts algorithm seems to be a good candidate to find clusters in the conformation data space, since it does not require any prior knowledge about distribution of clusters and since it is based only on a nearest-neighbor criterion. We have performed a clustering analysis for both residue and suite representations.
Single Residue Cluster Analysis
The data that we used to examine the algorithm was composed of approximately 2,800 single nucleotide conformations from the structure of the ribosome of HM LSU 23S [26] (RR0033 in NDB). This data test case was chosen in order to compare the clustering results with previous clustering scheme [8] . This structure has a high-accuracy (resolution 2.4 A) and is often used as a test case for structural data mining of RNA. Clustering was performed on a fourdimensions data space using the four discriminating torsional angles [8] , [9] ; ; , and . Also, as torsion angles ; , and (2 ½0; 360) are circular dimensions, adjustments have to be made when considering distance, neighborhoods, and interactions between points. Thus, for each dimension, our algorithm accounts for this cyclicity by allowing angles close to 360 degrees to be "neighbors" of those close to 0 degrees. Interaction between sites is similarly adapted by choosing the shortest distance between two points among all the possibilities that exist when considering all trigonometric directions.
The parameters that we used in the algorithm were carefully chosen in order to optimize and facilitate the visualization of the results. We tested different values of q, the number of possible spins, and finally used q ¼ 20 for the particular application of the algorithm to backbone conformations, as well as for all other classifications that are presented in the remainder of this paper. A distance normalization parameter a equal to the average distance between mutual neighbors was found to be satisfactory. No major difference was found when scaling that parameter (we tested it for both 2a and a=2). The number of nearest neighbors K was chosen to be 18, based on an extrapolation of the explanation in Section 3.1. The calculated susceptibility diagram for backbone conformation analysis is shown in Fig. 3 . Based on this graph, we can detect three main transitions in the evolution of the clusters. As previously mentioned, major transitions are represented by peaks in the susceptibility diagram. Over an interval of temperatures, that is, delimited by two successive peaks, we choose temperatures for clustering analysis as explained in Section 2.2.2: temperatures that are chosen for clustering will be taken at local minima that immediately follow a peak in the susceptibility graph. Thus, for the case of single residue conformations, we performed cluster analysis at three different temperatures. The first two temperatures were chosen to be T 1 ¼ 0:016 and T 2 ¼ 0:061. These two temperatures just followed the first two peaks that we observed in the susceptibility graph (see Fig. 3 ). The third temperature (T 3 ¼ 0:126), represented the formation of a single new cluster, which corresponded to a typical conformation of a residue in the 3 0 side of an A-form RNA helix. In Fig. 3 , these three temperatures are marked by three vertical lines.
The analysis of the clustering may not seem straightforward because of the multipeak structure of the susceptibility diagram. To address this issue, we first performed a cluster analysis at each of the three aforementioned temperatures, from the lowest to the highest. If a cluster was found at a lowtemperature and survived as a single cluster at higher temperatures, then this cluster was taken into account in the Fig. 3 . Susceptibility graph for residue conformation (RR0033). We observe the three successive peaks that are responsible for the major transitions in the cluster configuration. Temperatures for clustering are taken at the local minima that immediately follow each one of these peaks.
classification. If, on the contrary, a cluster was found at a low temperature but was then split into two or more significant clusters, then the new clusters were kept for analysis. Note that there can be no relevant splitting after the third peak because the fourth peak represents the final melt down of all clusters and the transition to the paramagnetic phase.
Also, comparison of our results to those from the binning method [8] allowed us to validate the pertinence of our classification. This validation was mostly limited to a decision on the "cutoff" size of the clusters (i.e., the minimal size above which a cluster is taken into consideration). Indeed, such information may be needed for the decision if a given cluster is melting or splitting.
To validate our analysis, we have quantitatively compared the Potts and binning clustering techniques. The minimal size (or "cutoff" size) of a cluster was chosen to be six. The results of the clustering analysis and the correspondence between the binning and Potts models, are presented in Table 1 . The first column contains the bin index, using the alphabetical annotation as proposed in [8] . In the second column, each bin is allocated a four-digit number, where each digit encodes the spatial range of each of the four torsional angles [8] (as detailed in Table 2 ): ; ; , and . The third column gives the index of the peak after which the cluster was first identified. The fourth column contains the indices of the "corresponding" clusters found with the Potts model. The fifth column gives the number of residues that are found in both the bin and the corresponding Potts cluster as compared to the total number of residues in the bin. The sixth column compares the same number of common residues to the number of residues in the Potts cluster. The seventh column contains additional information of the typical functionalities of the residues within each cluster. As can be seen from Table 1 , there is a very good agreement between the two methods, except for few cases. The first case consists of very small clusters that have split out of a larger bin (d and d 0 ; y and y 0 ; a and a 0 ) or very small bins that have not been recognized as clusters by the Potts method. The second and significant case consists of clusters e and a. According to the binning method, these two clusters include nucleotides that reside within the interior of the A-form RNA helical region (a) or the 3 0 end of it (e). The difference between these two conformations was in the angle . For the bin a; is in the gconformation (see Table 2 ) and for e it is in the g+ or t conformation. According to the Potts method, cluster a has the same range of angles, but cluster e includes only the g+ range of . The residues with in the t conformation have melted away without forming any clusters. It is important to note that the cases, where residues in the e Potts clusters are those that take part in known motifs (eloops and kink turns), while residues that are in bin e but not in cluster e do not have such affiliation.
Suite Cluster Analysis
As a second test case, we have performed cluster analysis to validate the suite structure as presented in Richardson's work [10] . First, we applied Potts clustering to the simplified case of a five-dimensions representation of the suites, where five identifier angles are taken into account: À1 ; À1 ; ; ; [10] . We used the RR0033 database for this suite clustering analysis in the five-dimensions conformational space. After validating the method on the simpler five-dimensions case, we applied the clustering algorithm on the full seven-dimensions suite representation, where the seven identifier angles are: À1 ; À1 ; À1 ; ; ; ; . For this case, we used the RNA05 database as in Richardson's work [10] . This database includes more than 9,000 suites from different RNA structures. Given the size of the data set, building a fine susceptibility diagram was found to be very time consuming. In this context, we used coarser intervals of temperatures, making the detection of local minima more difficult. In order to validate our classification, we used the same algorithm as in the single residue case but with temperature increments of 0.002. We also added a stability criterion for each cluster that was found. According to this criterion, a cluster is said to be stable if it "survives" (i.e., does not undergo major modifications) for at least two adjacent temperatures. This criterion allows one to disregard the clusters that may form around the susceptibility peaks but that actually correspond to undesired, metastable states. The analysis reveals that the majority of the clusters have been formed at the first peak. The result of the cluster analysis is presented in Table 3 . This table has been built in order to mimic Table 1 in [11] . The first column of the table gives the ASCII annotation of the bin corresponding to the given seven-dimensions cluster. When no annotation existed, we used the numerical annotation described in Section 4.1. The second column gives the total number of data points in the cluster. The third column gives the bin ASCII code of the corresponding five-dimensions representation of the cluster [11] . The fourth column gives the number of data points that are both in the Potts cluster and is associated with five-dimensions cluster bin. The fifth column gives the consensus suite cluster [11] that agrees with the new sevendimensions Potts cluster. If no suite cluster was found to agree with the new Potts cluster, we left the entry empty. The sixth column lists, an example from the RNA05 data file of a suite with a conformation, that is, typical of the cluster. To keep this column consistent with previous results, we used the same example as in Table 1 in [11] , whenever this was possible. The seven other columns give the mean dihedral angle values for each of the Potts clusters with the standard deviation in parenthesis. For most cases, there is a very good agreement between the consensus suite clusters, the five-dimensions bin suite clusters and the new Potts clusters. The most significant difference between the new Potts clusters and the consensus suite clusters is the decrease in the number of clusters. Indeed, while the consensus suite clusters includes 46 clusters, the Potts clustering algorithm generates only 32 clusters. For most cases, this decrease results from the merging of some consensus suite clusters into a large Potts cluster. For example, consensus suite clusters 1a; 1m; 1L; 7a; 9a, and 6g merge all into cluster a of the Potts classification. Either these clusters were not distinguishable from each other at any temperature or they 
, such as 6j, were not recognized as clusters by our classification. The Potts classification introduces several new clusters, among which some represent a "crankshaft" of the A-form RNA. This is cluster y, where the "crankshaft" effect is manifested by the transition : g À ! g þ and À1 : g þ ! g À . The second "crankshaft" conformation is a variation of cluster i, where the transition is in the angle À1 :
In summary, it seems that the new technique removes some splitting between clusters as compared to the consensus suite clustering [10] , but also introduces several new clusters. We should note that several of the clusters that were not present in the conformer library shown in [10] have an irregular À1 value. It is remarked in [10] that irregular À1 torsions are frequently found in RNA structures that have been improperly fit into electron density. Thus, it is likely that the clusters presented here represent certain common misfits that were intentionally excluded from the conformer library in [10] . The obvious advantage of the Potts clustering technique is that it is almost unsupervised. After finding several parameters such as the temperature range, the temperature interval of stability and the cutoff size of a cluster, the application of the technique becomes fully automated.
BASE DOUBLET GEOMETRY CLASSIFICATION
Co-Ordinate Systems
Base doublet interactions may be of different types. Thus, in this work, we applied the proposed clustering method to both base pair and base stacking interactions. For both cases, we employed two parameterization methods, which we would like to detail here.
The first co-ordinate system was proposed in [27] . It is defined by considering only translation and rotation parameters, rather than relative hydrogen bond distances. More specifically, a set of three parameters was used. Two parameters defined the projection of the glycosidic N1=N9 (pyrimidine/purine) atom of one of the bases on the plane of the other base. The third parameter defined the rotation of one of the bases around its center of mass (COM) that was required to align it with the second base (see Fig. 4a ). In the remainder of this text, we refer to this parameterization as the COM parameterization, and we use it as a reference case.
The alternative parameterization that has been employed in this work is based on the Pople co-ordinate system [28] with the origin in the center of the pyrimidine ring as described in Fig. 4b . The exact parameters used for this coordinate system will be different according to the nature of the base doublet interaction. Thus, base pair geometries will be represented in a two-dimensions space, whereas base-stacking geometries will be described using three parameters. Details will be given in Sections 5.2 and 5.3. In the remainder of this paper, we refer to this parameterization as the center of pyrimidine (COP) parameterization.
Both parameterizations present certain advantages and drawbacks. As we aim to build a method for the classification of base doublet interaction, it is important to know, which co-ordinate system to use and in what case. For this reason, we now list some of the characteristics of the COM co-ordinate system and compare it to the proposed system.
As illustrated in Fig. 4a , the COM co-ordinate system employs the angle of rotation around the COM needed to align the two bases and the ðx; yÞ-projection of the distance between the two glycosidic nitrogen on the plane of the lower base. Note that the glycosidic atom is the closest atom to the backbone. Hence, a classification method based on the glycosidic distance is expected to give better correlation with one based on backbone classification. Also, the relative location of two glycosidic atoms is fixed for any double helix geometry. Thus, this classification should be effective for detecting any possible deviations from the double helix structure.
A drawback of this method is that the translation and the rotation are not performed within the same co-ordinate system. The rotational co-ordinate system is based on the actual COM and the location of this origin depends on the type of base. The COP parameterization employs the same co-ordinate system for both rotation and translation, whose origin is set at the location of a pseudoatom (pyrimidine ring geometrical center) rather a real atom. The pyrimidine ring seems to be involved in the majority of base pair and base stacking interactions. Hence, the COP co-ordinate system seems to be useful for base pair and base stacking classifications. However, a disadvantage of this choice of co-ordinates is the possibility of certain artifacts in the classification between the purine and pyrimidine bases. Further, because the COP origin may be far from the backbone, we may have a weaker correlation with the backbone geometry.
Base Pair Geometry
In this part, we focus on the analysis of base pair interactions. The most familiar and common case of such interactions is that of the Watson-Crick (W-C) base pairs, which is responsible for the double helical structure of polynucleic acids. Base pair geometry is flat, so that two bases lie approximately in the same plane. The base pair interaction is mediated by hydrogen bonds. Hydrogen bonds can form between an electronegative atom (electron "donor") and a hydrogen atom bonded to another electronegative atom (electron "acceptor"), both located at specific sites in the base [29] . The relative arrangement of the donor to the acceptor is such that each base possesses three possible edges for base pair interaction [17] (see Fig. 5 ). This arrangement provides six different potential geometries between interacting bases. An additional combinatorial factor of two emerges from the directionality of the strands. This gives a total of 12 classes of base pair geometries, which are referenced in data banks using the LeontisWesthof (LW) notation [17] .
An automated classification method for the base pair geometry based on an Expectation Maximization (EM) algorithm was presented in [30] . In this method, Lemieux et al., proposed an elaborate classification of the base pair geometries. They show the existence of intermediate base pair geometries, but their work mainly agrees with the LW classification. The drawback of the EM method is that it required an assumption about the structure of the underlying distribution function (N Gaussians where N had to be predefined). This disqualifies the method for our purposes, since we are interested in a minimally supervised classification method, where no prior knowledge about the underlying distribution function is needed. In another work, Sarver et al. [27] have performed a detailed by-eye classification of all existing base pair geometries. This analysis was run using the COM parameterization.
We now describe in details the parameters that were used in the COP co-ordinate system in order to describe the base pair geometry.
As mentioned above, the COP parameterization used in this work differs according to the type of the base doublet interaction (base pair or base stacking). The relative geometry of the base pair can be represented by four parameters. Three of them form the directed (vector) distance between the centers of the two hexagonal pyrimidine rings using spherical co-ordinates, i.e., distance r and polar angles and (see Fig. 1b ). Another angle ! accounts for the rotation required to align the two pyrimidine rings. We have reduced the number of parameters to two by taking into consideration the fact that the two bases are coplanar and by eliminating the distance parameter. Hence, we use only and ! as the set of parameters for the clustering problem. We have run our code on the RR0082 (PDB number: 1S72) [31] , i.e., the same as for the test case of the Sarver base pair classification [27] .
The Potts method was applied to classify base pair geometries, using both COM and COP parameterizations.
For base pair geometry classifications, we found that both co-ordinate systems worked similarly, and so for simplicity, we will just use the COP in what follows. The main point is to highlight the Potts method.
The list of base pairs was made by choosing base doublets that fulfill the following constraints:
1. The distance between pyrimidine centers is less than 8.0 A. 2. The minimum distance between two atoms from the two bases is less than 3.5 A. 3. The angle is less then 115 degrees and larger then 65 degrees. 4. The normal to the two bases form an angle less than 30 degrees. In our representation, the relative geometry of base pairs is defined by the bases only and not by the strand geometry. Each base, being flat, has two faces: up and down. We have chosen the relative direction of the two bases to be the preliminary criterion for partition of the base pairs. Therefore, we work with two groups of data: a group with the same directionality for both bases (up-up or down-down) and a group of opposite orientation of the faces (up-down or down-up). For the base of a nucleotide in a helix with the glycosidic torsion angle in anti, the normal to the up face is pointing in the 5 0 direction and the normal to the down face is pointing in the 3 0 direction. We have classified these two groups into clusters using a Potts model clustering method. Since the problem is two dimensions ( and !), we chose the number of nearest neighbors parameter to be K ¼ 6.
The susceptibility graph for the up-down group exhibits one dominant peak, which appears at a very low temperature (T < 10 À4 ). The second peak corresponds to the melting point for all the clusters (the second one ending the phase of interest). The up-up group shows one significant peak with a slow decaying tail. Again, as for the up-down case, the separation into clusters appears almost instantaneously (T ¼ 0). Therefore, we have chosen the clustering temperature to be T ¼ 0:001 for both updown and up-up cases. This seems to give good results in comparison to the reference classification by Sarver et al. [27] . For the case of the up-up group, the existence of a second peak made us consider the clustering configuration at T ¼ 0:019, for which an additional cluster is detected. Fig. 6 gives the two-dimensions scatter plot for the updown configurations and exhibits the major clusters formed by the Potts model based classification. Some validation can be made using a well-known measure of structural similarity within and between clusters. Thus, we computed the root mean square standard deviation (RMSD) for points inside each cluster and between points of two different clusters. For this base pair two-dimensions problem, we computed the following in order to estimate the "intracluster" RMSD for each cluster C with n points:
Then, for each pair of clusters (C 1 ; C 2 ), with n 1 and n 2 points, respectively, we computed the "intercluster" RMSD:
When comparing those quantities, we can see that, on average, the "intracluster" distances are 10 times smaller than the "intercluster" ones. The clusters that emerged from the Potts classification are presented in Table 4 for the up-down case and in Table 5 for the up-up case.
The up-down class contains the majority of the data points (1,171 cases from the total of 1,406 base pair candidates). The first column gives the classification obtained with the Sarver et al., method [27] and the third one presents the results for the Potts classification. As observed in Table 4 , the most predominant difference between our classification and the Sarver classification is that our classification splits most of the LW groups into subclusters.
Specifically, our overall framework can differentiate among base pair contents. By base pair contents, we refer to doublets (Base 1 À Base 2 ), where Base 1 and Base 2 indicate the family of the two bases involved in the base pair. The base family is either purine or pyrimidine, so that one distinguishes four different cases of base pairs: ðpyrimidine À purineÞ; ðpurine À pyrimidineÞ; ðpyrimidine À pyrimidineÞ; ðpurine À purineÞ. Thus, the extra splitting, that is, observed for both the csS and biff clusters [27] (see Table 4 ) seems to illustrate this differentiation. However, we showed that for most cases, extrasplitting is not an artifact of the choice of coordinate system. If this were the case, the clusters would just correspond to distinct base pair contents. For example, for the tHS LW group, our method finds four distinct clusters. Some of these clusters exhibit the same base pair contents (e.g., AG) but are differentiated by the geometry.
Also, the subdivision of the cW W cluster to five subclusters seems to result from the differentiation between the standard Watson-Crick base pair geometry and the GU (or UG) base pair. All other divisions seem to be unrelated to the content groups. Since these groups are rather small (e.g., cW W ð2Þ in Table 4 , one must study a much larger data set to verify (or rule out) this subdivision. Two of the LW groups, cW S and cSW , which do appear in the classification proposed by Sarver et al. [27] , cannot be recognized as clusters by our method.
When ignoring the extrasubdivisions that are obtained in the proposed classification, comparing the number of points in each one of the clusters that are also obtained by Sarver et al., seems to give an excellent match. Examining the results for the up-up group as presented in Table 5 gives very similar conclusions. An important conclusion from this section is that our methodology is able to reproduce the LW classification [27] , and also to give some additional information.
In addition to this analysis, we have compared the proposed Potts clustering to a linkage-clustering scheme. Table 4 for more details.
Base Stacking Geometry
The majority of bases in the RNA are arranged in stacks (see Fig. 8 ). This stacking behavior is typical of aromatic rings [32] . Stacking interactions constitute a major factor in the stability of RNA helices and their assembly [16] . The exact nature of stacking forces between the RNA bases is still an open question. As far as we know, the possible sources of stacking interactions are: stacking [33] , dispersion, electrostatics [34] , [35] , dipole-induced-dipole interactions [36] and hydrophobic forces [37] , [38] . The lack of a known physical model for base stacking geometries prevents us from using prior references, such as the one we had for base pair geometries or backbone classification. However, the major role that base stacking interaction plays in the folding and stabilization of the three-dimensions RNA structure seems to be a strong incentive to start developing such a geometry classification model.
Another benefit of finding a classification for base stacking geometries is the development of some structural annotation for bases in the same manner, as for the backbones [8] , [9] . To the best of our knowledge, the only attempt to perform a detailed and unsupervised classification of base stacking interaction was performed by Sykes and Levitt [20] . In their work, a clustering scheme has been developed that consists of a mixture of k-means and agglomerative classifications. This hybrid algorithm was used to classify all types of base doublet interactions in RNA structures. The main drawback of the algorithm is that no criterion is proposed for choosing the level in the data decomposition at which one observes the optimal classification. Different optional clustering configurations are presented for different levels. Whenever it was possible, we compared our results for the base stacking with this method.
The Potts model was applied, for the base stacking case, using two alternative data sets, corresponding to two different parameterizations. These two parameterizations have been introduced in Section 5.2: that is, the COM and the COP co-ordinate system. These two parameterizations give different realizations of the base stacking, and hence, can be used for cross-validation of the stacking scheme.
The data file that we used for our analysis was the same RR0033 structure that employed previously in this work. With the COM parameterization, we used a data set of base stacking cases that was provided by Leontis and Zirbel (private communication) . For the COP co-ordinate system, the criteria used to select the base stacking doublets are selected are the following:
1. The two faces are "nearly" parallel in the sense that the angle between their respective normals is less than 30 degrees. 2. The vertical distance between two bases is 3-5 A. 3. The distance between the centers of the pyrimidine rings is less then 8 A. 4. There are at least two atoms from the two bases within 3.5 A from one another. It is important to note that the criteria of the twoparameterization methods (i.e., COP and COM as explicated in [27] ) are not identical. As a result, the two lists of base stacking doublets used for the Potts clustering were not identical. In fact, there was about a 10 percent difference in the content of both lists. We have applied the clustering method to both data sets rather than trying to find an identical criteria for validation purposes.
Note that a common problem of various clustering techniques is the lack of robustness [19] . Thus, a small change in a data set can cause a large change in the classification. Comparing the results for the two types of parameterizations may, therefore, give a measure for the robustness of the Potts method. The common clusters of both parameterization systems provides a strong argument to their validity.
The first co-ordinate system that we have utilized involves the COP parameterization, similarly to what has been done for the base pair analysis given above. However, contrary to base pair geometry, base stacking does not involve coplanar bases. Therefore, three parameters are needed (instead of two) to describe the base stacking geometry for the COP system. These three parameters are the projections of the distance vector between the centers of the pyrimidine rings onto the x-z plane (see Fig. 4b ) and the rotation angle ! (see Fig. 1b ). For the COM parameterization, the co-ordinate system is the one presented in the Section 5.2 for base pairs.
In the same manner as for the base pair set up, there is a preliminary division among base stacking geometries based on the relative orientation of the bases. There are four possible arrangements for the faces of the base doublets: upup, down-down, up-down, and down-up. We, therefore, identify four different data sets.
The up-up and the down-down stacking geometries have the same type of interaction. The interacting faces are the upward face of the first nucleotide with the downward face of the second nucleotide in the up-up group, and vice versa for the down-down case. The difference between the two cases is that the up-up group is represented inside a double helix while the down-down group is represented outside of a Watson Crick helix. Hence, the down-down base stacking geometries are free of packaging constraints as well as stacking co-operative effects, and show a different distribution (i.e., more dispersed distribution) in the configuration space. This reason led us to separate between the two groups.
Upon initial visual inspection, none of the four data spaces actually shows any obvious clustering structure. For example, examination of the three-dimensions data space of the up-up case (see Fig. 7 ) shows a very vague cluster structure probably due to the less restrictive nature of stacking forces compared to forces that determine base pair and backbone orientation. Inhomogeneity is not obvious here and clustering becomes more challenging.
We have performed cluster analysis using the Potts algorithm on all the four cases: up-up, down-down, updown, and down-up. Given the two parameterizations COM and COP, we needed to run the Potts algorithm on eight different cases. For our analysis, we chose the scale parameter a to be equal to the average distance between neighbors and according to the criterion defined in Section 3.1, K ¼ 12. Also, since the dimensions along which the stacking geometries are analyzed involve both euclidean distances and angles, we normalized every variable has been normalized between 0 and 1 before calculating distances d ij and applying clustering. Susceptibility diagrams are presented in Supplementary Material S3, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TCBB.2010.128. The criterion for choosing the clustering temperature stays the same as in Section 5.2. For six of the eight runs, a single temperature was found adequate to span all the clusters. Increasing the temperature beyond this reference either shrinks or melts clusters, while decreasing the temperature prompts merging of clusters. The only case where more than one temperature was required was for the up-up and up-down face groups with the COP parameterization. These cases will be explained separately in the text.
Validation of Results
Given the lack of prior knowledge about the clusters appearing in the stacking geometry, we used the WatsonCrick double helical structure as the basis for validation of our analysis. Thus, we first validate our clustering results on the only data points that exhibit this structure. We define a Watson-Crick double helical structure to be a double strand consisting of a contingent of two or more base pairs with a Watson-Crick geometry [32] .
The double helical arrangement is the most abundant motif in the RNA structure. About half of base stacking interactions that are candidates for classification lie within the Watson-Crick double helix definition. A typical WatsonCrick helix is shown in (see Fig. 8 ), demonstrating that the geometry of the intrastrand stacking doublets depends upon stacked nucleotide pairs.
We distinguish among three different classes: pyrimidine-purine (Class I), purine-purine or pyrimidine-pyrimidine (Class II), and purine-pyrimidine (Class III). We will refer to these as "content classes." It is important to note that there is no sequence symmetry in RNA, and that the numerical order (5 0 -to-3 0 and 3 0 -to-5 0 ) of bases is important. This ordering stems from the fact that each base has two different faces. The most common intrastrand face arrangement in the Watson-Crick double helix is up-up, hence we have chosen this class to be the major validation case for the clustering application.
The validation of the content classes can be done only with the COP parameterization, since the COM technique was constructed to group all stacking cases of a Watson-Crick double helix into one class. Indeed, performing clustering with the COM parameterization only reveals one cluster for all the A-form RNA double helix stacking conformations. On the other hand, the COP parameterization reveals three clusters that clearly characterize the three content classes.
For the up-up group, Table 6 gives the comparison between the three content classes and the three major clusters obtained with the Potts algorithm at T ¼ 0:13. We use the term "majority cluster" to name the cluster that overlaps the most with the considered content class. As can be seen from Table 6 , about 90 percent of the class I group, that is, in a Watson-Crick helix is also in cluster 1. The same observation is true for class II and cluster 2. As for class III, only 70 percent are in cluster 3. We have performed a similar cluster analysis when removing the Watson-Crick double helix constraint (i.e., when accounting for all data points, even the non-Watson-Crick doublets) and have observed similar results.
Agreement of our clustering results with base content is very good. Exceptional cases, i.e., those for which the two classifications diverge, might represent the most interesting but nontrivial cases of base stacking. These will probably include stacking of uniaxial helices, junctions, and bulges [39] . These nontrivial motifs define the final three-dimensions structure of RNA. Correct classification of this kind of stacking would help in the understanding of the folding and the self-assembly of helical motifs into a functional well-defined three-dimensions structure.
Examination of the data space in the up-up group demonstrates the power of the Potts clustering method. Fig. 7 shows a three-dimensions projection of that data space without any filtering and reveals no clear underlying cluster structure at first sight. Using the Potts classifier as a filter to select the most populated clusters gives very satisfying results (see Fig. 9 ).
The next largest data group is the up-down group. Members of this group participate in the interstrand Watson-Crick double helical structure, as shown in Fig. 8 . Following the usual procedure, we produced and analyzed our clustering results at temperature T ¼ 0:12. We observe three major clusters that can be easily affiliated with three "content classes." Quantitative results for these three clusters are shown in Table 7 . The two tables show the same types of results as for the up-up case.
New Clusters
After validating the reliability of the algorithm (for the case of the COP parameterization), we have performed a full scan that was intended to find new nontrivial clusters in the RR0033 data base. The clustering was performed with both parameterization methods. The results of this clustering procedure are presented in Table 8 . Fig. 8 . Double helix structure exhibiting base stacking structure. We can observe the different classes: I) Pyrimidine-purine, II) pyrimidinepyrimidine or purine-purine and III) purine-purine. The table describes the different clusters according to their affiliation to the face-face group. In this table, we provide the total number of base stacking doublets in the corresponding face-face group for both the COP and COM parameterizations. These numbers are a bit different because the criteria for base stacking are slightly different for the two representations. For each face-face group, the temperature that was used for the classification in both representations is also given. The next part of the table includes the specific clusters that have been identified. The first column of this part includes the cluster numerical annotation. We report the number of points (stacking doublets) that were identified in each cluster, as well as the number of points that are common to a given cluster in both representations.
It should be noted that only for the first cluster in the up-up group is the number of doublets in the COM parameterization much larger than the number of doublets in the COP representation. This discrepancy is due to the fact that the first cluster represents all of the intrastrand stacking conformations in a Watson Crick helix. As mentioned previously, in Section 5.2, the COM parameterization was designed to provide a good way to define the constraints of a WatsonCrick double helical arrangement of bases in the RNA.
The last three columns of the table give details on the characteristic features of each stack class. The first of these columns gives the base pair arrangement that each one of the residues is involved in (if such an interaction exists).
The base pair interactions are arranged in the 3 0 -5 0 order and the annotation that we are using is the same as in Section 5.2. The next column gives the majority content class of the doublets contained in the corresponding cluster. In the last column, we describe a typical geometrical feature of the cluster. In this table, we also have included clusters that are parameterization specific. Cluster 10, the last cluster of the down-up group, has base doublets that do not qualify to be base pairs by the COM classification because the centers of mass of the two bases are two far apart to be defined as a base stack doublet by this technique. Cluster 2, found with the COM parameterization, contains many doublets that do not appear in the COP parameterization because of the sparsity of data points in this cluster. The same reasoning can be used to explain the failure of the Potts classification to find cluster 5 using the COP co-ordinates. Clusters 8 and 9 using COM are split into two clusters in the COP parameterization. Some differences in the content of the split clusters (8 versus 8a and 9 versus 9a) seems to indicate that the extraclustering is necessary. At this stage, we have chosen to not consider the splitting, due to the small number of members in the split clusters. Finally, we would like to note that some of the new clusters are characterized by nontraditional stacking arrangements. While, we have not confirmed in this manuscript that all these clusters represent a preferred energy state, we nevertheless believe that these types of stacking are not artifacts and do not represent arbitrary arrangements. This subject will be the focus of future research. Fig. 10 shows a typical stacking doublet from each one of the nontrivial (non-Watson Crick) clusters. We have identified nine new clusters, among which seven appear in both parameterizations.
We have compared our results to the classification that was suggested by Sykes' work [20] , which as mentioned earlier, proposed to use a mixture of k-means and agglomerative clustering methods. We have found that all of the representative doublets from the different stacking clusters discovered in Sykes' work belonged to the up-up and up-down trivial (Watson Crick) stacking. This finding is not surprising, since methods based on k-means are known to perform overclassification of the densely populated regions of the data space [9] . In future work, we intend to check the clustering on a larger data base to form an annotation scheme for the different stacking conformations.
CONCLUSIONS
In this paper, we proposed a clustering algorithm based on a Potts model. We used it to validate two documented structures, namely, the single nucleotide conformation and the base pair geometries, and one undocumented structure, namely, the base stacking. For the documented cases, we obtained reasonably good classifications by using the clustering procedure in a fully automated manner without employing any prior knowledge. However, some discrepancies between our clustering results and the previously published classifications were observed. Some of these turn out to appear in the fringes of the classes and do not seem to pose real issues. In several other cases, the discrepancies lead to the merging or splitting of clusters. By comparing these results to well-known structural motifs, we can conclude that those obtained with the Potts model seem to be finer than the previously developed classifications. For the case of base stacking we have established and validated a new classification scheme. This classification can be used as a base for a new structural annotation of RNA structures, which will enable a complete description of the backbone and base pair annotation schemes.
Finally, we have demonstrated the ease of use of our proposed method. We have shown through our examples that only one or two "temperatures" are typically needed for the analysis. The only cases that may require prior knowledge remain those for which the susceptibility diagram exhibits more than one peak. There, the more challenging step consists in determining what temperature defines the best clustering configuration. Despite this degree of uncertainty, we have demonstrated in the present work that this process constitutes a much simpler task than the choice of an optimal cut in a hierarchical clustering tree. Rina Tannenbaum is a faculty member in the School of Materials Science and Engineering at Georgia Tech, Atlanta. She works in nano and bio-materials, colloidal systems, polymers, and interfaces.
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