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a b s t r a c t
We present a clustering-based fitting approach for phase-type distributions that is
particularly suited to capture common characteristics of empirical data sets. The
distributions fitted by this approach are especially useful in efficient simulation
approaches. We describe the Hyper-* tool, which implements the algorithm and offers a
user-friendly interface to efficient phase-type fitting. We provide a comparison of cluster-
based fitting with segmentation-based approaches and other algorithms and show that
clustering provides good results for typical empirical data sets.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Accurate data modelling is required in a wide range of scientific disciplines. Phase-type (PH) distributions are a very
useful tool in modelling measurement data. They combine high flexibility in fitting data with nice properties in application.
In particular, in performance and dependability evaluation, PH distributions enable efficient evaluation methods, as they
allow fast generation of random variates as well as analytical approaches.
Approaches for fitting PH distributions to data include moment-matching [1], non-linear optimisation [2] and
expectation–maximisation (EM) algorithms [3,4]. Partitioning of the data set can improve fitting quality. In particular,
the family of segmentation-based approaches (e.g. [4]) aims to capture oscillations in the density as well as heavy-tailed
behaviour by splitting the data set into segments with low variability, which can be fitted by simple distributions using the
EM algorithm.
In this paper, we propose the use of clustering to detect important features of the density and to partition the data
set such that clusters contain samples belonging to the same feature. Clusters are fitted by distributions with a simple
structure, which then form the branches of the overall PH model. This approach yields results that fit the density well even
with data sets that are difficult to fit by a PH distribution. It produces mixtures of distributions, which enable efficient
algorithms for random-variate generation [5,6]. Furthermore, with clustering the user can control the quality of the fit by
setting initial cluster centres on a plot of the histogram, which is a very intuitive way of adjusting parameters of the fitting
algorithm.
This paper is structured as follows. We first introduce some basic concepts of phase-type distributions. In Section 3, we
describe our cluster-based approach to PH fitting. Section 4 places our algorithm in the context of other methods, with a
particular focus on approaches that partition the data prior to fitting. Section 5 gives an overview of our implementation
of cluster-based fitting in the extensible Hyper-* tool. We evaluate the method in Section 6 with three typical data sets,
employing standard quality measures for PH distributions, such as log-likelihood values andmoment errors to assess fitting
quality.Weprovide a comparison to previous partitioning approaches aswell as to two standard tools for PH fitting. Section 7
concludes the paper with an outlook on future work.
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Fig. 1. Structure of a feedback-erlang block.
2. Mathematical background
Continuous phase-type (PH) distributions are defined as the distribution of time to absorption in a Continuous-Time
Markov Chain (CTMC) with one absorbing state [7]. They are commonly represented by a vector-matrix tuple (α,Q), where
α = (α1, . . . , αn) ∈ Rn and Q =
−λ11 · · · λ1n... . . . ...
λn1 · · · −λnn
 ∈ Rn×n (1)
with λij ≥ 0, λii > 0,Q1I ≤ 0,Q is non-singular, and α1I = 1, where 1I is the column vector of ones of the appropriate
size.
Definition 1. Let (α,Q) be a representation of a phase-type distribution. The size of the representation is n. The probability
density function (PDF), cumulative distribution function (CDF), and kthmoment, respectively, are defined as follows [7,2,1]:
f (t) = αeQt(−Q1I), (2)
F(t) = 1− αeQt1I, (3)
E

Xk
 = k!α(−Q)−k1I.. (4)
Fitting algorithms for PH distributions often benefit from special structures of the tuple (α,Q), and special structures
may also enable more efficient simulation [5,8,6].
Definition 2. Let (α,Qc) and (α,Qb)with
Qc =

Q1 −Q11Ie1
. . .
. . .
−Qm−11Ie1
Qm
 and Qb =

Q1 0
. . .
. . .
0
Qm
 , (5)
be representations of size n of a phase-type distribution and let Qi ∈ Rbi×bi , i = 1, . . . ,m be square matrices such thatm
i=1 bi = n. Then, Qc is in chain structure, while Qb is in branch structure.
Typically, all of the block matrices Qi have the same structure. Two important chain structures are the CF-1 form for
Acyclic Phase-type distributions [9] and the Monocyclic form for general PH distributions [10]. In the CF-1 form, all block
matrices Qi are of size 1, while in the Monocyclic form the block matrices are given by Feedback-Erlang blocks, defined as
follows:
Definition 3 ([10]). A Feedback-Erlang (FE) block (Fig. 1) is defined by the tuple (b, λ, z), where λ > 0, b ≥ 1, and z ∈ [0, 1).
The associated matrix F ∈ Rb×b has the following structure:
F =

−λ λ
. . .
. . .
λ
zλ −λ
 . (6)
In the CF-1 and Monocyclic forms the block matrices Qi are ordered by increasing absolute value of the dominant
eigenvalue. The CF-1 form is canonical for the Acyclic Phase-type (APH) class, which is a true sub-class of general PH
distributions. The Monocyclic form is canonical for the PH class. Thus every APH distribution has a representation in CF-1
form [9], and every PH distribution has a representation in Monocyclic form [10] (the CF-1 form is a special case of the
Monocyclic form). Canonical forms are attractive both for fitting and for simulation since they require a low number of
parameters and have a simple structure.
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Branch structures constitute mixtures of other PH distributions. In particular, if for a PH distribution (α,Q) in branch
structure all Qi describe Erlang distributions and α is such that the only non-zero entries are at the first state of the sub-
generators Qi, then (α,Q) is a Hyper-Erlang distribution [3]. The family of segmentation-based fitting approaches reviewed
in Section 4 generalises this concept. Similarly to the canonical forms, these branch structures are attractive for both fitting
and simulation due to their simple structure and lownumber of parameters. Furthermore, for theHyper-Erlang distributions
efficient analytical expressions for maximum-likelihood fitting are available [3,4].
3. Cluster-based fitting
Our cluster-based fitting approach consists of splitting the input data into M clusters and fitting each cluster with a
phase-type distribution. The distributions fitting the individual clusters are then combined in a branch-structured phase-
type distribution. More formally, the complete sample set S = {s1, . . . , sN} is split intoM clusters C1, . . . , CM such that each
sample belongs to exactly one cluster. The samples in each cluster Ci are then fitted by a phase-type distribution (α(i),Q(i)).
The class and fitting method for this distribution may be chosen arbitrarily. After the fitting process for the clusters is
completed, the complete distribution (α,Q) is obtained as a mixture of the cluster distributions by weighting the initial
probabilities according to relative cluster size:
α :=
 |C1|
N
α(1), . . . ,
|CM |
N
α(M)

(7)
and constructing a branch-structured sub-generator matrix
Q :=

Q(1) 0
. . .
. . .
0
Q(M)
 . (8)
We propose two-step clustering: First, k-means clustering [11] is used to quickly identify clusters, and second, the initial
clustering is refined by re-assigning samples to clusters based on the distributions fitted to the clusters.
3.1. Initial clustering
The initial clustering uses the simple k-means algorithm [11]: Given M initial cluster centres c1, . . . , cm, each sample si
is first assigned to the closest cluster Cj:
si ∈ Cj ⇔ j = argmin
j
|cj − si| : j = 1, . . . ,M . (9)
Then, each cluster centre cj is updated to be the mean of the samples associated to the cluster Cj:
cj := 1|Cj|

i∈Ij
si, (10)
where Ij :=

i : si ∈ Cj

denotes the indices of the samples assigned to the jth cluster. Both steps are repeated alternatingly
until the cluster centres stabilise. The user specifies the number of the clusters and the position of the initial cluster centres
by marking important peaks of the density in the GUI.
3.2. Cluster refinement
The cluster refinement step combines the fitting of PH distributions to the clusters and the refinement of the sample
assignments to clusters, as follows: In each iteration, we first fit a PH distribution (α(j),Q(j)) to each cluster Cj using the
fitting module selected for that cluster. We then re-assign samples to clusters using one of the two re-assignment strategies
described below. Both steps are repeated until either convergence occurs or a maximal number of iterations has been
exceeded. We check convergence by comparing the parameters of the branch distributions. Note that this criterion is only
guaranteed to detect convergence for canonical representations of the branch distributions.
The most obvious strategy for cluster refinement is to assign each sample to the cluster whose density is highest for that
sample:
si ∈ Cj ⇔ j = argmax
j

fˆj(si) : j = 1, . . . ,M

, (11)
where fˆj(t) = α(j)eQ(j)t(−Q(j)1I) denotes the density of the phase-type distribution fitted to the jth cluster. While this
strategy is efficient and often yields good fitting results, it tends to create clusters with low variance, particularly if the
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branch distributions are of Erlang type. Such clusters then necessitate a large number of phases to be represented well
(cf. [12]). This issue may be addressed by the probabilistic re-assignment strategy: For each sample we compute the vector
π := 1
M
j=1
fˆj(si)

fˆ1(si), . . . , fˆM(si)

(12)
which, for each cluster Cj, estimates the probability that the sample si is in this cluster. We then draw a discrete random
variate j′ from thedistributiondefinedbyπ and assign the sample si to clusterCj′ . Unlike the default strategy, the probabilistic
strategy is not guaranteed to converge and requires the specification of a maximum number of iterations after which the
cluster assignment should be accepted. Additionally, due to the additional computations, it is less efficient than the default
strategy. On the other hand, the probabilistic re-assignment strategy increases the variance inside the clusters and thus
allows the fitting of clusters with smaller distributions.
4. Related work
Our focus in this paper is on cluster-based fitting. Although partitioning of the data set has been proposed before, to the
best of our knowledge the idea of a clustering algorithm for identification of important features has not been applied to
PH distributions before. The most similar approach is the family of segmentation-based approaches described in [13–15,4].
These approaches divide the data set into partitions with a specified maximum coefficient of variation and then fit hyper-
exponential [13,14] or Hyper-Erlang [15,4] distributions to the partitions. We summarise the approach as given in [4]: The
samples are first sorted in increasing order. Starting from the beginning, the ordered data set is then successively split into
segments with a pre-specified maximum coefficient of variation cv. A Hyper-Erlang distribution is fitted to each segment
separately using the AEM and BEM algorithms. The BEM algorithm performs a fixed number of iterations to fit a Hyper-
Erlang distribution of a given size to a set of samples. The size of the distribution is specified by the number of branches. All
branches have the same length, and the length depends on the number of branches by a linear factor k. The AEM algorithm
computes the optimal size of a Hyper-Erlang distribution by repeatedly calling the BEM algorithmwith increasing numbers
of branches until the rates for the two most similar branches differ by less than a given threshold ϵ. We will refer to the
combination of splitting and fitting by AEM and BEM by the acronym SEM.We are not aware of any tools implementing the
SEM algorithm.
With this family of segmentation-based algorithms, the goal of partitioning is to reduce variability in the individual
partitions, in order to be able to capture heavy-tailed behaviour of the data set [13]. The extension to Hyper-Erlang
distributions in [15,4] aims to also fit peaks in the density [15,4], which is not possible with hyper-exponential
distributions [16]. With cluster-based fitting, on the other hand, our primary goal is to detect and fit peaks and other
important features of the density. Such peaks can often be approximated well by simple distributions like the Erlang
distribution. As we will illustrate in the evaluation, the approach of partitioning the data based on a constant maximal
coefficient of variation may yield good results with suitable data sets and a good threshold. On the other hand, the fitting
quality is very sensitive to the choice of the threshold, and threshold selection such that important features are fitted well
is difficult. In contrast, our cluster-based fitting approach is more flexible in detecting similar values, as it determines the
size of clusters automatically.
k-means clustering has been proposed as a method for MMPP fitting by [17]. This approach uses clustering only to
obtain initial values. Another idea similar to clustering is followed in G-FIT [3], which fits Hyper-Erlang distributions using
the Expectation–Maximisation (EM) algorithm. G-FIT alternates between assigning samples to branches and adjusting the
Erlang parameters to fit the assigned samples. Sample assignments in G-FIT are ‘soft’, in that each sample has a certain
probability of belonging to every branch. That is, samples do not belong to one branch exclusively. In contrast, in the cluster-
based approach we develop here, sample assignments are ‘hard’: Each sample belongs to exactly one cluster and is fitted
by exactly one branch. This promises several advantages: First, as clusters are independent data sets, cluster fitting may
be performed independently and the data sets belonging to each cluster are smaller than the whole data set. This offers
performance benefits. Second, with independent clusters, each cluster may be fitted by different distributions and different
fittingmethods. This allows easy integration of existingmethods, aswell as newmethods. Note that hard sample-assignment
as used in our algorithmhas the disadvantage that itmay yield distributionswith a very large number of phases, in particular
if there aremany clusters or if the variancewithin clusters is very low. Large distributionsmayhave only limited applicability
in further evaluation. In particular, analytical approaches typically suffer state-space explosion if the distribution is
too large. On the other hand, in simulation even large distributions may still be acceptable, if they have a simple
structure.
The PhFit tool [2] fits APH distributions in CF-1 form. The tool can fit the body and tail part of the distributions with
different algorithms, if the user specifies the start of the tail. Although we had limited success in body/tail fitting, we
observed that even without explicit tail fitting PhFit often yields good results. Body fitting with PhFit uses a variant of the
Frank/Wolfe method [18] for optimisation of a non-linear goal function. In this application, the goal function is a distance
measure between the empirical and the fitted distribution. It is minimised by local linearisation and a search in the direction
of steepest descent. PhFit supports the density distance, CDF distance, and entropy as distance functions.
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Fig. 2. Architecture of the Hyper-* tool.
Table 1
Hyper-* modules.
Clustering modules k-means clustering; distribution-based cluster refinement; probabilistic distribution-based cluster refinement; data
segmentation [4]
Internal fitting modules Erlang fitting (uses moment-matching); exponential-erlang/erlang-exponential fitting [22]; exponential (uses
moment-matching); AEM/BEM hyper-erlang fitting [4]
External fitting modules PhFit [2]; G-FIT [3]; Mathematica interface
Import modules Text files with one sample per line (PhFit input format); text files with one sample per line, starting with the number
of samples (G-FIT input format)
Export modules Mathematica script; R [23] script; XML; Libphprng format [24]
We conclude this section by noting that there are several approaches that address usability and interfacing to existing
fitting tools in different ways. The jphase tool [19] implements algorithms from existing tools such as G-FIT and PhFit and
augments them with a unified graphical user interface. Similarly, the ProFiDo tool [20] integrates existing fitting tools for
PH distributions and stochastic processes into workflows using a graphical user interface and an XML exchange format. The
KPC-Toolbox [21] offers a set of Matlab routines for automatically fitting Markovian Arrival Processes and PH distributions,
matching a user-specified set of moments with a PH distribution. With respect to usability, Hyper-* extends the facilities
provided by these tools by allowing the user to optimise fitting results by intuitive selection of important features of the
distribution. Unlike ProFiDo, Hyper-* does not support workflows, but provides a graphical user interface especially suited
for prototype implementations.
5. Implementation
Cluster-based fitting forms the core of the Hyper-* tool. Hyper-* supports branch structures, where each branch is fitted
to a cluster of the input data.
5.1. Architecture of the Hyper-* tool
The general architecture of Hyper-* is shown in Fig. 2. The Hyper-* kernel calls the other modules, provides
communication between them, and implements the graphical user interface. The GUI shows a histogram and the empirical
cumulative density function of the data. The usermay explore the data by e.g. zooming into the plot, selecting histogram bar
widths, or truncating the data set. After interesting features of the data (such as peaks in the density) have been identified,
they can be marked. The clustering algorithms use these marks as initial cluster centres. Each cluster is fitted by one branch
of the distribution. With some fitting modules, the user may additionally indicate important features by adding weights to
intervals. Fitting modules can be selected and parameterised through the GUI. In the following, we give a short summary of
the modules:
Import modules read data from a data source (e.g. a file) and convert it to Hyper-*’s internal format. Currently, only data
files are supported, but e.g. SQL modules may give access to data that is stored in a database.
Clustering modules are parameterised by the initial cluster centre selections of the user. Clustering modules directly call
the assigned fitting module and use the results for refinement. The clustering modules return a fitted distribution to the
Hyper-* kernel.
Fitting modules implement the fitting of distributions to data. Internal fitting modules implement fitting algorithms
directly as Java classes, while external fitting modules provide an interface to established tools, such as G-FIT or PhFit, and
to prototype implementations in Mathematica. Internal fitting modules (see Table 1) have been selected such that they
produce simple branch distributions. The Mathematica interface enables the user to quickly add Hyper-*’s graphical user
interface to new fitting algorithms. Each fitting module returns a distribution fitted to the input data.
P. Reinecke et al. / Computers and Mathematics with Applications 64 (2012) 3840–3851 3845
Fig. 3. Histogram of the S1 data set and densities of fitted distributions.
Export modules export the fitted distribution in a variety of data formats that can then be read by e.g. libraries for random-
variate generation [24].
5.2. Special features
Hyper-* can be parameterised in several ways to fulfil the requirements of different application scenarios. While not
exhaustive, the following list summarises a few of the supported features.
Manual mode. The user may set the number of initial clustering steps and the number of refinement steps to 1. In this
mode, the cluster centres are not adjusted, and no refinement is performed. This mode allows the greatest control over the
fitting process.
Pure k-means clustering.When the number of initial clustering steps is larger than 1 and the number of refinement steps
is 1, Hyper-* applies k-means clustering but does not refine the clusters based on the fitted distributions.
Pure distribution-based clustering. In contrast, by setting the number of initial clustering steps to 1 and the number of
refinement steps above 1, Hyper-* can be used to only perform clustering according to the distribution-based re-assignment
strategies described in the previous section.
Default mode: clustering and refinement. In the default mode, both the number of initial clustering steps and the number
of refinement steps are larger than 1. In general, this mode produces good results without requiring much user interaction.
GUI mode. By setting the number of clusters to 1 and requesting only 1 initial clustering and cluster refinement step, the
whole data set is passed into the fitting module. Hyper-* then acts as a GUI to the fitting module.
6. Evaluation
We evaluate the quality of cluster-based fitting using the Hyper-* tool by studying three data sets whose densities
and distributions exhibit typical properties of real-world phenomena. We first give an overview of the data sets. We then
evaluate fitting quality with cluster-based fitting and compare it to G-FIT and PhFit, before providing a comparison of our
algorithm and the segmentation based approach.
Our first data set, S1, consists of 9505 samples from a 20-phase APH distribution fitted to measurements in a SOA testbed
with fault injection (cf. [25]). We use this distribution for two reasons. First, the shape of the density of this distribution
(Fig. 3), with its pronounced peak at 3s, is typical for response-times with TCP connections over unreliable links. Second, we
use an APH fitted to the data rather than the data itself in order to judge the fitting quality in a case where it is known that
a PH distribution does exist.
The seconddata set, S2, contains packet delivery ratios in theDES-Testbed [26], a testbed that implements awirelessmesh
network. Each sample gives the average packet delivery ratio of a different link in this network. This data set is particularly
interesting because the range of samples is limited to [0, 1], with density equal to zero beyond 1. As PH distributions have
density f (t) > 0 for t > 0, such a density cannot be fitted exactly. Still, a good fit of the particular shape of the density on
[0, 1] is required, and no standard statistical distribution with limited support provides such a fit. A PH distribution may be
fitted in an automated way to reflect the density well on [0, 1]. A typical way of using this distribution in simulation would
then be truncation at 1. We use this density here to evaluate how well the fitting approaches fit non-PH densities.
Our last data set, S3, contains samples for the packet transmission delay of PTP packets in a highly-detailed simulation
of a network router (cf. [28]). The most important aspect of this data set is that the low quantiles must be fitted well, while
the higher quantiles are not as important. Furthermore, the data set may be difficult to fit, as it consists of a large set of
samples equal to zero and a set of nearly uniformly-distributed samples above zero. Statistical properties of the data sets
are summarised in Table 2.
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Table 2
Statistical properties of the data sets used in the evaluation.
Size Mean Variance c2
S1 9505 3.521 14.197 1.1452
S2 1864 0.59465 0.145145 0.410465
S3 99946 4896.70 16014128 0.667878
Table 3
PH-fitting quality measures, partly based on [27].
Quality Measure Definition
Area difference between distribution functions 1F = ∞0 |Fˆ(t)− F(t)|dt
Area difference between densities 1f = ∞0 |fˆ (t)− f (t)|dt
Log-likelihood L =Ni=1 ln fˆ (xi)
Relative error in the first moment e1 = |cˆ1−c1 |c1
Relative error in the second central moment e2 = |cˆ2−c2 |c1
Relative error in the third central moment e3 = |cˆ3−c3 |c3
Absolute error in the 1% quantile eq = Fˆ−1(0.01)− F−1(0.01)
Table 4
Quality measures for the S1 data set.
Method n 1f 1F L e1 e2 e3
k-means 21 9.5 6.6 −19381.83 0.007 0.031 0.034
100 iterations 21 7.4 4.8 −19239.85 5× 10−15 0.0198 0.0109
Prob. assignment 20 6.2 2.0 −19186.92 0.002 0.007 0.0227
G-FIT 20 3.5 1.4 −19035.68 9× 10−15 0.006 0.003
PhFit 20 5.0 8.1 −19146.52 0.048 0.0127 0.239
SEM (cv = 0.1) 56 22.03 39.7 −20534.84 0.0005 0.4737 1.820
SEM (cv = 0.5) 52 14.36 12.4 −19635.71 0.0005 0.0506 0.170
SEM (cv = 0.6) 16 18.22 10.9 −20840.48 0.0005 0.0448 0.126
SEM (cv = 1.01) 18 18.82 6.74 −22630.55 0.0005 0.0082 0.053
We evaluate fitting quality using plots of the density or distribution function. This visual assessment is complemented by
the common quantitative measures for PH fitting quality given in [27] and summarised in Table 3. These measures describe
howwell the fitted distribution captures themoments, the distribution and the density of the data. Additionally,we compute
the log-likelihood of the fitted PH distribution, and the absolute error in the 1% quantile for one of our data sets. In general,
the choice of a fitting result based on these quality criteria will depend on the further use of the distribution. For instance,
for an analysis using queueing theory, good fitting of the first three moments is sufficient. On the other hand, simulation
may require other criteria, such as a good fit of the density. Our S3 data set provides an instance where the further use of the
model in simulation requires a good fit of the 1% quantile. Definitions for the quantitative measures are shown in Table 3.
Except for the log-likelihood, all of thesemeasures have an optimumat zero, i.e. for a fitted distribution that fits the empirical
distribution perfectly, thesemeasures would be zero. For the log-likelihood, higher values indicate better fitting quality. We
compute the density-area difference measure by building a histogram of 1000 equi-spaced buckets and sampling the fitted
density at the bucket boundaries.
6.1. Comparison of cluster-based fitting to PhFit and G-FIT
We apply cluster-based Hyper-Erlang fitting using Hyper-* and vary the clustering parameters: We use pure k-
means clustering, k-means clustering with 100 refinement steps, and k-means clustering with 100 refinement steps and
probabilistic cluster assignments.We first compare the fitting results to those of G-FIT and of PhFit.We parameterise branch
lengths for G-FIT similarly to the branch lengths obtained with our tool. For PhFit we set the size of the APH distribution
such that it is similar to our tool, but still provides good results.
Fig. 3 shows the histogram of the S1 data set and the densities of the distributions fitted with Hyper-*, G-FIT and PhFit.
As this data set is from an APH distribution, we expect the fitting tools to be able to approximate it well.
Visually, both G-FIT and PhFit give good results. Hyper-Erlang fitting using simple k-means clustering without cluster
refinement misplaces the first peak and neglects the first dent. Cluster-refinement using either the density-based or the
probabilistic strategy captures the dent well and places the first peak correctly, but still overestimates this peak slightly.
The visual results are corroborated by the quantitative measures, shown in Table 4: All fitting tools give distributions of
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Fig. 4. Histogram of the S2 data set and densities of fitted distributions.
Table 5
Quality measures for the S2 data set.
Method n 1f 1F L e1 e2 e3
k-means 1215 576 14.4 854.74 0.007 0.0136 0.024
100 iterations 1233 587 11.9 975.90 2× 10−15 0.008 0.017
Prob. assignment 1121 542 5.7 1034.28 0.004 0.005 0.004
G-FIT 433 631 48.1 113.06 1× 10−14 0.033 0.124
PhFit 20 464 31.4 469.20 0.012 0.004 0.049
SEM (cv = 0.1) 36 733.9 125.6 −344.50 0.0004 0.4636 1.802
SEM (cv = 0.5) 18 1612.8 584.3 −7232.33 0.9806 0.9920 0.987
SEM (cv = 0.6) 16 941.1 116.5 −1201.56 0.0004 0.0168 0.105
SEM (cv = 1.01) 8 840.5 118.5 −4510.97 0.2822 0.4624 0.9101
similar size and with similar quality measures. The table also illustrates that G-FIT gave the best match for the first three
moments and the highest log-likelihood for this data set.
Fitting results for the second data set are shown in Fig. 4. As this data set has limited support, we know that it cannot be
fitted accurately by a PH distribution. However, from the application where it was obtained we know that the peaks close
to 0, 0.75 and 1 are important characteristics of the data set that must be reflected in an approximating distribution.
Neither G-FIT nor PhFit provided a good fit for these features. G-FIT places an additional peak around 0.75 and does not
represent the peaks at higher values. Furthermore, it exaggerates the valley between 0.1 and 0.75. PhFit fits the start of the
empirical density well, but also neglects the other two peaks. In contrast, our cluster-based algorithm gave good fittings for
this density, irrespective of the parameterisation. The quantitative evaluation results in Table 5 show that all tools fitted
the first three moments well, but that clustering gave lower area distance errors and higher log-likelihood values. Note,
however, that clustering also used a much higher number of phases than either G-FIT or PhFit. While more phases might
have improved results especiallywith G-FIT, wewere not able to test this assumption, since G-FIT did not return valid results
with branch lengths above 200 (possibly due to numerical errors). Branch fitting using our approach did not suffer from
such scalability issues. The results in Table 5 also illustrate that probabilistic cluster-assignments may reduce the number
of phases without sacrificing fitting quality. In fact, according to the quantitative measures, probabilistic assignment gave
the best result, although visual inspection indicates that k-means and density-based cluster refinement capture the second
peak better.
The last data set, S3, contains a large amount of samples equal to zero andmay therefore be difficult to fit by an algorithm
that assumes that no mass is present at zero. One way to obtain a PH distribution for such a data set is to fit a distribution to
the non-zero portion and then rescale the entries of the initial vector such that the resulting distribution has an appropriate
point mass at zero. While some tools might give better results when used in this way, it requires manual intervention and
is not particularly intuitive. We therefore only consider fitting of the complete data set. The non-zero portion of S3 follows a
uniform distribution and thus has limited support.While it is well-known that such a distribution cannot be fitted exactly by
a PH distribution, in the case of S3 our main focus is on the start of the distribution. This data set was obtained in a scenario
where fitting the low quantiles (e.g. the 1% quantile) is important, while the higher quantiles may be ignored. We are thus
especially interested in the lower part of the cumulative density function (CDF).
From Fig. 5 we observe that G-FIT did not provide a good fit for the CDF of this distribution, as it does not fit the step at
0 at all. PhFit, on the other hand, was able to capture this feature well, and starts to diverge only at sample values above
6000. Simple k-means clustering gave slightly better results than G-FIT at the start of the distribution. Cluster refinement
improved results significantly, irrespective of the refinement strategy. However, while clustering with refinement fitted the
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Fig. 5. Empirical cumulative distribution function of the S3 data set and CDFs of fitted distributions.
Table 6
Quality measures for the S3 data set.
Method n 1f 1F L e1 e2 e3 eq
k-means 227 0.042 20.8 −908834.82 0.030 0.066 0.127 9.716
100 iterations 132 4× 10307 13.7 1.352× 107 2× 10−16 0.019 0.044 0.00
Probabilistic assignment 24 4× 10307 15.0 1.351× 107 0.001 0.003 0.019 0.00
G-FIT 20 0.055 73.8 −949118.80 7× 10−15 0.199 0.919 49.213
PhFit 15 0.0210 14.9 −885020.51 0.026 0.092 0.236 2.4134
start of the distribution well, PhFit gave less oscillations at higher values. This may be due to the lower number of phases
used by PhFit. Table 6 also shows that moment errors are comparable across all approaches, while log-likelihood values are
much higher for clustering with refinement. Furthermore, the absolute error in the 1% quantile varies between approaches
and is negligible when we use cluster refinement. Note that the density distance measures for clustering with refinement
exhibit an interesting peculiarity, as these values are very high. This can be explained by the fact that in both cases one of
the branches was a single exponential distribution with rate in the order of 10307, resulting in a similar value for the density
close to zero. The histogram used for computation of1f , however, did not contain buckets with this height. This observation
illustrates that under certain circumstances the density distance measure may be inappropriate for judging fitting quality.
6.2. Comparison of cluster-based fitting and segmentation-based fitting
Wecompare cluster-based fitting to our implementation of the segmentation-based approach SEM (see Section 4).Where
available, we use the parameters found in [4]. Wang et al. do not specify the initial values of the BEM algorithm, nor the
number of iterations. With respect to initial value selection, we use the simple method proposed in [29], which Wang et al.
refer to. Also according to [29], good results usually require as little as 5–10 iterations. Based on this statement, we set the
number of iterations to 20.
We first compare the results obtainedwith our implementation to those published in [4]. Like [4], we use the NASA HTTP
access log trace for July 1995 [30].1 From the trace different properties can be derived, e.g. the time between requests, time
between requests from individual hosts, request sizes, etc. Although not explicitly specified by Wang et al., based on the
mean and coefficient and variation it appears most likely that the data set used in [4] consists of the non-zero request sizes,
and thus we also use this data set.
Wang et al. evaluate fitting quality using the ratio between the fitted and empirical kth moment and the ratio between
the p quantiles, defined as
rMoments(k) := E[Xˆ
k]
E[Xk] and rQuantile(p) :=
Fˆ−1(p)
F−1(p)
, (13)
respectively. Table 7 shows our results and those from [4] for the first fivemoments and the higher quantiles starting at 0.99.
Note that while we obtain similar values up to the fourthmoment and the 99.99% quantile, with higher moments and larger
quantiles our implementation of the algorithm gives worse results than those reported byWang et al. This discrepancymay
be a consequence of different choices for the parameter values that were not explicitly stated in [4]. Nonetheless, the results
are sufficiently similar to assume that our implementation reflects the behaviour of SEM.
1 The Wireless trace also used in [4] was not accessible anymore.
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Table 7
Comparison of quantitative measures for SEM implementations.
k 1 2 3 4 5
rMoments(k) 1 0.97 0.93 0.87 0.68
rMoments(k)[4] 1 0.98 0.98 1.0 0.97
p 0.99 0.999 0.9999 0.99999 0.999999 0.9999999
rQuantile(p) 0.89 0.89 0.79 0.34 0.32 0.15
rQuantile(p)[4] 0.90 0.93 1.15 0.89 1.15 0.92
Fig. 6. SEM fitting for S1 with different thresholds cv for the coefficient of variation.
Fig. 7. SEM fitting for S2 with different thresholds cv for the coefficient of variation.
We now consider fitting our data sets S1, S2, and S3 using coefficient of variation thresholds cv = 0.1, 0.5, 0.6 and 1.01.
The values 0.5 and 1.01 are used in [4]; we use 0.1 and 0.6 to evaluate the sensitivity of the algorithm to the threshold
value.
Fig. 6 shows the histogram of S1 and the densities returned by the segmentation approach. For a threshold of 0.5 the
segmentation-based approach fits the density quite well, while for other thresholds the fit is worse; in particular, the dent
in the density is not captured well. According to the quantitative results in Table 4, the SEM algorithm performs worse than
either of the other tools, even when the size of the fitted distribution is larger.
As discussed before, the S2 data is more difficult to fit than S1. From visual inspection of the fitting results (Fig. 7) we
observe that, irrespective of the cv threshold, SEM failed to fit the important properties of the data set. While difficult to
see in the plot, low cv values helped to capture the first peak. The remaining peaks are not represented with any threshold.
Furthermore, for cv = 1.01 only a single segment was found, which does not reflect any of the features of the density. This
data set illustrates that SEM fails to fit peaks in the right part of the density. The quantitative measures (Table 6) underline
this observation. However, note that SEM may fit the first three moments quite well, especially with a cv threshold of 0.1.
In our experiments the SEM algorithm did not return feasible results for the S3 data set. The reason for this is that the
implementation of the EM algorithm in BEM only returns valid values for samples that are strictly larger than zero. We tried
to fit this data set bymanually removing the zeros and fitting the remaining uniform distribution. However, as we could not
obtain good fitting results for the uniform distribution either, we omit evaluation using the S3 data set.
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As expected, the segmentation approach is sensitive to the threshold: Low threshold values result in many small
segments that can capture many oscillations, while large values give fewer segments. If the threshold value is chosen
appropriately, the algorithm may provide a good fit of the density; however, the optimal choice of threshold depends
on the distribution. The bad fit for peaks in the right part of the density can be explained from the observation that the
segmentation algorithm tends to producemore and smaller segments for lower sample values than for higher sample values.
This behaviour follows directly from the use of the coefficient of variation as a measure for the size of the segment: With
low values, segments have low means, and thus only small variation can be tolerated before the threshold is reached. With
segments containing higher values, means are larger, and the threshold is only reached for large variation. While this might
be addressed to some extent by choosing a smaller threshold, a smaller threshold also increases the number of peaks in the
fitted density at the beginning of the data set, and may significantly decrease fitting quality, as with S1.
We add thatwe also considered a combination of the segmentation-based algorithmandG-FIT for fitting of the partitions.
With this implementation we run G-FIT on the partitions obtained by the segmentation algorithm. We specify a maximum
number of phases and let G-FIT automatically select the optimal number of branches and the optimal assignment of phases
to branches.While the results for the NASA trace differed, in the evaluationwith our data sets this implementation gave very
similar results. Since G-FIT employs a different variant of the EM algorithm, this observation indicates that the low fitting
quality of SEM is a result of segmentation rather than of the fitting of the segments.
6.3. Discussion
Our evaluation results are two-fold. First, we observe that our clustering-based fitting approach performs well for the
data sets considered here, as it is especially suited for fitting several sharp peaks of the density. Second, we note that for
these data sets results from our approach are generally much better than those of the segmentation-based approach by [4],
and that our approachmay also capture the empirical densitymuch better than G-FIT or PhFit. Both tools, on the other hand,
typically give distributions with lower moment errors. Third, the good fitting quality of the clustering-based approach is at
least partly due to the fact that the approach may use long branches, and thus give large distributions. On the other hand,
the probabilistic assignment strategy may reduce the number of phases without decreasing fitting quality.
7. Conclusion
In this paper we have described a cluster-based fitting approach for phase-type distributions. We have shown that the
algorithm performs well for identifying and fitting characteristics of the density of typical empirical distributions. Our
algorithm is particularly suited to fitting sharp peaks of the density and performs better than algorithms that use a fixed
threshold for partitioning of the data. We presented our implementation of the algorithm in the Hyper-* tool. Hyper-*
enables an intuitive approach to phase-type fitting and can be easily extended by new fitting methods. In future work
we will consider a combination of segmentation-based fitting and cluster-based fitting for automated selection of initial
cluster centres and branch distributions.Wewill also improve termination behaviour of the probabilistic cluster-refinement
strategy.
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