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Abstract: Mathematical models of stem cell differentiation are commonly based upon the
concept of subsequent cell fate decisions, each controlled by a gene regulatory network. These
networks exhibit a multistable behavior and cause the system to switch between qualitatively
distinct stable steady states. However, the network structure of such a switching module is
often uncertain, and there is lack of knowledge about the exact reaction kinetics. In this paper,
we therefore perform an elementary study of small networks consisting of three interacting
transcriptional regulators responsible for cell differentiation: We investigate which network
structures can reproduce a certain multistable behavior, and how robustly this behavior is
realized by each network. In order to approach these questions, we use a modeling framework
which only uses qualitative information about the network, yet allows model discrimination as
well as to evaluate the robustness of the desired multistability properties. We reveal structural
network properties which are necessary and sufficient to realize distinct steady state patterns
required for cell differentiation. Our results also show that structural and robustness properties
of the networks are related to each other.
Keywords: gene regulatory network, multistability, steady states, feedback loops, switches
1. INTRODUCTION
Stem cells and their potential to give rise to multiple
cell types have become a focus in systems biology and
mathematical modeling throughout the last years (Peltier
and Schaffer, 2010; MacArthur et al., 2009). Starting from
a multi-potent stem cell state, they undergo the process
of cell differentiation which is completed when the cell
ends up in a mature cell state. The eventual goal in stem
cell research is to guide the differentiation of stem cells
toward a desired cell type safely, and to maintain this
state robustly. Therefore, a promising yet challenging task
is to reveal the processes driving cell differentiation by
mathematical modeling.
Cell differentiation is commonly viewed and modeled as
a sequence of cell fate decisions (Foster et al., 2009).
Thereby, the individual decision steps can be represented
by modules, each driven by a small gene regulatory
network of “master” transcriptional regulators (TRs) in
which feedback motifs play a key role (Xiong and Fer-
rell, 2003; Huang et al., 2007; Foster et al., 2009). The
development of models for these modules however is often
severely hampered by the lack of detailed knowledge about
molecular processes, shifting the focus toward qualitative
models in order to understand the fundamental mecha-
nisms. A variety of publications has contributed to the
modeling of (stem) cell differentiation, covering a broad
range of diverse modeling approaches, e.g. Roeder and
Glauche (2006); Huang et al. (2007); Narula et al. (2010);
MacArthur et al. (2008). Usually, specific stem cell sys-
1 Both authors contributed equally to this work.
tems such as hematopoietic or mesenchymal stem cells are
considered. Yet, similar motifs and system properties can
be found among them. For example, all these approaches
have in common that they represent distinct cell types by
distinct stable steady states, declaring multistability as a
universal system property.
One of several aspects within this field concerns the ques-
tion of stable cell states, and minimalistic models that are
capable of reproducing experimentally observed cell states.
Although it has been established to view cell differentia-
tion as subsequent decisions driven by multistable switch-
ing modules (Foster et al., 2009), the network structure
of the single modules is often still unclear. We therefore
perform an elementary study of small networks consisting
of three TRs. These networks should be able to exhibit
one progenitor state and two competing differentiated cell
types. We also compare two different hypotheses about
the steady state levels of the TRs in the individual cell
types. In order to reveal properties of 3-node networks that
provide candidate models for the differentiation process,
we address the following questions:
• Given three cell type-specific TRs, which networks
of interactions between the TRs can reproduce the
required stable steady states?
• Among the networks that fulfill the stable steady
state requirements, are there differences in robustness
of the required multistability properties with respect
to perturbations in the interactions?
As these are very basic questions, this work builds upon
a qualitative modeling framework which needs only very
few assumptions about the reaction kinetics. In order to
Preprints of the 18th IFAC World Congress
Milano (Italy) August 28 - September 2, 2011
Copyright by the
International Federation of Automatic Control (IFAC)
11767
model the influence of a TR on its target, monotonous
activation and inhibition functions are used, but no exact
kinetic parameters have to be specified. This framework
has been previously used for example in Chaves et al.
(2008); Breindl et al. (2010).
The outline of this paper is as follows: In Section 2,
we describe the modeling framework, and define several
criteria used to classify the investigated networks. In
Section 3, we present and discuss the results of the model
analysis. Section 4 gives a short summary and concludes
with an outlook on future investigations.
2. METHODS
The modeling framework used for this work is briefly
recalled first. We then specify the stable steady states to be
reproduced by each candidate model, and introduce some
characteristic measures and a robustness measure.
2.1 Modeling framework
The framework is based on ordinary differential equations
and makes use of only very few modeling assumptions
which shall be explained next. As we are considering net-
works of TRs, the influence of such a regulator on its target
gene has to be described mathematically. It is assumed
that this influence can be described by monotonous acti-
vation and inhibition functions. The definitions of these
functions are given next.
Definition 1. An activation (inhibition) function is a func-
tion ν : [0,∞)→ [0, N) (µ : [0,∞)→ (0, N ]) with N ∈ R+
and:
i) ν (µ) is continuously differentiable,
ii) ν(0) = 0 and ν(x)→ N as x→∞
(µ(0) = N and µ(x)→ 0 as x→∞),
iii) ν(x) (µ(x)) is monotonously increasing (decreasing).
Note, that commonly used kinetics such as Michaelis-
Menten or Hill kinetics are covered by this definition.
Furthermore, it is assumed that each of the TRs undergoes
a linear degradation. With this, the dynamics of a network
of n TRs are given by
x˙i = −ki · xi + fi(x), i = 1, . . . , n. (1)
In this, x ∈ Rn+ is the vector of concentrations of the
TRs and fi(x) models the combined influence of all TRs
in a network on the TR xi. In this study we only allow
multiplicative combinations of activation and inhibition
functions. As generally the parameters ki and the exact
shapes of the activation and inhibition functions are not
known, (1) only captures the interaction structure.
As mentioned in the introduction, our goal is to study all
possible networks consisting of three nodes xi, i ∈ {1, 2, 3}.
The interaction structure of such a network is represented
by an interaction matrix
A = {aij}i,j∈{1,2,3} , aij :=
{
1 ⇐⇒ xj activates xi
−1 ⇐⇒ xj inhibits xi
0 ⇐⇒ no interaction.
(2)
To give an example, the interaction matrix
A =
[
1 0 1
0 1 −1
−1 0 0
]
encodes the network
x˙1 =− k1 · x1 + ν1(x1) · ν2(x3),
x˙2 =− k2 · x2 + ν3(x2) · µ4(x3),
x˙3 =− k3 · x3 + µ5(x1),
in which the parameters ki and the shapes of the activation
and inhibition functions are not specified.
2.2 Specifications of stable steady states
We are specifically interested in the stable steady states of
these networks as they determine the cell type. However,
in this context we will not consider stable steady states
as individual points but as forward-invariant sets in the
state space to account for biological variability. By doing
so, only high and low levels of a TR are distinguished.
To be more precise, we assume concentrations xlowi , x
high
i
and xmaxi with 0 ≤ xlowi ≤ xhighi ≤ xmaxi to be known,
and a concentration xi in the interval I lowxi = [0, xlowi ]
is considered as low. Equivalently, a concentration xi ∈
Ihighxi = [xhighi , xmaxi ] is considered as high. With this,
a stable steady state of (1) is considered as a forward-
invariant hyperrectangular set x = Il1xi × . . . × Ilnxn with
li ∈ {high, low}. For ease of notation, the n-tuple of labels
(l1, . . . , ln) will be used to refer to this hyperrectangular
set.
Let us now turn to our system of three TRs that provide
a decision module in the cell differentiation process. In
this setup, three steady states are of special interest: The
progenitor state A, a differentiated cell type B, and a
competing differentiated cell type C. Each of these cell
types i ∈ {A,B,C} is characterized by a specific 3-tuple
of high and low TR-levels x(i) = (l
(i)
1 , l
(i)
2 , l
(i)
3 )
T . One
can however find several plausible ways to characterize
the three different cell types via levels of the three TRs.
We assume the differentiated cell types x(B),x(C) to be
characterized by a high level of the type-specific TR x2 or
x3, respectively. Regarding the progenitor state x
(A), we
aim to compare two hypotheses (“specifications” of stable
steady states, in the following for short SSS-specifications)
against each other, which represent conceptionally distinct
mechanisms:
(S1) x1 corresponds to a progenitor factor, maintaining the
progenitor state. x1 is high in the progenitor state
x(A), whereas it is low in the differentiated states
x(B),x(C). It has to be downregulated in order to
achieve cell differentiation. This means the required
stable steady states are:
x(A) := (high, low, low),
x(B) := (low,high, low),
x(C) := (low, low,high).
(3)
(S2) x1 corresponds to a differentiation factor, enabling
differentiation. x1 is low in the progenitor state
x(A), whereas it is high in the differentiated states
x(B),x(C). It has to be upregulated in order to achieve
cell differentiation. This corresponds to requiring the
stable steady states:
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x(A) := (low, low, low),
x(B) := (high,high, low),
x(C) := (high, low,high).
(4)
Besides the specified stable steady states, we impose a
further requirement on the candidate models: In order to
investigate “truly interacting” nodes rather than assem-
blages of isolated nodes or subgraphs, we require each 3-
node network to be weakly connected.
2.3 Characteristic measures
Several characteristic measures are introduced to classify
networks with respect to their interactions, including self-
loops, and the types of these interactions (activating / in-
hibiting). The number of nonzero entries in the interaction
matrix A, which equals the zero-norm ||A||0, is used as
a measure of the network’s connectivity. To measure the
preponderance of activating versus inhibiting interactions,
we use the number of positive entries in A minus the
number of negative entries in A, which we call the positive-
negative weight.
The number of sign-inconsistent (sign-consistent) loops
is used to measure the degree of inconsistencies (consis-
tencies, respectively) arising from network interactions.
A loop is either a feedback loop from xi to itself, or a
feedforward loop from xi to xj . Sign-inconsistencies arise
when a feedback loop has negative sign, or the two paths
of a feedforward loop from xi to xj have opposite signs.
Sign-consistent loops are feedback loops with positive sign,
as well as feedforward loops with the two paths having
the same sign. Similar motifs have been outlined e.g. in
Ma’ayan et al. (2008).
To measure how strongly the connectivity is distributed
among the three nodes, the maximum indegree is com-
puted for each network:
maxindeg(A) := max
i∈{1,2,3}
 ∑
j∈{1,2,3}
aij
 , (5)
which is the largest row-sum, thus the ∞-norm ||A||∞.
2.4 Robustness measure
Since the goal of this study is to compare networks that
can reproduce the desired cell types, we computed for each
network structure a robustness measure R that quantifies
if and how well this structure can generate a set of
forward-invariant sets as specified in (3,4). We applied
the algorithm introduced in Breindl et al. (2010) which
is summarized next.
In order to explain the underlying idea of this method,
let us use the symbol ϕ to denote both, activation and
inhibition functions. These functions are indexed ϕi,k such
that i denotes the regulated TR, i.e., xi, and k enumerates
the regulators of xi. The number of regulators of xi is
denoted as qi.
Also, let us measure a perturbation of a monotonous
function ϕ as the l1-norm of the difference of the original
monotonous function ϕ and the perturbed monotonous
function ϕp, i.e.,
0 x
ν(x)
γlow
γhigh
γmax
N
xlow xhigh x
max
Fig. 1. Illustration of a tube for an activation function.
‖ϕ− ϕp‖1 =
∫ ∞
0
|ϕ(x)− ϕp(x)|dx. (6)
Given a set of desired forward-invariant sets xz, z =
1, . . . ,m, the goal of the method is to assign a robustness
value R to the interaction structure itself, i.e., to the
matrix A as in (2). This robustness valueR is defined such
that it has the following three properties: (i) If a value R is
assigned to a system A, there exists a realization of A with
monotonous functions ϕ˜i,k, such that the desired sets x
z,
z = 1, . . . ,m, are forward-invariant. (ii) If no monotonous
function is perturbed by more than R, i.e., ∀i, k : ‖ϕ˜i,k −
ϕ˜pi,k‖1 ≤ R, it can be guaranteed that forward-invariance
of the sets xz, z = 1, . . . ,m, is maintained. (iii) For every
Rˆ > R, there exist perturbed functions ϕˆpi,k such that
forward-invariance of the sets xz, z = 1, . . . ,m, is lost, and
for at least one index i, k it holds that ‖ϕ˜i,k − ϕˆpi,k‖1 = Rˆ.
The procedure to computeR for a given network structure
A and specification xz, z = 1, . . . ,m, is outlined next. To
this end, two definitions are given next.
Definition 2. The 3-tuple of pairs of positive real num-
bers Tν =
(
(xlow, γlow), (xhigh, γhigh), (xmax, γmax)
)
such
that γlow ≤ γhigh ≤ γmax and xlow ≤ xhigh ≤ xmax
is called tube for an activation function. Equivalently,
the 3-tuple of pairs of positive real numbers Tµ =(
(xlow, γhigh), (xhigh, γlow), (xmax, γmin)
)
such that γmin ≤
γlow ≤ γhigh and xlow ≤ xhigh ≤ xmax is called tube for an
inhibition function.
Definition 3. An activation function ν (inhibition function
µ) is said to satisfy a tube Tν (Tµ), denoted as ν  Tν
(µ  Tµ) if the following inequalities hold.
∀x ≤ xlow : ν(x) ≤ γlow (µ(x) ≥ γhigh) (7)
∀x ≥ xhigh : ν(x) ≥ γhigh (µ(x) ≤ γlow) (8)
∀x ≤ xmax : ν(x) ≤ γmax (µ(x) ≥ γmin) (9)
This means that a tube for a monotonous function restricts
the space where the graph of this function can evolve (see
also Figure 1). Note that the x-values of the tubes are
given by the specification of the forward-invariant sets. It
is now possible to formulate conditions on the γ-values of
the tubes such that the specified sets are forward-invariant
if all functions lie inside their tubes, i.e. ∀i, k : ϕi,k  T i,k,
where T can mean Tν or Tu as required, and the tubes are
indexed as the according monotonous functions.
Proposition 1. (Breindl et al. (2010)). Given a set x =
Il1x1 × . . .× Ilnxn with li ∈ {low,high} and given tubes T i,k
that satisfy the conditions
∀i ∈ {1, . . . n} : −ki · xi + γi,1 · . . . · γi,qi ≥ 0 (10)
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where xi = minxi∈Ilixi
xi, and, with xj denoting the
argument of ϕi,k,
γ
i,k
=
{
0 if ϕi,k = νi,k ∧ 0 ∈ Iljxj
min{γ : (x, γ) ∈ T i,k ∧ x ∈ Iljxj} otherwise
and
∀i ∈ {1, . . . n} : −ki · xi + γi,1 · . . . · γi,qi ≤ 0 (11)
where xi = maxxi∈Ilixi
xi, and, with xj denoting the
argument of ϕi,k,
γi,k = max{γ : (x, γ) ∈ T i,k ∧ xj ∈ Iljxj}.
If ∀i, k : ϕi,k  T i,k, then the set x is forward-invariant
for system (1).
Starting from this result, the robustness measure can now
be introduced. As forward-invariance for the specified sets
can be guaranteed as long as ∀i, k : ϕi,k  T i,k, the goal is
to find, for each tube T i,k, the function ϕ˜i,k, which is best
centered to the tube T i,k. In this context, best centered
means that ϕ˜i,k has to be perturbed more than any other
function ϕi,k  T i,k in order to violate at least one of the
constraints (7-9) (denoted as ϕi,k 2 T i,k). The minimal
perturbation of this best centered function ϕ˜i,k in order to
achieve a violation of the tube constraints is given as the
result of the optimization problem
Rmax(T i,k) = sup
ϕi,kT i,k
Rmin(ϕi,k, T i,k), (12)
with
Rmin(ϕi,k, T i,k) = inf
ϕp
i,k
2T i,k
‖ϕi,k − ϕpi,k‖1. (13)
Then, the robustness measure is obtained by maximizing
the smallest value Rmax(T i,k) of all tubes in the network
over all tubes T i,k that satisfy Proposition 1.
Definition 4. Given a system (1) with unspecified activa-
tion and inhibition functions. The robustness measure R
for the system is defined as
R = max
T i,k
min
i,k
Rmax(T i,k)
s.t.: ∀xz : (10) and (11) hold.
(14)
This measure has the interpretation given at the beginning
of this section. Furthermore, if there exists no realization
of A such that the desired sets are forward-invariant, the
optimization problem (14) is infeasible. It could further-
more be shown that for networks where the functions
fi(x) are products of activation and inhibition functions,
problem (14) results in a convex optimization problem
(Breindl et al., 2010).
3. RESULTS
3.1 General observations
Constructing all possible 3-node networks with interac-
tions as specified in (2), i.e. each interaction having ex-
actly one value ∈ {−1, 0, 1}, yields 33·3 = 19683 possible
networks. Requiring the networks to be weakly connected
leaves 19008 networks. Out of these candidate networks,
the algorithm from Section 2.4 identifies 206 models that
meet the specification (S1), i.e. 1.08% out of all networks;
and 242 models that are able to reproduce the specification
(S2), i.e. 1.27% out of all networks.
The distributions of the characteristic measures as out-
lined in Section 2 are shown in Fig. 2. Models for (S1)
(Fig. 2 upper row, red) and models for (S2) (Fig. 2 upper
row, green) show similar distributions of nonzero entries.
The distribution of the positive-negative weight for models
of (S1) is shifted to the left, i.e. toward more negative
entries, whereas for models of (S2) it is slightly shifted to
the right, i.e. toward more positive entries. These differ-
ences are in accordance with the number of inconsistent
loops which require negative entries: Models for (S1) show
a distribution of inconsistent loops up to high numbers
and only intermediate amount of consistent loops, whereas
models for (S2) tend to low numbers of inconsistencies
and more consistent loops. Also, models for (S1) (red) are
found for all numbers of inconsistent loops, whereas models
for (S2) (green) are restricted to up to 8 inconsistent loops.
In contrast, the (S1)-models are more restricted to certain
numbers of consistent loops than the (S2)-models are.
Summarizing, there are less networks supporting the hy-
pothesis of a progenitor factor (S1), and they show a ten-
dency toward negative (inhibiting) interactions and hence
inconsistent loops. The number of networks providing
models for the hypothesis of a differentiation factor (S2)
is higher. On average, these networks have about equal
number of positive and negative entries, thus reducing the
amount of inconsistent loops in favor of consistent loops.
3.2 Structural properties
Regarding the network structure, we found that all models
that can reproduce a SSS-specification can be classified
leading to sufficient and necessary conditions on the in-
teraction structure. These findings are summarized in the
following observations.
Observation 1. Let A be an interaction matrix (2). If the
network represented by A is such that each node xi,
i ∈ {1, 2, 3} together with its incoming links is contained
in Fig. 3, then there exists a realization of A that can
reproduce the SSS-specification (S1). Also the other direc-
tion holds: For each weakly connected 3-node network that
can be assembled from nodes xi together with its incoming
links contained in Fig. 3 there exists a realization that can
reproduce the SSS-specification (S1).
An equivalent observation can be made for the network
that can reproduce the SSS-specification (S2).
Observation 2. Let A be an interaction matrix (2). If the
network represented by A is such that the node x1 and
the nodes xj , j ∈ {2, 3} together with their incoming links
are contained in Fig. 3, then there exists a realization of
A that can reproduce the SSS-specification (S1). Also the
other direction holds: For each weakly connected 3-node
network that can be assembled from nodes x1 and xj ,
j ∈ {2, 3}, together with their incoming links contained
in Fig. 3 there exists a realization that can reproduce the
SSS-specification (S2).
From Fig. 3 it can also be explained why the positive-
negative weight of models for SSS-specification (S1) tends
toward a larger number of negative entries: All interactions
between two different nodes in the network need to be
negative (inhibiting). Only self-loops are allowed to be
activating. For SSS-specification (S2) on the other side also
activating links from x1 to the other nodes are possible.
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Fig. 2. (Upper row) Distributions of characteristic measures of all 19008 possible weakly-connected 3-node networks
(blue), of the 206 models reproducing the SSS-specification (S1) (red, ×20), and of the 242 models reproducing (S2)
(green, ×20). (Lower row) Mean robustness values for each characteristic measure, over the 206 models reproducing
(S1) (red), and over the 242 models reproducing (S2) (green).
(S1)-models, every node xi, i ∈ {1, 2, 3}
xi xi xi xi xi xi
(S2)-models, node x1
x1 x1 x1 x1
(S2)-models, nodes xj , j ∈ {2, 3}
xj xj xj xj
xj xj xj xj
Fig. 3. Complete enumeration of all “building blocks”.
Networks assembled from these building blocks are
able to reproduce the respective SSS-specification.
(Upper row:) Links entering xi from bottom left and
right represent links from nodes xj , j 6= i and xk,
i 6= k 6= j. (Middle row:) Links entering x1 from below
left and right represent links from nodes x2 and x3.
(Lower row:) Links entering from top right represent
links from x1. Links entering from right represent
links from xk, k ∈ {2, 3}, k 6= j.
Using these “building blocks” as listed in Fig. 3 it is
possible to construct all possible 3-node models that can,
for an appropriate choice of activation and inhibition
functions, reproduce the SSS-specification (S1) or (S2).
To see possible applications of our approach, note that
a switching module for mesenchymal stem cell differenti-
ation based on literature data and analyzed in detail in
Schittler et al. (2010) satisfies specification (S1) and can
indeed be composed from the building blocks presented in
Fig. 3. By applying the algorithm from Section 2.4, it is in
principle possible to compute the building blocks for any
SSS-specification. The algorithm is also directly applicable
to larger networks.
3.3 Robustness properties
The mean robustness value R for all characteristic mea-
sures is shown in Fig. 2 (lower row). Two important obser-
vations can be made: There is a clear negative correlation
of R with increasing nonzero entries, and a clear positive
correlation of R with increasing positive-negative weight.
Both observations are true independent of the specific SSS-
specifications (red, green). In contrast, no clear correlation
of R versus the number of inconsistent or consistent loops
can be detected.
It is stated by Kwon et al. (2008) that perturbations on
nodes involved in fewer (more) than the average number
of feedback loops have a lower (higher, respectively) im-
pact on the overall network robustness. Thus, we inves-
tigated whether there is a similar relationship between
the maxindeg and the robustness value R. The results
of our analysis are shown in Fig. 4. Among all (S1)-
reproducing models, only four different robustness values
have been assigned while for the (S2)-reproducing models
seven different robustness values have been computed.
Furthermore, the (S1)-models are more abundant in higher
robustness values, whereas the majority of (S2)-models has
a lower robustness value (cf. Fig. 4). That is, models for
hypothesis (S2) require a finer “tuning” than models for
(S1), biologically pointing toward more vulnerable regula-
tory networks.
Yet, despite these differences, the similarities between the
two distributions are eminent which suggests a strong
relation between the network’s structural properties and
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their robustness: Independent of the specification (S1) or
(S2), networks with a higher maxindeg tend to have lower
R values. This means that, the more incoming interactions
a node has, the more vulnerable the network gets to
perturbations of these interaction. This is in accordance
with the findings of Kwon et al. (2008) about network
structure and their notion of robustness.
4. CONCLUSION
The main focus of this work was to analyze which net-
works consisting of three transcriptional regulators are in
principle able to reproduce a set of required stable steady
states, to search for interaction patterns that are necessary
in order to meet these requirements, and to compute
and compare the robustness properties of these networks.
Still, the investigations raise new questions and possible
future work, which we point out briefly in this concluding
outlook.
Sign-inconsistencies make a system non-monotone, and
the more inconsistent loops are contained in a network,
the “farther” the system is from monotonicity. Ma’ayan
et al. (2008) argue that intracellular systems will be “close-
to-monotone”. Kwon et al. (2008) report that a higher
number of positive feedback loops and a smaller number
of negative feedback loops result in a higher robustness.
These arguments are in accordance with the result here
that positive (negative) entries increase (decrease) the
robustness of a network. But in contrast to the number
of positive / negative entries, the number of inconsistent
and consistent loops does not show a clear effect on the
robustness as defined here. What is more, inconsistent
loops are even required for some SSS-specifications to be
met. These studies use different notions of robustness, and
their interrelation should be worth further investigations.
Fig. 4. The robustness value R versus the maxindeg for all
models. For each (maxindeg,R), there are n models
which have these values of maxindeg,R. (Left) For
specification (S1), there are four different robustness
values, each of them uniquely assigned to a maxindeg
value. (Right) For specification (S2), there are seven
different robustness values. The assignment of a given
R to a maxindeg value is not unique.
Furthermore, one might argue that especially in cell differ-
entiation, stimulus inputs and transitions between stable
steady states rather than just the existence of stable steady
states play an important role. However, although these
aspects were not considered in this study, the approach
in this paper provides a first selection step of networks
with respect to one necessary condition (out of several),
namely by checking whether the required stable steady
states can be reproduced. These aspects provide plenty of
opportunities for separate investigations, and we hope to
address these issues in future work.
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