Southern Hemisphere (SH) extratropical cyclones have received less study than their Northern Hemisphere (NH) counterparts. Generating SH cyclone tracks from global reanalysis datasets is problematic due to data reliability, especially prior to 1979. It is therefore prudent to compare the climatology and variability of SH cyclone tracks from different reanalysis datasets. We generate cyclone track frequency and intensity climatologies from three reanalysis datasets: The National Center for Environmental Prediction's Reanalysis I and Reanalysis II datasets and the European Centre for Medium Range Weather Forecasts ERA-40 dataset. Our results show that ERA-40 produces more intense cyclones in the SH active cyclone region compared to NCEP reanalyses. More intense storms are also found in the SH active cyclone region in NCEP reanalyses data post-1979 reflecting the positive trend in the AAO in the past few decades. When evaluating interannual variability, our results show Rossby wave trains including the Pacific South American (PSA) and the East Indian Ocean pattern in response to anomalous heating linked to El Niño and the Indian Ocean Dipole (IOD), respectively. Response to the AAO shows a robust annular structure for cyclone track frequency, but not intensity suggesting a weak relationship between cyclone frequency and cyclone intensity.
Introduction
Extratropical cyclones are an important manifestation of the Southern Hemisphere (SH) general circulation and are associated with serious socioeconomic impacts. For example, the economic costs associated with coastal cyclones in South Africa are quite large as demonstrated by infrastructure costs associated with a 2007 cyclone that resulted in R100 million along the Durban coast [1] .
While cyclone tracks for the SH have been less studied than the NH, several studies have been conducted. These include those that detect cyclones in the upper levels (e.g., 300 hPa, 500 hPa) using band-passed or high-pass filtered data (e.g., Trenberth [2] , J. S. Frederiksen and C. S. Frederiksen [3] , Kidson and Sinclair [4] , C. S. Frederiksen and J. S. Frederiksen [5] , Berbery and Vera [6] , Rao et al. [7] , Inatsu and Hoskins [8] , Nakamura and Shimpo [9] , Solman and Menéndez [10] , Ashok et al. [11] , and Carmo and de Souza [12] ). Other studies use a Lagrangian method to determine cyclones from the low levels (e.g., sea level pressure (SLP)) such as Lim and Simmonds [13] , Pezza et al. [14] , Pezza et al. [15] , Mendes et al. [16] , and Yuan et al. [17] . Hoskins and Hodges [18] utilized both Eularian and Lagrangian methods in their assessment of SH cyclone tracks. A summary of the various tracking methods is given by Neu et al. [19] who found that they were consistent, especially for deeper cyclones and also that there was no clustering among any particular tracking method.
Due to data being more sparse in the SH than the NH, SH reanalysis data is more prone to error, especially in 2 Advances in Meteorology the pre-satellite period prior to 1979 (e.g., Bosilovich [20] , Bengtsson et al. [21] , Andersson et al. [22] , and Chen et al. [23] ). However, errors also occur for other reasons other than exclusion of satellite data alone. For instance, Rood and Bosilovich [24] found discrepancies in reanalysis datasets due to incorporation of SSM/I data. Since SH reanalysis data is more prone to error than the NH, it follows that SH cyclone tracks are also likely prone to error, although modern assimilation techniques and improved models have mitigated this issue somewhat. For example, Hodges et al. [25] evaluated SH cyclone tracks in several coarse-gridded datasets and found inconsistencies in both track density and intensity. In a follow-up paper, Hodges et al. [26] evaluated SH cyclone track climatologies among several high-resolution reanalysis datasets and found a marked improvement relative to Hodges et al. [25] , with the SH cyclone track agreement approaching the NH. As stated by Hodges et al. [26] , improved data assimilation, particularly with respect to satellite data, in conjunction with the use of higher resolution forecast models, directly contributed to these improvements.
When evaluating SH interannual variability of cyclone tracks, the key drivers are the position and strength of the subtropical and polar jets (STJ and SPJ, resp.). For example, Nakamura and Sampe [27] , Nakamura et al. [28] , and Nakamura and Shimpo [9] found a reduction in lowlevel extratropical cyclones under the STJ and enhanced lowlevel extratropical cyclones under the SPJ. Three external factors that impact the STJ and SPJ are El Niño, the Indian Ocean Dipole (IOD), and the Antarctic Oscillation (AAO). El Niño-induced changes to the SH circulation are linked to anomalous equatorial convection, which shifts the position and magnitude of the STJ and SPJ [29] . As noted by Ashok et al. [11] and found by Trenberth et al. [29] , El Niño-induced changes to the general circulation are linked to the STJ and SPJ. For example, in Austral summer, the cyclone track is enhanced (suppressed) during El Niño (La Niña) due to the intensification of the STJ and SPJ during El Niño [11, 30] . Cai et al. [31] found that anomalous convection from El Niño instigates a Rossby wave train in austral winter from the central equatorial Pacific poleward, which is known as the Pacific South American (PSA) pattern [32, 33] . Cai et al. [31] also found a second Rossby wave train emanating from equatorial Africa, with centers of opposite polarity westsouthwest and south of Australia, respectively. DeWeaver and Nigam [34] used NCEP reanalysis data and an Atmospheric General Circulation Model (AGCM) to also demonstrate Rossby wave propagation in response to anomalous tropical heating and cooling. It is feasible that cyclone tracks respond to midlatitude tropospheric changes from Rossby wave trains, whose source regions are the Tropics. For example, Pezza et al. [15] did a composite analysis of SH cyclone tracks using the Southern Oscillation Index (SOI) as a proxy for ENSO. They found that when the SOI is positive, there was an increase in cyclones in the Tasman Sea and in southeastern Australia. Pezza et al. [15] also found fewer cyclones in an annular pattern around Antarctica and southern South America when the SOI was positive. Both of these changes may be in response to an El Niño-induced PSA pattern.
The Indian Ocean Dipole (IOD) refers to zonal differences in SST in the tropical Indian Ocean [35] . Similar to ENSO, the IOD alters the SH general circulation via anomalous convection, except that, for the IOD, the convection originates in the tropical Indian Ocean. Saji and Yamagata [36] regressed the 200-hPa wind onto the IOD to illustrate that a Rossby wave train emanating from anomalous convection associated with the IOD was responsible for the SH extratropical structures they observed. Ashok et al. [37] associated the positive phase of the IOD with reduced rainfall in western and southern Australia, which Ashok et al. [11] linked to weaker westerlies with a weaker cyclone track over southeastern Australia. When combined with a positive phase of El Niño, Ashok et al. [11] inferred that the result would be an extremely dry winter for this region.
Motivation for studying the AAO's effects on cyclone tracks is provided by Reason and Rouault [38] , who found that most wet (dry) winters over western South Africa are associated with the negative (positive) phase of the AAO. Reason and Rouault [38] concluded the mechanisms by which the AAO impacts south African precipitation involve shifts in the STJ, changes in low-level moisture flux convergence, local uplift, low-level convergence, and relative vorticity which resulted in an equatorward shift and stronger midlatitude cyclone track in South Africa in negative phases of the AAO. Pezza et al. [15] composited cyclones using AAO and found that the pattern resembled the semiannual mode (SAM). Mendes et al. [16] performed a composite analysis on cyclone tracks and the AAO and found that cyclones were more (less) frequent at high (mid-) latitudes during positive AAO. This paper is broken down into five additional sections. Section 2 describes the datasets used. Section 3 describes the methods used for this paper while Section 4 compares the cyclone track frequency and intensity climatology between the various reanalysis datasets. Section 5 examines interannual variability via composite analysis and partial correlation to assess the change in cyclone track frequency and intensity as a function of strong El Niño-La Niña, the IOD, and the AAO. Finally, Section 6 discusses the results and provides conclusions.
Data
For our study, we generate cyclone tracks from three main sources of reanalysis data: (1) The National Center for Environmental Prediction (NCEP) reanalysis I from 1950 to 2010 [39, 40] (2) NCEP reanalysis II data from 1979 to 2010 [41] , and (3) The ECMWF ERA-40 reanalysis dataset from 1958 to 2001. [42] . Although we are utilizing older, coarse-gridded datasets, a key advantage of using them is their temporal extent, which is needed for the composite analysis portion of this work. Ashok et al. [11] noted that their data was limited to the 1979-2003 period, which is of relatively short temporal scale. We also wish to focus on cyclone track differences that are due to data assimilation, response to external climate forcing, and changes in climate rather than resolution differences, which makes the choice of the coarse-grid datasets attractive. Performing our analyses on the coarse-gridded dataset also provides a baseline for future work where we focus on the impacts of spatial resolution on the interannual variability of cyclone tracks. Brief descriptions of the datasets used in our study are as follows.
(a) NCEP Reanalysis I Data. As described by Kalnay et al. [39] and Kistler et al. [40] , NCEP reanalysis I data is based on the T62 version of NCEP's global spectral model with 28 vertical levels. The data was assimilated via a three-dimensional variational (3DVAR) scheme [43] . For generating storm tracks, we utilized 6 hourly sea-level pressure (SLP) data from 1950 through 2010, with a spatial resolution of 2.5 ∘ × 2.5 ∘ (lat/lon).
(b) NCEP Reanalysis II Data. Similar to NCEP reanalysis I data, NCEP reanalysis II data is also based on the T62 version of NCEP's global spectral model with 28 vertical levels [41] . In this sense, NCEP reanalysis II data should be considered as an upgrade over reanalysis I data, instead of as a separate reanalysis data. As described by Kanamitsu et al. [41] , errors that were fixed from reanalysis I data include the following: (c) ECMWF ERA-40 Data. As described by Uppala et al. [42] , ERA-40 data is based off of the T159 version of the ECMWF model, with 60 vertical layers. Similar to NCEP reanalyses I and II data, ERA-40 data was also assimilated via a 3DVAR scheme [44] . Similar to NCEP reanalyses I and II datasets, we also generated storm tracks from ERA-40 data, and we generated storm tracks from 6 hourly sea-level pressure (SLP) data with a spatial resolution of 2.5 ∘ × 2.5 ∘ (lat/lon). The time period we chose for our ERA-40 climatology was from 1958 to 2001.
Methods
We generate storm tracks using the method developed by Serreze [45] , which identifies storms via identifying localized minima in SLP relative to surrounding grid points. For this study, we utilize a 1 hPa threshold, which is identical to that used by Eichler and Higgins [46] . To allow for "center jumps, " the maximum distance a storm may move between time steps is 800 km. This method was employed by Eichler and Higgins [46] to generate a North American climatology from NCEP/NCAR reanalysis I six hourly SLP data from 1950 to 2002. In our study, we extend the climatology developed from NCEP reanalysis I data by Eichler and Higgins [46] through the year 2010 (NCEP1 5010). Note that the years included are designed to be consistent with years available for assessing interannual variability. In addition, data availability was less prior to 1950 than after 1950 (e.g., see Figure 1 in Kistler et al. [40] ). We also develop climatologies from ECMWF ERA-40 data from 1958 to 2001 (ERA40 5801) and NCEP reanalysis II data from 1979 to 2010 (NCEP2 7910).
Since data prior to 1979 suffers from greater uncertainty due to the lack of inclusion of satellite data, we split the reanalysis I data into two sections: the first from 1950 to 1978 (NCEP1 5078) and the second from 1979 to 2010 (NCEP1 7910). By doing this, we can compare the pre-satellite and post-satellite eras to check for discrepancies. This also allows us to assess for potential climate signals such as from trends in the AAO [47] . The reanalysis I data from 1979 to 2010 is also used to evaluate if improvements made in the reanalysis II data impacts cyclone track climatology. To make a comparison with ERA40 5801, we also develop a climatology from NCEP reanalysis I data from 1958 to 2001 (NCEP1 5801). All reanalysis datasets and their abbreviations used in this study are summarized in Table 1 .
Cyclone track climatologies were generated by binning cyclone frequency and intensity into 5 ∘ latitude × 5 ∘ longitude boxes similar to Eichler and Higgins [46] . To account for latitudinal dependence, we generated a seasonal MSLP climatology for each reanalysis dataset from monthly MSLP data and detrended by performing a gridded linear regression. We then normalized the cyclone track intensity by subtracting the detrended seasonal MSLP for each grid box. In each case, we used a representative climatology to ensure consistency (e.g., ERA40 5801 climatology was subtracted from ERA40 5801 cyclone intensity, NCEP1 7910 climatology was subtracted from NCEP1 7910 cyclone intensity, etc.). Results are presented for each season defined for austral summer (JFM), austral fall (AMJ), austral winter (JAS), and austral spring (OND). Since SH cyclone tracks decrease in Table 2 : Years used in composite study for El Niño, NAO, and IOD (JFM except OND for IOD).
El Niño 1950 , 1958 , 1966 , 1969 , 1973 , 1983 , 1987 , 1992 , 1998 La Niña 1950 , 1971 , 1974 , 1976 , 1989 , 2000 Positive IOD 1951 IOD , 1956 IOD , 1959 IOD , 1962 IOD , 1963 IOD , 1968 IOD , 1970 IOD , 1974 IOD , 1976 IOD , 1982 IOD , 1986 IOD , 1996 IOD , 1998 IOD , 2000 IOD , and 2001 Negative IOD 1950 IOD , 1957 IOD , 1964 IOD , 1965 IOD , 1966 IOD , 1969 IOD , 1971 IOD , 1972 IOD , 1975 IOD , 1978 IOD , 1980 IOD , 1983 IOD , 1985 IOD , and 2005 Positive NAO 1950 , 1957 , 1959 , 1961 , 1967 , 1973 , 1974 , 1976 , 1983 , 1989 , 1990 , 1992 , 1993 , 1994 , 1995 , 1997 , 1998 , 2000 Negative NAO 1955 , 1963 , 1969 , 1979 , 1985 frequency equatorward of the high midlatitudes, we assess cyclone track frequency and intensity differences for the SH active cyclone track region (52.5
∘ S-67.5 ∘ S, 32.5 ∘ E-37.5 ∘ W) for JAS as indicated in Figure 1 . Unlike their NH cyclone track counterparts, SH cyclone track intensity and frequency are fairly well collocated, justifying our choice for one area to assess frequency and intensity differences. Cyclone track frequency and intensity are averaged over this region and differenced using the respective reanalysis datasets described above. Statistical significance is tabulated by utilizing a student -test.
Although we acknowledge the potential for additional error by including some data from pre-1979, we prefer to take the approach of Hoskins and Hodges [18] , who used the entire temporal period of data to assess SH cyclone tracks. The advantage is that we can generate statistics for a longer time period. Hoskins and Hodges [18] evaluated the impact of changes to the observing system on their results and determined that the lack of satellite data did not significantly alter their conclusions.
For the interannual variability portion of this work, we chose to focus on El Niño, the IOD, and the AAO. A composite analysis was performed to investigate the behavior of cyclone track intensity and frequency during extreme climate regimes. We chose to focus on SH winter (JAS) for our composite analysis, since cyclone tracks are most enhanced in SH winter (e.g., see Hoskins and Hodges [18] ). Since the IOD impacts are the strongest in SH Spring, IOD composites were computed for OND.
For our ENSO composites, we used the ENSO Intensity Index (EIS) described in Kousky and Higgins [48] , which is calculated by doubling the Ocean Niño Index (where the Ocean Niño Index or ONI is defined as the three-month running mean of the Niño3.4 index) to determine El Niño and La Niña periods. Moderate/strong El Niño (La Niña) events were defined by EIS greater than or equal (less than or equal) to two (negative two). For the AAO, we utilized the SH Annular Mode Index (SAMI) from Nan and Li [49] , which calculates AAO by taking the normalized difference in SLP between 40 ∘ S and 70 ∘ S. This slightly differs from the traditional method of differencing 40 ∘ S and 65 ∘ S used by Gong and Wang [50] . Nan and Li [49] chose to use 70 ∘ S because of a more robust negative correlation between 40 ∘ S and 70 ∘ S as opposed to 40 ∘ S and 65 ∘ S. For IOD, we utilized data from Saji et al. [35] .
Compositing the AAO and IOD was done according to standard deviation (SD). We utilized a 75 SD cutoff for positive and negative AAO and IOD events to preserve sample size and to provide an appropriate level to detect potential climate signals.
Composite analysis is shown only for NCEP1 5801 and ERA40 5801 to highlight potential differences between ERA-40 and NCEP reanalysis datasets. A reason for not showing other reanalysis datasets is that they are of insufficient temporal length. We also chose not to show NCEP1 5010, since it is contains a large amount of overlap with NCEP1 5801.
While composite analysis gives a perspective on how cyclone tracks respond to strong ENSO, IOD, and AAO events, there is a risk of external influences from other external climate forcing. We therefore employ a partial correlation analysis. As described by Ashok et al. [11] , partial correlation eliminates the potential effects of variable "A 3 " when correlating variables "A 1 " with "A 2 . " It is also feasible to extend this method to four variables to eliminate the effects of "A 1 " and "A 2 " when correlating "A 3 " with "A 4 . " We employ partial correlation for both three and four variables. For our study, we correlate El Niño eliminating IOD and IOD eliminating El Niño. Since IOD and El Niño represent external forcing of the climate system and the AAO represents internal variability of the climate system, we did not eliminate AAO in our IOD/El Niño partial correlation analysis. However, for the AAO correlations, we eliminated El Niño and the IOD as potential contributors to our results. Sufficient temporal size allows us to include a comparison between NCEP1 7910 and NCEP1 5078.
Climatology
Seasonally averaged cyclone track frequency and intensity for NCEP1 5010 are shown in Figure 2 . Note that since cyclone track frequency and intensity climatologies in our other datasets are qualitatively similar to those described here, they are shown in Figures 9 and 10 , respectively. NCEP1 5010 shows an increase in frequency from Austral summer to winter, with a decrease in Austral Spring poleward of the Antarctica coast, consistent with Simmonds et al. [51] , Hodges et al. [25] , and Hoskins and Hodges [18] (Figures  2(a)-2(d) ). We also note that the area from the South Indian Ocean eastward to south of Australia has the largest number of storms in agreement with Simmonds et al. [51] and Ulbrich et al. [52] . The frequency maxima near the coast of Antarctica are attributed to the large baroclinicity in that region [25, 53] . The potential differences due to either tracking methodology and/or spatial resolution are noted by our frequency magnitudes being somewhat less than those of Hodges et al. [25] and Hoskins and Hodges [18] . A possible cause is tracking methodology, since Hoskins and Hodges [18] used ERA-40 data in their analysis. However, data resolution may also play a role. For example, Akperov and Mokhov [54] the ERA-INTERIM data due to the ability of the ERA-INTERIM data to resolve cyclones of smaller spatial scale. Tilinia et al. [55] also found that cyclone frequency increased as a function of spatial resolution, with numbers increasing from 1390/yr in reanalysis II data to more than 1800/year. in the high-resolution NASA MERRA data. Interestingly, Tilinia et al. [55] also found that tracking methodology did play a role in cyclone frequency when examining rapidly deepening cyclones.
For cyclone intensity, NCEP1 5010 produces increasingly intense cyclones from austral summer to austral winter, with a trend towards less intense cyclones in austral spring (Figures 2(e)-2(h) ). Interestingly, the most intense cyclones are located approximately 10 degrees equatorward of the most frequent cyclones similar to the findings of Hodges et al. [25] , Simmonds et al. [51] , and Hoskins and Hodges [18] [18] , who determined that the areas equatorward of maximum cyclone density were areas of genesis while areas closest to Antarctica were most often areas of lysis.
Although all reanalysis intensity and frequency climatologies look qualitatively similar (see Figures 9 and 10) , it is prudent to evaluate differences in the SH active cyclone track during JAS (Table 3) . While there is good agreement when comparing similar reanalysis products from the same time period (e.g., NCEP2 7910 versus NCEP1 7910), there are significantly less cyclones when comparing different time epochs (e.g., NCEP1 7910 compared to NCEP1 5078 (Table 3) ). Although these differences may be due at least in part to comparing pre-to post-satellite periods, the differences are consistent with the positive trend in the AAO observed since the 1970s [47] . This idea is strengthened by the results of Mendes et al. [16] and Pezza et al. [15] , who composited cyclone tracks with respect to AAO and found an increase just north of Antarctica and a decrease equatorward when differencing positive and negative AAO phases. When evaluating intensity in the active SH cyclone region, significant differences occur. For example, ERA40 5801 produces significantly stronger cyclones than NCEP1 5801 (Table 3 ). Since both of these datasets are evaluated over identical time periods, it is likely that different assimilation techniques between the NCEP1 5801 and ERA40 5801 data are the cause. Note that, for the NH (not shown), there is excellent agreement between NCEP1 5801 and ERA40 5801 in both frequency and intensity. The agreement between NCEP2 7910 and NCEP1 7910 (Table 3) is not surprising, since NCEP2 7910 can be considered an improved version of NCEP1 7910 rather than a new completely independent reanalysis dataset. NCEP1 7910 produces more intense cyclones relative to NCEP1 5078 (Table 3) , which is consistent with a positive AAO trend discussed previously when evaluating cyclone track frequency differences.
Interannual Variability

Composite Analysis.
For our composite analysis, we choose to compare ERA40 5801 with NCEP1 5801 to assess differences between ERA-40 and NCEP reanalysis data. We chose not to perform composite analysis on NCEP1 7910, NCEP1 5078, and NCEP2 7910 because their limited temporal size, although we do include these datasets in the correlation analysis to follow.
Winter cyclone track frequency differences between El Niño and La Niña for JAS are shown for NCEP1 5801 and ERA40 5801 (Figures 3(a) and 3(b) ∘ E to 160 ∘ E. The decrease (increase) in cyclones frequency in the high (mid-) latitude South Pacific, especially in austral winter is consistent with the PSA pattern discussed by Garreaud and Battisti [33] and Cai et al. [31] . The PSA consists of a Rossby wave train emanating south and southeastward from convection in the central equatorial Pacific. The area of high cyclone frequency south of Australia at 60 ∘ S is consistent with a second Rossby wave pattern originating in equatorial Africa [31] .
While the overall ENSO response is similar in both reanalysis datasets, differences are also noted. For example, significantly fewer cyclones occur south of the southern tip of South America for El Niño relative to La Niña in ERA40 5801 but not in NCEP1 5801 (compare Figure 3 Figure 3(b) ). Since the above differences are found between two different reanalysis datasets, data assimilation and model differences are the likely causes.
For ENSO intensity composites for NCEP1 5801 and ERA40 5801 (Figure 3 Figures 3(c) and 3(d) ), implying that areas of more (less) frequent cyclones are also more (less) intense. This is consistent with alterations of the jetstream associated with ENSO-induced changes to the PSA pattern.
As was the case for El Niño, the IOD frequency composites show some interesting features (Figures 4(a) and 4(b) ). We show results for austral spring (OND) since it is more favorable for IOD impacts relative to other seasons. Two broken bands oriented from west-northwest to east-south-east are noted in both reanalysis datasets (Figures 4(a) and 4(b) ). The first band is a zone of increased cyclone frequency for positive IOD relative to negative IOD from 50 ∘ S, 90 ∘ E to 75 ∘ S, 150 ∘ W (Figures 4(a) and 4(b) ). A band of decreased cyclone track frequency for positive IOD relative to negative IOD extends from 45 ∘ S, 120 ∘ E to 65 ∘ S, 70 ∘ W. The banded structure we see in austral spring is not surprising, since this is when the IOD impact is strongest [56] .
The IOD frequency composite pattern is somewhat similar to the two bands between Australia and Antarctica in the ENSO composite (e.g., compare Figure 3 equatorial Africa may play a role [31] . This possibility is strengthened by the fact that IOD and ENSO are positively correlated in austral spring [31] .
Consistent with the ENSO composites, regional differences occur when comparing NCEP1 5801 with ERA40 5801. For the IOD cyclone track intensity, the overall structure is less defined than the IOD frequency composite. However, there is a tendency for less (more) intense cyclones south of Australia from 30 ∘ S-45 ∘ S (55 ∘ S-65 ∘ S) for positive IOD relative to negative IOD, possibly associated with changes in cyclone intensity due to Rossby wave propagation from the central equatorial Pacific and equatorial Africa.
Given that the IOD intensity composites are relatively weak, it is difficult to detect differences between NCEP1 5801 and ERA40 5801. The most robust results, with the largest areas of significance are for AAO composites. Our AAO frequency composites, which is calculated by subtracting the negative phase of the AAO from the positive phase of the AAO, consist of an annular structure, with increased cyclone frequency along 65 ∘ S and decreased frequency along 50 ∘ S for both datasets (Figures 5(a) and 5(b) ), especially from the Indian Ocean eastward to south of Australia. Although the AAO signal is distinct for both NCEP1 5801 and ERA40 5801, the positive/negative frequency couplet for positive AAO relative to negative AAO is better defined and larger in aerial extent in NCEP1 5801 than in ERA40 5801 (compare Figure 5 (a) with Figure 5(b) ). The band of decreased cyclone frequency for positive AAO relative to negative AAO also extends westward to the south of South Africa in NCEP1 5801, but not in ERA40 5801 (compare Figure 5(a) with Figure 5(b) ). 5(d) ). This implies that fewer (greater), but more (less), intense cyclones occur in the South Indian Ocean in the vicinity of 50 ∘ S during positive (negative) AAO. While this may seem surprising, Pezza et al. [15] points out that Simmonds [57] did not find a strong correlation between SLP and cyclone intensity. As noted in Section 3, the fact that areas equatorward of maximum cyclone density were areas of genesis while areas closest to Antarctica were most often areas of lysis may also play a role [18] . Although beyond the scope of this paper, it would be interesting to investigate the locations of genesis and lysis in the South Indian Ocean to further explore how they map onto the AAO.
The above results show some interesting responses that cyclone track frequency and intensity have with respect to distinct phases of ENSO, the IOD, and the AAO. We see structures that map well to Rossby wave trains triggered by anomalous convection. We also see differences due to varying assimilation processes between the NCEP and ER40 reanalysis datasets. The sensitivity of regional response to choice of reanalysis products suggests that caution should be observed when evaluating interannual variability on a regional domain. Since we cannot eliminate contamination from other climate forcing as contributing to our results (e.g., ENSO influencing IOD), we perform a partial correlation analysis in the next section.
Partial Correlation Analysis.
In this section, we employ partial correlation analysis similar to Ashok et al. [11] , Advances in Meteorology who used this method to isolate the impacts of IOD from ENSO on SH cyclone tracks. Since sea-level pressure is temporally discontinuous, we show results for frequency only and for NCEP1 5801 versus ERA40 5801 and NCEP1 7910 versus NCEP1 5078 to highlight differences between different reanalysis datasets and different temporal periods within the same reanalysis dataset, respectively. Consistent with Ashok et al. [11] , El Niño correlations are conducted by filtering out the effects of the IOD; IOD correlations are conducted by filtering out the effects of El Niño, and AAO correlations are conducted by filtering out the effects of El Niño and the IOD. To highlight significance, regions with greater than 90% significance are computed via a 2-tailed test. Figure 6 shows the partial correlation between El Niño and cyclone track frequency. The PSA pattern is apparent from the annular structure of correlations in the South Pacific, with positive (negative) correlations across the South Pacific centered between 30 ∘ S and 35 ∘ S (55 ∘ S and 60 ∘ S) across all reanalysis datasets ( Figure 6 ). A portion of the equatorial Africa wave train may also be reflected by an area of negative correlation southwest of Australia ( Figure 6 ). This area appears in all reanalysis datasets except for NCEP1 5078 (Figure 6(d) ). When comparing NCEP1 5801 with ERA40 5801, the results look quite similar, although the band of negative correlation in the South Pacific is better defined for NCEP1 5801 (compare Figure 6 (a) with Figure 6(b) ).
The greatest differences are seen when comparing NCEP1 7910 with NCEP1 5078. In addition to the area of negative correlation southwest of Australia discussed above, differences between NCEP1 7910 and NCEP1 5078 include Finally, the AAO correlation shows an annular structure, with a band of positive correlations centered at approximately 65 ∘ S and negative correlations at 50 ∘ S for all reanalysis datasets, especially over the South Indian Ocean (Figure 8 ). The AAO structure is better defined in NCEP1 5801 relative to ERA40 5801 consistent with our composite analysis Figure 8(b) ). Although this difference may be due to model/assimilation differences between NCEP1 5801 and ERA40 5801, this feature is also seen in NCEP1 5078 (Figure 8(d) ) suggesting that either data assimilation differences or differences due to a different AAO response may play a role.
Two interesting features are also noted when comparing NCEP1 7910 with NCEP1 5078 (Figures 8(c) and 8(d) ). The first is an area of positive correlation east of Brazil in NCEP1 7910 but not in NCEP1 5078. The second is an area of positive correlation over northern Chile/northern Argentina/southwestern Brazil in NCEP1 5078. Regarding the first item, both differences in AAO response or differences in data assimilation are possible causes. Regarding point two, it is possible that, in addition to data assimilation differences, changes in lee-side cyclogenesis due to a positive trend in the AAO downwind of the Andes may also be responsible. Higher resolution reanalysis datasets will be beneficial in exploring this possibility.
Conclusions
All of the reanalysis datasets produced qualitatively similar frequency and intensity climatologies. Although there was no seasonal displacement in the location of cyclone tracks, there was a seasonal shift in magnitude for both frequency and intensity. When comparing cyclone track climatologies between datasets, NCEP2 7910 and NCEP1 7910 showed excellent agreement in their cyclone track frequency and intensity climatologies, which is not surprising given that this comparison was for an updated version of the same reanalysis dataset over the same temporal period. Systemic differences in frequency and intensity were attributed to either differences in data assimilation/model differences when comparing different reanalysis products for the same time period (e.g., NCEP1 5801 and ERA40 5801) or due to satellite data availability/climate changes (e.g., positive trend in the AAO since the 1970s) when comparing the same reanalysis product over different time periods (e.g., NCEP1 7910 and NCEP1 5078).
Composite analyses mapped well to several Rossby wave trains in several cases: namely, the PSA and equatorial Africa pattern for El Niño and the East Indian Ocean pattern for the IOD, demonstrating that surface based SH cyclone tracks respond to tropospheric changes due to anomalous convection in the tropics. Caution should be exercised, however, on using reanalysis data for regional climate assessments due to sensitivity from (1) coarse spatial gridding, (2) differences in assimilation techniques/models between reanalysis datasets, and (3) temporal period chosen for composite analysis. The AAO composites showed a robust annular structure for cyclone track frequency, but not in intensity, supporting the weak relationship between cyclone frequency and cyclone intensity discussed in Simmonds [57] .
The Rossby wave structures seen in the composite analysis were also evident in the partial correlation analysis. This demonstrates that most likely several of the features evident in the composite analysis were not contaminated by other climate forcings. The absence of positive correlations along 60 ∘ S in the South Pacific in NCEP1 5078 suggests that the equatorial Africa Rossby wave train response to the IOD was less active prior to 1979.
Given the differences we see among the various reanalysis datasets in cyclone track climatology and interannual variability, it will be interesting to investigate how much improvement in consistency between datasets is gained when analyzing high resolution reanalysis datasets. Future work will focus on this task to see if our cyclone track methodology shows the same improvement for the SH as demonstrated by Hodges et al. [26] . Given the ability for the higher resolution datasets to reproduce storm structure, we also agree with Tilinia et al. [55] that it would be of great interest to examine the moisture content/transport related to midlatitude cyclones. Since assessing interannual variability in reanalysis datasets is always limited by sample size, it is not possible to do composite analysis for more than one climate variable. To address this, we also plan to utilize
