Abstmct-It is well known that GAS are not well suited for fine-tuning structures that are very close to optimal solutions and that it is essential to incorporate local search methods, such as neighborhood search, into GAS. This paper explores the use of a new GA operator called multi-step crossover fusion' (MSXF), which combines a crossover operator with a neighborhood search algorithm. MSXF perfor*ms a local search essentially in the region within the s&ch space between parent solutions to find a locally optimal solution that inherits the parents' characterisb. GA/MSXF was applied to -job-shop scheduling problem (JSSP). Experiments using benchmark problems show promising GA/MSXF performance even with a small population.
I. INTRODUCTION
In solving combinatorial optimization problems such as job-shop scheduling problems (JSSP), it is often more difficult to d e h e a crossover operator that recombines solutions and makes global changes to them than it is to define a transition operator of a neighborhood search algorithm that only modifies a solution locally. Reeves proposed a neighborhood search crossover for Simple CA based on an extended neighboorhood and Hamming distance [8] . 3x1 fact, it is rathe? easy t o construct an example of neighborhood search for JSSP by using naturally introduced, job permutations, .and this can be further enhanced by limiting the permutations on the critical path and using active schedules. Unfortunately, the same method provides no help in building an effective crossover operator, which prevents us from applying GAS.
A GA using a binary encoding scheme was first proposed by the authors in [7] . Although this approach is simple and straightforward, it is not robust enough because some members in the binary neighborhood cannot be mapped back to job seqvences or feasible schedules. Limiting the search to the set of all active schedules has proved to be more efficient. The GT crossover based on Giffler and Thompson's active scheduler algorithm was proposed as a high-level crossover in this higher-level solution space[l2]. A still higher-level solution space is obtained by focusing on the critical path of a schedule and lir,iting the search to the critical path level. Simulated 0-"803-31 04-4 * 426 * Annealing (SA) using the Critical Block (CB) nerghbrhood has been shown experimentally to be very powerful compared with other GA methods and SA methods using other neighborhoods [15, 141. Therefore it is quite natural to expect that GA's population-based search strategies and the fine tuning mechanism of local neighborhood search could be unified to produce a very powerful optimization algorithm for JSSP. In this paper, Multi-Step Crossover Fusion (MSXF) is proposed as a new high-level crossover fused with a local search method. In MSXF, a solution initially set to be one of the parents is stochastically replaced by a relatively good solution from the neighborhood, where the replacement is biased toward the other parent. The biased stochastic replacement is described briefly as follows: 1. All members in the neighborhood are indexed in ascending order according to their distance from the other parent. 2. A member is randomly selected from the neighborhood, but a smaller index is preferred. It is then probabilistically accepted according to its evaluation value. 3. If it is rejected, its index is changed to the largest one in the neighborhood and the process returns to step 2.
4.
Otherwise the current solution is replaced by the selected one. After a certain number of iterations of this process, the best one among the generated solutions is selected as an offspring. MSXF can be viewed as a recombination o p erator in which local search functionality is built in. In other words, it acts as a single operator unifying crossover. and local search.
MSXF has been applied to JSSP, employing a critical path-based neighborhood called the CB neighborhood. Extensive experimental studies have established the CB neighborhood as one of the most powerful neighborhoods for JSSP [15] . A GA with such a tailored high-level MSXF (GA/MSXF) was evaluated with well-known benchmark problems.
BACKGROUND A . Neighborhood Search
Neighborhood search is a widely used local search technique to solve combinatorial optimization problems. A solution x is represented as a point in the search space, and a set of solutions associated with x is defined as neighborhood N ( x ) . N ( x ) is a set of feasible solutions capable of being reached from x by exactly one transition, a single perturbation of x.
An outline of a neighborhood search for minimizing V(x) is described in Algorithm 1, where z denotes a point in the search space and V(x) denotes its evaluation value. until some termination condition is satisfied.
The criterion used in Step 1 in Algorithm 1 is called the choice criterion, by which the neighborhood search can be categorized. For example, a descent method selects a point y E N ( x ) such that V(y) < V(x). A stochastic method probabilistically selects a point according to the Metropolis Criterion, i.e. y E N ( x ) is selected with probability 1 if V(9) < V(x); otherwise, with probability:
Here P is called the acceptance probability. Simulated Annealing (SA) is a method in which parameter T (called the temperature) decreases to zero following an annealing schedule as the iteration step increases.
B. Multi-Step Crossover Fusion
It is well known that GAS are not well suited for finetuning structures that are very close to optimal solutions and that it is essential to incorporate local search methods, such as neighborhood search, into GAS. The result of such incorporation is' often called Genetic Local Search (GLS) [lo] . In this framework, an offspring obtained bJr a recombination operator, such as a crossover, is not included in the next generation direutly but is used as a "seed" for the subsequent local search. The local search moves the offspring from its initial point to ',he nearest locally optimal point, which is included in the next generat ion.
For more complicated problems to which crossover o p erators are difficult to apply, this paper proposes a different approach called Multi-Step Crossover Fusion (MSXF) : a new crossover operator in which local search functionality is built in. A stochastic local neighborhood search algorithm is used for the base algorithm of MSXF. Although SA is a well-known stochastic method and has been successfully applied to many problems as well as to JSSP, it would be unrealistic to apply a full SA to our purpose
Algorithm> 2 Multi-Step Crossover Fusion (MSXF)
0 Let p l , p2 be parent solutions.
in favor of yi with a small index i.
Select ye from N ( x )
randomly, but with a bias 2. Calculate V(yi) if yi has not yet been visited.
3.
Accept yi with probability one if V(yi) 5 V(x), and with Pc(yi) otherwise. 4. Change the index of yz from i to n, and the in-
until some termination condition is satisfied. 0 q is used for the next generation.
because it is too time consuming to run SA many times in a GA run. A restricted method with a fixed temperature parameter T 3 ; c might be a good alternative. Accordingly, the acceptance probability used in Algorithm 1 is rewritten as:
A crossover functionality can be incorporated into Algorithm l by adding more acceptance bias in favor of y E N ( x ) with a small d(y,pz). The acceptance bias in MSXF is controlled by sorting N ( x ) members in aecending order of d(y,, p 2 ) so that yz with a smaller index i has a smaller distance d(yi, p 2 ) . Here d(yi, p2) can be estimated easily if d ( x , p 2 ) and the direction of the transition from x to yz are known, and it is not necessary to generate and evaluate yi. Then yi is selected from N ( x ) randomly, but with a bias in favor of yi with a small index i. The outline of MSXF is described in Algorithm 2.
In place of d(yi,p2), one can also use
re is added to randomize the order of members with the same sign. The termination condition can be given, for example, as the fixed number of iterations in tile outer loop. MSXF is not applicable if the distance between p l and p2 is too small compared to the number of iterations. In such a case, a mutation operator called Multi-Step Mutation Fusiun (MSMF) is applied instead. MSMF Lan be defined in the same manner as MSXF except for one point: the bias is reversed, i.e. sort the N ( x ) members in descending order of d(yi,pz) in Algorithm 2.
111. JOB SHOP SCHEDULING AND GA/MSXF The general n x m minimum-makespun job-shop scheduling problem can be described by a set of n jobs that is to be processed on a set of m machines. Each job Scheduling defines the ordering between all operations that must be processed on the same machine, i.e. to fix precedences between operations. In the disjunctive graph model, this is done by turning all undirected (disjunctive) arcs into directed ones. The set of all directed arcs selected from disjunctive arcs is called a selection.
A selection S defines a feasible schedule if and only if the resulting directed graph is acyclic. In such a case, S is called a complete selection. A complete selection and its corresponding feasible schedule can be used interchange ably and represented by the same symbol S.
Makespun is given by the length of the longest weighted path from source to sink in this graph. This path P is called the critical path and is composed of a sequence of critical operations. A sequence of consecutive critical o p erations on the same machine is called a critical block. The distance between two schedules S and T can be measured by the number of differences in the processing order of operations on each machine [7] . In 'other words, it can be calculated by summing the disjunctive arcs whose directions are different between S and T . We call this distance the disjunctive gruph (DG) distance.
A . Active schedules
A schedule's makespan may often be reduced by shifting an operation to the left without delaying other jobs. When no such shifting can be applied to a schedule, it is called an active schedule. An optimal schedule is clearly active, so it is safe and efficient to limit search space to the set of all active schedules. An active schedule is generated by the GT algorithm proposed in [5] . An extension of the CB neighborhood using the GT algorithm is proposed in 1131, which is called the active CB neighborhood. It was experimentally shown in [14] that SA using the active CB neighborhood is very robust until some termination condition is satisfied. 0 Output the best schedule in the population.
A given problem of JSSP can be converted to another problem by reversing all the technological sequences. The new problem is equivalent to the old one in the sense that reversing the job sequences of any feasible solution from the original problem results in a feasible solution for the reversed problem with the same critical path and makespan. It can be seen, however, that an active schedule from the original problem is not necessarily active in the reversed problem. we call a schedule left active if it is an active schedule for the original problem and right active if it is an active schedule for the reversed problem.
Searching only in the set of left (or right) active schedules may bias the search toward the wrong direction and result in poor local minima.
B. GA/MSXF for Job-shop Scheduling
The MSXF is applied to JSSP by using the active CB neighborhood and the DG distance previously defined. Algorithm 3 describes the outline of the GA/MSXF routine for JSSP using the steady state model proposed in [ll, 91 . To avoid premature convergence even under a small-population condition, an individual whose fitness value is equal to someone in the population is not inserted into the population in step 4.
A mechanism to search in the space of both left and right active schedules is introduced in the GA/MSXF as follows. First, there are equal numbers of left and right active schedules in the initial population. The schedule q generated from pl and p2 by MSXF ought to be left (or right) active if pl is left (or right) active, but with some probability (0.1 for example) this property is reversed.
The performance of GA/MSXF was tested by running several simulation trials using well-known benchmark problems of Muth and Thompson (MT) [6; . Table 1 summarizes the makespan performance of the GA/MSXF method together with a simulated annealing method using the CB neighborhood structure (CBSA) [15] , and performances of other GA methods pub- . The x-axis represents the number of disjunctive arcs whose directions are different from those of p z on machines with odd numbers, i.e. the DG distance was restricted to the odd machines. Similarly, the y-axis representing the DG distance was restricted to the even machines. Table 2 shows the makespan performances of GA/MSXF for the ten difficult benchmerk JSSPs [l] . The parameters used here are the same as those of the MT benchmark except for population size = 20. The algorithm was terminated when an optimal solution was found or after 40 minutes of CPU time on the DEC Alpha 600 5/266. In the tctble, the column named lb shows +e known lower bound or known optimal value (for la40) of makespan, and the columns named bst, avg and wst s h d the best, average, variance and worst makespan values obtained, respectively. The columns named nopt and tOpt show the number of runs in which the optimal schedules are obtained and their average CPU times.
The optimal solutions were found for half of the ten problems, and four of them were found very quickly. The small variances in the solution qualities indicate the stableness of GA/MSXF as an approximation method. Figure 2 : Distribution of solutions generated by an application of (a) MSXF and (b) a short-term stochastic local search V. CONCLUSION The multi-step crossover fusion (MSXF) is proposed as a unified operator of a local search method and a recombination operator in GLS. MSXF uses a neighborhood structure and a distance measure in the problem space. Starting from one parent, MSXF carries out a local neighborhood search with a limited number of iterations, where the search direction is navigated by the other parent. MSXF searches for a good solution in the problem space by concentrating its attention on the area between the parents.
We applied GA/MSXF to the job-shop scheduling problem. Experiments using Muth and Thompson's benchmark demonstrated that GA/MSXF outperforms other GA methods described in the literature. GA/MSXF could find near-optimal solutions for ten difficult benchmark problems, including optimal solutions for five problems.
Further research, including the application of GA/MSXF to other kinds of combinatorial problems, is necessary to show the full capabilities of MSXF.
