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Allocation des ressources pour l’optimisation de requêtes dans les 
systèmes de grille de données 
 
Résumé : 
Les systèmes de grille de données sont de plus en plus utilisés grâce à leur capacité de stockage 
et de calcul. L’un des problèmes importants de ces systèmes est l’allocation de ressources pour 
l’optimisation de requêtes SQL. 
Récemment, la communauté scientifique a publié plusieurs approches et méthodes d’allocation 
de ressources, en s'efforçant de tenir compte des différentes spécificités de systèmes de grille de 
données : l’hétérogénéité, l’instabilité du système et la grande échelle. La structure de gestion 
centralisée prédomine dans les méthodes proposées, malgré les risques encourus par cette solution 
dans les systèmes à grande échelle. 
Dans cette thèse nous proposons une méthode d’allocation de ressources hybride et 
décentralisée pour l’optimisation d’une requête. La partie statique de notre méthode constitue la 
stratégie d’allocation initiale de ressources par un ‘broker’ d’une requête. Quant à la partie 
dynamique, nous proposons une stratégie, qui utilise la coopération entre des opérations 
relationnelles mobiles autonomes et des coordinateurs stationnaires des nœuds pour décentraliser le 
processus de réallocation dynamique de ressources. Les éléments clés de notre méthode sont : (i) la 
limitation de l’espace de recherche pour résoudre les problèmes causés par la grande échelle, (ii) le 
principe de répartition des ressources entre les opérations d’une requête pour déterminer le degré de 
parallélisme des opérations et pour équilibrer la charge dynamiquement et (iii) la décentralisation 
du processus d’allocation dynamique. 
Les résultats de l’évaluation des performances de notre méthode montrent l’efficacité de nos 
propositions. Notre stratégie d’allocation initiale de ressources a donné des résultats supérieurs à la 
méthode de référence que nous avons utilisée pour la comparaison. La stratégie de réallocation 
dynamique de ressources réduit notablement le temps de réponse en présence de l’instabilité du 
système et du déséquilibre de charge. 
 
Mots-clés: systèmes de grille de données, optimisation de requêtes, allocation de ressources, 
équilibrage de charge. 
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Resource allocation for query optimization in Data Grid systems 
Abstract : 
Data grid systems are utilized more and more due to their storage and computing capacities. One of 
the main problems of these systems is the resource allocation for SQL query optimization. 
Recently, the scientific community published numerous approaches and methods of resource 
allocation, striving to take into account different peculiarities of data grid systems: heterogeneity, 
instability and large scale. Centralized management structure predominates in the proposed 
methods, in spite of the risks incurred of the solution in the large scale systems. 
In the thesis we adopt the hybrid approach of resource allocation for query optimization, meaning 
that, we first make a static resource allocation during the query compile time, and then reallocate 
the resources dynamically during the query runtime. As opposed to the previously proposed 
methods, we use a decentralized management structure. The static part of our method consists of the 
strategy of initial resource allocation with a query ‘broker’. As for the dynamic part, we propose a 
strategy that uses the cooperation between relational mobile operations and stationary coordinators 
of nodes in order to decentralize the process of dynamic resource reallocation. Key elements of our 
method are: (i) limitation of research space for resolve problems caused by the large scale, (ii) 
principle of resources distribution between query operations for determining the parallelism degree 
of operations and for balancing the load dynamically and (iii) decentralization of the dynamic 
allocation process. 
Results of performance evaluation show the efficiency of our propositions. Our initial resource 
allocation strategy gives results superior to the referenced method that we used for the comparison. 
The dynamic reallocation strategy decrease considerably the response time in the presence of the 
system instability and load misbalance.  
Keywords: data grid systems, query optimization, resource allocation, load balancing. 
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Chapitre I : Introduction 
1. Contexte et motivations 
L’idée principale de la grille est d’assurer un accès libre aux ressources de calculs et de données 
pour des milliers d’utilisateurs. Une grille permet aux utilisateurs d’accéder aux ressources et aux 
données nécessaires sans considération de leur placement dans le système [Tay05]. 
Il existe deux types de grilles : les grilles de calculs et les grilles de données. La grille de calcul 
est destinée à réunir les ressources de calcul pour les tâches orientées calcul intensif. Typiquement, 
ces tâches utilisent une seule source de données et ont un très grand espace de recherche. Les tâches 
d’une grille de calcul transfèrent sur le réseau de petites quantités de données. Par contre, la grille 
de données est une collection de ressources distribuées destinée à traiter de grandes quantités de 
données [Tay05]. Par exemple, la grille de données du Grand Collisionneur de Hadrons (i.e. Large 
Hadron Collider) qui est un accélérateur de particules le plus puissant au monde construit à ce jour 
[Cai08]. Sa grille de données a été construite pour donner un accès aux résultats des 
expérimentations à plus de 4000 chercheurs partout dans le monde. La quantité de données 
produites, pendant les expérimentations, est de plusieurs dizaines de pétaoctets par an. Un autre 
exemple, est la plus grande grille européen EGEE Grid Infrastructure (Enabling Grids for e-
SciencE), qui contient 114 000 processeurs et donne un accès aux fichiers de données de 20 
pétaoctets et aux 16 000 utilisateurs [Kra09]. 
Une des fonctions spécifique de la grille de données est le traitement de requêtes sur des bases 
de données relationnelles, distribuées sur les nœuds de la grille. Le processus de traitement d’une 
requête dans une grille de données suit plusieurs étapes. Après la réception d’une requête utilisateur, 
le système découvre les ressources nécessaires. En utilisant les métadonnées des ressources 
découvertes, le système (i) optimise (logiquement et physiquement) la requête et (ii) effectue 
l’allocation de ressources. Comme résultat de ces deux dernières étapes, nous avons un plan 
d’exécution placé. Enfin, le système exécute le plan d’exécution généré et transfère le résultat à 
l’utilisateur. 
Dans cette thèse, nous nous focalisons sur l’allocation de ressources pour l’optimisation de 
requêtes dans les systèmes de grille de données. Les travaux de recherche de la communauté 
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scientifique pour traiter le problème de l’allocation de ressources peuvent être classés en deux 
approches [Epi11] : l’approche classique et l’approche incitative. L’approche classique [Che05, 
Che06, Sil06, Gou04c, Gou07, Gou04b, Gou06, Liu08, Wu04, Zhe05] est basée sur une discipline 
générale de la grille, en supposant que les nœuds du système délèguent toute la responsabilité de 
l’allocation de ressources à un allocateur. Quant à l’approche incitative [Iza10, Cos09, Sto96, 
Xia08], elle utilise des incitations virtuelles pour motiver les nœuds à participer au processus 
d’allocation de ressources et pour prendre la responsabilité concernant l’estimation du coût 
d’exécution d’une sous-requête. Pendant l’allocation de ressources, chaque nœud, qui a été 
sélectionné, conclut un contrat, en souscrivant un engagement pour terminer l’exécution d’une 
opération en un temps estimé. S’il respecte le contrat, alors il reçoit des incitations virtuelles, sinon, 
il perd des incitations. Nous pensons que l’approche classique convient mieux pour un 
environnement dynamique, car elle n’utilise pas de ‘contrat’ qui interdit les modifications d’un plan 
d’exécution au cours de son exécution. L’approche classique inclut les stratégies statiques et 
dynamiques, alors que toutes les méthodes de l’approche incitative sont uniquement statiques. 
Les méthodes étudiées dans ces deux approches utilisent principalement un contrôle centralisé, 
qui limite leur passage à l’échelle. En effet, si un grand nombre de nœuds dépendent dans leur 
fonctionnement d’un nœud central, alors ce dernier peut former un goulet d’étranglement pour tous 
ces nœuds. De plus, une panne possible de ce nœud central mènerait à l’incapacité pour tous les 
nœuds de continuer leur fonctionnement. Par ailleurs, les méthodes étudiées ont prêté peu 
d’attention à des aspects relatifs à la définition d’un espace de recherche et à la détermination d’un 
degré de parallélisme intra-opération optimal. Ces inconvénients nous ont motivés pour proposer, 
dans cette thèse, une méthode d’allocation dynamique constituée de l’allocation initiale et la 
réallocation dynamique de ressources. L’allocation initiale est basée sur un mécanisme de ‘broker’ 
d’une requête, et présente une centralisation locale. Par contre, le mécanisme de réallocation 
dynamique utilise un contrôle décentralisé, permettant d’améliorer le passage à l’échelle. En dehors 
de la nature du contrôle, les deux points clés de notre méthode sont le principe de composition de 
l’espace de recherche et le principe d’harmonisation d’un arbre d’opérations relationnelles, qui 
tentent de contribuer à améliorer les méthodes existantes.  
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2. Problématique 
L’allocation des ressources consiste à sélectionner un ensemble de nœuds pour le placement 
‘optimale’ des opérations d’une requête, afin de minimiser son temps d’exécution. Au cours du 
placement, le système détermine un degré de parallélisme pour chaque opération et choisit les 
nœuds qui possèdent les ressources nécessaires pour leur exécution. Chaque nœud a ses propres 
caractéristiques statiques (performance du processeur, quantité de la mémoire, bande passante du 
système d'entrée/sortie et du réseau) et ses caractéristiques dynamiques (charge courante de chacune 
des ressources mentionnées). Par ailleurs, il faut prendre en compte la fragmentation et la 
réplication des relations dans la grille de données, car cela influence fortement l’algorithme de 
placement des opérations. Dans cette thèse nous prenons en compte seulement la fragmentation 
horizontale. 
Le problème d'allocation des ressources dans un système de grille de données est compliqué à 
cause de trois caractéristiques spécifiques de l'environnement [Ham08] : l'hétérogénéité, la 
dynamicité et la grande échelle. La première consiste dans la diversité des nœuds en termes de 
performances, des schémas de données utilisés, et des systèmes de gestion de bases de données. La 
dynamicité causée par la nature instable des nœuds qui peuvent apparaître ou disparaître dans le 
système pour des raisons techniques ou administratives. Dans la dynamicité de la grille de données, 
nous considérons également le pourcentage de disponibilité des ressources de calcul. Quant à la 
grande échelle, elle implique un très grand nombre de données et de ressources de calcul qui 
doivent être pris en compte par le mécanisme d'allocation des ressources. 
Une grille de données est constituée d’un ensemble de nœuds N(t)={n1,n2,…,nm}, qui exécutent 
l’ensemble des requêtes Q(t)={Q1,Q2,…,Qk}. Chaque requête est constituée d’un ensemble 
d’opérations relationnelles Qi={o1,o2,...,oj}, qui sont organisées sous forme d’un arbre.  
L'objectif de l'allocateur de ressources consiste à allouer un ensemble de nœuds Uop={n1 ,n2, ..., 
nK} pour exécuter chaque opération d’une requête Qo j ∈ ,  j = 1,2,...,N. Il faut noter qu’une partie 
des opérations d’une requête accepte en entrée des résultats temporaires d'autres opérations, et donc 
elles peuvent être exécutées seulement après l’accomplissement des opérations produisant ses 
résultats.  
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L'ensemble des nœuds N(t) de la grille de données stocke un ensemble de relations d’une base 
de données R={R1, R2, ..., RL}. Chaque relation Rr est distribuée sur un ensemble de nœuds
)(tNU r ⊆ . Chaque opération Qo j ∈ , j = 1,2,...,N nécessite un ensemble de relations RR jop ⊆  et 
utilise un ensemble de nœuds 
jop
U comme source de données. Nous considérons le problème 
d'allocation des ressources comme une fonction F(Q,R,U) = F(Q, Rop, Uop, U) = 
},...,,{
21 21 NxNxx
uououo →→→ =M, de telle manière que le temps d'exécution estimé de la 
fonction T(M) tend vers le minimum. Il a été prouvé que ce problème d'allocation de ressources est 
un problème NP-complet [Iba77]. 
La variabilité des paramètres de la grille de données peut amener à la non-optimalité du 
placement initial des opérations de requêtes. En effet, le placement initial est choisi sur la base des 
paramètres du système connus au moment de l’allocation de ressources. Si les valeurs de ces 
paramètres changent pendant l’exécution, le plan d’exécution placé peut être sous-optimal. De plus, 
l’ensemble des nœuds de la grille de données N(t) peut évoluer dans le temps. Chaque nœud peut se 
déconnecter de la grille de données à un moment arbitraire. Dans ce cas, toutes les opérations 
)(tO
xnoeud  ne peuvent plus s’exécuter sur le nœud x et doivent être déplacés au moment de la 
déconnexion t. Par ailleurs, de nouveaux nœuds peuvent arriver dans la grille de données. 
D'autre part, chaque nœud x, au moment t, exécute un ensemble d’opérations =)(tO
xnoeud
{o1,o2,...,ol} appartenant à différentes requêtes. Des opérations peuvent commencer ou arrêter leurs 
exécutions sur un nœud x à n’importe quel moment. Cela s’explique par (i) de nouvelles requêtes, 
envoyées par des utilisateurs, (ii) la terminaison de requêtes exécutées et (iii) le déplacement 
d’opérations entre des nœuds. Ainsi, la charge d’un nœud de la grille de données varie en fonction 
de l’instant d’exécution. La charge d’un nœud x est ∑
∈
=
)(...1
)()(
tni
inoeud tctC x , ou n(t) est le nombre 
d’opérations, ci(t) est la charge de iième opération de l’ensemble )(tO
xnoeud . 
En conséquence, pour équilibrer la charge des nœuds et pour réagir aux arrivées et aux départs 
des nœuds, un système de grille de données nécessite la réallocation de ressources durant toute 
l’exécution d’une requête. 
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3. Contributions 
Dans cette thèse, après avoir présenté un état de l’art des méthodes d’allocation de ressources, 
nous décrivons une méthode d’allocation de ressources dans un système de grille de données. Elle 
est constituée de deux parties : l’allocation initiale de ressources et la réallocation dynamique de 
ressources. 
La première partie est une méthode basée sur une heuristique. Le placement des opérations dans 
cette méthode est effectué par un ‘broker’ de requête, qui génère un plan d’exécution placé, en 
utilisant les métadonnées concernant l’état courant du système. Pour réduire la complexité de notre 
méthode, nous proposons un moyen pour limiter l’espace de recherche, en se basant sur le principe 
de proximité de données. Ensuite, nous proposons une stratégie de placement des opérations, basée 
sur le principe d’harmonisation d’un arbre d’opérations relationnelles. Ce principe consiste à 
déterminer le degré de parallélisme et la quantité de ressources pour chaque opération, 
conformément à la quantité de ressources allouées pour les opérations qui produisent les opérandes 
pour cette opération. 
Quant à la réallocation dynamique de ressources, nous proposons une méthode basée sur le 
paradigme d’agents mobiles modifié. Des opérations peuvent prendre des décisions d’une manière 
autonome et, si nécessaire, migrer d’un nœud vers un autre. Elles coordonnent leurs décisions avec 
les agents stationnaires. Une opération peut être obligée de migrer soit parce que le nœud qui 
l’accueille veut quitter le système, soit parce que ce nœud est surchargé. Nous proposons un 
algorithme pour détecter l’état de surcharge d’un nœud à base de l’analyse des besoins des 
opérations. Pour choisir une opération à migrer parmi l’ensemble des opérations exécutées sur le 
nœud, nous avons proposé un algorithme d’exclusion de tâches. Par ailleurs, nous proposons un 
algorithme de sélection d’un nœud-destinataire pour une opération qui doit migrer. Ensuite, nous 
présentons un mécanisme de contrôle décentralisé basé sur l’interaction d’agents mobiles et 
d’agents stationnaires. 
Enfin, nous évaluons les parties statique et dynamique de notre méthode, en utilisant notre 
simulateur de grille de données. Notre simulateur permet de simuler un système de grille de 
données avec plusieurs requêtes exécutées simultanément, en présence de l’hétérogénéité, de la 
dynamicité et de la grande échelle. Pour notre évaluation de performances, nous avons tenté de 
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choisir une échelle adéquate pour un système simulé par rapport aux études publiées dans la 
littérature. Par exemple, dans [Cos08] est simulé le fonctionnement de 10 nœuds et l'exécution de 
150 requêtes, dans [Iza09] - 16 nœuds et 512 tâches indépendantes, dans [Xha10] - de 32 à 256 
nœuds et de 512 à 4096 tâches indépendantes. Pour nos expériences, nous avons simulé une grille 
de données à grande échelle composé de 200 à 1000 nœuds et de 200 à 300 requêtes exécutées. 
4. Organisation du manuscrit 
Ce manuscrit est constitué de cinq chapitres. Après une description du contexte et de la 
problématique dans ce chapitre, nous présentons dans le chapitre 2 un état de l’art décrivant les 
principales méthodes d’allocation de ressources dans un système de grille de données. Nous 
proposons une classification et une comparaison qualitative et quantitative de ces méthodes. Dans la 
comparaison nous accordons une attention particulière à la capacité des méthodes existantes de 
traiter les défis spécifiques de la grille de données : la grande échelle, l’hétérogénéité et la 
dynamicité. 
Le chapitre 3 décrit notre méthode d’allocation de ressources constituée de la partie d’allocation 
initiale de ressources et de la partie de réallocation dynamique de ressources. Pour chaque partie de 
notre méthode, nous proposons un mécanisme de contrôle, une stratégie, un espace de recherche et 
un modèle de coûts.  
Le chapitre 4 est consacré à l’évaluation de performances de notre méthode. D’abord, nous 
décrivons notre simulateur de grille de données. Ensuite, nous évaluons la complexité de notre 
stratégie d’allocation initiale de ressources et la qualité du placement des plans d’exécution des 
requêtes. Pour cela nous mesurons le temps d’allocation et le temps d’exécution des requêtes. 
Ensuite, pour la méthode de réallocation dynamique de ressources proposée dans cette thèse, nous 
évaluons sa capacité de réagir aux départs et aux arrivées de nœuds du système et aux fluctuations 
de la charge dans le système. Les principaux paramètres à mesurer sont : le temps d’exécution et le 
pourcentage de disponibilité des ressources de calcul en fonction de l’instant d’exécution. 
Enfin, dans le chapitre 5 nous établissons une synthèse du manuscrit et proposons certaines 
voies possibles pour la continuation et l’évolution de nos travaux de recherche. 
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Chapitre II : Etat de l’art 
1. Introduction 
L'allocation de ressources pour le traitement de requêtes relationnelles dans une grille de 
données peut être caractérisée par un sextuplet : l’espace de recherche, la stratégie de recherche, le 
modèle de coûts, la nature de contrôle, les principes de coopération entre les nœuds, les techniques 
de réponse à l'évolution des conditions de l’environnement d’exécution. 
L’espace de recherche est l’ensemble virtuel de tous les plans d’exécution possibles d’une 
requête [Lan92]. Nous considérons aussi l’espace de recherche comme l'ensemble des nœuds-
candidats, parmi lesquels une stratégie de recherche d’allocation de ressources sélectionne un sous-
ensemble "optimal" pour placer les opérations d’une requête. Naturellement, l’espace de recherche 
a un impact direct sur le temps d’allocation de ressources, ainsi que sur l’optimalité d’un placement 
du plan d’exécution d’une requête. En effet, plus on augmente l’espace de recherche, plus la 
stratégie de recherche a de possibilités pour choisir un plan. Par contre, l’augmentation de l’espace 
de recherche augmente aussi le temps de l’allocation de ressources, qui fait partie du temps de 
réponse d’une requête. Compte tenu des spécificités de la grille de données, il est très important de 
choisir la taille de l’espace de recherche, mais également les nœuds qui sont inclus dans l’espace de 
recherche. En effet, tous les nœuds sont hétérogènes quant à leurs caractéristiques physiques (e.g. 
CPU, entrée/sortie, mémoire), la disponibilité des ressources, et leurs localisations sur le réseau 
[Ham08]. Ainsi, il est important de porter son attention sur le choix d'un espace de recherche. 
La stratégie de recherche utilisée est également un élément important pour l’allocation de 
ressources. Le temps d’allocation de ressources dépend directement de sa complexité, et le temps 
d’exécution d’une requête dépend de la qualité du placement choisi. Ces deux paramètres 
d’optimisation, la complexité de la stratégie d’allocation de ressources et la qualité du placement, 
sont contradictoires. En effet, en général, la hausse de la complexité de l'algorithme d’allocation de 
ressources augmente la qualité des résultats obtenus en réduisant le temps d’exécution d’une 
requête. Quant à la réduction de la complexité, elle réduit le temps d'allocation de ressources. Nous 
rappelons que ces deux temps font partie du temps de réponse d’une requête [Ham09]. Pour créer 
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une stratégie d’allocation de ressources efficace il faut déterminer le meilleur compromis entre sa 
complexité et la qualité du placement choisi. 
Le modèle de coûts est utilisé par la stratégie de recherche pour estimer le temps d’exécution 
d’une requête ou d’une opération sur un nœud ou sur un ensemble des nœuds. L’estimation est 
basée sur des métadonnées concernant les relations interrogées, les nœuds et leurs charges 
courantes. En utilisant ce modèle, l’allocation de ressources compare différentes possibilités pour le 
placement d’opérations et choisit parmi les nœuds-candidats ceux estimés comme les ‘meilleurs’. 
Ainsi, l’optimalité d’un placement du plan d’exécution dépend de la précision d’un modèle de coûts 
[Hus05], ainsi que de la fraîcheur des métadonnées utilisées. De plus, la complexité d’un modèle de 
coûts influence le temps d’allocation de ressource. 
La nature de contrôle, c’est l’organisation des éléments de contrôle d’un système de la grille de 
données. Ces éléments de contrôle sont responsables des différentes fonctions d’un système telles 
que l’optimisation de requêtes avec l’allocation de ressources, la découverte de ressources, le 
stockage de métadonnées. En général, la nature de contrôle peut être centralisée, hiérarchique ou 
décentralisée [Cos08]. La centralisation peut être globale, avec un élément de contrôle ou avec une 
hiérarchie des éléments de contrôle commun au niveau du système de la grille de données. La 
centralisation également peut être locale, avec un élément de contrôle associé à une requête ou à 
une certaine région de la grille. La nature de contrôle peut être différente pour chaque fonction d’un 
système. Par exemple, l'utilisation d’un catalogue global de ressources et l’utilisation d’un 
allocateur global de requêtes, sont deux cas différents de la nature de contrôle. Nous considérons 
ces 2 natures centralisées. On dit qu’une nature de contrôle est décentralisée si son fonctionnement 
ne dépend pas d’un élément ou d’une hiérarchie d’éléments de contrôle. 
Les principes de coopération entre les nœuds d’une grille de données sont des accords sur le rôle 
et les obligations des nœuds dans le traitement de requêtes qui sont consentis par les nœuds du 
système. D'une part, ces accords déterminent le degré d'autonomie des nœuds et permettent ou non 
aux administrateurs de choisir leur propre politique pour la participation de nœuds dans le 
traitement de requêtes. D'autre part, ils déterminent l'efficacité du système pour traiter les requêtes. 
Nous pensons que l’efficacité maximale et l’autonomie maximale des nœuds sont deux pôles 
opposés pour un système de grille de données. 
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Comme la grille de données est un système dynamique [Ham08], les mécanismes d'allocation de 
ressources doivent répondre adéquatement aux changements dynamiques des caractéristiques du 
système. En général, les techniques de réponse à l'évolution des conditions d’environnement 
comprennent : la surveillance des paramètres du système, les mécanismes pour analyser ces 
paramètres, la prise de décisions concernant les modifications d’un plan d'exécution d’une requête 
et les mécanismes pour la mise en œuvre de ces modifications. Ces modifications peuvent être, par 
exemple, le déplacement des opérations, le changement du degré de parallélisme d’une opération. 
Dans ce chapitre, nous analysons des méthodes d’allocation de ressources proposées dans la 
littérature. Nous présentons les critères clés qui nous permettent de comparer ces méthodes et nous 
en déduisons leurs possibilités et leurs limitations en un environnement de grille de données. Après 
une comparaison théorique et une évaluation de performances, nous concluons sur les avantages et 
les inconvénients des méthodes existantes. Ces derniers motivent le travail de cette thèse. 
Il faut noter, que les auteurs des méthodes considérées dans ce chapitre formulent différemment 
le problème d’allocation de ressources dans une grille de données. Nous analysons leurs travaux en 
se basant sur la position du problème présentée dans le chapitre précédent. 
Le reste du chapitre est organisé comme suit : dans la section 2 nous présentons les méthodes 
d’allocation de ressources. Ensuite nous  comparons ces méthodes qualitativement dans la section 3. 
La section 4 évalue les performances de méthodes représentatives de notre classification. Enfin, 
nous concluons le chapitre dans la section 5. 
2. Méthodes d’allocation de ressources 
Dans cette section nous décrivons les principales études dans le domaine d'allocation de ressources. 
Nous classifions les méthodes en deux approches en fonction du type de coopération entre les 
nœuds du système [Epi11] : l'approche classique étendue et l’approche incitative. 
La première approche est une évolution des méthodes classiques développées dans le domaine de 
bases de données parallèles et distribuées. Elle suppose qu’un allocateur accède aux métadonnées 
décrivant les nœuds en termes de performance (e.g. CPU, mémoire, entrée/sortie, réseau) et de 
charge. Dans ce cas tous les nœuds respectent la discipline du système et délèguent toute la 
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responsabilité de l’allocation de ressources au nœud choisi comme le responsable de l’optimisation 
d’une requête.  
La seconde approche change complètement le concept d'interactions entre les nœuds dans une 
grille de données. Elle propose un système d’incitations pour organiser la coopération entre des 
nœuds sur la base des principes d’autonomie et d’égalité. Les méthodes au sein de cette approche 
incitative utilisent des "incitations" et des "sanctions" pour les nœuds autonomes, laissant 
l'estimation du temps d'exécution d’une requête aux nœuds-candidats. Dans ce dernier cas, une 
partie importante des calculs pour l'allocation de ressources est répartie entre un grand nombre de 
nœuds-candidats. 
2.1. Approche classique étendue 
L'approche classique qui consiste à étendre une méthode est largement utilisée dans les travaux 
scientifiques et dans les implémentations réelles des systèmes de grille [Che05, Che06, Sil06, 
Gou04c, Gou07, Gou04b, Gou06, Liu08, Wu04, Zhe05]. Premièrement, il recueille les 
métadonnées sur le placement des relations et les caractéristiques des nœuds, etc. Ensuite, en 
utilisant un algorithme d'allocation et un modèle de coûts, il choisit une allocation « optimale » des 
ressources parmi un ensemble de variantes possibles et envoie le plan d’exécution placé associé à la 
requête aux nœuds sélectionnés. L'algorithme est basé sur l'hypothèse que tous les nœuds de la 
grille de données obéissent à une discipline communautaire et le nœud central peut donner 
directement des ordres aux nœuds pour exécuter des opérations. 
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Figure 1. Stratégies d’allocation de ressources statique, dynamique itérative et dynamique hybride. 
Dans cette approche, il existe deux types de stratégies d'allocation de ressources [Col94] : 
statique et dynamique (figure 1). La dernière est présentée par les méthodes dynamiques itératives 
et hybrides.  
Le type de stratégie statique consiste à effectuer l’allocation de ressources entièrement pour une 
requête avant la phase d'exécution en vertu des informations sur les ressources qui sont disponibles 
au moment de la planification. Cela assure une utilisation maximale du parallélisme. Cependant, 
dans un environnement dynamique comme la grille de données, il y a une évolution rapide de tous 
les paramètres, les métadonnées peuvent rapidement devenir obsolètes et le plan d'allocation de 
ressources choisi peut devenir sous-optimal [Mor09].  
Le type de stratégie dynamique itérative consiste à effectuer l’allocation de ressources par parties, 
en alternance avec l’exécution de ces parties du plan d’exécution. Ce type de stratégie peut être 
considéré comme raisonnable dans des environnements avec une dynamicité élevée des nœuds et en 
absence de métadonnées précises. Toutefois, en l'absence d'un plan d’exécution complètement placé 
et le principe d’exécution successive pour des opérations dépendantes, il n'est pas possible d'utiliser 
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le parallélisme pipeline, ce qui peut être considéré comme un désavantage important. Pour 
améliorer la réallocation de ressources pendant l’exécution, des méthodes dynamiques hybrides 
d'allocation de ressources sont proposées dans la littérature [Sil06, Gou04b, Gou06]. Ces méthodes 
combinent un mécanisme d'allocation de ressources statiques avec un mécanisme de réallocation 
dynamique pendant la phase d'exécution. Elles peuvent utiliser toutes sortes de parallélisme et, en 
même temps, ajuster rapidement un plan d'exécution suite à une évolution de l’état de la grille. 
Une autre caractéristique importante est la nature du module prenant la décision dans le processus 
d'allocation de ressources (e.g. allocateur). Celle-ci peut être centralisée, hiérarchique ou 
décentralisée [Cos08]. L’allocateur centralisé est peu adapté à un environnement de grille à grande 
échelle en raison de la fiabilité et de la scalabilité limitées. L’allocateur hiérarchique est une 
extension de l’allocateur centralisé qui améliore la scalabilité, mais n'élimine pas ses inconvénients 
fondamentaux. Le mécanisme décentralisé est le plus ‘scalable’, mais l'organisation du contrôle est 
beaucoup plus complexe. Il génère un trafic important sur le réseau, car les nœuds doivent 
coordonner leurs fonctionnements en échangeant des messages d’une manière continue. 
Habituellement, l'allocation de ressources se fait par le nœud qui a initié une requête.  
Dans cette sous-section, nous allons examiner dans les détails des méthodes d'allocation de 
ressources de l’approche classique étendue. 
2.1.1. Méthodes statiques 
Afin d'améliorer les performances, la majorité des méthodes statiques exploite les différentes 
formes de parallélisme intra-requête. Les travaux [Liu08] et [Ven08] considèrent que le 
parallélisme inter-opération, alors que [Soe05] profite également du parallélisme intra-opération. La 
méthode décrite dans [Gou04c] utilise toutes les formes de parallélisme, y compris le parallélisme 
de pipeline. De plus, cette dernière méthode est la seule dans notre état de l’art qui considère 
l’interrogation de relations fragmentées. 
L'algorithme proposé dans [Gou04c] trie les opérations d'un plan d'exécution en fonction de leur 
coût. Ensuite successivement, en commençant par la plus coûteuse, il détermine le degré de 
parallélisme intra-opération.  
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Dans [Soe05], les auteurs proposent un algorithme itératif, qui prend un arbre de requête ramifié 
(i.e. bushy tree) et parallélise chaque opération en déterminant un nombre optimal de nœuds. Afin 
d'équilibrer la charge, l'allocateur sélectionne les premiers nœuds qui n’utilisent pas actuellement la 
relation interrogée. Cela peut aussi être considéré comme un inconvénient, parce que le nœud 
sélectionné peut encore être surchargé par des requêtes, qui utilisent d’autres relations. 
Dans [Ven08], les auteurs considèrent le problème d'allocation de ressources statique d'un 
ensemble de tâches indépendantes avec usage intensif de gros volumes de données. Pour le 
placement des opérations, l'algorithme sélectionne les ressources de calcul les plus proches des 
sources de données. Un inconvénient important de cet algorithme, c'est l'ignorance des tâches 
dépendantes qui sont un facteur important du traitement des requêtes relationnelles dans la grille de 
données. Le problème a été réduit au problème de la couverture d’un ensemble (i.e. Set Covering 
Problem)  et on a utilisé un algorithme bien connu pour sa solution. Dans [Liu08], les auteurs ont 
proposé un algorithme qui attribue toutes les opérations sur les nœuds qui stockent les données 
nécessaires à une requête. 
2.1.2. Méthodes dynamiques 
Dans les études [Che05, Che06, Wu04, Zhe05] les auteurs ont proposé et ils ont décrit le système 
DartGrid. Son allocateur utilise une approche dynamique centralisée, qui réalise uniquement le 
parallélisme intra-opération. Ils ont mis en place un schéma dynamique itératif d'allocation de 
ressources. La méthode fonctionne comme suit : après optimisation logique, l'allocateur récolte 
toutes les métadonnées essentielles (taille des relations, la charge de ressources de calcul, etc.) de la 
part de tous les nœuds qui participent à l'exécution d’une requête. Ensuite, l’allocateur fait le 
placement et lance l’exécution alternativement de toutes les opérations du plan d’exécution. Après 
exécution de chaque opération, l’allocateur reçoit l’information précise sur la taille de la relation 
intermédiaire qu’il utilise pour l’allocation de ressource pour l’opération suivante. A chaque 
itération, l’allocateur choisit la jointure à exécuter en respectant son objectif principal : minimiser la 
taille des résultats intermédiaires.  L’inconvénient de la méthode est qu’elle n’utilise pas les 
parallélismes inter-opération, indépendant et pipelines. De plus, l’allocateur, en centralisant le 
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contrôle, est moins fiable et peut former potentiellement un goulet d’étranglement, car il recueille 
les données de tous les nœuds à chaque itération, 
plusieurs fois pendant l’exécution. 
La technique Adaptive Query Processing  
(AQP) a été proposée dans [Gou04b, Gou06]. Elle 
consiste : (i) à surveiller l'état actuel des ressources 
au cours de l'exécution des requêtes et (ii) à 
modifier le plan d’exécution de la requête, si 
nécessaire, pour l'amélioration des performances. 
L’allocation dynamique permet l'utilisation de 
nouvelles ressources qui sont devenues disponibles 
depuis le début de l'exécution de la requête. De 
plus, une méthode de tolérance aux pannes permet 
au système de réagir à l'arrêt ou la déconnexion 
d'un ou de plusieurs nœuds pendant une phase 
d'exécution, en restituant les données 
intermédiaires qui ont été perdues. Le schéma 
général de la technique AQP est présenté à la 
figure 2. Nous trouvons que ce schéma est assez représentatif de la plupart des mécanismes de 
réallocation de ressources pendant l’exécution d’une requête que nous avons étudiée dans la 
littérature. 
Dans [Sil06] l'auteur a proposé un algorithme d'allocation de ressources glouton. Il sélectionne 
les nœuds en fonction de leurs capacités de débit, constaté pendant des exécutions de requêtes 
précédentes. La capacité de débit dans cette méthode est le nombre de tuples par seconde traités par 
le nœud, incluant le coût de transfert et le coût d’exécution d’une opération. L’algorithme a été mis 
en œuvre en utilisant le principe de la méthode Eddies [Avn00] qui permet de transférer la charge 
entre les nœuds pendant l'exécution d'une opération par le ré-ordonnancement dynamique des 
opérations. En outre, il met en œuvre un mécanisme de réallocation dynamique, qui surveille 
Figure 2. Phases de surveillance, analyse et réponse 
du traitement adaptable d’une requête (AQP) 
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continuellement le ‘débit’ d’un nœud dans le temps d'exécution d’une requête. Il compare le ‘débit’ 
actuel à celui estimé dans une étape précédente et, si nécessaire, fait une réallocation. 
Deux aspects clés de la réallocation dynamique sont l’espace de recherche et la décision sur la 
migration des opérations, que nous discutons ci-après dans cette sous-section. 
Espace de recherche 
Plusieurs auteurs définissent différemment un ensemble de nœuds-candidats pour le processus 
d’allocation de ressources. Les méthodes [Cok12, Pat11] utilisent le principe de voisinage pour 
définir des nœuds-candidats. Nous considérons cet aspect comme important, et nous pensons qu’il 
faut combiner le principe de localité des données et de voisinage pour définir un ensemble de 
nœuds-candidats. La méthode [Cok12] identifie les voisins sur la base de la topologie du réseau. 
Ceci est plus précis, mais consomme, cependant, plus de ressources. 
Décision sur la migration des opérations 
En comparant les différentes méthodes dynamiques, nous constatons que la décision de migration 
peut être prise soit par un broker centralisé d’une requête soit par des opérations autonomes. Par 
exemple, dans les travaux [Sun05, Vad03], comme dans la méthode que nous proposons dans le 
Chapitre 3, le mécanisme de migration des opérations est utilisé. D'autres [Sil06, Gou04, Gou04b, 
Gou06] proposent les méthodes de réallocation d’un plan d’exécution dirigées par un broker 
centralisé associé à une requête qui peut faire migrer les opérations et, également, modifier 
dynamiquement le degré de parallélisme.  
Un autre aspect important est la détection du moment de la migration. La plupart des auteurs 
[Ali03, Buy01, Hue02, Pat11, Sun05, Vad03] proposent, comme un événement de la migration, le 
manque de ressources allouées et la présence de ressources inutilisées dans le système. Cependant, 
ils répondent différemment à la question : comment détecter la pénurie de ressources? Dans [Pat11] 
l'état déséquilibre est défini relativement à des voisins par une comparaison entre le temps moyen 
de traitement du groupe et un temps de traitement d'un nœud. Certaines méthodes [Ali03, Buy01, 
Hue02, Sun05, Vad03] détectent un manque de ressources par la dégradation de la performance ou 
par rapport à son propre état récent.  
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2.2. Approche incitative 
L’approche incitative suppose l'autonomie complète des nœuds. Ainsi chaque administrateur de 
nœud détermine complètement sa politique, et met en œuvre son propre modèle de coûts pour 
estimer le temps d'exécution des opérations qui s’exécutent localement. Un système basé sur les 
incitations donne des points positifs aux nœuds dont l'exécution des opérations est proche des 
estimations précédemment calculées, et attribue des points négatifs aux nœuds qui n'ont pas pu 
effectuer une opération dans le temps estimé. Dans cette approche, une estimation du temps 
d'exécution d’une opération est de la responsabilité des nœuds-candidats. Ainsi, une partie 
importante des calculs des estimations lors de la phase d'allocation de ressources est répartie entre 
un grand nombre de nœuds-candidats. 
Dans cette approche il existe deux types de méthodes :  
(i)  les méthodes fondées sur de principes économiques [Iza10, Sto96, Xia08] 
(ii)  les méthodes basée sur la réputation [Cos09]. 
Le premier type de méthodes utilise des outils économiques tels que de l'argent, en s’appuyant 
par exemple sur un principe de ventes simples ou de ventes aux enchères. Elles fonctionnent comme 
suit. Un broker, qui est responsable du traitement de la requête, distribue les parties de cette requête 
parmi un ensemble de nœuds. Chaque nœud sur la base de ses propres politiques décide s’il veut 
participer à l’exécution de la (sous-)requête ou non. Si le nœud décide de participer, il estime et 
informe le broker sur le temps nécessaire pour terminer la requête, et le coût de ce travail. Le broker 
sélectionne l'offre la plus attractive et prend sa décision. Le nœud sélectionné exécute la requête et 
renvoie le résultat au broker. En cas de retard dans l'exécution d’une requête par rapport aux 
estimations, le nœud doit payer une amende spécifiée au broker. 
Dans les méthodes basées sur la réputation, chaque nœud a sa propre réputation. Cette réputation 
s'élève dans le cas d'une exécution réussie de la requête, et diminue dans le cas du dépassement de 
la durée d'exécution estimée. Le principe est très similaire à l’approche précédente. Cependant, la 
principale différence est que le nœud informe le broker sur le temps estimé d'exécution de la 
requête. Le broker, quand il sélectionne la meilleure offre, prend en compte la réputation du nœud 
et sélectionne les nœuds les plus fiables avec une bonne réputation. 
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2.2.1. Méthodes économiques d’allocation de ressources 
À notre connaissance, le premier travail dans ce domaine est l'article [Sto96], dans lequel les 
auteurs ont proposé un système de base de données distribuées à grande échelle appelé Mariposa. 
C’étais la première fois que des exigences pour les systèmes de bases de données distribuées à 
grande échelle ont été définis : (a) la scalabilité, (b) la mobilité des données, (c) aucune 
synchronisation entre les nœuds, (d) la totale autonomie locale, (e) les politiques facilement 
configurables. 
En outre, dans l'article les principes de base ont été décrites en détail, tel que l'architecture et 
l'algorithme d'optimisation économique, une banque virtuelle, un système d'enchères, un système 
décentralisé de distribution des annonces et d'allocation de ressources.  
Actuellement ces exigences concernant l'architecture et les algorithmes, sans changements 
majeurs, sont à la base de toutes les dernières méthodes [Iza10, Xia08] d’allocation de ressources 
basées sur des principes économiques dans le domaine de grille de données. Nous décrivons, dans 
la suite, quelques-unes des études les plus intéressantes de ces dernières années. 
Dans [Xia08], un schéma d'allocation de ressources de type économique a été proposé. La 
méthode diffuse une requête parmi les nœuds qui peuvent évaluer la requête, c'est à dire pouvoir 
estimer eux même la date limite et le coût virtuel de la requête. La méthode d’allocation de 
ressources sélectionne l'offre de terminaison la plus rentable. Ce papier n'aborde pas directement le 
problème d'équilibrage de charge, mais il est supposé que le système de type économique 
encouragera les nœuds à équilibrer leur charge et à déterminer leurs politiques pour participer à 
l'exécution des requêtes. En créant ces politiques, les administrateurs se sont intéressés à éviter la 
surcharge de ces ressources. Ainsi, nous pouvons supposer qu’en réalisant les politiques prenant en 
compte ces intérêts particuliers, les administrateurs tous ensemble créent un système globalement 
équilibré.  
Dans [Iza10], il a été proposé d'utiliser le principe de la vente aux enchères en continu, au cours 
de laquelle les nœuds-candidats peuvent marchander avec le client pour obtenir le prix le plus 
acceptable pour les deux côtés. Cependant, cette méthode, comme dans la précédente [Xia08], ne 
fournit pas une mise en œuvre au sein de l'environnement de grille de données. 
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2.2.2. Méthode d’allocation de ressources basée sur la réputation 
Dans [Cos09], une méthode d'allocation de ressources basée sur la réputation a été proposée. La 
méthode est destinée à une grille avec une autonomie totale des nœuds. Chaque nœud sur la base de 
sa propre politique propose sa candidature pour participer à l'exécution de la requête, en offrant le 
temps estimé, dans lequel il peut terminer l’exécution de la requête. L'allocateur sélectionne le 
meilleur nœud pour l'exécution des requêtes en tenant compte de sa réputation. La réputation du 
nœud dépend de la précision de ses estimations précédentes concernant la durée d'exécution. Le 
point faible de cette méthode est qu’elle ne supporte pas l’interrogation de relations fragmentées. 
De plus, l'utilisation du parallélisme pour l'optimisation de requête n'est pas prise en considération. 
3. Comparaison qualitative de méthodes 
Dans cette section nous analysons et nous comparons les méthodes d’allocation de ressources 
décrites ci-dessus à base des critères de comparaison que nous avons mis en évidence. Au début de 
cette section nous décrivons ces critères, puis nous passons à la discussion de méthodes et leur 
comparaison qualitative. 
3.1. Critères de comparaison dans une grille de données 
Nous définissons dans cette sous-section un ensemble de critères pour la comparaison des méthodes 
d'allocation de ressources dans une grille de données visant à systématiser notre discussion 
ultérieure. Les critères sont choisis en s'appuyant sur les caractéristiques spécifiques de 
l'environnement et sur les particularités du problème [Ham08] : l’hétérogénéité, la dynamicité, la 
grande échelle, et le traitement de requêtes relationnelles. Dans les sous-sections suivantes, nous 
discutons tous les critères de notre étude. 
3.1.1. Critères relatifs à l’hétérogénéité 
Dans une grille de données, l’hétérogénéité se situe à 2 niveaux :  
1. L’hétérogénéité des nœuds en termes de performances CPU et des entrées/sorties, de la 
quantité de mémoire locale et de la bande passante de la connexion locale du réseau. 
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2. L’hétérogénéité des schémas des données stockées sur les nœuds. 
 Le premier niveau complique grandement le problème de l’allocation de ressources, car il faut 
prendre en compte les performances des nœuds dans l’algorithme et dans le modèle de coûts. Dans 
les systèmes hétérogènes, il faut définir exactement l’ensemble de nœuds pour l’exécution. 
Le second conduit à la nécessité d'utiliser des mécanismes fondés sur une ou plusieurs ontologies 
pour établir des correspondances, par exemple, entre les différents schémas de données. Nous 
laissons cet aspect hors de la portée de notre travail, en supposant que certains mécanismes de 
transformation fonctionnent implicitement dans le système de grille de données et qu’ils n’exercent 
aucune influence au niveau de la méthode d'allocation de ressources. 
3.1.2. Critères relatifs à la dynamicité 
Dans un environnement dynamique, de nouveaux nœuds peuvent apparaître dans le système à 
tout moment pendant l’exécution d’une requête. Un nœud rejoignant le système apporte de 
nouvelles sources de données ainsi que des capacités de calcul et de stockage. Ainsi l’utilisation des 
nœuds entrant dans le système pour le traitement d’une requête en cours d’exécution peut être 
profitable d’un point de vue de la performance. Donc cette possibilité soulève le problème de 
l'utilisation de ces nouvelles ressources de calculs pour améliorer l’optimalité de l’allocation de 
ressources.  
La dynamicité d’une grille de données comprend aussi le départ de nœuds du système, la panne 
de nœuds ou la déconnexion volontaire. Ainsi, il est important de prendre en compte également les 
nœuds quittant le système et de fournir une méthode qui permet la réussite de l'exécution d’une 
requête, même si un ou plusieurs nœuds utilisés se déconnectent pendant l’exécution. Dans ce 
problème il existe deux aspects : la libération des nœuds sortant du système et la tolérance aux 
fautes. Le dernier aspect suppose qu’un nœud peut tomber en panne et détruire toutes les tâches en 
cours d’exécution. De plus, les données sur le nœud ne seraient plus disponibles. Concernant le 
premier aspect, i.e. le départ de nœuds, celui qui nous intéresse dans cette thèse, il suppose qu’un 
nœud se déconnecte d'une manière correcte et permet au système de terminer l’exécution d’une 
requête en déplaçant toutes les tâches placées sur le nœud.  
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Dans une grille de données la dynamicité des nœuds requiert la nécessité de modifier un plan 
d'exécution pendant son exécution, en tenant compte de l'évolution rapide des paramètres, tels que 
la charge courante des nœuds [Ham08]. Quand un ou plusieurs nœuds quittent le système, on a 
besoin de déplacer leurs charges vers d’autres nœuds. À cause de ce déplacement de tâches ou à 
cause de la création de nouvelles tâches un nœud peut aussi devenir surchargé. Ainsi, la 
réallocation dynamique des ressources est nécessaire. 
3.1.3. Critères relatifs à la grande échelle 
La scalabilité (ou le passage à l’échelle) est également un critère important à étudier. En effet, 
beaucoup de méthodes d’allocation de ressources proposées sont centralisées et/ou utilisent des 
catalogues globaux de métadonnées. À cause du grand nombre de nœuds et de requêtes, le 
processus chargé d’allouer les ressources peut devenir un goulet d'étranglement pour le système 
entier et limiter, ainsi, sérieusement les performances [Ham09]. En outre, en cas de défaillance du 
nœud central, la grille de données peut devenir tout à fait inutilisable. Par conséquent, les méthodes 
d'allocation de ressources décentralisées sont très prometteuses dans l'environnement de grille de 
données en termes de scalabilité et de fiabilité. Les méthodes décentralisées distribuent les 
fonctions de contrôle entre tous les nœuds du système ce qui permet, ainsi, d’éviter des goulets 
d’étranglement. De plus, l’absence d’un serveur central augmente la fiabilité du système. 
Un système de grille de données est capable de traiter un ensemble de requêtes au fil du temps, il 
peut avoir l’avantage de coordonner l'allocation de ressources pour tout l’ensemble de requêtes en 
même temps. Nous nommerons ce processus «allocation des ressources multi-requête». Pourtant, 
ce n'est pas une solution idéale dans un environnement à grande échelle. En effet, il requiert un 
mécanisme centralisé pour l'allocation de ressources. Comme nous l’avons vu précédemment, cela 
forme un goulet d’étranglement qui nuit à la performance. Ainsi, nous considérons l’allocation 
multi-requête comme un point négatif pour une méthode d’allocation de ressources dans une grille 
de données. 
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3.1.4. Critères relatifs à la nature relationnelle 
Dans une grille de données relationnelle il existe, en général, un thème commun pour les données 
stockées. Par exemple, les données peuvent représenter le domaine biomédical, physique ou 
économique. Cette spécialisation implique un nombre limité d'entités du domaine, car chaque thème 
inclut un ensemble fini d’objets.  
Bien que le nombre de relations n’est pas limité, un grand nombre de relations, qui représentent la 
même entité dans le même domaine, peut être considéré comme une relation largement fragmentée. 
En règle générale, chaque relation dans une grille de données est fragmentée et dupliquée sur un 
ensemble de nœuds. Cela signifie que la méthode d'allocation de ressources doit tenir compte des 
relations fragmentées et dupliquées. Nous rappelons, que dans cette thèse nous considérons 
uniquement la fragmentation horizontale. 
Un autre critère important pour évaluer un algorithme d'allocation de ressources est également 
l'utilisation de la localité des données [Mor94]. Le principe consiste à attribuer, pour l'exécution 
des requêtes, des nœuds qui stockent les relations nécessaires à l’évaluation de la requête. 
L’utilisation de la localité de données permet de minimiser la quantité de données transférées sur le 
réseau, et de réduire le temps de communication dans le cas d’utilisation des nœuds proches. 
Une exigence générale importante pour un système de grille de données est la haute performance. 
Naturellement, après avoir reçu un grand nombre de requêtes, le système doit fournir des résultats 
dans un délai raisonnable pour chaque requête. Pour ce faire, il est nécessaire d'utiliser efficacement 
les ressources de calcul et de profiter des différents types de parallélisme intra-requête. On peut 
utiliser le parallélisme pour réduire le temps d’exécution d’une requête, en augmentant la quantité 
de ressources de calcul utilisées pour l’exécution. 
Chaque plan d'exécution se compose d'un ensemble d'opérations physiques, dont plusieurs sont 
indépendantes et peuvent être, par conséquent, exécutées simultanément (parallélisme inter-
opération indépendant). Par exemple, deux opérations de jointure d’un plan d’exécution d’une 
requête avec différents opérandes peuvent s’exécuter simultanément. Pour les opérations 
dépendantes, il est souvent utilisé le parallélisme pipeline, qui, cependant, nécessite l'achèvement 
complet de l'allocation de ressources avant l'exécution de la requête. Sinon, l’allocateur est obligé 
d’attendre la terminaison des opérations précédentes et ne peut pas profiter du parallélisme pipeline. 
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Par exemple, si une opération de jointure produit les opérandes pour une autre, ces deux opérations 
peuvent s’exécuter simultanément. Pendant que la deuxième opération traite un tuple-opérande, la 
première génère le suivant. Un facteur important qui limite l'utilisation de ce type de parallélisme 
est le temps de latence. Le parallélisme d’un niveau plus bas est le parallélisme intra-opération 
appelé également parallélisme partitionné. Il consiste à diviser la relation en fragments distribués 
sur plusieurs nœuds. Ensuite, sur chaque nœud il exécute simultanément l’opération sur un 
fragment. Par exemple, si on a besoin de joindre deux relations, on peut les redistribuer sur 
plusieurs nœuds en fonction de l’attribut de jointure et exécuter la jointure simultanément sur tous 
ces nœuds. Nous pensons qu’une utilisation de ces formes de parallélisme est nécessaire pour 
l'allocation optimale des ressources dans une grille de données. 
3.1.5. Résumé des critères de comparaison 
Dans cette sous-section nous avons mis en évidence neuf critères principaux pour la comparaison 
des méthodes d’allocation de ressources. Ces critères sont les suivants :  
Hétérogénéité 
(i) Hétérogénéité des nœuds (e.g. CPU) 
Dynamicité 
(ii) Utilisation des nœuds entrant dans le système 
(iii) Libération des nœuds sortant du système 
(iv) Réallocation dynamique 
Grande échelle 
(v) Scalabilité  
(vi) Allocation de ressources multi-requêtes 
Traitement de requêtes relationnelles 
(vii) Relations fragmentées et dupliquées 
(viii) Utilisation de la localité des données 
(ix) Parallélisme intra-requête 
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3.2. Comparaison de méthodes classiques 
Dans le tableau 1 nous présentons une comparaison en fonction de critères choisis. Comme il est 
indiqué dans ce tableau, toutes les méthodes ne supportent pas l’interrogation de relations 
fragmentées. Parmi celles qui fournissent cette fonction, il n'y a aucune méthode qui tient compte 
du problème d'allocation de ressources pour des requêtes multiples. En outre, peu d’auteurs ont 
proposé une approche complète. Certains d'entre eux décrivent seulement l’algorithme de sélection 
de ressources pour une opération, en ignorant l'organisation de la nature de contrôle de l’allocateur. 
Concernant le critère de scalabilité, la méthode la plus intéressante de notre point de vue est la 
méthode [Soe05]. Elle fournit un modèle hiérarchique d'allocation de ressources pour les requêtes 
multiples. Dans les autres méthodes c’est le contrôle centralisé qui domine en dépit du risque de 
goulet d’étranglement qui forme cette approche. 
La principale conclusion qu’on peut faire à partir de ce tableau, c'est que parmi les méthodes 
analysées il n’a pas une parfaite qui est pleinement idéale sur tous nos critères de comparaison. La 
plus intéressante par rapport à l'ensemble de nos critères est la méthode proposée dans [Gou07, 
Gou04b, Gou06] car elle répond à la plupart de nos critères. Son principal inconvénient est qu’elle 
alloue les ressources que pour une seule requête. 
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Tableau 1. Caractéristiques des méthodes classiques d’allocation de ressources. 
Article 
Hétérogénéité Dynamicité Grande échelle Traitement de requêtes relationnelles 
Hétérogénéité des 
nœuds 
Utilisation des 
nœuds entrant 
Libération  des 
nœuds sortant 
Réallocation 
dynamique Scalabilité 
Allocation de ressources 
multi-requêtes 
Relations 
fragmentées 
Utilisation de la 
localité de données 
Parallélisme intra-
requête 
DartGrid [Che05, Che06, Wu04, 
Zhe05] 
Oui (cpu, 
stockage) Non Non Non 
Allocateur centralisé  
Scalabilité limitée* 
Non Oui Oui intra-opération 
Liu08 [Liu08] Oui (cpu, 
mem) Non Non Non 
Basé sur les services 
centralisés de 
métadonnées 
Scalabilité limitée 
Non Non Oui inter-opération 
Gounaris04 [Gou04c] 
Oui (cpu, 
mem, e/s, 
réseau) 
Non Non Non 
Complexité faible, mais 
l’architecture du 
contrôle n’est pas décrite 
Non Oui Oui 
inter-opération  
intra-opération 
pipeline 
Soe05 [Soe05] 
Oui (cpu, 
mem, e/s, 
réseau, 
stockage) 
Non Non Non 
Model hiérarchique pour 
le parallélisme inter-
requête centralisé 
globalement 
 Scalabilité moyenne 
Oui Non Oui 
inter-opération 
intra-opération 
Venugopal08 [Ven08] Oui (cpu, 
stockage) Non Non Non 
Les algorithmes sont 
scalables, mais 
l’architecture du 
contrôle n’est pas décrite 
Oui Non Oui inter-opération 
Ogsa-dqp [Gou07, Gou04b, 
Gou06]  
Oui (cpu, 
mem, e/s, 
réseau) 
Oui Non Oui 
Allocateur centralisé 
Scalabilité  limitée 
Non Oui Oui 
inter-opération 
intra-opération 
pipeline 
DaSilva06 [Sil06] 
Oui (bande 
passante du 
nœud) 
Non Non Oui 
Allocateur centralisé 
Scalabilité  limitée 
Non Oui Non 
inter-opération 
intra-opération 
* - nous distinguons 5 niveaux pour évaluer la scalabilité: limité, moyenne, bonne, très bonne, excellente (en ordre croissant de la possibilité de passer en échelle)
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3.3. Comparaison des méthodes incitatives d’allocation de ressources 
Dans le tableau 2, nous présentons les méthodes décrites ci-dessus basées sur des incitations. Deux 
méthodes [Iza10, Xia08] ne considèrent pas le placement des données et ne prennent pas en compte 
le principe de la localité de données. Ainsi, elles ne conviennent pas pour un environnement de 
grille de données. Cependant, nous pensons que ces méthodes peuvent être étendues, donc nous les 
avons prises en considération. 
Toutes les méthodes ci-dessus ont une excellente scalabilité, cependant, les critères de support de 
relations fragmentées,  de parallélisme, et de la réallocation dynamique sont un point faible 
pratiquement pour toutes les méthodes. Comme il est indiqué dans le tableau, l'une des méthodes 
[Sto96] décrite ci-dessus prend en charge l’interrogation de relations fragmentées. Il faut aussi noter 
une caractéristique importante de l'approche basée sur des incitations à savoir pendant la sélection 
des nœuds, une fois qu'un accord a été conclu entre le broker et les nœuds, il ne peut plus être 
modifié. Cela signifie que l'utilisation des ressources des nœuds apparus en cours d'exécution et la 
réallocation dynamique sont très  problématiques dans cette approche. 
En comparant les principes de l'allocation de ressources économiques et basés sur la réputation, 
nous avons conclu que ce dernier est beaucoup plus simple à mettre en œuvre et reflète mieux 
l'objectif du paramètre virtuel, introduit dans l'approche incitative. Après tout, le but est de 
représenter la qualité du fonctionnement des nœuds de la grille de données. Le principe de la 
réputation permet de le faire directement car c’est l'approche la plus transparente pour les brokers et 
les nœuds.  
Une question importante est la motivation pour les nœuds d’avoir les incitations proposées par le 
système. Dans les méthodes incitatives, un nœud peut être intéressé de gagner de l’argent pour 
initier ses propres requêtes. Par contre, dans les méthodes basées sur la réputation, la motivation 
pour un nœud n’est pas claire, car la mauvaise réputation ne donne pas aucun effet négatif pour le 
nœud et peut être même positive, en diminuant la charge de ses ressources. 
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Tableau 2. Caractéristiques des méthodes incitatives d’allocation de ressources. 
Article 
Hétérogénéité Dynamicité Grande échelle Traitement de requêtes relationnelles 
Hétérogénéité 
des nœuds 
Utilisation des 
nœuds 
entrant 
Libération  des 
nœuds sortant 
Réallocation 
dynamique Scalabilité 
Allocation de ressources 
multi-requêtes 
Relations 
fragmentées 
Utilisation de la 
localité de données 
Parallélisme intra-
requête 
Mariposa [Sto96] Oui (avec le prix) Non Non Non 
Allocateur 
décentralisé 
 Bonne scalabilité 
Non Oui Oui (avec migration de données) inter-opération 
Xiao08 [Xia08] Oui (avec le prix) Non Non Non 
Allocateur 
décentralisé 
 Bonne scalabilité 
Non Non Non Non 
Izakian10 [Iza10] Oui (avec le prix) Non Non Non 
Allocateur 
décentralisé 
 Bonne scalabilité 
Non Non Non inter-opération 
Costa09 [Cos09] Oui (avec la 
réputation) Non Non Non 
Allocateur 
décentralisé 
 Bonne scalabilité 
Non Non Oui Non 
 
 
 
 37 
 
Dans le modèle économique les brokers ne disposent pas d'information sur la fiabilité des nœuds. 
En outre, le principe du paiement génère un flux permanent d'argent virtuel à partir de brokers et 
d’utilisateurs vers les nœuds, mais sans le processus inverse. Tout l'argent du système finira par être 
stocké par les nœuds qui exécutent les requêtes. Sans une circulation équilibrée de l'argent dans 
l’approche économique, un tel modèle ne peut pas fonctionner efficacement sur une longue période 
de temps. 
Un autre problème du modèle économique est l’interrogation de relations fragmentées. En effet, 
dans le cas des relations fragmentées, chacun des nœuds peut contenir un fragment important de la 
relation demandée, ce qui signifie que le broker ne devrait pas «choisir» entre les nœuds, mais 
"accaparer" toutes les parties de la relation de tous les nœuds. 
3.4. Comparaison de deux approches 
Comparons les deux approches d'allocation de ressources par chacun des critères retenus (tableau 
3).  
Tableau 3. Caractéristiques des approches incitative et classique étendue. 
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Oui 
(Indirectement) 
Oui, mais beaucoup plus 
compliqué 
 
Comme nous l'avons vu auparavant, les deux approches peuvent en principe supporter 
l’interrogation de relations fragmentées. En outre, l’approche incitative est en retrait sur les critères 
de parallélisme en tenant compte de la performance des nœuds hétérogènes, de l’utilisation des 
données des nœuds nouvellement apparus pendant l'exécution, et de la réallocation dynamique. 
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Toutefois, concernant la scalabilité, un critère important, l’approche incitative est supérieure à 
l'allocation de ressources classique traditionnelle. Un avantage clé de l'approche incitative, c'est 
l'autonomie des nœuds, qui met toutefois une responsabilité forte pour les administrateurs des 
nœuds afin d’assurer un bon fonctionnement du système de grille. 
4. Evaluation des performances 
Pour une comparaison quantitative des méthodes d’allocation de ressources mises en évidence 
dans ce chapitre, nous avons décidé de réaliser une expérimentation. L'objectif principal de cette 
expérimentation est d'étudier les caractéristiques les plus générales de ces approches dans 
l'environnement de grille de données : le coût d’allocation et l'optimalité des plans générés. Pour 
mesurer ces deux caractéristiques, une mise en œuvre détaillée des algorithmes étudiés est 
nécessaire. 
Nous avons étudié un certain nombre de simulateurs de grille et de systèmes réels de grille de 
données à usage scientifique. Cependant, nous n'avons pas trouvé de solutions qui répondent à 
toutes nos exigences, qui sont : un très grand nombre de nœuds disponibles pour l'expérimentation 
(1000 et plus), une prise en compte des opérations dépendantes, de la duplication et de la 
fragmentation des relations. Par exemple, GridSim ne supporte pas les opérations dépendantes et 
nous ne pouvons pas réserver 1000 nœuds ou plus pour notre expérience dans les grilles réelles. 
C'est pourquoi nous avons décidé de développer un simulateur de grille de données tenant compte 
de nos besoins. 
4.1. Modèle de simulation et paramètres du système 
Nous avons mis en œuvre un simulateur de grille de données, ses caractéristiques principales sont 
la prise en compte : d’un grand nombre de nœuds (1000 nœuds dans le système), de l’hétérogénéité 
des nœuds (i.e. CPU, mémoire, entrée/sortie), de la performance des connexions réseau, et du grand 
nombre de relations réparties et dupliquées. 
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Dans notre simulateur, nous nous intéressons uniquement aux phases d'allocation de ressources et 
d'exécution d’une requête. Le simulateur est paramétrable et nous décrirons les principaux 
paramètres et les réglages utilisés dans cette étude. 
Dans le tableau 4 nous présentons les paramètres majeurs de notre simulateur de grille de 
données. Les valeurs des paramètres sont générées aléatoirement dans les intervalles sélectionnées. 
Les paramètres d’un nœud définissent la performance des ressources matérielles de la grille de 
données. Les paramètres d’une relation définissent la taille de la relation, la fragmentation et le 
degré de duplication. Tous ces paramétrés sont importants pour l'allocation de ressources. 
Tableau 4. Paramètres d’un nœud et d’une relation dans le système simulé. 
Paramètre Valeur 
Performance CPU d’un nœud 5000  – 50 000 MIPS 
Performance d’E/S d’un nœud 10 – 90 Mo/s; 
Quantité de la mémoire d’un nœud 0,001 – 40 Mo 
Bande passante d’une connexion d’un nœud 10 – 60 Mégabit 
Latence d’une connexion d’un nœud 0.05 s 
Nombre d’attributs d’une relation 10 
Taille d’un attribut d’une relation 30 octets 
Cardinalité d’attributs d’une relation 0.3 – 0.9 
Taille d’un tuple d’une relation 300 octets 
Nombre de tuples dans une relation 10000 – 110000 
Taille d’une relation 3Mo – 33Mo 
Nombre de fragments d’une relation 10 
Nombre de duplication d’une relation 10 
 
Comme valeur minimale pour la mémoire d'un nœud, nous avons choisi une valeur qui est très 
proche de zéro afin d’étudier les algorithmes en présence de nœuds fortement chargés. Pour l'étude, 
nous avons utilisé un degré élevé de distribution et de duplication : chaque relation est fragmentée 
sur 10 fragments égaux, chaque fragment est dupliqué entre 10 nœuds.  Ceci signifie que chaque 
relation utilise 100 nœuds de stockage pour ses différents fragments. En général, pour une opération 
de jointure, nous avons 200-nœud candidats. Ceci ne s'applique pas aux relations temporaires, parce 
qu'elles ont un degré de distribution en fonction du degré de parallélisme des jointures. Leur degré 
de duplication est égal à 1, c'est-à-dire chaque fragment d’une relation temporaire est stocké sur un 
nœud. Les fragments sont distribués aléatoirement parmi les nœuds du système. 
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4.2. Analyse des résultats 
Dans cette étude, deux algorithmes ont été implémentés, un par approche. Concernant l'approche 
classique étendue, nous avons choisi la méthode proposée par [Gou04c]. Nous l’avons implémenté 
en combinaison avec une heuristique gloutonne pour la sélection de nœuds. Nous avons trouvé 
qu’elle était la plus représentative en raison de l'utilisation de la stratégie la plus courante statique 
avec tous les types de parallélisme d’intra-opération et d’inter-opération. 
Pour l'approche incitative nous avons utilisé la méthode qui a été proposée par [Sto96] pour le 
système Mariposa. Bien qu'il ne soit pas l’algorithme le plus récent, il est l'un des mieux décrit et 
mis en œuvre pour un environnement qui est très similaire à une grille de données. Il est important 
de mentionner qu’à l'origine l'algorithme de Mariposa vise à optimiser deux paramètres en même 
temps : le temps de réponse et le coût virtuel de la requête. C'est-à-dire, l’objectif de la stratégie, en 
dehors de la performance, est la minimisation des dépenses d’argents virtuels d’utilisateur. Dans 
notre étude, nous ne sommes pas intéressés à l'efficacité économique virtuelle des plans générés. 
C'est pourquoi nous avons simplifié l'algorithme pour optimiser le temps de réponse uniquement. 
Dans le cas de la jointure sur deux relations fragmentées, l'algorithme simplifié place cette jointure 
sur un seul nœud. 
L'une des différences principale entre les capacités des algorithmes décrits ci-dessus est que 
l'algorithme incitatif n’utilise pas le parallélisme intra-opération. Nous nous attendons à ce que cette 
limitation apportera une efficacité moindre et que le temps de réponse sera plus élevé dans la 
plupart des cas. Mais nous pensons également qu’en raison de sa complexité réduite et de sa nature 
distribuée, la méthode basée sur les incitations aura un temps d'allocation de ressources plus court. 
Le plan d'exécution placé d’une requête est le résultat de la phase d'allocation de ressources qui 
est composé d’un certain nombre d'opérations physiques. Chacune est attribuée au nœud 
sélectionné. Nous avons développé un système d'exécution de requêtes qui exécute toutes les 
opérations indépendantes simultanément et utilise le principe de pipeline pour les opérations 
dépendantes. Pour les opérations qui partagent les mêmes ressources, telles que le processeur, la 
mémoire, le système d'entrée/sortie ou le réseau, nous avons fourni un mécanisme de contrôle de 
concurrence. Dans notre expérience, nous avons décidé de prendre en compte que les deux plus 
importantes opérations logiques : la jointure et la lecture de relation (i.e. scan). Pour le traitement de 
 41 
 
la jointure, nous avons choisi d’utiliser l'algorithme de la jointure par hachage hybride car il est plus 
adaptable aux contraints mémoires et l'un des plus universel et des plus efficace [Sch89].  
Nous avons généré une grille de données simulées avec des nœuds hétérogènes et un ensemble de 
relations fragmentées et dupliquées. Nous avons généré de manière aléatoire une série de requêtes 
de trois types de complexité : simple (5 jointures), moyenne (12 jointures), complexe (20 jointures). 
N jointures impliquent N+1 relations. Pour chaque requête les deux algorithmes placent un plan 
d'exécution. Pour mesurer le temps d'exécution et la consommation des ressources pour chaque type 
de requête, nous avons utilisé les valeurs moyennes d'une série de 100 requêtes. 
4.2.1. Coût d’allocation de ressources  
Les figures 3 et 4 montrent la dépendance entre le temps de l'allocation de ressources et le 
nombre de nœuds-candidats pour les méthodes classiques et incitatives (indépendamment du type 
de requêtes). 
 
Figure 3. Temps d’allocation de ressources des méthodes classiques et incitatives. 
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Figure 4. Temps total d’allocation de ressources des méthodes classiques et incitatives. 
On note le temps d'allocation par Talloc et le temps total d’allocation par Talloc total. Talloc permet la 
comparaison de la performance des deux algorithmes. Tandis que Talloc total montre la consommation 
de temps total pour tous les nœuds participants et permet de comparer la complexité totale des 
algorithmes étudiés. Nous avons utilisé les formules de calcul suivantes: 
Talloc = Tcentral + max(Tlocal i) ;      Talloc total = Tcentral + ∑ Tlocal i . 
Les termes utilisés sont les suivants :  
− Tcentral : le temps d’allocation de ressources pour le nœud central,  
− Tlocal i : le temps d’optimisation local pour les nœuds-candidats qui participent au processus 
d'allocation de ressources dans la méthode incitative.  
 
Naturellement, étant donné que la méthode classique est complètement centralisée et ne partage 
pas les calculs avec des nœuds locaux, Tlocal i est toujours égal à zéro. Ainsi, nous avons exactement 
la même courbe sur les figures 3 et 4. Quant à la méthode basée sur le principe d’incitations il y a 
une différence considérable entre les 2 courbes qui indique le partage d'une grande partie des 
calculs entre un ensemble de nœuds.  
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Les figures 3 et 4 montrent une supériorité significative du temps d’allocation de ressources de la 
méthode classique sur la méthode incitative. En raison du partage du travail de calcul entre le nœud 
central et les nœuds locaux, la méthode incitative a un temps d'allocation nettement inférieure. De 
plus, puisque la méthode classique considère le parallélisme intra-opération (parallélisme 
partitionné), elle nécessite plus de calculs pour la création des plans d'exécution des requêtes (cf. 
figure 4). 
4.2.2. Optimalité des plans générés. 
La figure 5 indique le temps de réponse pour les méthodes classique et incitative pour les 
requêtes simples, moyenne et complexe. Le temps de réponse est constitué du temps d’allocation et 
du temps d’exécution. Il est donc définit comme suit: 
Tréponse = Talloc + Texécution 
Les termes utilisés sont les suivants :  
− Talloc : le temps d’allocation de ressources. 
− Texécution : le temps d'exécution d’une requête. 
 
Comme on peut le voir sur la figure 5, la méthode classique offre un temps de réponse beaucoup 
plus petit pour tous les types de requêtes.  
  
  
Figure 5. Temps de réponse d’une requête pour les méthodes classiques et incitatives pour
Figure 6. Coûts CPU des méthodes classiques et incitatives pour des requêtes simples, moyennes et complexes.
D’un point de vue des performances, la méthode classique est nettement supérieure à la méthode 
incitative. Nous constatons dans la figure 6 que les coûts CPU sont très bas pour les deux méthodes 
et ne fait pas d’une influence importante sur le temps de rép
En analysant les figures 7 et 8, on peut conclure que les plans d’exécution générés par la méthode 
classique ont des coûts d'entrée/sortie et de communication beaucoup plus petits.
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Figure 7. Coûts d’entrée/sortie des métho
Figure 8. Coûts de communication des méthodes classiques et incitatives pour des requêtes simples, moyennes et 
Ceci peut être expliqué par l’utilisation du parallélisme intra
qui augmente l'efficacité des plans d'exécution générées de requêtes. Au cours de notre expérience, 
nous avons également constaté que les ressources les plus critiques dans la grille 
réseau et les E/S. La dynamicité n’est pas prise en compte dans ces expérimentations.
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5. Conclusion 
Dans ce chapitre nous avons décrit et discuté les méthodes d’allocation de ressources dans une 
grille de données. Nous avons divisé ces méthodes en deux approches : classique et incitative. La 
première est caractérisée par l’utilisation d’une discipline générale qui permet de déléguer la 
responsabilité de l’allocation de ressources et de l'exécution d’une requête à l'un des nœuds. La 
deuxième approche suppose l'autonomie totale des nœuds du système. Elle implique le partage de la 
responsabilité de l’allocation de ressources entre tous les nœuds participants. Elle utilise les 
mécanismes de négociations et d'accords entre les nœuds en fonction de leurs propres politiques. De 
toute évidence, l'approche classique exige un certain degré de centralisation du système, ce qui 
réduit sa capacité de passer à l’échelle. D'autre part, l'approche incitative contient un certain nombre 
de difficultés et des défauts fondamentaux. Elle nécessite l'utilisation d'un système complexe de 
circulation d'argents virtuels ou d’enregistrement d’unités de réputation. Dans le cadre de sa 
conception, nous remarquons un problème concernant la réallocation pendant l'exécution. En effet, 
le système de motivation fonctionne principalement pour prévenir des violations d’accords obtenus 
pendant l'allocation de ressources initiale. Ainsi, il est très complexe de travailler dans un 
environnement dynamique comme la grille de données. 
Compte tenu des stratégies statiques, dynamiques et hybrides présentées dans l'approche 
classique d’allocation de ressources, nous concluons que seules les deux dernières traitent du 
problème de la dynamicité de la grille de données. Dans les méthodes [Che05, Che06, Wu04] qui 
implémentent l’allocation dynamique de ressources, l’allocateur alloue des ressources et lance 
l’exécution des opérations d’une requête individuellement, en passant au traitement de l'opération 
suivante uniquement après avoir terminé la précédente. Dans ce cas l’allocateur optimise une 
opération sur la base d'informations sur la disponibilité et sur la charge des ressources, collectées au 
cours de l'exécution des opérations précédentes. Cette stratégie ne peut être efficace que si 
l’allocateur ne dispose pas d'informations sur l'état actuel de l'environnement, et qu’il est obligé de 
les collecter au cours de l'exécution des opérations précédentes. Ainsi, sa capacité d'adaptation est 
limitée seulement au moment de l’allocation de ressources entre la terminaison d’une opération et le 
début de la suivante. En outre, il ne peut pas profiter du parallélisme de pipeline que nous 
considérons comme un inconvénient majeur. L'allocation de ressources hybride [Sil06, Gou07, 
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Gou04b, Gou06] combine l’allocation statique initiale de ressources avec la réallocation dynamique 
pendant l’exécution. Nous la considérons comme la stratégie la plus optimale pour l’environnement 
grille de données, car elle a les avantages de l'allocation statique initiale et met en œuvre un suivi et 
les modifications continus du plan d'exécution pendant de l'exécution. 
Nous pensons que le défaut commun des méthodes considérées est l'utilisation d’un principe de 
contrôle centralisé sous une forme ou sous une autre. En effet, il limite le passage à l’échelle. Nous 
estimons que pour un système à grande échelle le contrôle décentralisé est le plus approprié. Nous 
constatons également que les travaux examinés ont prêté peu d'attention à des aspects tels que la 
détermination d’un espace de recherche, la détermination du degré de parallélisme optimal et la 
nature de contrôle décentralisée. La mis en évidence de ces limites motive nos propositions décrites 
dans le chapitre suivant. 
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Chapitre III : Méthode d’allocation des ressources pour l’optimisation de 
requêtes dans les systèmes de grille de données 
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Chapitre III : Méthode d’allocation des ressources pour l’optimisation de 
requêtes dans les systèmes de grille de données 
1. Introduction 
Dans le chapitre précédent nous avons analysé les méthodes d’allocation de ressources publiées 
dans la littérature, en mettant en évidence les avantages et les inconvénients des approches 
existantes. Nous considérons l’approche classique d’allocation de ressources comme la plus adaptée 
en environnement de grille de données. Son inconvénient principal est la prédominance de la nature 
de contrôle centralisée dans les méthodes présentées. 
Par ailleurs, nous avons distingué deux types de stratégies d’allocation de ressources pour 
l’approche classique : statique et dynamique (itérative ou hybride). Nous considérons le dernier type 
comme le plus approprié. Grâce à une allocation initiale de ressources, la stratégie de type 
dynamique hybride crée un plan d’exécution complètement placé avant la phase d’exécution. 
Ensuite, toutes les opérations d’une requête sont placées. Cette stratégie permet d’exploiter tous les 
types de parallélisme intra-requête pour les opérations dépendantes et indépendantes. D'autre part, 
pendant l’exécution de la requête, il y a une réallocation dynamique qui permet de réagir aux 
changements de la charge des nœuds et aux départs et arrivées des nœuds, qui peuvent quitter ou 
rejoindre le système à tout moment. 
Considérant les inconvénients et les avantages de méthodes analysées, nous proposons dans ce 
chapitre notre méthode d’allocation de ressources en environnement de grille de données. À partir 
des constatations ci-dessus nous avons pris la décision d’utiliser le type de stratégie dynamique 
hybride de l’approche classique pour la conception de notre méthode. Nous rappelons que ce type 
de stratégie est constitué de deux composants principaux : 
• l’allocation initiale de ressources, qui place un plan d’exécution d’une requête; 
• la surveillance et la réallocation de ressources pendant l’exécution d’un plan. 
Pour la génération d’un plan initial d’exécution d’une requête, nous proposons une méthode 
d’allocation [Epi13a] qui accorde une attention particulière à son espace de recherche. Cet espace 
de recherche nous l’appellerons espace d’allocation. Quant à la réallocation de ressources pendant 
l’exécution nous proposons une méthode [Epi13b] basée sur la coopération d’agents mobiles 
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associés aux opérations relationnelles d’une requête avec des agents stationnaires, associés aux 
nœuds autonomes. 
Un agent mobile dans notre méthode est une opération relationnelle autonome d’une requête, 
qui peut se déplacer sur des nœuds pendant l’exécution. Il est capable de prendre des décisions sur 
sa migration en s’appuyant sur ses propres données et sur sa politique. D’un point de vue du 
système de gestion, un agent mobile présente le niveau du contrôle le plus bas. Par exemple, un 
mécanisme global de contrôle conduit à la centralisation globale de la gestion du système, des 
‘brokers’ de requêtes mènent à la centralisation locale au niveau de requêtes. Par contre, 
l’association de la fonction de contrôle au niveau d’une opération mène à la décentralisation 
maximale de la gestion dans le système. Comme nous l’avons conclu dans le chapitre précédent, la 
décentralisation est un aspect important qui permet à une méthode de fonctionner efficacement dans 
un environnement dynamique à grande échelle. 
La spécificité importante d’un agent mobile est sa capacité de migrer. Cela signifie qu’il peut 
suspendre l’exécution de l’opération associée d’une requête, transférer toutes les données et son état 
d’exécution sur un autre nœud et continuer son exécution sur ce nouveau nœud. Pour proposer une 
méthode basée sur le paradigme d’agents mobiles, il faut répondre aux trois questions suivantes 
[Bon99] : 
1. Quand migrer? 
2. Qui doit migrer? 
3. Où migrer? 
Autrement dit, il faut tout d’abord définir, à quel moment et dans quelles conditions surgit la 
nécessité de migrer. Ensuite, il faut choisir une ou plusieurs opérations à migrer parmi les 
opérations exécutées sur un nœud. Puis, il faut définir la stratégie de sélection d’un nœud-
destinataire pour placer l’opération qui doit migrer. Enfin, il est nécessaire de prendre en compte 
que des opérations d’une requête coopèrent étroitement pendant l’exécution. Ainsi, pour 
l’accomplissement réussi d’une requête, un agent mobile doit coordonner ses décisions avec les 
autres agents mobiles associés aux opérations de la requête qui coopèrent avec lui dans le processus 
d’exécution. 
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Le reste du chapitre est organisé de la manière suivante. Dans la section 2 nous définissons en 
détails la stratégie de l’allocation initiale de ressources, en analysant ses spécificités et sa 
réalisation. La section 3 présente la description de la méthode de réallocation de ressources pendant 
l’exécution et ses principes. Nous concluons le chapitre dans la section 4. 
2. Allocation initiale de ressources  
Nous rappelons que l’allocation initiale de ressources consiste dans le placement de toutes les 
opérations d’un arbre d’opérations algébriques d’une requête. Comme données de départ, la 
méthode reçoit une requête sous forme d’un arbre d’opérations algébriques, un ensemble de nœuds-
candidats avec leurs informations concernant leurs performances CPU, entrée/sortie, connexion 
réseau, leurs charges courantes et la distribution et la duplication des relations. Dans la sous-section 
2.1. nous proposons la stratégie de détermination de l’espace de recherche, que nous utiliserons 
dans notre méthode. Elle s’appuie sur le principe de proximité des ressources de calculs par rapport 
aux nœuds-sources de données. Ceci afin de diminuer la charge sur le réseau et pour réduire le 
temps de transfert de données. 
Dans la sous-section 2.2. nous proposons la stratégie d’allocation de ressources basée sur une 
heuristique. Dans cette méthode nous utilisons le principe que nous appelons «harmonisation d’un 
arbre d’opérations». Nous le définissons comme processus de répartition équilibrée de ressources 
entre les opérations d’une requête. Pour déterminer la quantité de ressources nécessaire pour 
l’exécution d’une opération, nous considérons la performance de production des relations-
opérandes pour cette opération par les opérations précédentes. Plus l’opération reçoit de données de 
ces opérandes dans une période de temps, plus l’opération aura besoin de ressources de calcul pour 
les traiter. Comme les opérations d’une requête sont organisées selon une structure arborescente, 
alors, l’allocation de ressources commence du niveau le plus bas vers la racine, en plaçant 
séquentiellement des opérations. La quantité de ressources pour chaque opération est choisie 
conformément à la quantité de ressources allouées pour les opérations du niveau plus bas. Ce 
principe vise à allouer à une opération la quantité de ressources juste nécessaire, ni plus et ni moins. 
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Un autre aspect important c’est la nature de contrôle du système pour laquelle notre méthode est 
destinée. Pour l’allocation initiale de ressources nous proposons l’utilisation d’un ‘broker’ pour une 
requête, qui optimise la requête, en recevant toutes les métadonnées nécessaires du système. Cela 
suppose une centralisation locale de gestion pour l’allocation initiale de ressources. 
Dans la suite de cette section nous définissons les deux étapes principales de notre méthode : la 
formation d’un espace de recherche et le placement d’un arbre d’opérations algébriques d’une 
requête. 
2.1. Espace d’allocation pour une requête 
L’espace d'allocation est un ensemble de nœuds considérés comme les candidats pour le 
placement des opérations d’un arbre d’opérations algébriques d’une requête. Dans un 
environnement à grande échelle, nous ne pouvons pas considérer comme candidats l'ensemble de 
tous les nœuds existants N(t). Cela rendrait le processus de l'allocation de ressources extrêmement 
coûteux à cause du nombre important de placements possibles à étudier. Une solution est de limiter 
l'espace d’allocation NQ(t) aux nœuds que nous estimons comme les meilleurs candidats pour le 
placement des opérations. 
Certes, en tant que candidats pour le placement des opérations d’une requête nous considérons 
initialement les nœuds qui stockent les fragments des relations interrogées. En effet, le placement 
des opérations relationnelles sur ces nœuds est souvent un moyen efficace pour réduire la quantité 
de données transférées sur le réseau. Ceci est particulièrement important considérant que la bande 
passante réseau dans un environnement à grande échelle est l’une des ressources les plus critiques. 
Cette première catégorie de nœuds, nous la nommons, dans la suite, nœuds-sources (cf. figure 9). 
La deuxième grande catégorie de nœuds que nous incluons dans l’espace d’allocation est un 
ensemble de nœuds qui se localisent dans la proximité géographique des nœuds-sources. Nous 
supposons que des liens de communications entre ces nœuds et les nœuds-sources sont, en général, 
plus courts à cause de la distance limitée. Ainsi, généralement, la latence de communication est plus 
faible et le débit entre eux est plus important. En conséquence, les nœuds les plus proches des 
nœuds-sources sont des candidats intéressants pour le placement des opérations. En effet, avec ces 
nœuds, le coût de distribution (ou de redistribution) des relations interrogées est plus faible que les 
  
nœuds plus lointains. Ce coût est une partie importa
évidemment, il existe des exceptions, cependant, nous pensons qu’en général, cette limitation de la 
taille de l’espace d’allocation offre des avantages considérables en moyenne en termes de temps 
d’allocation de ressources. Cette catégorie de nœuds, on les note par la suite les nœuds
deux catégories de nœuds sont montrées sur la figure 9.
Figure 
Afin de construire l’espace d’allocation constitué des nœuds
supposons que les nœuds stockent toute l’information sur leurs propres coordonnées géographiques, 
et que les autres nœuds de la grille de données peuvent accéder à ces informations pendant 
de découverte de ressources pour déterminer la proximité réseau.
2.2. Stratégie d’allocation de ressources pour une requête
Le problème du placement d’une requête consiste à trouver un placement proche de l’optimal 
parmi un grand nombre de placeme
deux types de stratégies principales pour résoudre un problème NP
exhaustive [Woe03] et l'analyse heuristique [Pea84]. La recherche exhaustive ne peut être appliquée 
dans un environnement à grande échelle en raison d’un nombre énorme de placements possibles. À 
cause de sa complexité et d’un temps d'exécution exponentiel, l’information initiale sur les 
ressources peut devenir obsolète avant qu'une stratégie exacte trouve un pl
l’arbre d’opérations algébriques d’une requête. Ainsi, pour résoudre le problème d’allocation de 
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ressources dans la grille de données, l’analyse heuristique est un choix naturel. Il permet de trouver 
une solution proche de l’optimale dans un relatif court laps de temps.  
Comme base de notre méthode nous avons décidé d'utiliser une heuristique "gloutonne" [Cor89] 
qui est largement utilisée dans les algorithmes d'optimisation. Nous rappelons que nous considérons 
des relations fragmentées. Chaque relation est constituée d’un certain nombre de fragments qui 
n’ont pas d’intersection commune. Chacun des fragments est en général répliqué sur plusieurs 
nœuds. L'algorithme proposé reçoit en entrée une requête sous forme d’un arbre d’opérations 
relationnelles et un ensemble de nœuds-candidats découverts appelé espace initial. En sortie, il 
retourne un plan d'exécution où toutes les opérations sont placées. L’allocation de ressources se fait 
pour chaque opération séparément, le résultat – une relation temporaire - est utilisé comme un 
opérande pour une opération de niveau supérieur. L'algorithme alloue successivement des 
ressources pour chaque opération de la requête. Il commence par des relations de base et parcourt 
l’arbre d’opérations jusqu’à la racine. 
L'algorithme proposé se compose de deux étapes principales: 
1. Détermination de l’espace d’allocation pour chaque opération 
2. Détermination d’un degré de parallélisme pour cette opération et allocation des 
ressources 
Nous examinons ces étapes plus en détail dans la suite. 
2.2.1. Détermination de l’espace d’allocation pour une opération 
Comme décrit ci-dessus, l’espace d’allocation pour une requête contient les nœuds-sources et 
les nœuds-proches. Durant cette étape nous préparons un espace d’allocation pour opération 
relationnelle No(t) à base de l’espace d’allocation initial d’une requête NQ(t). La préparation 
commence par la sélection des nœuds-sources appropriés pour les relations-opérandes dans l’espace 
initial.  
Nous rappelons que chaque relation est dupliquée et fragmentée sur plusieurs nœuds. Ainsi, il 
nous faut choisir un nœud-source pour chaque fragment d’une relation de base. Pour choisir un 
nœud optimal parmi ceux qui stockent une copie du fragment nécessaire, nous comparons leurs 
performances. Dans notre système la performance de chaque nœud est caractérisée par les 
 55 
 
paramètres suivants: bande passante réseau (Mo/s), bande passante en entrée/sortie (Mo/s), quantité 
de la mémoire (Mo), performance CPU (MIPS). Pour estimer la performance d’un nœud pour une 
opération, nous proposons un modèle de coûts. 
Dans notre modèle de coûts, nous supposons que chaque fragment de relation utilisé sera lu à 
partir du sous-système d'entrée/sortie et transféré vers d’autres nœuds pour exécuter l'opération. 
Ainsi, la performance d’un nœud sera limitée par le minimum entre sa bande passante réseau et sa 
bande passante en entrée/sortie. Nous nommons cette métrique l'indice de performance Sn et nous la 
définissons comme suit : 
),min( IOeffNeteffn PPS =  
Net
Net
Net
eff PCP ×−= )1( ,   IOIOIOeff PCP ×−= )1(  
Les termes utilisés sont les suivants : 
− 
Net
effP  : la bande passante disponible de la connexion réseau. 
− 
IO
effP  : la bande passante disponible du système d’entrée/sortie.  
− PNet : la bande passante de la connexion réseau. 
− PIO : la bande passante du système d’entrée/sortie. 
− Cnet : le facteur de charge de la connexion réseau.  
− Cio : le facteur de charge du système d’entrée/sortie.  
 
Grâce à l’utilisation des facteurs de charge, l'indice de performance d’un nœud dépend 
directement de sa charge courant. Pour placer une opération de lecture (e.g. Scan) pour chaque 
fragment d’une relation nous choisissons celui qui a le plus fort indice de performances, soit 
),...,,max( 21 nhigh SSSS =  
Après avoir défini l'ensemble des nœuds-sources, nous pouvons générer l’espace d’allocation 
d’une opération relationnelle incorporant les nœuds-sources choisis et leurs nœuds-proches. Nous 
supposons que l'ensemble des nœuds-proches de chaque nœud-source potentielle est déterminé lors 
de la phase de découverte de ressources. Par conséquent, après avoir sélectionné des nœuds-sources, 
on peut déterminer un sous-ensemble de leurs nœuds-proches. 
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En résumant, notre méthode prépare l’espace d’allocation d’une opération relationnelle en deux 
étapes : d’abord elle choisit les nœuds-sources optimaux pour ses relations-opérandes, ensuite, elle 
ajoute dans l’espace les nœuds-proches des nœuds-sources choisis. En conclusion, nous avons 
défini les placements des opérations de lecture et l’espace d’allocation pour les opérations. Dans la 
prochaine étape décrit ci-après nous définissons le placement des opérations. 
Tableau 5. Exemple d’un espace d’allocation avec les méta-données concernant leurs ressources de calcul 
Nœud PNet CNet PIO CIO MEM Latence 
n1 2 Mo/sec 0,6 4 Mo/sec 0,5 2 Mo 0,1s 
n2 3 Mo/sec 0,3 40 Mo/sec 0,1 1 Mo 0,2s 
n3 1 Mo/sec 0,1 25 Mo/sec 0,3 20 Mo 0,3s 
 
Exemple. Supposons qu’on doit choisir un nœud-source pour un fragment parmi les nœuds-
candidats présentés dans le tableau 5. Pour chaque nœud nous calculons l'indice de 
performance avec la formule suivante : 8,0)4)5,01(,2)6,01min((),min(
1
=×−×−== IOeff
Net
effn PPS   
1,2)40)1,01(,3)3,01min((
2
=×−×−=nS   
9,0)25)3,01(,1)1,01min((
3
=×−×−=nS  
Ensuite, à base d’indices calculés, nous choisissons le nœud avec l’indice  
1,2)9,0,1,2,8,0max(),...,,max( 21 === nhigh SSSS . Ainsi, le nœud-source choisi est n2. 
2.2.2. Placement d’un plan d’exécution 
La stratégie d’allocation de ressources proposée détermine un degré optimal de parallélisme 
intra-opération pour chaque opération. En entrée l'algorithme reçoit une requête sous forme d’un 
arbre d’opérations algébriques, un ensemble de nœuds-candidats (e.g. espace d’allocation) et les 
caractéristiques des relations traitées et de ses fragments. A la sortie, il renvoie un plan d’exécution 
placé d’une requête. 
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Algorithme GeoLoc 
ENTRÉE: une requête sous forme d’un arbre d’opérations algébriques, l’ensemble de nœuds-candidats NC, 
les caractéristiques de relations. 
SORTIE: un plan d’exécution placé. 
 
DÉBUT 
1. Trier les opérations de la requête en fonction du niveau (du niveau le plus bas vers la racine). 
2. POUR CHAQUE opération Qj ∈  FAIRE 
3.        Estimer le temps de lecture et de transfert des relations de bases, Tscan_exec 
4.        Créer l’espace d’allocation NCj pour l’opération j 
5.        FAIRE 
6.              Choisir un nœud le plus efficace Neff  de l’ensemble NCj 
7.              Ajouter Neff  au plan d’exécution de l’opération Pob 
8.              Exclure le nœud Neff de l’ensemble NCj 
9.              Estime le temps d’exécution de l’opération Top_exec  
10.        TANT QUE (Top_exec > Tscan_exec et NCj n’est pas vide) 
11.        Ajouter Pob au plan d’exécution de la requête Pquery  
12. FINPOUR 
FIN 
 
Les termes utilisés sont les suivants : 
− Pquery : le plan d’exécution de la requête. 
− Pob : le plan d’exécution de l’opération j. 
− Neff : le nœud le plus efficace de l’ensemble NCj. 
− Tscan_exec : le temps de lecture et de transfert des relations de bases de l’opération j. 
− Top_exec : le temps d’exécution de l’opération j. 
− NCj : l’espace d’allocation NCj pour l’opération j. 
 
Ainsi, à chaque itération l'algorithme ajoute séquentiellement un nœud à une opération, en 
augmentant son degré de parallélisme. Cette itération s’arrête lorsque le temps d'exécution estimé 
de l'opération devient égal au temps d'exécution estimé des opérations de lecture ou des opérations 
de plus bas niveau. En proposant ce critère de détermination du degré de parallélisme, nous avons 
supposé que le temps d'exécution d’une opération est limité naturellement par le temps pendant 
lequel les opérations de plus bas niveau peuvent lui transmettre les opérandes nécessaires. 
Pour déterminer le nœud le plus productif pour une opération à l'étape 6 de notre algorithme 
nous avons besoin en premier lieu d'estimer la charge attendue de l'opération sur les ressources de 
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calcul d’un nœud. Par exemple, pour les opérations relationnelles binaires, nous proposons les 
formules suivantes: 
N
RNS
N
SRRDDD resultNetout
Net
in
Net +−×+
−+
=+=
)1(21
 
IO
read
IO
write
IO DDD +=
 
)0,max( 21 MEM
N
SRRRD resultIOwrite −
−++
=
 
)0,max( 21 MEM
N
SRRRSD resultIOread −
−++
+=
 
Les termes utilisés sont les suivants : 
− DNet : la quantité de données envoyées ( Net
outD ) et reçues ( NetinD ) sur la connexion réseau d’un 
nœud. 
− DIO : la quantité de données lues ( IO
readD ) et écrites ( IOwriteD ) par l'intermédiaire du sous-système 
d'entrée/sorite. 
− R1, R2 : les tailles de la première et de la deuxième relations-opérandes dans l’opération 
binaire. 
− S : la taille des fragments des relations stockées sur ce nœud 
− N : le degré actuel de parallélisme 
− Rresult : la taille de la relation temporaire obtenue après l’exécution de l’opération binaire sur 
R1 et R2. 
− MEM : la quantité de mémoire disponible 
 
Dans ces formules, nous supposons que: 
• Chaque relation est distribuée en N fragments égales. 
• Le résultat de chaque opération binaire est toujours rétransféré vers autre nœud. 
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• Toute la mémoire disponible peut être utilisée pour le stockage complet ou partiel des 
relations-opérandes et de la relation résultat, pour réduire la quantité de données 
transférées par le sous-système d’entrée/sortie. 
 
Après l’estimation d'une charge prévue sur les ressources de calcul d’un nœud, l'estimation du 
temps d'exécution est effectuée en tenant compte de la charge courante des ressources: 
),max( NetIOresult TTT =  
)1( IOIO
IO
IO CP
DT
−×
=
 
latency
CP
DT
Net
Net
Net
Net +
−×
= )1(  
Les termes utilisés sont les suivants : 
− Tresult : l’estimation du temps d’exécution d’une opération. 
− TIO : le temps d’exécution pour le système d’entrée/sortie. 
− TNet : le temps d’exécution pour la connexion réseau. 
− PIO : la bande passante du système d’entrée/sortie. 
− PNet : la bande passante de la connexion réseau. 
− CIO : le facteur de charge de la connexion réseau. 
− CNet : le facteur de charge du système d’entrée/sortie. 
− DIO : la quantité de données lues et écrites par l'intermédiaire du sous-système  
− DNet : la quantité de données envoyées et reçues sur la connexion réseau d’un nœud. 
− latency : est la latence de la connexion d'entrée/sorite. 
 
Comme nœud le plus productif pour une opération, nous choisissons un avec Tresult minimal. 
 
Exemple. Soit l’espace d’allocation d’une opération binaire j est l’ensemble de nœuds présenté 
dans le tableau 5.  Les tailles des relations-opérandes sont R1=1,5Mo, R2=3Mo. Les tailles des 
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fragments stockés sur les nœuds-candidats sont Sn1=0,3Mo, Sn2=0Mo, Sn3=1Mo. La taille estimée 
de la relation-résultat de l’opération est Rresult=4Mo. Choisissons un nœud le plus productif de 
l’espace d’allocation. D’abord, nous estimons la charge attendue sur les ressources pour chaque 
nœud. Mo
N
RNS
N
SRRD resultNetn 2,842,41
4)11(3,0
1
3,035,1)1(21
1
=+=
+−×
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De manière analogique, MoD Netn 5,82 = , MoD
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sTn == .63,8)63,8,06,0max(3 sTn == Le 
nœud n2 a le temps minimal par rapport aux autres, ainsi nous le choisissons comme le plus 
productif. 
 
Après le placement d’une opération du plan d’exécution, l'algorithme répète la même procédure 
pour la prochaine opération jusqu'à ce que les ressources soient allouées pour toutes les opérations. 
Comme nœuds-sources pour les opérations relationnelles ultérieures dans l’arbre d’opérations d’une 
requête, nous utilisons les nœuds qui stockent les relations intermédiaires obtenus en résultat des 
opérations précédentes. 
L’étape décrit dans cette sous-section termine l’allocation initiale de ressources. Comme 
résultat, nous avons un plan d’exécution complètement placé pour une requête qui est ensuite 
exécuté sur les nœuds choisis. Dans la prochaine section nous décrivons la méthode de réallocation 
dynamique pendant l’exécution d’une requête. 
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3. Réallocation dynamique de ressources 
Les paramètres utilisés lors de l’allocation initiale de ressources pour une requête peuvent 
évoluer lors de l’exécution. Ainsi, le plan d’exécution placé peut devenir sous-optimal au cours de 
l’exécution. Par exemple, si le nœud sur lequel nous avons placé une opération devient surchargé, le 
temps d’exécution de cette opération peut augmenter considérablement, au-dessus de notre 
estimation. Le temps d’exécution de la requête s’élève en conséquence car toutes les opérations 
d’une requête sont dépendantes. Ainsi, il est nécessaire de réagir aux changements des paramètres. 
Pour modifier le plan en cours d’exécution, nous nous appuyons sur la réallocation dynamique de 
ressources. 
La réallocation de ressources pendant l’exécution vise à modifier opportunément un plan 
d’exécution initial d’une requête dans le cas d’un changement important des paramètres de 
l’environnement. Le mécanisme principal de mise en œuvre de ces modifications c’est la migration 
d’une opération d’un nœud vers un autre. Ainsi, la charge se déplace de nœuds surchargés ou de 
nœuds qui sont en train de se déconnecter du système vers des nœuds moins chargés ou plus 
disponibles. La méthode proposée vise à résoudre deux problèmes : la réaction au départ de nœuds 
du système et l’équilibrage dynamique de la charge. 
La méthode proposée utilise le paradigme d’agents mobiles. Il transmet les pouvoirs importants 
pour prendre la décision de migration au niveau d’une opération. Ce n’est plus un processus 
centralisé qui prend la décision mais c’est l’opération elle même qui prend la décision en 
coopération avec les autres opérations. Cela donne la possibilité de décentraliser la fonction de 
contrôle pour la réallocation de ressources. Cependant, cela pose de nouveaux problèmes, comme 
par exemple, dans le cas où un ensemble d’opérations indépendantes doit prendre une décision 
d'intérêt général pour cet ensemble, en dépit de l'intérêt particulier d’une opération. Pour prendre en 
compte l’intérêt général, la meilleure solution est de donner cette décision à un élément de contrôle 
indépendant. Ainsi, dans le système de gestion de notre méthode nous introduisons un agent 
stationnaire. Chaque agent stationnaire est associé à un nœud et fonctionne comme un coordinateur 
pour l’ensemble des opérations exécutées sur le nœud. Ce coordinateur surveille l’état d’exécution 
et les besoins de l’ensemble d’opérations. Par ailleurs, en cours d’exécution, il prend des décisions 
pour l'intérêt général. 
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Nous avons remarqué ci-dessus, que les opérations d’une requête doivent se coordonner pendant 
l’exécution. La coordination entre les opérations se situe à deux niveaux : la coordination directe 
intra-requête et la coordination inter-requête sur un nœud par l'intermédiaire d’un agent stationnaire. 
À partie de la structure de coordination des opérations proposée, nous étudions dans cette 
section les différents aspects de la réallocation dynamique à base du paradigme d’agents mobiles, 
c'est-à-dire les conditions de la migration, la sélection d’une opération à migrer, la sélection d’un 
nœud-destinataire et le modèle de coût.  
La section est organisée pour répondre aux trois questions posées au début de ce chapitre : 
quand faut-il migrer, quelle opération doit migrer, où l’opération doit migrer. Dans la sous-section 
3.1, le principe de la détection de surcharge d’un nœud est présenté. La sous-section 3.2. discute la 
stratégie de migration d’une opération. L’un des aspects les plus importants - la nature de contrôle – 
est présenté dans la sous-section 3.3. 
3.1. Détection de la surcharge d’un nœud 
Un moyen d’équilibrage de la charge pour une méthode à base des agents mobiles est la 
migration des opérations des nœuds les plus chargés vers les nœuds les moins chargés. Dans notre 
méthode l’une des conditions de migration est la surcharge d’un nœud. Pour déterminer cet état de 
surcharge, nous devons estimer les besoins des opérations qui sont placées sur le nœud. Si les 
besoins dépassent les ressources disponibles sur le nœud, le nœud est dit surchargé. Dans ce cas, il 
est nécessaire de libérer une partie de ses ressources en réduisant le nombre d'opérations exécutées.  
L’état de surcharge d’un nœud pour nous est la situation du dépassement des besoins des 
opérations en ressources sur les ressources existantes de ce nœud. Ainsi, pour détecter la surcharge 
d’un nœud, il est nécessaire d’abord d’estimer les besoins de ces opérations. Pour cela nous 
définissons les besoins totaux des opérations, comme une somme des besoins de chaque opération. 
À base de l’équation de la charge d’un nœud présentée dans le chapitre I, section 2, nous estimons 
séparément les besoins des opérations pour chaque ressource considérée comme suit: 
∑
∈
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IOIO BB ,                 ∑
∈
=
Oi
i
NetNet BB  
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Les termes utilisés sont les suivants : 
− BCPU : le besoin total en performance CPU. 
− BIO : le besoin total en bande passante en entrée/sortie. 
− BNet : le besoin total en bande passante réseau. 
− BiCPU : le besoin en performance CPU de la ième opération. 
− BiIO : le besoin en bande passante de l’entrée/sortie de la ième opération. 
− BiNet : le besoin en bande passante réseau de la ième opération. 
 
Afin d’estimer les ressources nécessaires pour chaque opération, nous utilisons, comme 
précédemment, le principe d'harmonisation de la performance de l'arbre de la requête défini dans la 
section 2. Nous rappelons, qu’en général, chaque opération qui est placée sur un nœud interagit 
avec d'autres opérations placées sur d’autres nœuds. L'idée principale est qu’une opération a besoin 
d’une quantité de ressources adéquate en fonction de la vitesse du flux de données en entrée. En 
effet, une opération reçoit les opérandes de la part des opérations précédentes directement dans 
l’arbre de la requête. Ainsi, la quantité de ressources adéquate pour une opération est la quantité qui 
lui permet de traiter les données en entrée avec la même productivité que les opérations précédentes 
lui transmettent. Naturellement, si une opération traite les données transférées à partir des nœuds-
sources plus vite ou au même rythme, alors on considère que l’opération n'a pas besoin de 
ressources supplémentaires. 
Après la définition des besoins sommaires des opérations en ressources, nous pouvons les 
comparer avec les ressources existantes du nœud pour détecter l’état de surcharge. Nous 
considérons que le nœud est surchargé si 
 
CPU
Total
Oi
CPU
i BB >∑
∈
      ou     
IO
Total
Oi
IO
i BB >∑
∈
     ou     
Net
Total
Oi
Net
i BB >∑
∈
 
 
Les termes utilisés sont les suivants : 
− BiCPU : le besoin de la iieme opération en performance CPU. 
− BiIO : le besoin de la iieme opération en bande passante en entrée/sortie. 
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− BiNet : le besoin de la iieme opération en bande passante réseau 
− 
CPU
TotalB  : la performance CPU existant du nœud. 
− 
IO
TotalB : la bande passante en entrée/sortie existant du nœud. 
− 
Net
TotalB : la bande passante réseau du nœud. 
 
Avec ce critère de surcharge, nous pouvons détecter l’état de surcharge et, si nécessaire, lancer 
la migration des opérations pour déplacer une partie de la charge du nœud vers un nœud moins 
chargé sur la grille.  
Mis à part la surcharge, il existe une autre raison de migration pour des opérations, que nous 
voulons mentionner : une déconnexion volontaire d’un nœud. Conceptuellement, ce n'est pas une 
partie de l'équilibrage de charge, mais cela utilise les mêmes mécanismes et algorithmes. Toutes les 
opérations placées sur un nœud qui est en train de se déconnecter doivent être transférées vers 
d’autres nœuds pour libérer toutes ses ressources. 
3.2. Stratégie de migration d’une opération 
L’état de surcharge d’un nœud, que nous avons défini ci-dessus, rend nécessaire la migration 
d’une opération pour libérer les ressources de ce nœud. Dans la suite nous décrivons les principaux 
aspects de notre stratégie de migration d’une opération. La sous-section 3.2.1. présente l’algorithme 
de sélection d’une opération à migrer. Ensuite, le choix d’un nœud-destinataire pour la migration de 
l’opération sélectionnée est étudié dans la sous-section 3.2.2. Enfin, nous présentons la méthode 
d’estimation du coût de migration d’une opération dans la sous-section 3.2.3. 
3.2.1. Sélection d’une opération à migrer 
Après la détection de l'état de surcharge d'un nœud, le coordinateur d’un nœud doit réduire la 
charge en déplaçant une partie des opérations vers des nœuds moins chargés. Pour cela nous avons 
développé une stratégie d’exclusion de tâches, dont l'objectif est de choisir parmi un ensemble 
d'opérations celle que nous enlevons du nœud pour libérer ses ressources.  
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En général, à chaque instant T l’ensemble des opérations noté O = {o1, o2, ..., oN} est exécutée 
sur un nœud. À partir de cet ensemble O nous devons trouver une opération Ooi ∈  telle que sa 
migration du nœud courant diminuerait le temps d'exécution total de l'ensemble des opérations 
exécutées sur ce nœud.  
Nous présentons un algorithme d’exclusion de tâches qui reçoit en entrée l’ensemble des 
opérations exécutées sur un nœud et leurs besoins en consommation de ressources. Le but de 
l’algorithme est la sélection de l’opération, dont son exclusion permet un gain maximal pour les 
autres opérations. 
 
 
Algorithme d’exclusion de tâches  
ENTRÉE:  
• Un ensemble d’opérations },...,,{ 21 NoooO =  
• Les besoins en ressources },,{ NetiIOiCPUii BBBB =  pour chaque opération Oi∈  
 
SORTIE: L’opération   qui doit migrer 
 
DÉBUT 
1. POUR chaque opération Oi ∈ FAIRE 
2.        Estimer i totalgainT _  et
i
migrT  
3. FINPOUR 
4. )(max
_max
i
migr
i
totalgainOi TTT −= ∈  
5. SI 0max >T  ALORS demander à l’opération oi associée à Tmax de migrer. 
FIN 
 
Les termes utilisés sont les suivants : 
− Tigain_total : le gain estimé de l'ensemble des opérations dans le cas de la suppression de la iième 
opération. 
− Timigr : un temps de migration de iième opération. 
 
Pour chaque opération l’algorithme estime les deux paramètres Tigain_total et Timigr afin de trouver 
une opération optimale à migrer. 
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Notre méthode suppose qu’à un moment seulement une opération peut migrer. C'est-à-dire, nous 
ne pouvons pas commencer la migration d’autre opération avant qu’on termine la migration d’une 
opération choisie précédemment. Cela permet d’éviter les migrations superflues qui peuvent 
diminuer l’efficacité de l’équilibrage de charge. 
3.2.2. Sélection du nœud-destinataire 
Après la détection de surcharge d’un nœud et la sélection d’une opération à migrer, nous devons 
définir le nœud-destinataire vers lequel l’opération sélectionnée doit migrer. Pour cela nous 
proposons un algorithme, qui analyse un ensemble prédéterminé de nœuds-candidats et choisit le 
meilleur nœud pour la migration en s’appuyant sur notre modèle de coûts. L’espace de nœuds-
candidats pour la migration d’une opération est appelée l'espace de migration.  
Comme nous l’avons précisé précédemment, cet espace ne peut pas inclure tous les nœuds de la 
grille de données et doit être limité à certains nœuds. Pour constituer cet espace nous considérons 
deux types d’opérations : les opérations de lecture et les autres opérations (e.g. jointure). 
Une opération de lecture peut être placée uniquement sur les nœuds qui stockent une copie du 
fragment traité. En conséquence, l’espace de migration pour ce type d’opérations contient un 
ensemble de nœuds-sources pour le fragment traité. Si le fragment de la relation est stocké 
uniquement sur un seul nœud (par exemple, un fragment d’une relation temporaire) de la grille de 
données, alors l'opération ne peut migrer que sur ce nœud. 
Quant aux autres opérations, elles offrent plus de possibilités de placement, car nous ne sommes 
pas obligés de les placer uniquement sur les sites de production des relations-opérandes. Elles 
peuvent également être placées sur n’importe quel nœud de la grille de données. Par exemple, on 
peut placer une opération de jointure sur un nœud qui ne stocke pas de fragments des relations-
opérandes, mais possède d’une grande quantité de ressources de calcul disponibles. Comme 
candidats pour la migration d’opérations relationnelles, nous considérons, d'une part, les nœuds-
sources des relations utilisées, et d'autre part, les nœuds qui sont géographiquement proches de 
nœuds-sources (les nœuds-proches). 
Pour trouver un nœud-destinataire optimal pour la migration d’une opération parmi l’espace de 
migration généré, nous proposons un algorithme qui sélectionne un nœud sur lequel l'opération doit 
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migrer à partir du nœud courant avec une perte minimale de temps. En dehors de l’espace de 
migration, l’algorithme reçoit en entrée le temps d’exécution estimé de l’opération, la quantité de 
données à transférer, la consommation de ressources et le besoin complémentaire en ressources. 
Tous ces paramètres sont estimés par l’agent mobile associé à l’opération choisie pour la migration. 
Le modèle de coûts utilisé pour l’estimation de besoins complémentaires en ressources est présenté 
dans la sous-section 3.2.3. 
Algorithme de sélection d’un nœud-destinataire  
ENTRÉE:  
• L’espace de migration généré N 
• Le temps d’exécution estimé d’une opération sur le nœud courant nomigrexecT  
• La quantité de données à transférer 
• Les besoins en ressources 
 
SORTIE: Un nœud choisi pour la migration de l’opération 
 
DÉBUT 
1. POUR CHAQUE nœud Ni ∈  FAIRE 
2.        Estimer iexec
i
migr
i
t TTT += 2cos  
3. FINPOUR 
4. SI nomigrexec
i
tNi TT ≤∈ )(min cos ALORS migrer sur le nœud i 
FIN 
 
Les termes utilisés sont les suivants : 
− Tiexec : le temps d'exécution estimé de l'ensemble des opérations sur le nœud i dans le cas de la 
migration de l'opération, en tenant compte de ses ressources disponibles.  
− Timigr2 : le temps de migration de iieme opération, estimé comme temps de transfert des données 
de cette opération. 
 
L'estimation de Timigr2 est un peu plus précise que celle de Timigr dans la sous-section 3.2.1. En 
effet, lors de cette étape, nous avons l'information précise sur le nœud-destinataire, tel que, par 
exemple, la vitesse du réseau.  
Quand le nœud est surchargé par l’exécution de plusieurs opérations, le temps de migration peut 
s’élever de manière catastrophique. Dans ce cas, la libération de ressources d’un nœud surchargé, 
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par les migrations des opérations, est très ralentie et inefficace. En conséquence,  notre méthode 
donne l’accès prioritaire aux ressources d’entrée/sortie et de réseau pour une opération migrée. Cela 
diminue le temps de migration et augmente considérablement l’efficacité de notre méthode.  
Le modèle de coûts utilisé pour l’estimation de Timigr2 est étudié dans la sous-section suivante.  
3.2.3. Coût de migration 
Pour l’estimation du temps de migration des opérations nous considérons deux types 
d’opérations : les opérations de lecture et les opérations relationnelles (e.g. jointure). Ci-après nous 
nous concentrons sur les coûts de migration de l’opération lecture et de l’opération de jointure car 
nous les pensons les plus représentatives. Nous supposons, que chaque opération peut être arrêtée et 
transférée à tout moment, mais le coût de migration varie en fonction du type et de l’instant de son 
exécution. 
La migration d’une opération de lecture est possible parmi les nœuds qui stockent le même 
fragment de la relation de base. Nous supposons, que toutes les copies d’un fragment sont 
identiques. Dans ce cas on peut continuer l’exécution d’une opération de lecture sur le nœud-
destinataire à partir du même point, sur lequel l’opération a été suspendue avant la migration. Ainsi, 
la quantité de données à transférer et la perte du temps pour la migration sont minimales et le coût 
de migration est faible.  
Quant à l'opération de jointure, l’estimation du coût de migration devient beaucoup plus 
complexe. En effet, pour continuer l’exécution d’une opération de jointure sur un autre nœud, il faut 
transférer la partie de relations-opérandes non-traitée. Dans la suite nous étudions seulement le cas 
de la jointure par hachage hybride [Sch89]. 
La jointure par hachage hybride peut être divisée en deux étapes. Dans la première étape, les 
fragments des relations-opérandes se divisent dans les blocs de tuples triés. La migration pendant 
cette étape oblige le transfert des parties de relations-opérandes reçues jusqu’à l’instant de la 
migration.  Dans la seconde étape, on lit les blocs de deux relations par pairs. On effectue une 
jointure de ces blocs et on envoie les tuples résultant au nœud-destinataire. Lors de cette étape les 
blocs de tuples sont entièrement générés et leur traitement est commencé. En raison du tri des blocs, 
pour continuer l'exécution de la jointure sur un autre nœud, il suffit de transférer uniquement les 
  
blocs non traités restants. Cela signifie que dans la deuxième étape le coût de la migration diminue 
progressivement en fonction du nombre de blocs traités.
En conclusion, si la migration s'effectue pendant la première étape de la 
hybride, le coût de migration est :
Par contre, si la migration se fait lors de la deuxième étape, le coût de migration est
Les termes utilisés sont les suivants
− D(t) : la quantité de données à transférer, qui contiens la taille de la partie de relations
opérandes transférée et stockée sur le nœud au moment 
− Slocal : l’indice de performance du nœud
− Sremote : l’indice de performance du nœud
− N(t) : la taille des blocs de relations
 
La figure 10 présente le coût de migration pendant les différents instants du cycle de vie de 
l’opération jointure par hachage hybride. L’axe d
migration mesuré en secondes, l’axe d
Figure 10. Coût de migration de la jointure par hachage hybride en fonction de l’instant de son 
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Sur la base du modèle de coûts décrit ci-dessus, notre stratégie de réallocation peut estimer le 
temps de migration pour les principales opérations d’une requête. Bien évidemment, il existe 
d’autres types d’opérations, que nous avons laissé à part de cette thèse. 
3.3. Nature du contrôle du système de la réallocation dynamique 
Dans les deux dernières sous-sections ont présenté la méthode de réallocation dynamique. Par 
ailleurs, il existe un autre aspect important du problème : la nature du contrôle. Elle permet de 
surveiller l’état du système, prendre les décisions et modifier dynamiquement le placement des 
opérations – tous ce que nous avons décrit ci-dessus. En choisissant le paradigme d’agents mobiles, 
nous avons abandonné l’idée d’un allocateur central d’une requête, qui forme un goulet 
d’étranglement et qui peut réduire la fiabilité de l'exécution des requêtes dans un environnement à 
grande échelle. Avec cette approche, chaque opération contrôle indépendamment sa propre 
exécution et migre en cas de surcharge ou de la déconnexion d’un nœud. Toutefois, chaque 
opération doit coordonner son exécution avec d'autres opérations du plan d’exécution de la requête, 
qui s'exécutent en interaction directe avec elle (cf. figure 11). Cela signifie que chaque opération 
dans le processus de la prise de décision interagit directement avec les opérations-voisines qui 
jouent les rôles de destinataires et de sources des données. Une opération surveille la performance 
de ses voisines directes du niveau inférieur et estime la quantité de ressources nécessaire pour le 
traitement de leurs données. En exigeant des ressources nécessaires à partir d'un nœud, les 
opérations d'un arbre de requête optimisent et équilibrent leurs ressources dans un principe de 
cascade du bas vers le haut. 
 
  
Figure 11. Exemple de coopération entre les opérations d’une requête.
 
Comme raison principale d’une migration nous considérons la surcharge d’un nœud. Comme 
nous l'avons défini ci-dessus, afin d'analyser la charge d’un nœud et de prendre la décision de retirer 
une opération de ce nœud, il est nécessaire de recueillir des inf
opérations qui sont placées sur le nœud, et de prendre une décision dans l’intérêt commun. Pour 
résoudre ce problème, nous proposons d'utiliser un coordonnateur sur chaque nœud, lui donnant la 
part de responsabilité dans la prise de décision. Ainsi, dans le processus de prise de décision nous 
avons deux acteurs principaux : les opérations autonomes mobiles et le coordonnateur d’un nœud. 
Un exemple de coopération entre un coordinateur et des opérations est montré dans la 
Dans la suite, nous décrivons ses pouvoirs, ses fonctions et ses critères. 
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figure 12. 
  
Figure 12. Exemple de coopération entre un coordinateur et des opérations.
 
Le coordinateur d’un nœud a le pouvoir de prendre une décision à p
opération placée sur son nœud. Ses fonctions principales sont les suivantes:
• La récolte et l’analyse des informations sur les opérations s’exécutant sur le nœud.
• La détection de l’état de surcharge du nœud.
• La sélection de l’opération qui doit envisager la possibilité de quitter le nœud.
 
 Comme critère de décision le coordinateur de nœud considère la minimisation du temps total 
d'exécution de l’ensemble des opérations qui sont placées sur le nœud.
L'opération prend ses propres d
migre. Ses principales fonctions sont les suivantes:
• L’échange de données avec des opérations
ses besoins en ressources et pour synchroniser le process
• L’analyse de ses propres exigences en termes de ressources.
• La sélection du nœud-
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écisions au moment de la sélection du nœud sur lequel elle 
 
-voisines dans l’arbre de requête pour estimer 
us de migration.
 
destinataire pour la migration. 
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Le critère principal d’une opération est de minimiser son temps d'exécution. 
En utilisant la nature de contrôle décrit dans cette sous-section, la méthode peut effectuer la 
coordination entre les opérations d’une requête et la coordination entre les opérations de différentes 
requêtes pour équilibrer la charge et pour réagir à l’instabilité du système. 
4. Conclusion 
Dans ce chapitre nous avons décrit une méthode d’allocation de ressources, qui est constituée de 
la phase d’allocation initiale de ressources et de la phase de réallocation de ressources pendant 
l’exécution d’une requête. La stratégie d’allocation initiale de ressources est basée sur une 
heuristique qui permet de déterminer le degré ‘optimal’ de parallélisme de chaque opération 
relationnelle. Notre stratégie de réallocation dynamique est basée sur le paradigme d’agents 
mobiles. Elle est constituée de l’ensemble des algorithmes pour détecter la surcharge d’un nœud, 
permettant de choisir : (i) une opération à migrer et (ii) un nœud-destinataire pour la migration. Par 
ailleurs, nous avons proposé un modèle de coûts pour ces algorithmes. 
Un aspect important de notre méthode est la nature de contrôle du processus d’allocation de 
ressources. Pour l’allocation initiale de ressources nous avons choisi le modèle de ‘broker’ d’une 
requête. Malgré la centralisation locale que présente ce type de gestion, il améliore la qualité de 
résultat. Nous pensons que c’est un bon compromis entre la fiabilité et la qualité. Par contre, 
concernant la réallocation dynamique, la centralisation au niveau de la grille n’est pas une solution 
optimale. Dans ce cas un processus centralisé devrait surveiller l’exécution de plusieurs opérations 
sur différents nœuds, en recevant une quantité importante d’information. Cela induit un goulet 
d’étranglement et altère la réactivité du processus de réallocation. En conséquence, nous avons 
proposé une nature de contrôle décentralisée qui permet d’éviter ces problèmes. 
Un autre aspect important de la méthode proposée est la limitation de la taille de l’espace de 
recherche qui réduit le temps de recherche de nos stratégies. Pour la sélection des nœuds-candidats, 
nous avons étendu le principe de localité de données vers le principe de proximité de données. Dans 
l’espace de recherche nous incluons les nœuds qui stockent les relations-opérandes (e.g. nœuds-
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sources) et les nœuds qui se trouvent dans une proximité géographique des nœuds-sources (e.g. 
nœuds-proches). La limitation de la taille de l’espace de recherche pour l’allocation initiale de 
ressource et pour migration des opérations est importante dans un environnement à grande échelle. 
Pour déterminer le degré de parallélisme d’une opération relationnelle pendant l’allocation 
initiale d’une requête nous avons proposé le principe d’harmonisation d’un arbre d’opérations 
relationnelles. Il consiste à la répartition équilibrée de ressources entre des opérations d’une requête 
de manière à ce que le temps de traitement des relations-opérandes soit égal ou proche au temps de 
transfert de ses opérandes par des opérations précédentes. Dans notre méthode de réallocation 
dynamique nous avons utilisé le même principe pour estimer les besoins en ressources des 
opérations exécutées. 
Après avoir présenté notre méthode, nous évaluons ses performances dans le chapitre suivant. 
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Chapitre IV : Evaluation des performances 
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Chapitre IV : Evaluation des performances 
1. Introduction 
Après avoir décrit notre méthode d’allocation de ressources, dans le chapitre précédant, nous 
présentons dans ce chapitre les résultats de l’évaluation des performances afin d’étudier l’efficacité 
des méthodes proposées. Nous avons examiné deux moyens possibles afin de mener à bien cette 
expérience : l’utilisation d’une grille de données réelle et la simulation. Après notre analyse, nous 
avons estimé que dans une grille de données réelles nous ne pouvons pas mobiliser une grande 
partie du système. De plus, il n’est pas possible d’avoir des résultats stables si on reexécute une 
expérience à cause de l’influence significative d’autres tâches exécutées en même temps. Par 
ailleurs, nous n’avons pas trouvé de simulateur de grille de données qui simule le traitement de 
requêtes relationnelles en présence d’instabilité de nœuds, de relations fragmentées et de relations 
dupliquées. En conséquence, nous avons décidé de développer pour notre étude un nouveau 
simulateur décrit ci-après dans la section 2.  
La simulation informatique [Tah03, Zei00] est une méthode d’expérimentation, dans laquelle un 
système réel est remplacé par un modèle qui décrit ce système réel avec une précision suffisante. Le 
but de la simulation est l’obtention d’informations sur le système réel. L’objectif de la simulation 
consiste en la reconstitution du comportement du système étudié sur la base de résultats d’analyse 
des corrélations les plus importantes entre ses éléments. 
Nous rappelons que notre méthode est constituée de deux parties : l’allocation initiale de 
ressources [Epi13a] et la réallocation dynamique de ressources [Epi13b]. La première est effectuée 
pendant la phase d’optimisation d’une requête, la deuxième est réalisée pendant l’exécution de 
requêtes. Ainsi, nous effectuons pour chaque partie une évaluation de performances. La première 
nous permet d’étudier la stratégie de placement initial d’un plan d’exécution. La deuxième nous 
donne la possibilité de mesurer l’efficacité de notre réallocation dynamique de ressources 
Le reste du chapitre est organisé comme suit. Dans la section 2 nous décrivons notre simulateur 
et la méthode de simulation des phases d’allocation de ressources et d’exécution des opérations. La 
section 3 mesure les performances de la méthode d’allocation initiale de ressources. La méthode de 
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réallocation de ressources à base d’agents mobiles est évaluée dans la section 4. Nous concluons le 
chapitre par la section 5. 
2. Description du simulateur 
Cette section est consacrée à la description de notre simulateur. Dans ce simulateur nous avons 
combiné la simulation continue à temps discrétisé avec la simulation par agents. La première 
suppose que le temps est découpé en tranches égales, pour lesquelles le simulateur recalcule et 
analyse l’état du système. La deuxième suppose que la simulation est segmentée en différentes 
entités qui interagissent entre elles. Le but de la simulation par agents est d’étudier le comportement 
globale du système sur la base du modèle d’interaction des ses objets individuels. Les objets 
simulés sont les nœuds du système et les opérations des requêtes. Dans un premier temps, nous 
présentons les principes généraux de notre simulation dans la sous-section 2.1. Ensuite, nous 
décrivons la simulation de la phase d’allocation de ressources et de la phase d’exécution des 
opérations des requêtes dans les sous-sections 2.2. et 2.3. Enfin, la sous-section 2.4 présente 
brièvement la mis en œuvre du logiciel de notre simulateur. 
2.1. Principes généraux 
Le fonctionnement de la grille de données inclut plusieurs éléments interagissant, tels que : les 
nœuds, le réseau, les relations des bases de données, les requêtes et les opérations. Cette sous-
section présente la représentation de ces éléments de base dans notre simulateur.  
Nous décrivons dans la suite la modélisation de ressources de la grille de données et le principe 
de leur partage dans les sous-sections 2.1.1. et 2.1.2. Ensuite la sous-section 2.1.3. étudie la 
représentation des relations dans le système simulé, leurs paramètres et leur distribution. Nous 
terminons la description des principes généraux de la simulation par la sous-section 2.1.4, qui décrit 
les opérations physiques simulées. 
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2.1.1. Modélisation de ressources d’une grille de données 
La grille de données dans notre simulateur est représentée comme un ensemble de nœuds liés 
par le réseau commun. Chaque nœud possède un processeur. La performance d’un processeur est 
définit en nombre d’instructions exécutées par seconde (i.e. MIPS).  De plus, pour chaque nœud 
nous définissons la quantité de mémoire. La performance du système d’entrée/sortie est mesurée en 
nombre de mégaoctets lus et écrits par seconde. La capacité du disque dur dans notre système n’est 
pas limitée, ainsi, nous le supposons infinie. Un autre élément important caractérisant un nœud est 
la connexion locale du réseau, qui est définie par sa bande passante en mégaoctets par seconde et 
par sa latence. Chaque nœud possède ses coordonnées géographiques. C’est grâce à ces 
coordonnées que nous pouvons calculer la distance entre les nœuds dans notre méthode. Dans notre 
modèle de simulation, une moindre distance géographique entre deux nœuds correspond, en 
général, à une moindre distance réseau, et, en conséquence, à une moindre latence et à une bande 
passante élevée. 
Quant au réseau, il est l’une des composantes les plus importantes dans une grille de données 
qui possède l’influence critique sur le temps du traitement d’une requête. Deux nœuds quelconques 
du système sont connectés par trois segments : la connexion locale du premier nœud, le réseau 
global et la connexion locale du deuxième nœud (figure 13). Chaque segment a sa bande passante et 
sa latence. Dans le réseau global la bande passante et la latence sont calculées en proportion de la 
distance entre ces deux nœuds. Ainsi, dans notre expérimentation nous prenons en compte la 
composante locale et la composante globale du réseau pour la simulation du transfert de données 
entre les nœuds. 
 
  
Figure 
 
2.1.2. Partage de ressources 
Le simulateur développé est capable de modéliser le traitement d’un ensemble d’opérations sur 
un même nœud. Ceci pose le problème de simulation du partage 
Par exemple, si deux opérations utilisent simultanément le même processeur et les mêmes sous
systèmes d’entrée/sortie et de connexion locale du réseau, alors, la performance de ces ressources 
de calcul doit se repartir parmi eux. Dans notre simulateur nous utilisons le principe du partage égal 
d’une ressource de calcul parmi les opérations qui l’utilisent. Chaque ressource est partagée 
séparément parmi les opérations qui l’utilisent à l’intervalle du temps calculé. Par ex
opération, exécutée sur un nœud, n’utilise pas le sous
n’occupe pas sa bande passante. 
Les termes utilisés sont les suivants
− Pres : le nombre d’instructions exécutées 
pour le sous-système du réseau ou d’entrée/sortie
− Pop : le nombre d’instructions exécutées par seconde ou la bande passante allouée à une 
opération. 
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13. Modèle d’une connexion entre deux nœuds. 
 
de ressources parmi les opérations. 
-système d’entrée/sortie, ainsi, cette opération 
ops
res
op N
P
P =  
 : 
par seconde pour le processeur ou la bande passante 
. 
 
-
emple, si une 
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− Nops : le nombre d’opérations qui utilisent la ressource partagée. 
 
Quant à la ressource mémoire, elle est également partageable, mais le principe du partage est 
différent de celui que nous utilisons pour les autres ressources. Dans ce dernier cas les ressources se 
repartissent également sur chaque intervalle calculé. Cependant, la mémoire, étant occupée 
précédemment, reste occupée par une opération et elle ne peut être libérée que par cette opération. 
Le partage de la mémoire entre les opérations qui ont besoin d’augmenter la quantité de mémoire 
allouée est déterminé comme suit : 
 
ops
occupéctotaloccupee
opiop N
MEMMEM
MEMMEM
i
)( −
+=  
où 
liberéi
Ni
occupeé
opoccupéc MEMMEMMEM i −=∑
∈
 
Les termes utilisés sont les suivants : 
− 
iop
MEM  : la quantité de mémoire occupée par l’opération opi lors du précédant intervalle. 
− 
occupéc
opi
MEM : la quantité de mémoire allouée à l’opération opi pour l’intervalle courant. 
− totalMEM : la quantité totale de mémoire du nœud. 
− 
occupécMEM : la quantité de mémoire occupée par l’ensemble des opérations exécutées sur le 
nœud lors du précédant intervalle. 
− liberéiMEM : la quantité de mémoire libérée par les opérations pour l’intervalle courant. 
− Nops : le nombre des opérations qui utilisent la ressource partagée. 
 
Ainsi, à chaque intervalle, nous partageons la mémoire disponible parmi les opérations, qui la 
nécessitent, en parties égales. Chacune de ces opérations reçoit une partie, en plus de la quantité de 
mémoire déjà occupée par cette opération. 
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2.1.3. Métadonnées associées aux relations 
Un système de grille de données stocke un ensemble de relations. Dans notre simulateur chaque 
relation est fragmentée horizontalement sur plusieurs fragments. Ainsi, pour le traitement d’une 
requête il est nécessaire de placer les opérations de lecture (i.e. scan) sur plusieurs nœuds. Chaque 
fragment à son tour est dupliqué sur différents nœuds.  Ainsi, la stratégie d’allocation de ressources 
a toujours le choix entre plusieurs nœuds pour allouer les opérations de lecture d’une requête.  
Chaque relation est constituée de plusieurs attributs, chaque attribut a une taille et un nombre de 
valeurs distinctes possibles que peut prendre l’attribut. De plus, pour chaque relation le nombre de 
tuples, le nombre de fragments et le nombre de copies sont déterminés. Sur la base de ces 
paramètres le simulateur calcule le temps du traitement pour chaque opération de lecture et le temps 
de transfert de données. 
2.1.4. Représentation d’une requête et de son plan d’exécution 
Dans cette évaluation de performances nous étudions uniquement les requêtes multi-jointure 
(c'est-à-dire avec plusieurs jointures), ainsi, nous simulons uniquement deux types d’opérations : la 
lecture (i.e. scan) et la jointure (i.e. join).  
Étant donné que nous simulons une exécution parallèle distribuée, nous devons également 
simuler les opérations suivantes : 
• Scan 
• Split 
• Transfer 
• Merge 
• Hybrid Hash Join 
L’opération Scan lit les fragments d’une relation. Dans chaque intervalle de temps, elle calcule 
le nombre de tuples lus et transmis à l’opération suivante. Le nombre de tuples lus dans un 
intervalle est calculé comme suit : 
T
D
PN
tuple
IO
read ∆×=  
Les termes utilisés sont les suivants : 
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− PIO : la bande passante disponible du sous-système d’entrée/sortie, qui est mesurée en octets 
par seconde. 
− Dtuple : la taille d’un tuple en octets.  
− ∆T : l’intervalle de temps. 
 
L’opération Split est destinée à la redistribution des tuples d’un fragment d’une relation. Lors de 
la réception d’un ensemble de tuples d’une relation, cette opération divise les tuples en sous-
ensembles parmi toutes les opérations-destinataires en fonction de l’attribut choisi. Pour simplifier 
le modèle de calculs, nous supposons, que la règle de redistribution est choisie de telle manière que 
chaque opération-destinataire reçoit un sous-ensemble de même taille. 
L’opération Transfer est destinée à modéliser le transfert de données sur un segment du réseau. 
Pour chaque intervalle de temps, elle calcule le nombre de tuples transmis sur le segment du réseau. 
Comme nous l’avons mentionné ci-dessus, la connexion entre deux nœuds quelconques dans notre 
simulateur est modélisée par trois fragments : la connexion locale du premier nœud, la connexion 
globale et la connexion du deuxième nœud. Pour cela nous utilisons trois opérations Transfer, 
connectées successivement, chacune est responsable de simuler sa partie de fragment. Le calcul du 
nombre de tuples transmis dans un intervalle de temps par un segment du réseau est définit comme 
suit : 
T
D
PN
tuple
Net
transfer ∆×=  
Les termes utilisés sont les suivants : 
− PNet : la bande passante disponible de la connexion réseau qui est mesurée en octets par 
seconde. 
− Dtuple : la taille d’un tuple en octets.  
− ∆T : l’intervalle de temps. 
 
L’opération Merge est destinée à fusionner les tuples d’une relation reçus de la part de 
différentes opérations lors de la redistribution de relations.  
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L’opération Hybrid Hash Join simule l’opération de jointure par hachage hybride [Sch89].  Le 
principe de son fonctionnement est composé de deux phases : build et probe. Pendant la première 
phase l’opération construit une table de hachage. Autant que possible, les parties de la table de 
hachage sont stockées dans la mémoire. Si la quantité de mémoire disponible n’est pas suffisante, la 
table de hachage est fragmentée et une partie est stockée sur le disque dur par le sous-système 
d’entrée/sortie. Pendant la deuxième phase l’opération effectue le sondage de la table de hachage, et 
transmet le résultat à l’opération-destinataire. Pour calculer le nombre de tuples, traités dans 
l’intervalle de temps par l’opération de jointure par hachage hybride nous utilisons les formules 
suivantes : 
),min( CPUIOjoin NNN =
 
où 
T
D
PN
tuple
IO
IO ∆×=    et   TI
PN
tuple
CPU
CPU ∆×=  
Les termes utilisés sont les suivants : 
− NIO : le nombre de tuples transféré par le sous-système d’entrée/sortie. 
− NCPU : le nombre de tuples traités par le processeur. 
− PIO : la bande passante disponible du sous-système d’entrée/sortie, qui est mesurée en octets 
par seconde. 
− PCPU : la bande passante disponible du sous-système d’entrée/sortie, qui est mesurée en octets 
par seconde. 
− Dtuple : la taille d’un tuple en octets.  
− Ituple : le nombre d’instructions du processeur nécessaires pour traiter un tuple. 
− ∆T : l’intervalle de temps. 
 
Le nombre de tuples de la relation résultat est calculé comme suit [Swa94] : 
),max( 21
21
dd
NNN relrelresult
×
=
 
  
Les termes utilisés sont les suivants
− Nrel1 : le nombre de tuples dans la première
− Nrel2 : le nombre de tuples dans la deuxième relation
− d1 et d2 : le nombre de valeurs distinctes de l’attribut de jointure dans première et la deuxième 
relation. 
− c : le rapport d’un nombre de valeurs distinctes d’un attribut de jointure au nomb
de la relation (le facteur de sélectivité).
 
La figure 14 illustre un plan d’exécution d’une requête avec une jointure, dont le degré de 
parallélisme est 2. Le premier opérande de la jointure est la relation R constituée de 2 fragments R1 
et R2, le deuxième opérande est la relation S constituée d’un 
fragments des relations sont lus et redistribués sur deux occurrences de la jointure. 
Figure 14
84 
où 
relNcd ×=  
 : 
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. 
 
seul fragment. Les tuples des 
. Exemple d’un plan d’exécution d’une requête. 
re de tuples 
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Les flèches pointillées sur la figure 14 représentent le flot de données transmis sur le réseau. 
Nous rappelons qu’une connexion réseau entre deux nœuds est simulée par trois opérations 
physiques de Transfer. 
2.2. Simulation de la phase d’allocation de ressources 
La phase d’allocation de ressources consiste à générer un plan d’exécution placé d’une requête. 
Pendant cette phase le système place les opérations d’une requête sur les nœuds, en choisissant le 
degré de parallélisme optimal. L’allocation de ressources est simulée sur la base du modèle de 
‘broker’ d’une requête. C'est-à-dire, l’allocation de ressources se fait individuellement pour chaque 
requête par son propre allocateur. 
La partie centrale de la simulation est la stratégie de l’allocation de ressources. Elle construit un 
plan d’exécution placé d’une requête avec les opérations qui sont placées sur les nœuds choisis de la 
grille de données. Les données d’entrée pour la stratégie d’allocation de ressources sont : l’arbre 
d’opérations algébriques d’une requête, les métadonnées sur la distribution des relations et les 
métadonnées sur les ressources de calcul. Nous rappelons que la phase de découvert de ressource 
est hors du cadre de cette thèse. Ainsi, dans notre simulateur la stratégie de l’allocation de 
ressources a un accès direct aux métadonnées à jour.  
Pour préparer les données d’entrée, le simulateur contient un générateur de requêtes qui peut 
générer plusieurs requêtes sous forme de plans d’exécution. La génération permet de configurer le 
nombre d’opérations dans une requête et le nombre de requêtes à générer. Les requêtes générées 
peuvent être réutilisées dans plusieurs tests pour assurer la reproductibilité des résultats. Les autres 
données d’entrée, comme les paramètres des nœuds, de bande passante du réseau et de la 
distribution des relations, sont aussi configurables à partir des fichiers d’entrée. Nous discutons ces 
fichiers de configuration dans la sous-section 2.4. 
À la fin de la phase d’allocation initiale de ressources nous avons un ensemble de plans 
d’exécution placés pour les requêtes générées. Ensuite, le système donne cet ensemble à la phase 
d’exécution de requêtes qui permet d’étudier la qualité des plans générés. 
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2.3. Simulation de la phase d’exécution de requêtes 
Lors de la phase d’exécution de requêtes, le système exécute les opérations des requêtes, placées 
auparavant. La simulation de cette phase est la plus importante car elle nous permet de mesurer la 
qualité de plans générés initialement et de valider notre méthode de réallocation dynamique de 
ressources. Cette phase est la plus compliquée aussi car elle suppose l’interaction simultanée de 
milliers éléments : des ressources et des opérations. Pour simuler l’interaction des opérations et des 
ressources, nous divisons le temps de simulation par intervalles égaux, en recalculant 
séquentiellement l’état du système après chaque intervalle. Comme nous l’avons décrit ci-dessus, ce 
principe est appelé simulation continue à temps discret.  
Les données d’entrée pour cette phase sont l’ensemble des opérations physiques d’une ou de 
plusieurs requêtes et les métadonnées sur les ressources de la grille de données. En sortie  de cette 
phase nous avons le temps d’exécution des requêtes et l’ensemble des informations statistiques 
comme : la charge des composantes des nœuds et le nombre de migrations. 
Dans le système de la grille de données modélisé, les ressources sont les composantes des 
nœuds, comme CPU, mémoire, sous-système d’entrée/sortie, et les connexions réseau. Elles sont 
partageables dynamiquement parmi les opérations qui les utilisent. Chaque opération a ses 
spécificités et utilise différemment les diverses ressources. Par exemple, une opération de lecture 
utilise principalement le sous-système d’entrée/sortie, et une opération de jointure l’utilise que si la 
quantité de mémoire disponible n’est pas suffisante pour contenir une table de hachage dans sa 
totalité.  
Pour modéliser l’utilisation commune de ressources de calcul partageables, nous avons réalisé le 
calcul de chaque intervalle de temps en trois étapes : la préparation, le partage et l’exécution. Dans 
la première étape, chaque opération, après l’analyse de son état courant, informe le système, de 
quelles ressources et en quel volume elle a besoin à ce moment. Après la réception de toutes les 
demandes, le système partage ses ressources disponibles parmi toutes les opérations qui ont déposé 
ces demandes. Lors de la troisième étape nous recalculons l’état de chaque opération qui s’exécute, 
en utilisant les ressources de calcul, allouées par le système pour l’intervalle courant de temps. 
La partie importante de la simulation de la phase d’exécution est la modélisation des agents qui 
sont capables d’analyser leur état courant et, si nécessaire, réagir aux changements du système pour 
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diminuer le temps d’exécution des requêtes, équilibrer la charge et terminer l’exécution d’une 
requête avec succès. Le simulateur modélise deux types d’agents : les agents mobiles et les agents 
stationnaires. Le premier type est associé aux opérations physiques d’une requête comme la jointure 
par hachage hybride et lecture d’une relation. Le deuxième type est associé au coordinateur d’un 
nœud. Chaque type d’agent a ses propres pouvoirs délimités strictement, qui lui permettent de 
prendre les décisions concernant sa sphère de responsabilité. Un agent mobile, dans certains cas, 
peut migrer sur un autre nœud avec l’opération associée. Un agent stationnaire reste toujours sur 
son nœud, il est responsable de la coordination des opérations qui s’exécutent sur ce nœud. 
Pour étudier la capacité de notre méthode de réallocation dynamique à réagir à la dynamicité de 
l’environnement de la grille de données, nous avons simulé la possibilité d’arrivées et de départs de 
nœuds dans le système. Ainsi, une partie des nœuds peut se déconnecter pendant l’exécution, et une 
autre peut se connecter à tout moment. 
La simulation d’une phase d’exécution de requêtes se passe dans son échelle de temps. Ainsi, 
les résultats de la simulation ne dépendent pas de la performance d’un ordinateur utilisé. Il exerce 
une influence sur la durée de la simulation uniquement. 
2.4. Mise en œuvre 
Notre simulateur est basé sur la technologie multiplateforme Java. Pour le développement, nous 
avons utilisé l’environnement de développement intégré Eclipse 1.3.1. Le simulateur est une 
application console, qui reçoit les données d’entrée à partir de fichiers dans le format CVS. Un 
exemple de données d’entrée est représenté sous forme de tableaux : 
Index Tuples Fragments 
1 7590 5 
2 6411 5 
3 4905 5 
… … … 
Tableau 6. Relations 
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Index RelationId Size Cardinality 
1 1 15 0,56 
2 1 25 0,24 
3 1 3 0,92 
… … … … 
Tableau 7. Attributs 
Index Relation_N Fragment_N Node_N 
1 1 1 83 
2 1 1 72 
3 1 1 112 
… … … … 
Tableau 8. Distribution 
Index CPU_perf MEM_amount IO_perf NET_latency NET_bandwidth coord_X coord_Y 
1 264372 368613 55254 0.5 46314 402 998 
2 200545 303246 27230 0.5 29468 921 440 
3 267999 395415 26583 0.5 22701 322 729 
… … … … … … … … 
Tableau 9. Nœuds 
Le tableau 6 contient le nombre de tuples et de fragments pour toutes les relations. Dans le 
tableau 7 est donnée la liste de tous les attributs des relations avec leurs tailles et leurs cardinalités. 
Le tableau 8 présente les données sur la distribution des fragments de relations sur les nœuds du 
système. Dans le tableau 9 les données sur les ressources de calcul des nœuds sont présentées. 
3. Evaluation des performances de la méthode d’allocation initiale de 
ressources 
Dans cette section nous nous intéressons à l’évaluation de performances de notre méthode 
d’allocation initiale de ressources dans l’environnement de la grille de données. L’objectif principal 
de cette expérience est d’évaluer la complexité de notre stratégie et la qualité de son résultat.  
Nous évaluons la complexité de la stratégie proposée par rapport à la méthode proposée par 
[Gou04c]. Pour évaluer la qualité du résultat nous simulons l’exécution dans un système contenant 
plusieurs nœuds hétérogènes. La méthode analysée est statique, ainsi, nous n’avons pas simulé la 
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dynamicité de la grille de données. Le comportement de notre méthode dans les conditions 
dynamiques est étudié dans la section 4. 
Dans la suite nous décrivons les conditions et les paramètres mesurés dans la sous-section 3.1. 
Les résultats et la discussion sont présentés dans la sous-section 3.2. 
3.1. Environnement d’expérimentation et paramètres mesurés 
Nous avons tenté de choisir les conditions de simulation les plus réalistes. Notre simulateur 
permet de configurer plusieurs paramètres du système simulé. Les paramètres les plus importants de 
la simulation sont présentés dans le tableau 10. 
Les paramètres de simulation sont identiques aux ceux utilisés dans la section évaluation des 
performances du chapitre 2 (état de l’art).  
Tableau 10. Configuration du système et les paramètres de base de données 
Paramètre Valeur 
Performance CPU d’un nœud 5000  – 50 000 MIPS 
Performance d’E/S d’un nœud 10 – 90 Mo/s; 
Quantité de la mémoire d’un nœud 0,001 – 40 Mo 
Bande passante d’une connexion d’un nœud 10 – 60 Mégabit 
Latence d’une connexion d’un nœud 0.05 s 
Nombre d’attributs d’une relation 10 
Taille d’un attribut d’une relation 30 octets 
Cardinalité d’attributs d’une relation 0.3 – 0.9 
Taille d’un tuple d’une relation 300 octets 
Nombre de tuples dans une relation 10000 – 110000 
Taille d’une relation 3Mo – 33Mo 
Nombre de fragments d’une relation 10 
Nombre de duplication d’une relation 10 
 
Le système simulé contient 1000 nœuds. Pour les tests, nous avons utilisé trois types de 
requêtes : simples, moyennes et complexes. Comme requêtes simples nous considérons les requêtes 
avec 1 ou 2 jointures, moyennes – 3 à 5 jointures, complexes – 6 ou 7 jointures. Nous avons généré 
100 requêtes différentes pour chaque type. Les requêtes étaient exécutées une par une, comme 
résultat, nous avons calculé la valeur moyenne pour une requête.  
Pour analyser les performances de notre méthode nous avons décidé de la comparer à celle 
proposée par [Gou04c], réalisée sur la base d’une heuristique gloutonne. Cette méthode exploite 
toutes les formes de parallélisme, mais son espace d’allocation est limité aux nœuds-sources. 
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L’algorithme de cette méthode est présenté ci-après. De notre point de vue, cette méthode est 
représentative de l’approche classique d’allocation de ressources. 
L’algorithme reçoit en entrée un plan d’exécution initiale, où chaque opération est placée sur un 
seul nœud. Ensuite, il choisit l’opération la plus coûteuse dans le plan et augmente itérativement son 
degré de parallélisme, en ajoutant un nœud pour chaque itération. L’algorithme marque cette 
opération comme ‘optimisée’ quand l’ajout d’un nœud n’augmente plus la performance au dessus 
d’un seuil prédéfini. Puis, l’algorithme choisit de nouveau l’opération la plus coûteuse et répète la 
même procédure pour elle. L’algorithme s’arrête lorsque l’opération la plus coûteuse du plan 
d’exécution est déjà marquée comme ‘optimisée’. 
Dans notre expérimentation nous comparons les méthodes avec deux paramètres : (i) le temps 
d’optimisation, qui reflète la durée du processus d’allocation de ressources, et (ii) le temps de 
réponse, qui est calculé comme la somme du temps d’optimisation et du temps d’exécution. Pour 
chaque paramètre, nous avons également calculé le facteur d’accélération (i.e. speed-up). 
3.2. Analyse de performances 
3.2.1. Temps d’optimisation 
Le temps d’optimisation d’une stratégie d’allocation de ressources est important car il permet 
d’étudier sa complexité et, en conséquence, d’analyser la possibilité de son passage à l’échelle. 
C’est un aspect critique pour une stratégie destinée à être utilisée dans un environnement à grande 
échelle. Par ailleurs, le temps d’optimisation est également inclus dans le temps de réponse d’une 
requête. 
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Figure 15. Temps d’optimisation des requêtes. 
Comme nous pouvons le constater dans la figure 15, la méthode GeoLoc a un temps 
d’allocation beaucoup plus élevé par rapport à la méthode de référence. Ceci s’explique par le fait 
que la méthode utilise un ensemble de nœuds-candidats beaucoup plus grand. Celui de GeoLoc est 
composé des nœuds-sources et des nœuds-proches, quant à la méthode de référence, il contient 
seulement des nœuds-sources.  
 
Figure 16. Facteurs d’accélération du temps d’optimisation. 
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La figure 16 montre le facteur d’accélération entre les méthodes pour l’optimisation des 
requêtes avec les trois différents niveaux de complexité de requêtes. Le facteur d’accélération est 
calculé avec la formule suivante : 
opt
Gounaris
opt
GeoLoc
T
TF =
 
Les termes utilisés sont les suivants : 
− 
opt
GeoLocT  : le temps d’optimisation des requêtes avec la méthode GeoLoc. 
− 
opt
GounarisT  : le temps d’optimisation des requêtes avec la méthode d’Anastasios Gounaris. 
 
Nous concluons que, pour tous les types de requêtes, la méthode GeoLoc consomme une dizaine 
fois plus de temps pour la phase d’allocation de ressources. Ci-après, nous vérifions l’influence de 
cette différence sur la qualité du résultat, en évaluant le temps de réponse des méthodes comparées. 
3.2.1. Temps de réponse 
Dans cette sous-section nous évaluons le temps de réponse. Nous rappelons, que le temps de 
réponse dans notre étude est constitué du temps d’optimisation et du temps d’exécution d’une 
requête. Le temps d’exécution dépend directement de la qualité du placement des opérations lors de 
la phase d’allocation de ressources. 
 
Figure 17. Temps de réponse moyen d’une requête. 
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Dans la figure 17 nous pouvons constater que la méthode GeoLoc fournit un temps de réponse 
beaucoup plus faible que celui de la méthode de référence. Grâce à l’utilisation du principe de 
proximité de ressources et de notre critère de détermination du degré de parallélisme, la méthode 
GeoLoc détermine un degré de parallélisme beaucoup plus élevé pour chaque jointure par rapport à 
la méthode de référence. Malgré la complexité plus élevé de notre méthode, elle augment la qualité 
du placement. Ainsi, notre méthode permet d’améliorer le temps de réponse en diminuant le temps 
d’exécution. 
 
 
Figure 18. Facteurs d’accélération du temps de réponse moyen d’une requête. 
La figure 18 montre l’augmentation du facteur d’accélération entre les deux méthodes avec 
l’augmentation de la complexité d’une requête. Le facteur d’accéleration est calculé avec la formule 
suivante : 
rep
GeoLoc
rep
Gounaris
T
TF =
 
Les termes utilisés sont les suivants : 
− 
rep
GeoLocT  : le temps de réponse moyen d’une requête avec la méthode GeoLoc. 
− 
rep
GounarisT  : le temps de réponse moyen d’une requête avec la méthode d’Anastasios Gounaris. 
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Pour tous les différents types de requêtes, notre méthode montre un avantage important sur la 
méthode de référence en termes de temps de réponse. En effet, il est au minimum 2,9 fois plus 
rapide dans le cas des requêtes simples, et le facteur d’accélération augmente avec les requêtes plus 
complexes. 
4. Evaluation des performances de la méthode de réallocation dynamique de 
ressources 
Cette section est consacrée à l’évaluation de performances de la méthode de réallocation 
dynamique de ressources proposée dans le cadre de cette thèse. Le but de l’expérience présentée est 
d’évaluer le comportement de notre méthode dans des conditions dynamiques d’une grille de 
données. Nous évaluons l’efficacité de notre stratégie d’équilibrage de charge et la réaction du 
système au départ de nœuds et l’arrivée de nouveaux nœuds. 
Nous simulons pour cette expérience un système d’une grille de données qui exécute plusieurs 
requêtes simultanément. Les opérations dans notre simulation possèdent la capacité de migrer dans 
le cas d’une surcharge d’un nœud ou dans le cas d’une déconnexion.  
Ci-après dans la sous-section 4.1., nous présentons les conditions de l’expérimentation et les 
paramètres à mesurer. Ensuite, nous discutons des résultats de notre évaluation dans la sous-section 
4.2. 
4.1. Environnement d’expérimentation et paramètres mesurés 
Pour évaluer les performances, nous avons simulé une grille de données constituée de 200 
nœuds qui stocke 200 relations. Chaque relation contient 5 fragments égaux, chaque fragment à son 
tour est dupliqué sur 4 nœuds. Ainsi, en moyenne nous avons 20 copies de différents fragments sur 
chaque nœud. Nous pensons que l’échelle choisie est suffisante pour l’évaluation du comportement 
de notre méthode dans des conditions dynamiques d’une grille de données. 
Pour l’expérimentation nous avons utilisé un ensemble de 100 requêtes générées précédemment. 
Chaque requête contient 3 opérations de jointure. Le système commence l’exécution de toutes les 
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requêtes simultanément, ainsi, nous créons une charge importante pour toutes les composantes du 
système. 
Le simulateur fait une allocation de ressources initiale pour chaque requête. Il ne prend pas en 
compte le placement des autres requêtes. Cela provoque la surcharge de certains nœuds au début de 
l’exécution. Nous avons choisi ces conditions pour vérifier la capacité de notre méthode à équilibrer 
la charge. 
Comme paramètres mesurés nous avons choisi pour cette évaluation (i) le temps d’exécution 
moyen d’une requête, (ii) le nombre de migration pendant l’exécution, (iii) l’utilisation moyenne 
des sous-systèmes d’entrée/sortie, (iv) l’utilisation moyenne des connexions réseaux et (v) le 
nombre de requêtes traitées. Le temps d’exécution moyen montre l’efficacité du traitement d’une 
requête de notre méthode. Nous avons mesuré la charge moyenne des sous-systèmes d’entrée/sortie, 
et des connexions réseaux pour étudier la charge du système en fonction de l’instant de l’exécution. 
Comme connexion réseau, nous considérons une ligne locale qui connecte le nœud au réseau 
globale du système de grille de données. La mesure du nombre de requêtes traitées en fonction de 
l’instant de l’exécution nous permet d’examiner, combien de requêtes traite le système dans les 
différentes périodes de l’exécution et comment ce paramètre est corrélé avec les différents modes de 
tests utilisés. 
Tous les tests sont réalisés avec le même ensemble initial de ressources et le même ensemble de 
requêtes. Pour la comparaison nous avons préparé quatre scénarios différents. Premièrement, nous 
avons testé notre système avec l’équilibrage de charge activé (LB) et désactivé (noLB). Sans 
l’équilibrage de charge les opérations mobiles migrent seulement pour libérer les nœuds qui sortent 
du système. Dans l’autre cas, les opérations migrent pour équilibrer la charge et pour augmenter la 
performance du traitement de requêtes. Deuxièmement, nous avons utilisé deux autres scénarios : 
statique (Static) et dynamique (Dynamic). Dans le premier cas tous les nœuds du système restent 
stables pendant l’exécution. Dans le deuxième cas 25% de nœuds sortent du système 600 secondes 
après le début d’exécution et rentrent dans le système après 1200 secondes. La combinaison des 
deux scénarios et de l’équilibrage de charge activé/désactivé font 4 modes de test : LB-Dynamic, 
noLB-Dynamic, LB-Static, noLB-Static. Cela nous permet d’analyser l’efficacité de la méthode 
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d’équilibrage de charge proposée et l’influence de la dynamicité de l’environnement sur les 
paramètres du système. 
4.2. Analyse de performances 
4.2.1. Temps d’exécution 
Pour évaluer la méthode dynamique, le paramètre temps d’exécution est l’un des plus 
importants. Sur la base des résultats ci-dessus, nous pouvons constater l’efficacité globale de notre 
méthode dans le système simulé.  
Comme nous pouvons le remarquer dans la figure 19, notre scénario dynamique augmente le 
temps d’exécution moyen de l’ensemble des requêtes par 3,9% avec l’équilibrage de charge activée 
(LB) et par 9,6% sans l’équilibrage (noLB). C’est naturel, car la déconnexion d’une partie 
importante des nœuds du système provoque des migrations multiples d’opérations, placées sur ces 
nœuds. 
 
Figure 19. Temps d’exécution moyen d’une requête. 
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conditions dynamiques et par 35,7% dans des conditions statiques. De plus, nous voyons que 
l’activation du mode LB diminue l’influence négative du scénario dynamique sur le temps 
d’exécution. Nous pensons qu’avec le mode noLB les migrations des opérations surcharge les 
nœuds choisis comme destinataires. Quant au mode LB, il permet d’adoucir les cas de surcharge de 
nœuds. 
Nous constatons sur cette expérience que la méthode proposée de l’équilibrage de charge 
augmente l’efficacité du système, surtout dans des conditions dynamiques.  
4.2.2. Nombre de migration 
Le principal moyen de réaction de notre méthode quand il y a une surcharge ou lors de la 
déconnexion de nœuds est la migration des opérations. Ces migrations permettent de libérer les 
ressources d’un nœud dans le cas d’une surcharge et d’assurer l’exécution des opérations dans le 
cas de la déconnexion de nœuds. En mesurant le nombre de migrations en fonction de l’instant 
d’exécution, nous pouvons analyser la réaction du système dans les différents modes de tests.  
Initialement, nous avons décidé d’étudier la réaction immédiate du système aux départs et aux 
arrivées de nœuds aux moments de 600 et 1200 secondes. Ces moments sont marqués sur le 
diagramme avec les traits pointillés.  
 
Figure 20. Nombre de migrations en fonction de l’instant d’exécution des requêtes. 
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La figure 20 montre le nombre de migrations effectuées par le système lors des différentes 
périodes de temps. Comme nous le remarquons sur cette figure, notre méthode fait migrer un grand 
nombre d’opérations au début, dans les premières 200 secondes et lorsque des nœuds quittent le 
système. Ensuite, le nombre de migrations se stabilise et reste sur un niveau relativement bas. Ceci 
est dû initialement à la non-optimalité du placement initial, qui est amélioré par le mécanisme 
d’équilibrage de charge. La situation de déséquilibrage de charge locale est inévitable quand 
l’allocation initiale de ressources est effectuée pour chaque requête séparément les unes des autres 
requêtes. 
Dans le scénario dynamique, nous remarquons le deuxième grand pic de migrations. 
Naturellement, il coïncide avec le moment à 600 secondes de la déconnexion de 25% de nœuds de 
la grille de données. Dans notre méthode, toutes les opérations qui sont placées sur le nœud qui se 
déconnecte doivent migrer immédiatement sur d’autres nœuds en fonction de la stratégie utilisée et 
du critère de sélection d’un nœud. Après le nombre de migrations devient aussi petit que dans le 
scénario statique. 
4.2.3. Utilisation des ressources 
La migration des opérations vise à diminuer la charge pour les nœuds surchargés. Par contre, 
pour le système globalement, l’équilibrage de charge doit améliorer l’utilisation moyenne de 
ressources, car cela permet d’accélérer le traitement des requêtes des utilisateurs. 
Dans cette sous-section nous étudions l’utilisation moyenne des sous-systèmes d’entrée/sortie et 
de connexion réseau. Pour ces deux ressources nous analysons l’utilisation moyenne en fonction de 
l’instant d’exécution, donnant une attention particulière à la période entre 0 et 2000 secondes. Cette 
période contient les moments de départs et d’arrivées de nœuds et donne l’information sur la 
corrélation de ces arrivées et départs avec l’utilisation moyenne des ressources du système. 
Sous-système d’entrée/sortie 
En premier lieu, nous examinons l’utilisation moyenne des sous-systèmes d’entrée/sortie pour 
tout la période d’exécution. Le phénomène le plus évident sur la figure 21 est la différence 
importante entre l’équilibrage de charge activée (LB) et désactivée (noLB) en termes de temps 
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d’exécution. La figure 21 montre que la méthode d’équilibrage de charge augmente largement 
l’utilisation du sous-système d’entrée/sortie. D’une part, c’est grâce à un nombre plus grand de 
migrations, et d’autre part – d’une meilleure utilisation du sous-système d’entrée/sortie, qui est 
prouvée par la diminution du temps moyen d’exécution. Par contre, la dynamicité de notre scénario 
de test (Dynamic) avec et sans l’équilibrage de charge  réduit manifestement l’utilisation moyenne 
du sous-système d’entrée/sortie. 
 
Figure 21. Utilisation moyenne de sous-systèmes d’entrée/sortie en fonction de l’instant d’exécution des requêtes. 
Pour étudier plus précisément l’utilisation moyenne pendant l’arrivée et le départ de nœuds, 
nous présentons sur la figure 22 la charge moyenne des sous-systèmes d’entrée/sortie d’une grille 
de données simulée pendant les 2000 premières secondes de l’exécution. Nous constatons que le 
départ des nœuds augmente l’utilisation moyenne du sous-système d’entrée/sortie à cause de la 
migration d’une partie importante d’opérations. Par contre, l’arrivée de nœuds la réduit à cause de 
l’apparition de nœuds libres qui ne participent pas à l’exécution des requêtes. Ainsi, nous notons 
que l’activation de l’équilibrage de charge augmente considérablement l’utilisation du sous-système 
d’entrée/ sortie dans les scénarios dynamique et statique. 
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Figure 22. Utilisation moyenne de sous-systèmes d’entrée/sortie en fonction de l’instant d’exécution des requêtes 
durant les moments d’arrivée et de départ de nœuds. 
Sous-système réseau 
Après avoir analysé le comportement du sous-système d’entrée/sortie, nous analysons 
maintenant celui du réseau. Comme précédemment, nous voyons sur la figure 23 que l’activation de 
l’équilibrage de charge (LB) augment l’utilisation moyenne du réseau. La raison est les nombreuses 
migrations des opérations et l’exécution des requêtes plus efficace à cause de la réduction des 
surcharges locales. 
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Figure 23. Utilisation moyenne du réseau en fonction de l’instant d’exécution des requêtes. 
L’utilisation moyenne du réseau pendant les premières 2000 secondes est montrée plus en détail 
sur la figure 24. Nous constatons ici une augmentation importante de l’utilisation moyenne du 
réseau au moment du départ de nœuds dans le scénario dynamique. En effet, le départ de nœuds 
provoque la migration de plusieurs opérations. Cela crée une charge supplémentaire pour le réseau. 
Mais, au moment de l’arrivée de nœuds la charge moyenne du réseau se réduit. Les nœuds 
apparaissant dans le système n’exécutent à ce moment aucune opération. Ainsi, leur ajout diminue 
automatiquement la charge moyenne du réseau du système. 
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Figure 24. Utilisation moyenne du réseau en fonction de l’instant d’exécution des requêtes durant les moments 
d’arrivée et de départ de nœuds. 
L’utilisation moyenne du réseau pendant les premières 2000 secondes d’exécution, montrée sur 
la figure 24, est intéressante à comparer avec l’utilisation moyenne du sous-système d’entrée/sortie, 
analysée ci-dessus (figure 22). Nous constatons qu’après l’arrivée et le départ des nœuds, à la fin de 
la période de 2000 secondes, les résultats de tous les modes de tests s'améliorent dans le même 
ordre. Le mode LB-Static correspond à l’utilisation maximale de ressources, quant au mode noLB-
Dynamic, il donne une utilisation moindre des ressources. 
En comparant l’utilisation moyenne du réseau et du système d’entrée/sortie avec les temps 
d’exécution de la figure 19, nous remarquons que le temps d’exécution minimal, avec le mode LB-
Static, correspond à la charge la plus élevée des ressources. Par contre, le mode noLB-Dynamic a le 
temps d’exécution maximal avec une charge minimale de ces sous-systèmes. Cela montre que notre 
méthode d’équilibrage de charge augmente l’utilisation moyenne de ressources de la grille de 
données. Ceci mène, à son tour, à une meilleure efficacité  du traitement des requêtes, en diminuant 
le temps d’exécution. 
4.2.4. Nombre de requêtes traitées 
Dans notre simulation l’exécution de toutes les requêtes commence au même instant, mais le 
temps d’exécution de chacune est différent. Il dépend, par exemple, de la charge des nœuds sur 
0
5
10
15
20
25
30
35
40
45
50
0 200 400 600 800 1000 1200 1400 1600 1800 2000
noLB-Static
noLB-Dynamic
LB-Static
LB-Dynamic
Temps (en secondes)
Ch
ar
ge
 
ré
se
au
 
(%
)
 103 
 
lesquels les opérations d’une requête sont placées. Avec le temps, le système termine de plus en 
plus de requêtes. Cela explique la diminution de la charge de ressource avec le temps, étudiée dans 
la sous-section précédente. 
Le diagramme sur la figure 25 montre le nombre de requêtes traitées en fonction de l’instant 
d’exécution des requêtes avec les différents modes de test. Les modes avec l’équilibrage de charge 
activé commencent l’achèvement de requêtes un peu plus tôt. Mais cette différence augmente et 
devient plus considérable à la fin d’exécution. 
Nous constatons, aussi, que le scénario dynamique ajoute un délai dans le traitement de 
requêtes, mais ne change pas la forme de la courbe. Pourtant, l’équilibrage de charge activé réduit 
grandement l’influence négative du scénario dynamique. 
 
Figure 25. Nombre de requêtes traitées en fonction de l’instant d’exécution des requêtes. 
5. Conclusion 
Dans ce chapitre nous avons présenté le simulateur développé et les résultats de l’évaluation de 
la méthode d’allocation initiale de ressources et de la méthode de réallocation dynamique de 
ressources. 
Notre simulateur permet de simuler le processus de l’allocation de ressources sur la phase de 
génération des plans d’exécution initiaux de requêtes et sur la phase d’exécution de requêtes. Il 
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support l’exécution de plusieurs requêtes simultanément, modélisant le comportement individuel 
des opérations autonomes, le partage de ressources entre les opérations.  
En utilisant le simulateur développé, nous avons évalué la méthode du placement initiale 
GeoLoc proposée dans le chapitre précédant. Malgré l’augmentation du temps d’optimisation qui 
décuple par rapport à la méthode de référence, notre méthode montre un avantage 
d’approximativement 3 fois plus rapide que la méthode de référence en termes de temps de réponse. 
Nous pensons que la complexité de la stratégie GeoLoc est acceptable pour une utilisation dans la 
grille de données. La limitation de l’espace d’allocation et le critère de détermination du degré de 
parallélisme proposés pour cette méthode donnent un avantage important en termes de la qualité du 
placement des opérations d’une requête. 
Par ailleurs, dans ce chapitre nous avons évalué notre méthode de réallocation dynamique de 
ressources qui utilise le paradigme d’agents mobiles. Le résultat de l’évaluation des performances 
montre l’efficacité de la méthode proposée en termes de l’équilibrage de charge et de tolérance à 
l’instabilité de nœuds. En comparant les résultats avec et sans l’équilibrage de charge, nous 
constatons que la méthode proposée augmente la charge moyenne des sous-systèmes d’entrée/sortie 
et du réseau et, ainsi, diminue le temps d’exécution moyen d’une requête par approximativement 
39% avec le scénario dynamique et par 36% avec le scénario statique. 
Notre scénario dynamique de test montre une dégradation des performances par rapport au 
scénario statique. L’utilisation de notre mécanisme d’équilibrage de charge réduit l’effet négatif de 
l’arrivée et du départ de nœuds sur le temps d’exécution moyenne d’une requête 
d’approximativement 10% à 4%. 
En conclusion, nous pensons que les méthodes décentralisées sont prometteuses dans une grille 
de données. Notre méthode propose une solution décentralisée au problème de l’allocation de 
ressources en environnement dynamique, en tenant compte de la grande échelle du système et de 
l’hétérogénéité des nœuds. Enfin, le chapitre suivant est consacré à nos conclusions et à nos 
perspectives rattachées à nos travaux de recherche. 
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Chapitre V : Conclusion et perspectives 
1. Synthèse et bilan 
Dans cette thèse nous avons étudié le problème de l’allocation de ressources pour le traitement 
d’une requête dans une grille de données.  Une grille de données est caractérisée par son 
hétérogénéité, sa grande échelle et son instabilité. Chacune de ces caractéristiques présente un défi 
important et nécessite une approche spécifique pour résoudre le problème de l’allocation de 
ressources. L’hétérogénéité du système complique le modèle de coûts et la stratégie d’allocation des 
ressources. Pour passer à la grande échelle, la méthode proposée doit être scalable. Quant à 
l’instabilité de l’environnement, elle mène à la nécessité de réagir dynamiquement aux départs de 
nœuds, aux arrivées de nœuds et au déséquilibrage de charge. 
Les travaux de recherche de la communauté scientifique pour traiter le problème de l’allocation 
de ressources sont classés en deux approches : l’approche classique et l’approche incitative. La 
dernière utilise des incitations virtuelles pour motiver les nœuds à participer à l’allocation de 
ressources. Les nœuds prennent leur responsabilité concernant l’estimation du coût d’exécution 
d’une sous-requête, en concluant des contrats. Un nœud reçoit des incitations virtuelles s’il respecte 
le contrat et perd des incitations dans le cas contraire. Bien que cette approche donne plus 
d’autonomie aux nœuds et permet de considérer l’hétérogénéité des nœuds, ses principes 
compliquent grandement la réalisation de réallocation dynamique, car un contrat ne présume pas 
des modifications dans les méthodes étudiées. Quant à l’approche classique, elle suppose une 
discipline générale de la grille, en supposant que les nœuds du système délèguent toute la 
responsabilité de l’allocation de ressources à un allocateur. Une difficulté est la prise en compte de 
l’hétérogénéité de nœuds dans le modèle de coûts. Par contre, cette approche convient mieux en 
environnement dynamique, car elle n’utilise pas de ‘contrat’ qui interdit les modifications d’un plan 
d’exécution.  
Les méthodes de l’approche classique, que nous avons étudiées dans notre état de l’art, utilisent 
principalement un contrôle centralisé, qui limite leur passage à l’échelle. Cet inconvénient nous a 
motivés pour proposer dans cette thèse notre méthode d’allocation de ressources. 
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L’allocation des ressources consiste à sélectionner un ensemble de nœuds pour le placement des 
opérations d’une requête de manière ‘optimale’, afin de minimiser son temps d’exécution. Au cours 
du placement, le système choisit un degré de parallélisme pour chaque opération et les nœuds qui 
possèdent les ressources nécessaires pour leur exécution. 
Pour résoudre ce problème, nous l’avons divisé en deux sous-problèmes. Le premier est la 
génération d’un plan d’exécution placé, qui est nécessaire pour débuter l’exécution. Le deuxième 
est la réallocation dynamique des ressources, avec laquelle le système pourrait réagir à l’instabilité 
de l’environnement. 
i) Méthode d’allocation initial de ressources 
Pour résoudre le premier sous-problème (e.g. la génération d’un plan initial d’exécution d’une 
requête) nous avons proposé une méthode basée sur une heuristique. Le placement des opérations 
est effectué par un ‘broker’ de requête, qui génère un plan d’exécution placé, en utilisant les 
métadonnées concernant l’état courant du système. Dans cette étape, on choisit les degrés de 
parallélisme des opérations et leur placement initial. 
Espace de recherche 
La complexité de calcul d’une méthode d’allocation de ressources dépend directement de son 
espace de recherche, car le nombre de placements possibles augmente avec l’augmentation de la 
taille de cet espace. Nous avons proposé un moyen pour limiter l’espace de recherche, en se basant 
sur le principe de proximité de données. Plus précisément, quand nous choisissons l’ensemble des 
nœuds-candidats pour le placement d’une requête, nous le limitons aux nœuds-sources, qui stockent 
des fragments des relations interrogées, et aux nœuds-proches, qui se trouvent dans la proximité 
géographique des nœuds-sources. En plaçant les opérations dans la proximité de relations-
opérandes, nous diminuons le coût de communication, qui est l’une des parties les plus importantes 
dans le coût de traitement d’une requête. 
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Stratégie d’allocation de ressources 
Pour créer un plan d’exécution placé d’une requête, nous avons proposé une stratégie, qui est 
basée sur le principe d’harmonisation d’un arbre d’opérations. En effet, un plan d’exécution d’une 
requête est un arbre d’opérations, dans lequel les opérations du niveau plus bas transfèrent les 
données-opérandes pour les opérations du niveau plus haut. Notre méthode détermine le degré de 
parallélisme et la quantité de ressources pour chaque opération, conformément à la quantité de 
ressources allouées pour les opérations qui produisent les opérandes. Cela permet d’utiliser pour 
chaque opération la quantité de ressources nécessaire et d’éviter que des opérations soient en attente 
des opérandes des opérations précédentes. 
ii) Méthode de réallocation dynamique de ressources 
Pour résoudre le problème de la réallocation dynamique de ressources, nous avons proposé une 
méthode avec un contrôle décentralisé. Elle est basée sur le paradigme d’agents mobiles. Ce 
paradigme suppose l’utilisation d’agents autonomes qui sont capables de prendre des décisions 
concernant la migration vers un autre nœud si nécessaire. 
Conditions d’une migration 
Une opération peut être obligée de migrer soit parce qu’un nœud veut quitter le système, soit 
parce qu’un nœud est surchargé. Dans le premier cas, le système lance la migration de toutes les 
opérations vers d’autres nœuds. Dans le cas de la surcharge, le système diminue la charge du nœud, 
en déclenchant la migration d’une opération vers un autre nœud. 
Notre méthode détecte la surcharge d’un nœud, en comparant les ressources disponibles avec les 
besoins des opérations exécutées sur le nœud. Si ces besoins dépassent les ressources disponibles, 
alors le nœud est considéré comme surchargé. Pour estimer les besoins de chaque opération, notre 
méthode utilise le principe d’harmonisation d’un arbre d’opérations, où chaque opération détermine 
ses besoins en concordance avec les performances des opérations, qui produisent ses relations-
opérandes. 
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Stratégie de migration 
Quand la méthode a détecté la surcharge d’un nœud, elle doit déplacer une opération vers un 
nœud moins chargé. Pour choisir une opération à migrer parmi l’ensemble des opérations exécutées 
sur le nœud, nous avons proposé un algorithme d’exclusion de tâches. Cet algorithme choisit une 
opération, dont la migration sera la plus avantageuse.  
Puis, pour choisir un nœud-destinataire pour une opération qui doit migrer, nous avons proposé 
un algorithme, qui fait son choix, en estimant le coût de migration et le coût d’exécution sur chaque 
nœud-candidat. L’ensemble des nœuds-candidats pour la migration est choisi sur le principe de 
proximité de données. Pour estimer un coût de migration, nous avons proposé un modèle de coûts 
pour deux types d’opérations : les opérations de lecture et les opérations de jointure. 
Nature du contrôle 
Pour décentraliser le mécanisme de réallocation dynamique, nous avons utilisé le paradigme 
d’agents mobiles. Nous l’avons complété avec une entité, que nous appelons ‘agent stationnaire’. 
Un agent stationnaire est le coordinateur d’un nœud, qui assure la coopération entre les opérations 
placées sur le nœud. Il surveille l’exécution des opérations et, si nécessaire, demande à une 
opération de migrer dans l’intérêt commun de tout l’ensemble des opérations exécutées. D'un autre 
côté, chaque opération associe à un agent mobile, qui peut prendre ses décisions concernant la 
migration d’une manière autonome. Il peut choisir un nœud-destinataire ou refuser de migrer, s’il ne 
peut pas trouver de placement satisfaisant. 
Dans notre méthode, chaque opération coordonne son exécution avec les autres opérations de la 
même requête et avec les opérations d’autres requêtes exécutées sur le même nœud. 
iii) Evaluation des performances 
Pour évaluer et valider notre méthode, nous avons développé un simulateur de grille de données 
qui permet de simuler deux étapes du traitement des requêtes : l’allocation de ressources et 
l’exécution. Notre simulateur modélise un système avec plusieurs centaines de nœuds, qui exécutent 
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simultanément des milliers d’opérations de requêtes. Nous avons décrit les principes de son 
fonctionnement et le modèle des opérations simulées. 
En utilisant le simulateur développé, nous avons étudié les parties statique et dynamique de 
notre méthode. Les résultats ont montré l’efficacité de notre méthode dans les conditions de 
dynamicité et de grande échelle du système. Le temps de réponse des requêtes de notre méthode 
d’allocation initiale de ressources est 3 fois plus rapide que la méthode de référence en termes de 
temps de réponse. Quant à la méthode de réallocation dynamique proposée dans le cadre de cette 
thèse, elle a diminué le temps d’exécution de 39% dans les conditions dynamiques. Dans le dernier 
cas, nous avons comparé les résultats d’exécution de notre méthode d’allocation initiale de 
ressources avec et sans l’équilibrage de charge. 
2. Perspectives 
Nous terminons notre manuscrit, en présentant certaines voies possibles pour la continuation de 
nos travaux de recherche.  
La méthode d’allocation initiale peut amener à une surcharge d’un nœud, car les différents 
‘brokers’ peuvent placer, indépendamment, plusieurs opérations sur le même ‘meilleur’ nœud. Pour 
éviter cette situation et pour encore améliorer l’efficacité du placement des opérations, il serait 
opportun d’utiliser une coordination entre les ‘brokers’ des requêtes. 
Au niveau de la redistribution des relations-opérandes pour paralléliser une opération 
relationnelle, on pourrait partager ses opérandes en proportion de l’indice de performance des 
nœuds choisis, au lieu de les partager en parties égales. Ainsi, les nœuds plus performants 
recevraient des parties du travail plus importantes, ce qui permet d’améliorer le temps d’exécution 
de l’opération sur ces nœuds. Pour cela, il est préférable d’élaborer une méthode d’estimation de 
performance d’un nœud sur la base de la statistique de son fonctionnement durant une certaine 
période de temps. En effet, les ressources disponibles d’un nœud peuvent changer avec le temps et 
le partage du travail à base de l’état courant seulement n’est pas assez précis et même peut altérer le 
temps d’exécution par rapport à notre méthode. 
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Quant à l’étape de la réallocation dynamique de ressources, il serait intéressant d’étudier la 
possibilité d’améliorer la réaction de notre méthode aux fluctuations de l’environnement, en 
ajoutant un mécanisme de modification dynamique du degré de parallélisme des opérations pendant 
l’exécution. Cela permettrait d’ajuster plus précisément la quantité de ressources allouées en 
concordance avec les besoins d’une opération. 
Ensuite, une voie importante pour continuer nos recherches est l’amélioration des modèles de 
coûts proposés. Ils peuvent être complétés avec les nouveaux types d’opérations, par exemple, 
jointure tri-fusion, jointure à base de semi-jointures, etc. Il est possible de mieux adapter les 
formules utilisées à l’hétérogénéité de ressources pour faire une estimation plus précise. En réalisant 
des expériences complémentaires, on pourrait accumuler plus de statistiques, qui permettraient de 
calibrer nos formules et d’ajouter des coefficients compensateurs. 
Enfin, l’évaluation de performances  de la méthode d’allocation de ressources peut aussi être 
améliorée. Premièrement, on peut réaliser une nouvelle expérience, en augmentant le nombre de 
nœuds et de requêtes simulés. Cela permettrait d’étudier le comportement de notre méthode dans les 
conditions plus proches aux grilles de données réelles. Deuxièmement, l’implémentation d’autres 
méthodes de réallocation dynamique de ressources et leur comparaison avec notre méthode 
permettrait de mieux étudier les points faibles et les points forts de notre méthode. Finalement, on 
pourrait préparer des scénarios de tests plus complexes, avec des requêtes, qui commencent leurs 
exécutions aux moments aléatoires et avec des nœuds qui entrent et sortent du système à n’importe 
quel moment. 
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