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Abstract-Recently, systems such as chemical and nuclear 
plant systems have been increasing in scale and complexity. In 
these systems, once a certain device(unit) in a plant system 
becomes faulty, its influence propagates through the whole 
system, and then causes a fatal situation. To construct the 
safety and reliability of plant systems, the necessity for an 
efficient fault diagnosis technique is increasingly demanded. 
On the other hand, biological systems such as human beings 
can be said to be the ultimate information processing system, 
and are expected to provide feasible ideas to engineering fields. 
Among the information processing systems in biological 
systems, immune systems work as on-line fault diagnosis 
systems by constructing large-scale networks, called immune 
networks(idi0typic networks). In this study, we try to apply 
these immune networks to a fault diagnosis of plant systems. 
And the feasibility of our proposed method is confirmed by 
simulations. 
I .  INTRODUCTION 
Recently, systems such as chemical and nuclear plant 
systems have been more and more increasing in scale and 
complexity. In such systems, once a certain device(unit) 
becomes faulty(abnormal), it often causes a fatal situation 
since the influence of the fault unit propagates through the 
whole system. To prevent the above situation, the fault 
diagnosis technique which realizes the immediate and 
efficient detection of faulty units in the plant system has 
become more and more urgent. 
Such fault diagnosis of plant systems, however, are 
suffering from the following problems: 
1) Faulty states are often detected at the propagated points 
rather than at the failure origins. 
2) Plural equipped sensors become faulty in a short time 
due to the propagated influence of the failure origins. 
Therefore, i t  is necessary to judge the faulty unit exactly 
by integrating the data obtained from the equipped sensors 
in plant systems. To overcome these problems, several 
methods for fault diagnosis of plant systems have been 
proposed by utilizing the CCT (Cause Consequence 
Tree)[ 1][2], SD(Signed Digraph)[3]-[5] and so on. But 
these methods have the following flaws: 
1 )  In CCT, it is difficult to comprehend the structure of 
the plant system since the tree structure does not reflect the 
real one of the plant system. 
2) Enormous efforts are required to construct the SD 
representation of the plant system. 
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As a result, the necessity of developing an efficient fault 
diagnosis method which enables easy implementation to the 
plant systems has been arisen. 
On the other hand, biological systems such as human 
beings can be regarded as the ultimate information 
processing system, and are expected to provide various 
feasible ideas to engineering fields. The information 
processing systems in living organisms can be mainly 
classified into the following four systems(see Fig.1 ): 1 ) 
brain-nervous system, 2) genetic system, 3 )  endocrine 
system, and 4) immune system. 
Among these systems, brain-nervous and genetic systems 
have already been applied to engineering fields by 
modeling as neural networks[6][7] and genetic 
algorithms[8][9], and they have been widely used in various 
fields. The other systems(end0crine and immune systems), 
however, have not been applied to engineering fields 
notwithstanding their important roles. 
Recent studies on immunology have clarified that the 
immune system does not act as a unit-level recognition 
system but as a system-level recognition system by 
communicating among antibodies each of which is 
specifically produced by lymphocytes, and have various 
interesting features such as learning mechanisms and so on. 
Therefore, the immune system can be expected to provide a 
novel information processing methodology to engineering 
fields. So far, several methods have been proposed to 
realize phenomena of the immune system from the 
standpoint of mathematical analyses[ lo]-[ 131. Little 
n 
Br?in-nervous systep 
systeln 
Endocrine system 
U’ 
Brain-nervous system -+ Neural Networks 
Genetic system - Genetic Algorithm 
Endocrine systeni - ’? 
lmmunesystem - ’! 
Fig. 1. Information prcxcssing systems in a biological systenl. 
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attention, however, has been paid to application of the 
immune system to engineering fields in spite of its 
productive characteristics. 
Ishidl1 and Mizzesvn have taken some important steps in 
this direction[ 14][ 151. They devised Hopfield network 
inspired by the work proposed by Prepurcrtu, et al.[ 161, and 
applied it to fault diagnosis of sensors in cement systems. 
But their diagnosis method was limited to devices(units) 
equipped with sensors. ' 
Based on the above fact, in this paper, we develop the 
novel fault diagnosis method of plant systems by 
corresponding the cause-consequent relationship of fault 
propagation of plant systems with the interaction between 
antibodies in the immune system. By using this method, we 
can easily deal with time factors, i.e. fault propagation time, 
and also realize the continuous diagnosis of plant systems. 
In section 2, we will describe the overview of immune 
networks, and in section 3 the proposed fault diagnosis 
method based on the interaction among lymphocytes will be 
presented in detail. In section 4, we will show the 
simulation results. Finally, in section 5, we will discuss 
conclusions and further works of our study. 
11. OVERVIEW OF IMMUNE NETWORKS 
A .  Structure of the immune system 
The main task of the immune system is to detect andor 
eliminate the non-self materials called antigens such as 
virus and cancer cells which come from inside and outside 
of the living system. The basic components of the immune 
system are lymphocytes and these are classified into two 
types, name1 y B-lymphocytes and T-lymphocytes . 
B-lymphocytes are the cells produced by bone mlirrows. 
In a human body roughly. lo1* distinct types of B- 
lymphocytes are contained and each of which has distinct 
chemical structure. Note that the number of neurons in a 
human brain is at most Each type of lymphocyte 
produces "Y" shaped antibodies from its surfaces if the 
antibody detects its specific antigen like a key and lock 
relationship. 
On the other hand, T-lymphocytes are the cells produced 
by thymus, and are classified into three different types; 
suppressor T-lymphocytes, helper T-lymphocytes und killer 
T-lymphocytes. Among these T-lymphocytes, suppressor 
and helper T-lymphocytes perform to regulate the 
production of antibodies from B-lymphocytes as outside 
circuits of B-lymphocyte network(idiotypic networks) 
described in the next section. The above-mentioned 
structure of the immune system is schematically shown in 
Fig.2. 
B. Jerne's idiotypic network hypothesis 
As mentioned above, the immune system protects living 
organisms by detecting and eliminating non-self materials 
which come from inside and/or outside of biological 
systems. To do so, the immune system must possess the 
eXll 
Fig.2. Structure of the immune system. 
functions to distinguish between self and non-self 
successfully. It is well known that the immune system 
consists of various sets of antibodies each of which 
specifically recognize antigen like key and lock relations. 
Recent studies on immunology have clarified that 
antibodies are not just isolated, namely they are 
communicating to each other among different kinds of 
antibodies. 
For the sake of convenience of the following explanation, 
we show the structure of an antigen and antibody in Fig.3. 
In this figure, the relationship between an antibody and its 
corresponding antigen is described. The portion on the 
antigen recognized by the antibody is called epitope(antigen 
determinant), and the one on the antibody that recognizes 
the corresponding antigen determinant is called purutope. 
On the other hand, each type of antibody has also its 
specific antigen determinant called idiotope. 
Based on this fact, N.K.Jerne proposed a remarkable 
hypothesis: idiotypic network hypothesis[ 171-[ 191. This 
network hypothesis, which is fundamentally based on 
clond selection rheoy[20],  is the concept that the immune 
system is constructed as a large-scale closed system of 
lymphocytes paying close attention to mutual interaction 
between lymphocytes. This idea of Jeme's is schematically 
shown in Fig.3. The idiotope Id, of antibody 1 stimulates 
the B-lymphocyte 2, which attaches the antibody 2 to its 
idiotope 
an libody epitope 
Fig.3. Structure of an antigen and antihody. 
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. a  epitope 
paratope 
Fig.4. Jerne's idiotypic network. 
surface, through the paratope P z .  Viewed from the 
standpoint of the antibody 2, the idiotope Id] of antibody 1 
works simultaneously as an antigen. As a result, the B- 
lymphocytes 1 with the antibodies 1 are suppressed by the 
antibody 2. On the other hand, the antibody 3 stimulates the 
antibody 1 since the idiotope Id3 of the antibody 3 works as 
an antigen for the antibody 1. These stimulation and 
suppression chains between antibodies form the large 
closed chain loop which works as a self and non-self 
recognizer. The heart of Jerne's idea is that the self-nonself 
recognition in the immune system is carried out at system 
level. 
111. PROPOSED METHOD OF FAULT DIAGNOSIS 
As mentioned in section 1, faulty states of plant systems 
are often detected at the propagated points rather than at 
failure origin. It is not too much to say that this has been 
preventing the development of efficient and exact diagnosis 
techniques. Therefore, to realize the exact fault diagnosis, it 
is necessary to use and integrate the detected data from the 
equipped sensors efficiently. In this paper, we attempt to 
incorporate the above-mentioned characteristics of the 
immune system to the fault diagnosis problem under the 
following preconditions: 
A. Preconditions 
As a rudimentary stage of investigation, we assume the 
following preconditions: 
1) Sensors are not equipped with all components of plant 
systems, and they inform the state of the equipped 
components as binary states, i.e. fault-free(norma1) or 
faulty(abnorma1). 
2) The reason why a component of the plant system turns 
out to be faulty is either that the component is faulty or 
the failure propagates from the source(upper) side. 
3) The number of failure origins is assumed to be one. 
Namely, simultaneous and complex failures are not 
taken into account. 
assumed. 
exceptions. 
4) No feedback loop in the failure propagation network is 
5) Failure states propagate through branches without 
B.  How should we represent pilint systems f o r  jiiiilt 
dingnosis K 
First of all, we have to investigate the suitable 
representation method of plant systems for failure 
diagnosis. Since we attempt to develop the fault diagnosis 
technique based on the conventional model-based 
technique, i t  is satisfactory to consider that the 
representation of the model to identify a failure origin of 
plant systems should be easy to construct. A typical 
example of the conventional representation method of 
model-based fault diagnosis techniques is the Signed 
Digraph(SD) method. This method, however, has a fatal 
flaw; enormous time is necessary to construct the SD 
representation of plant systems. Thus, to implement our 
method quickly to the actual plant systems, we should 
notice that the representation of the model for a fault 
diagnosis has to reflect the real structure of the plant 
system. 
Kokawa et al. proposed an interesting representation 
method for this problem, called the fliilure propagarion 
network[21]. In their method, the failure propagation 
network of the plant system is constructed from devices of 
the plant or failure mode of devices(units). And 
digraphs(branches) are assigned to the failure propagation 
relations between units according to the direction of failure 
propagation. For easy understanding, a simple example of 
this representation is shown in Fig.5. The same figure (a) 
denotes the simple pump-tank system which is constructed 
using two tanks and one pump. And a sensor for the 
detection of a failure origin is equipped with the pump. The 
failure propagation network of this system is also shown in 
the same figure (b). The units 1, 2 and 3 denote the device 
of the plant system, namely the tank 1, pump and tank2, 
respectively. Note that the units 1, 2 and 3 can have another 
meaning, i.e. failure modes of devices of the plant system. 
For example, we can correspond the units 1 and 3 with the 
fact that the water levels of the tank 1 and 3 are lowered 
respectively, and the unit 3 with the abnormal state of the 
tank 1 
(a) A pump-tank systcin . .  
(b) Failure propagati& network o f (a )  
Fig.5. A simple example. 
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pump. But in their method of fault diagnosis, i t  is difficult 
to realize time-continuous diagnosis. 
C. Immune network represelztarion for  jiiilure diagnosis 
C. I E-lvmpkocyte network 
To realize time-continuous fault diagnosis, we 
incorporate the dynamics of the immune networks to the 
failure propagation network by devising its structure. The 
proposed representation of the failure propagation network 
of the pre-mentioned pump-tank system in Fig.5 based on 
the immune network is schematically shown in Fig.6 as a 
practical example. In this representation, each unit is 
regarded as a distinct antibody or B-lymphocyte. The main 
difference between the failure propagation and immune 
networks approaches is that the each branch of the former is 
replaced by bilateral digraphs as shown in the figure. In the 
same figure, the solid arrow(digraph) from the effect side to 
the source side works as stimulation, whereas the dotted 
m o w  from source to effect works as suppression. These 
stimulation and suppression relations correspond exactly to 
those of immune networks shown in Fig.4. And the 
equipped sensors are also regarded as units. For simplicity, 
we limit the information about the state of the device of the 
plant system detected by the equipped sensor into binary 
states, i.e. fault-free(norma1) or faulty(abnormal), and this 
information works as an antigen. 
C.2 Failure origin ratio and stimulation /suppression 
To realize the exact fault diagnosis, we assign variables 
which reflect the state of the devices to each unit, called 
failure origin ratios. This variable is normalized between 0 
and 1 as described later, and we regard its meaning as: 
If the failure origin ratio of a certain unit increases, the 
possibility of failure origin of the unit increases, or 
otherwise decreases. 
Note that the failure origin ratio corresponds to the 
concentration of antibodies or B-lymphocytes in  the 
immune network. 
The failure origin ratio of a certain unit is varied by the 
stimulation and suppression of its adjacent units on both 
sides, and the stimulation or suppression from the sensor if 
i t  is equipped with the unit. The magnitudes of the 
stimulation and suppression vary based on the failure 
origin ratios of the adjacent units. The details of these 
dynamics is discussed later'in this paper. 
Next we investigate the interactions of the stimulation 
and suppression in detail. For the ease of explanation, we 
use the simple system as shown in Fig.7. When the sensor 
@FEE@ stimulation (qzmq 
tank 1 / Dump tank2 
detects the faulty state of the unit i, it stimulates(increases) 
the failure origin ratio xi of the unit i. The increase of the 
failure origin ratio means that the unit i has the possibility 
of being faulty. At the same time, the detection of the faulty 
state of the unit i can be also considered to be caused by the 
propagation of the influence of the failure origin that exists 
on the source side(causa1 side) of the uni t  concerned. 
Therefore, the failure origin ratio xi.1 of the adjacent unit i-1 
on source side is increased by stimulation of the unit i. And 
in this case the failure origin ratio xi+l of the unit i+l is 
decreased by the suppression of the unit i ,  since we assume 
that the number of the faulty units is one as described in 111- 
A .  
On the other hand, when the sensor detects the fault-free 
state of the unit i ,  it suppresses(decreases) the failure origin 
ratio xi  of the unit i. This means that the unit i has the 
possibility of being fault-free. At the same time the 
detection of the fault-free state of the unit i can be caused 
by the fact that the failure origin does not exist on source 
side of the unit concerned. Thus, the stimulation between 
the unit i and i-1 decreases the failure origin ratio xi.1 of the 
unit i-1 as the value of xi decreases. With respect to the 
failure origin ratio xi+l of the unit i+l which exists on effect 
side, however, in this case it is difficult to judge whether 
the unit i+l is the failure origin just by the decrease of X i  . 
Thus, in this study we do not vary the failure origin ratio 
xi+l of the unit i + l .  In other word, it depends on the 
stimulation from the unit i+2. 
From the above consideration, we calculate the failure 
origin ratio xi as follo ws 
= ( b  (xi + I )  - d (xi - 1 )  + si - k }xi  , (1) 
h 
xi = 1 (2) 
1 +ex/> ( a ( X i - a ) ) )  
where k and a are positive constants, and a is a negative 
constant. The first and second terms on the right hand side 
of (1) denote the stimulation and suppression from the 
adjacent units, i.e. x,+l and xi-1, respectively. And the third 
term represents the stimulation or suppression from the 
equipped sensor. The fourth term denotes the dispassion 
factor to ensure the global stability of the immune network. 
Equation (2) is for normalizing the failure origin ratio xi 
suppression- 
unit 6 
suppression 
suppression 
Fig 7. The interactions between un16. 
*.- e 
Fig.6. The immune network lor  faull diagnosis. 
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between 0 and 1. 
For exact diagnosis, it is plausible to assume that the 
stimulation and suppression rates, i.e. h(xi+l)  and d(xi-l), to 
the unit i are the function of the failure origin ratio of its 
adjacent units, respectively. In this study we use the 
following simple functions by setting thresholds as 
where 8 denotes the threshold, and Bi and D ,  ( i  = 1, 2, 3) 
represent the intensities of stimulation and suppression 
rates, respectively, and these parameters satisfy the 
following relations 
( 5 )  
(6) 
0 < B1 < B2 < B 3 ,  
0 < D1 < D2 < Dg . 
Fig.8 is the phase plane which depicts the intensities of 
stimulation and suppression rates expressed in (3) and (4) in 
the xi+l/xi-1 plane. The number of +/- represents the 
intensities of stimulation and suppression rates. In the same 
figure, white portions depict the equilibrium regions where 
the magnitude of stimulation is equal to that of suppression, 
namely Bj = Di + k ( i  = 1,2,3).  
C.3 T-lvmphocvte circuits 
The above-mentioned B-lymphocyte network for fault 
diagnosis cannot by itself detect the failure origin exactly. 
Recent studies on immunology have revealed that the 
adequate production of antibodies requires not only B- 
lymphocytes but also T-lymphocytes, and the latter 
regulates the former by forming a kind of circuit outside B- 
xi-1 I ..... DJ+k 
X .  
1+1 
B2 B3 
stimulation 
BJ 
Fig.8. Stimulation and suppression Ihresholds. 
lymphocyte networks. In Jeme‘s original immune network 
hypothesis, the distinction between B- and T-lymphocyte is 
open to question. Therefore, to make the immune network 
more productive in engineering fields, i t  is necessary to 
incorporate regulation by T-lymphocyte into B-lymphocyte 
networks. 
From the above consideration, we investigate the suitable 
T-lymphocyte circuit for the B-lymphocyte network applied 
to the fault diagnosis. Note that the structure of the B- 
lymphocyte network based on the failure propagation 
network for the fault diagnosis of plant systems can be 
classified into three basic types: linear and 
converging/diverging junction types. Any structure of B- 
lymphocyte networks can be constructed by combining 
these basic types. As space is limited, let us briefly discuss 
the suitable T-lymphocyte circuit for each type: 
(a) Linear type 
Fig.9 shows the typical example of this type. As shown in 
this figure, this system is constructed by seven units and 
three sensors. The proposed T-lymphocyte circuit is 
depicted in the heavily shaded portion. What has to be 
noticed is that the sensor units are regarded as T- 
lymphocytes and the information detected by sensors, i.e. 
normal or abnormal, corresponds with antigens in  the 
immune system. Based on these consideration, in the case 
of this type, the third term of (1  ) is expressed as 
(7) 
if sensor i is equipped with the unit i si = 
where s ~ , ,  and s d ~  denote the stimulation by the sensor i 
and the suppression by the sensor j which is the nearest one 
from the sensor i on the source side. And the s/,,i and Sdj 
are determined depending their state as 
(8) sensor i informs normal state 
otherwise 
where 
and 
(9) 
(10) 
< Sbnormd < Sh u/~novrnn[ 
(SF/ sensor j informs normal state 
otherwise 
S d j  = 
S;rbno,-lllal 
where 
(11)  < sdno’-l”o/ < Sdcf/~no,- lno/  
Using these equations, we can detect the failure origin 
efficiently. The relationship between the information from 
the sensors and the candidates of failure origins in the case 
of Fig.9 are listed in Table I. 
(b) Converging junction type 
An example of this type is depicted in  Fig.10. This 
system consists of nine units and three sensors. And the 
proposed T-lymphocyte circuit for this type is depicted in 
the heavily shaded portion. Note that, in this system, the 
units 4 and 6 have multiple suppression inputs (unit 3 and 9 
for unit 4, and unit s2 and s7 for unit 6). Therefore, to 
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(ZZEz) C3ZZXal;i;) 
direction of failure propgation 13 13 
B-lylnphorye network level 5 2  
0 
0 
0 
4 stmulalion ---e suppression 
Fig.Y. An example of linear type, 
TABLE I 
THE KELATIONSHIP BETWEEN SENSOR lNFORMAl IOS AND TAN0II)A TES OF 
s7 s6 candidaim of failurc iwigiiis 
0 0 nnne 
0 x unit #3,4,5,6,8,9 
X 0-x unil#7 
FAILURE ORIGIN 
0-x: normal state turns to abnormal state after &e propagation time. 
realize an exact diagnosis, we should devise the suppression 
term in (1). Assuming that the unit i is suppressed by m 
units, we replace the suppression tern] of the unit i as 
where x, denotes the failure origin ratio of the u n i t j  which 
is one of the m units being suppressing the unit i. By 
incorporating this equation into (11, we can detect the 
failure origin. The relationship between the information 
from sensors and the candidates of failure origins in the 
case of Fig. 10 is listed in Table 11. 
(c) Diverging junction type 
An example of this type is depicted in Fig. 11. The 
proposed T-lymphocyte circuit for this type is depicted in 
the heavily shaded portion. This system consists of eight 
units and three sensors. Among the three basic types, this 
Fig. IO. An exaniple of converging junction type 
TABLE I1 
THE RI~IATIONSIIIP BE'IWEEN SENSOR INFOKMATION AND CANl>lDAl'KS OI' 
I X I  0 1  0-x [I unit # I ,  2 1 
0: normal (fault-free), x: abnornial (fauliv) 
O j x :  nornial statc tuns- to abnormal state after the pr6pagation tinie. 
type requires the most complicated T-l ymphocyte circuit, 
since i t  is necessary to judge whether a failure origin locates 
before or after the junction points. Therefore, we set another 
unit regarded as a kind of T-lymphocytes, called dummy 
sensor. This dummy sensor is equipped with the unit at the 
junction point and works to integrate the information 
detected by the sensors located just after the junction point 
on each diverging branch. To realize the above functions, 
we divide the output of dummy sensor into a set of 
stimulation dsb,; and suppression A d , ; .  The stimulation d.~l),; 
is assumed to flow from the dummy sensor to the unit at the 
junction point and the suppressions dsd,j. to the unit which 
is equipped with the sensor just after the junction point on 
each diverging branch. The magnitudes of ds/,,i and d.s,l,i 
are determined as 
In the above equations, 1.' denotes the number of sensors 
which inform abnormal state among the ones located just 
after the junction point on each branch. There are several 
suppression paths from the dummy sensor concerned, but 
for simplicity, we assume that all d . ~ d , ~  are identical. 
Another point requires to devise is the stimulation ratio of 
the unit at the junction unit. This can be easily done in the 
same way of (12). Assuming that the unit i is stimulated by 
n units, we simply replace the stimulation term of ( I  ) as 
f: b (xd 
h ( X i + l )  -+ t = l  (17) n 
By integrating these equations into equations from ( 1  1 to 
(1 I ) ,  we can detect a failure origin in this type, For the ease 
of understanding, the relationship between the information 
from sensors and the candidates of failure origins in the 
case of Fig. I 1 is listed in Table 111. 
39 
Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on April 12,2010 at 04:18:05 UTC from IEEE Xplore.  Restrictions apply. 
B-lymphape XIW& level 
.. .. 
Fig. 1 1 .  An example of diverging junction type 
TABLE 111 
THE RELATIONSHIPBETWEEN SENSOR INFORMATION AND CANDIDATES OF 
FAILURE ORIGIN 
O j x :  normal Stale turns io abnormal stale after he prhpagaiion lime. 
IV. SIMULATION RESULTS 
In this section we apply our proposed fault diagnosis 
method to the pump system (Kokawa et al.) shown in 
Fig. 12 as a practical example. 
In the same figure, sensors are equipped with the device 
#9, 15, 17 and 19. The immune network representation of 
this system is depicted in Fig.13. In the same figure, as 
space is limited, T-lymphocyte circuits are omitted. Note 
that the dummy sensors of this network are equipped with 
the unit #1, 3, 11. For the sake of convenience, the 
flow control 
7 valve 15 
1 - :LPGIine - - - - 
-- :air line :electric line 
Fig.12. Pump system (Kokawa el a/ . ) .  
f- stimulation 
suppression 
Fig 13 The imiiiune network representation of Fig. 12 (B- 
lyniphocyle nelwork). 
a sensor +*.--- 
TABLE IV 
THE RI<I.A I~IONSHIPBE'IWEEN THE EQIIIPPBD SENSOR OLWPlT PATI'EKNS ANI) THE 
CANDIDATES OF I:AII.URE ORIGINS 
relationship between the observed patterns of the equipped 
sensor outputs and the candidates of failure origins is listed 
in Table IV. 
To confirm the validity of our proposed method, we 
carried out simulations of the pattern 2 and 3 listed in Table 
IV as practical examples. The results are depicted in Fig.14 
and 15. In these simulations, we set the parameters, such as 
threshold values of stimulation/suppression of all the units 
identical. The details of the conditions of the simulations 
are listed in Table V. In Fig.14, after the detection of the 
abnormal state of the unit 9, the failure origin ratio of the 
unit 9 increases dramatically. We can see this makes the 
failure origin ratios of the unit 7, 6 and 5 like chain 
reactions. As a result the adequate candidates of the failure 
origins can be obtained. On the other hand, in Fig. 15 we 
also turn the unit 19 to be abnormal at the time t = 200. 
After this time, it can be seen that the failure origin ratio of 
the un i t  9 and 7 decrease rapidly, and the adequate 
candidates, i.e. the units 2, 3 and 4 emerge by the local 
interactions between the units. Although these cases are 
quite simple, our method can be applied in general. 
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v .  CONCLUSIONS AND FURTHER WORKS 
I .m 
0.91 
0.90 
0.85 
0.80 
0.7.3 * 0.70 .Q 0.6s 
:B ::E 
p 0 , s  
0.4s 
0.40 
0.35 
0.30 
o x  
0.u) 
0. I 5  
0.10 
0.0s 
t h e  sensor 9 defects 
the abnormal state. 
Fig. 14. Stimulation rcsull in Ihc case Uie unit 9 is abnormal. 
TLms 
the senaor 1 9  detecta 
the abnormal atate. 
Fig. 15. Simulation result in the case the unit 9 and 19 are abnormal. 
TABLE V 
PARAMETERS OF THE SIMULATIONS 
k = 0.005, 
B1 = D1 = 0.0, 
B3 = D3 + k = 0.05, 
0; = 0.4, 
e,' = 0.02, 
S6noritrcrl = o.o, 
~ l ; ~ ~ ~ ' ~ ~ l =  = 0.04, 
DsF = 0.0, 
Dsf = 0.0 
D s ~  = 0.0083 h 
a= 0.5 
B? = D' + k = 0.025 
01,' = 0.7 
e,' = 0.75 
~ , , ~ l b f l O l ' l ~ K d  =0.1 
Sdobnonna' - D s ~ = O 0 . 1 3  
D s t  = 0.09 
(for the dummy sensor #1) 
(for the dummy sensor #3,11) 
In this study, we investigated the fault diagnosis of plant 
systems inspired by the immune network in biological 
systems. The most interesting point of our approach is that 
each unit calculates its own failure origin ratio locally by 
referring the failure origin ratios of the units on both sides, 
and as a result the failure origin can be detected. Moreover, 
we show that our method can realize time-continuous 
diagnosis. And the simulations are carried out to confirm 
the validity of out proposed method. 
Although our fault diagnosis technique is quite different 
approach compared with the conventional ones, i t  still in a 
rudimental stage. Therefore, the following improvements 
can be listed as further works: 
1 )  The final values of the failure origin ratios show the 
tendency to level off at 1 or 0. To realize the exact fault 
diagnosis, we should devise the sti mulation/suppression 
dynamics to make the failure origin ratios reflect the 
reliability of the unit precisely. 
(2) In this study, we limit the sensor information to the 
binary state, i.e. normal or abnormal. Thus, i t  is worth 
pointing out that we devise to use the intermediate level 
information on unit state of plant systems. 
(3) we should improve the structure of the immune network 
for fault diagnosis to be feasible even under the 
unfastened preconditions. 
In spite of the interesting characteristics such as selfhon- 
self recognition, learning ability and so on, so far little 
attention has been given to applications of the function of 
the immune system to the engineering fields except for 
several mathematical analyses. We believe that the immune 
system provides a lot of productive ideas to the engineering 
fields. We are now planning to develop a novel control 
method for autonomous robots and so on. 
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