ABSTRACT The state of charge (SOC) is a critical evaluation index of battery residual capacity. The significance of an accurate SOC estimation is great for a lithium-ion battery to ensure its safe operation and to prevent from over-charging or over-discharging. However, to estimate an accurate capacity of SOC of the lithium-ion battery has become a major concern for the electric vehicle (EV) industry. Therefore, numerous researches are being conducted to address the challenges and to enhance the battery performance. The main objective of this paper is to develop an accurate SOC estimation approach for a lithium-ion battery by improving back-propagation neural network (BPNN) capability using backtracking search algorithm (BSA). BSA optimization is utilized to improve the accuracy and robustness of BPNN model by finding the optimal value of hidden layer neurons and learning rate. In this paper, Dynamic Stress Test and Federal Urban Driving Schedule drive profiles are applied for testing the model at three different temperatures. The obtained results of the BPNN based BSA model are compared with the radial basis function neural network, generalized regression neural network and extreme learning machine model using statistical error values of root mean square error, mean absolute error, mean absolute percentage error, and SOC error to check and validate the model performance. The obtained results show that the BPNN based BSA model outperforms other neural network models in estimating SOC with high accuracy under different EV profiles and temperatures.
I. INTRODUCTION
Global warming, climate change and greenhouse gas (GHG) emissions caused by diesel, petrol-based vehicles have emerged the urges of the implementation of electric vehicle (EV) technologies [1] , [2] . EVs are regarded as the clean and energy efficient mode of transportation in recent decades and the operation of these vehicles are highly dependent on energy storage performance and management system [3] . EV technologies are growing along with the development of different categories of energy storage devices including lead-acid battery, lithium-ion battery, Ni-MH battery and Ni-Cd battery [4] , [5] . Among these, lithium-ion battery has achieved huge popularity for EV operation because of its lucrative features including long lifespan, fast charging, high energy density, high thermal voltage, low memory effect, low pollution and light weight [6] , [7] . However, the high initial cost, temperature impact, unstable performance during overcharging and overdischarging operation, reliability and safety issues and precise residual energy estimation of the lithiumion battery have become major concerns for the efficient lithium-ion battery operation in a longer lifetime for future EV uses [8] . Therefore, research and development are being actively performed to address the challenges and improve the lithium-ion battery performance.
The state of charge (SOC) is a critical parameter to signify the current and available charge of a battery. However, it is difficult to estimate SOC of the battery due to the battery nonlinear characteristics and complex electrochemical reactions.
For instance, ampere-hour method uses current integration to estimate SOC which is the easiest method and can be implemented with low power consumption [9] . However, the method suffers from difficulties in determining the initial value of SOC which causes a cumulative effect. Open Circuit Voltage (OCV) is another frequently used approach which achieves high accuracy in SOC estimation [10] . Nevertheless, OCV needs long duration before it reaches a stable condition. The electrochemical models [11] , [12] based on the physical principles use lots of parameters with partial differential equations to predict the battery SOC. However, the heavy computational load increases the implementation complexity in practical use. Battery impedance is estimated using the concept of Electrochemical Impedance Spectroscopy (EIS). EIS utilizes inductances and capacitances over a wide frequency spectrum depending on a suitable electrochemical model. Nonetheless, impedance based models are sensitive to aging and temperature that cause difficulty for the reproduction of EIS results. Kalman filter method has the ability to reduce the high extent of noise in current measurements [13] . Nonetheless, the Kalman filter model has high mathematical computation and is extremely vulnerable to aging, temperature and highly non-linear systems. Fuzzy logic is an intelligent algorithm that estimates SOC considering aging, temperature, and noises [14] . Nonetheless, the fuzzy method requires a huge amount of training data, lots of computation as well as a costly processing unit. Support vector machine (SVM) has satisfactory performance in the modeling of a nonlinear and high dimensional battery. Besides, SVM can estimate SOC quickly and accurately [15] . However, highly complex computation makes the process difficult to be executed in the battery energy management system (BMS).
To address the above shortcomings, a new advanced neural network (NN) technique for estimating SOC is proposed in this study. NN has robust algorithm to perform under different battery dynamics, dynamic loads, and different temperatures. The main benefits of using NN are that they do not need the mathematical model and they are capable of handling any nonlinear and complex system. Nonetheless, NN has some challenges in determining the most influential features, activation function, number of neurons in hidden layer and learning rate. Many NN based methods have been investigated for SOC estimation of the lithium-ion battery [16] - [21] . However, most of them have used trial and error for finding the correct value of hidden layer neurons, learning rate and other parameters that consumes a lot of time. To solve the above issue, BPNN with optimization technique is used in this study for finding the appropriate value of hidden layer neurons and learning rate.
The optimization technique is important in SOC estimation for achieving the best values of various parameters in battery models under different conditions. This paper uses the feedforward BPNN battery modeling which updates the weights and biases of each hidden layer to minimize error. There are several techniques for the optimization of NN such as genetic algorithm (GA) [22] , particle swarm optimization (PSO) [23] , backtracking search algorithm (BSA) [24] and artificial bee colony (ABC) algorithm [25] . Among them, BSA algorithm outperforms the other algorithms since BSA is easy to implement with few parameters that is fast, efficient and robust to control parameters. BSA is an advanced optimization technique to find the optimum solution using historical population and map matrix to overcome the local minima trap through exploration and exploitation. The effectiveness of BSA over other optimization algorithms can be found in [26] . The BPNN with BSA has already been used for weights optimization [27] and node tuning [28] . However, lithium-ion battery modeling with BPNN based BSA being used for both tuning hidden layer neurons and learning rate has not been explored.
SOC is one of the crucial factors in BMS, which indicates the driving mileage and specifies the residual energy [29] . High accuracy of SOC estimation not only assures reliable operation but also provides information about remaining useful energy [30] , [31] . Also, an effective and accurate SOC estimation strategy delivers information about the rate of charging, discharging and battery health degradation which is essential for optimal energy management [32] . Thus, an appropriate SOC estimation will prevent the batteries from occurring abnormalities such as over-charge, overdischarge and over-heating which will enhance the reliability and increase the lifespan of batteries. Nevertheless, accurate estimation of SOC for a lithium-ion battery is a challenging task due to the nonlinear, time-varying characteristics and complex electrochemical reactions. Furthermore, lithium-ion battery is very sensitive to some internal and external factors. The SOC is estimated using current capacity divided by nominal capacity [33] which is shown in (1) .
where SOC init is the initial value of SOC, i is the battery current, η is the columbic efficiency, t is time and C n is the nominal capacity. In this paper, an optimal BPNN model based BSA algorithm is developed to improve the accuracy by finding the best value of hidden layer neuron and learning rate. The study was conducted with two different EV drive profiles at three different temperatures. The performance of the proposed model is assessed based on root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE) and SOC error and then compared with the radial basis function neural network (RBFNN), generalized regression neural network (GRNN) and extreme learning machine (ELM) algorithms for verification and validation purpose.
II. BPNN MODEL
A three-layer feedforward BPNN model is used in this research for the estimation of SOC. The first layer is the input layers to characterize the inputs variables, the second layer consists of one or more hidden layers and the third layer is the output layer to characterize the output variables. The flowchart of BPNN structure is divided into four steps as shown in Fig. 1 .
The detail explanation of each step is summarized in the following steps.
Step 1: Initialize weight and bias to random variables.
Step 2: The hidden layer uses log-sigmoid function as a transfer function which is defined as,
For input pattern p, the i-th input layer node holds x p,i . Net input to j-th node in the hidden layer is,
where, w j,i is the weight from the input layer to the hidden layer, θ j,i represents the bias from the input layer to the hidden layer. Output of j-th node in the hidden layer is,
Net input to k-th node in the output layer is,
where, w k,j , θ k,j , are the weight and bias from the hidden layer to the output layer, respectively. Output of k-th node in the output layer is,
Step 3: The error is estimated and propagates backward from the output layer to the hidden layer. The error in the output layer is computed as,
T k is the true output. The error in the hidden layer is calculated as
Step 4: In this stage, error and biases are updated. Weights are updated using the following equations
where α is the learning rate. Biases are updated using the following equations
The BPNN algorithm has computation complexity such as slow convergence, data overfitting and can easily be trapped into local minima. However, the computational complexity of BPNN can be addressed by choosing the appropriate training algorithm, activation function, number of hidden layers, number of neurons in the hidden layer and learning rate. In this research, BPNN training is performed using Levenberg-Marquardt (LM) algorithm because it has good training speed and maintains very good accuracy [34] . The most widely used sigmoid activation is used to approximate the threshold function [35] . BSA is employed to optimize the hidden layer neurons and learning rate which will improve the computation efficiency of training BPNN.
III. DATA DESCRIPTION
In this stage, the input variables and samples are collected. 18650 LiNiMnCoO 2 /NMC cell is chosen for the experiments. This type of lithium-ion cell is suitable for EV application due to its high voltage and capacity. The test battery has nominal voltage and capacity of 3.6 V and 2.0 Ah, respectively. The range of voltage lies between 2.5 V and 4.2 V. The test battery can hold a maximum current of 22 A. The specifications of the test battery are shown in Table 1 . Two EV cycles named Dynamic Stress Test (DST) [37] and Federal Urban Driving Schedule (FUDS) [38] are used for data training and testing. These drive cycles have a diversity of current profile in terms of different amplitude and time duration with regenerative charging. The duration for completing one cycle of DST and FUDS is 360 seconds and 1372 seconds, respectively [36] . In order to validate the proposed model, data were collected from the center for advanced life cycle engineering (CALCE) battery group [39]. CALCE obtained the data from a custom built battery test bench which included NMC cells, an Arbin BT2000 battery test system for controlling battery charging and discharging, a thermal chamber to control temperature and a host computer with Arbin software to observe and control data information [36] . The battery cell was charged by constant current-constant voltage (CCCV) method. The measurements were recorded in a 1-second interval. Data were collected at a low temperature of 0 • C, room temperature of 25 • , and a high temperature of 45 • C. Three most influencing factors such as voltage, current, and temperature are selected for data pre-processing and normalization. The selection of three features is logical since current, voltage and temperature have a substantial impact on battery performance. SOC is varied at different charging and discharging current rates. A high discharge current rate causes a rapid decrease in SOC. Moreover, battery SOC has a strong relationship with voltage since increment of SOC causes a rise in voltage. However, open circuit voltage as well as charging and discharging currents of the battery change in different temperature conditions. The reason is that battery holds a small capacity at low temperatures due to the rise of internal resistance.The zoom view of current profile, consecutive cycles of current and voltage profile for DST and FUDS are shown in Fig. 2 and 3 , respectively. It shows that the current profile of DST is more stable and has less oscillation than that of FUDS.
IV. TRAINING AND TESTING DATA
Three important significant factors such as current, voltage and temperature are selected for BPNN training. The training data of BPNN can be made more efficient and robust through appropriate normalization of data. The normalized data can enhance the convergence rate and able to remove the negative influence. In this study, input and output are normalized to a range between -1 and 1, as shown in (17)
Where, x max and x min are the maximum and the minimum values of input vector x of the BPNN model. The validation dataset is scaled using the same range used in the training data.
The selected EV drive cycles were scaled down based on voltage and capacity. In this study, 20 consecutive DST cycles and 5 consecutive FUDS cycles have been chosen for discharging the battery. Two EV drive cycles are divided into two data sets. The developed model is trained using 70% data set (5040 samples for DST and 4802 samples for FUDS) and tested using 30% data set (2160 samples for DST and 2058 samples for FUDS). In this study, the maximum numbers of epochs are 1000 and the performance goal is set as 0.000001. The SOC estimation results of BPNN based BSA model is compared with the reference value. Statistical error terms are used to evaluate the results of the proposed BPNN based BSA model including RMSE, MAE, and MAPE. The mathematical equations of this statistical errors are expressed as follows:
Where, I es represents the estimated value, I a is actual value and n is number of observations.
V. PROPOSED BPNN BASED BSA MODEL
The estimation of the SOC begins with the collection of three input variables of DST and FUDS drive cycles at three different temperatures. Then, data is pre-processed and normalized. A low pass finite impulse response (FIR) named moving average filter is used for smoothing the sampled data. After that, the hidden layer neurons and learning rate are optimized using BSA algorithm based on the minimum value of RMSE. Finally, the data are proceeded for training and testing using BPNN activation function. Fig. 4 shows the schematic diagram for estimating SOC using BPNN based BSA. The overall process is categorized into four stages which are described as follows: Stage I. In this stage, the input variables and samples are collected. Three most influencing factors such as voltage, current, and temperature are selected for SOC estimation. Then, the sample data is moved through the average filter to reduce the noise.
After that, the sample data is normalized. Stage II. In this stage, after data pre-processing and normalization, the BPNN model is used for SOC estimation. Stage III. The optimal number of hidden layer neurons and learning rate of BPNN model are computed based on BSA algorithm to enhance the accuracy of SOC. Stage IV. The proposed model is trained and validated using training and testing data with the optimal value of hidden layer neurons and learning rate. Finally, SOC and SOC error is calculated.
A. BSA ALGORITHM
The parameters of BPNN are quite significant for the algorithm performance. The learning rate parameter can be used to identify if the values are stuck in local minima. In contrast, the hidden layer neurons control the time complexity of the algorithm. In general, if the hidden layer neurons are higher than the optimal value, overfitting may take place, and this will lead to high deviation in training performance, estimation error rate and slow convergence rate. On the other hand, the underfitting and high variance may occur when the numbers of hidden neurons are less than the optimal number.
The initial values of these parameters are set randomly or by experience or by trial and error method, and it is not possible to ensure that the best solution is achieved. Therefore, the parameter estimation based on BPNN with trial and error process may not be appropriate and takes long duration for training. To improve the accuracy as well as to increase the computational speed of BPNN, BSA algorithm is employed for obtaining the best value of hidden layer neurons and learning rate.
BSA is newly developed a meta-heuristic population-based effective algorithm to solve the complex and non-linear optimization problems. The goal of BSA optimization is to improve the performance efficiency of the proposed BPNN method as well as give reliable SOC estimation with less variance, less error and the best fitting for the prediction function. BSA is capable to operate large dimensional problem for the optimum solutions using the historical population and map matrix concepts. With the help of historical population, BSA explores and exploits the better solution to address the local minima trap. On the contrary, map matrix does the necessary correction to change the search direction in order to confirm the accurate movement during the exploitation search [26] . The BSA algorithm initiates by addressing three quantities, iteration (T), population size (N), and dimension (D). The steps of the BSA algorithm are explained as follows [40] .
Step 1 (Initialization): In this stage, the primary and historical populations are generated using uniform distribution within the boundary constraints. Then, the objective function of each population is calculated. Primary population,
Objective function of primary population,
Historical population,
Objective function of historical population,
Where n ∈ {1, 2, 3, . . . , N } and d ∈ {1, 2, 3, . . . , D}. ∪ is the uniform distribution. Step 2 (Selection-I): BSA has the decision to update the historical population at the starting of each iteration. The historical population is revised based on 'if-then rules', as presented by (25) .
where, := is the update operation. BSA defines a population which is randomly chosen earlier generation as the historical population and memorizes this historical population until it is updated. After that, a random shuffling function is applied to revise the order of the individuals.
Step 3 (Mutation): Mutation is the procedures for obtaining the new population of the primary and historical population. The new population is known as trial population which can be expressed by (27) ,
where, F represents the control parameter which changes the amplitude of the search direction matrix and can be mathematically represented by,
Where, randn is a function which generates normal distribution number (0∼1).
Step 4 (Crossover): In this stage, the final version of the trial population is formed within the boundary condition. This section can be divided into two parts:
Step 4(a) (Part-I): The elements of individual are controlled by introducing map matrix which have the same size of Pop. Map matrix finds the mutant by governing the individuals to be manipulated and updated through mutation process. The development of the map matrix can be expressed using (29) (30) . Map matrix initialization,
If a < b|a, b ∼ ∪(0, 1), then for n from 1 to N do
where for n from 1 to N do. Thus, the final trial population,
Step
4(a) (Part-II):
The final trial population is checked based on boundary range. Step 5 (Selection-II): In this stage, the trial population generated in the crossover section is used to verify the objective function. Thereafter, the objective function is recalculated for each population using (33) and is compared with the previous population (y Pop ). Consequently, the objective function is updated until the maximum iteration number is achieved. Finally, the optimal value of hidden neurons and learning rate are determined using the minimum value of the objective function.
Trial population objective function,
Detail pseudo code of BSA algorithm is shown in Fig. 5 .
B. PARAMETER SETTING AND MODEL EXECUTION
In BSA algorithm, the training process of BPNN algorithm is used to update the hidden layer neurons and learning rate as well as to assess the objective function of population. First, the initial values of BSA parameters are set. For this study, the size of the population is 100 and iteration number is 250. Also, the value of mix rate is taken as '0.9'. The number of dimensions is assigned as 2. In addition, the boundary limit of two dimensions; hidden layer and learning rate is assigned. For hidden layer, the limit is between '1' and '50' and for learning rate, the limit lies between '0' and '1'. The population of hidden layer neurons and learning rate is generated randomly using the boundary range. The BPNN training process is executed using the primary and old population of hidden neurons and learning rate. Then, the objective function (i.e., RMSE) of the primary and old population is assessed. The equations from (21) to (24) are applied to perform the process. The iteration process initiates to upgrade the historical population based on the 'if-then rule' using (25) . The orders of the individuals are revised based on random shuffling function. The trial population is generated through the execution of mutation process with the primary population and the updated historical population achieved from the previous step and control parameter using (27) . The binary map matrix is generated to control the number of the individual to be updated and manipulated using (30) . The final form of the trial population is generated using (31) and the boundary limit of the trial population is checked using (32) . Accordingly, the objective function of trial population is evaluated and compared with the previous value. If the evaluated value of the objective function is less than that of the previous value, the objective function is updated until the maximum iteration is achieved. The minimum value of RMSE for hidden layer and learning rate are determined by the best population value found through all iterations. Thus, the BPNN is trained with the optimal number of hidden neurons and learning rate to achieve the best parameters. Finally, the SOC is calculated and the performance of the proposed model is verified using different statistical error terms. It is clearly visible from the two cycles that the value of RMSE decreases as the temperature rises.Ambient temperature has a significant effect on battery SOC. The increment of ambient temperature results in an increase capacity of the battery. This is due to the fact that the temperature acceleration results in a reduction of viscosity and a rise of the electrolyte activity which may support the migration impact and ion diffusion [41] .
VI. RESULTS AND DISCUSSION

A. SOC ESTIMATION RESULTS
The regression coefficient (R) is a good indicator for evaluating the SOC estimation performance. Fig. 7 demonstrates that the value of regression coefficient is 0.99852 for DST cycle and 0.99831 for FUDS cycle in BPNN based BSA model. It is seen that the regression coefficient results are in close agreement to unity which validates the accuracy of the BPNN-BSA model. The SOC estimation results using BPNN-BSA algorithm are compared with the conventional BPNN and actual SOC for DST and FUDS cycles, as shown in Fig. 8 and Fig. 9 , respectively. The conventional BPNN model estimates hidden layer neurons and learning rate by trial and error method. Before conducting the experiment, the battery was fully charged which means that the SOC was 100%. The current sensor was carefully adjusted which resulted in negligible integration error. Hence, SOC computed by ampere-hour method is the actual SOC which is considered as a reference. The reference SOC and SOC estimated by conventional BPNN, BPNN-BSA are standardized to a range from 100% to 0%. It is observed from Fig. 8 and Fig. 9 that the SOC calculated by BPNN-BSA is nearly aligned with actual SOC which proves that the proposed model achieves satisfactory performance in VOLUME 6, 2018 estimating SOC with high accuracy. On the contrary, conventional SOC diverges from the actual SOC and has high SOC error. SOC estimation for DST cycle is more stabilized than that of FUDS cycle because current profile in DST is more stable and has less fluctuation than that of FUDS. Fig. 8 and Fig. 9 also illustrate the SOC error which is defined as the difference between actual SOC and estimated SOC. It is observed that SOC error reduces as the temperature increases. At 45 • C, the range of SOC error determined by BPNN lies at between −3.5% and 4.3% for FUDS cycle and −2.4% and 3.3% for DST with some sudden high peaks.
However, in the BPNN-BSA model, SOC error is found at between −2.4% and 3.5% in FUDS cycle while in DST cycle, the SOC error is obtained at between −2.1% and 3.2%. The SOC error achieves high at 0 • C reaching from −4.8% to 9.8% in FUDS cycle and −8.5% to 8.8% in DST cycle.
B. PERFORMANCE COMPARISON
To assess the superiority of the proposed method, a comparative study is performed between the proposed BPNN-BSA model and the RBFNN-BSA, GRNN-BSA and ELM-BSA methods based on evaluation parameters such as RMSE, MAE, MAPE and SOC error for DST and FUDS cycles at 0 • C, 25 • C and 45 • C, respectively. Similar to the proposed BPNN-BSA model, the hyper parameters of RBFNN, GRNN, and ELM models are tuned using BSA as presented in Table 3 . All the models take current (I ), voltage (V ), temperature (T ) as inputs. A detailed comparative analysis of four optimal models based on different evaluation indicators are illustrated in Table 4 and Table 5 . It is evident that the temperature has a significant influence on battery performance as the high temperatures have a low error and high accuracy.
It is observed that, for DST cycle, the BPNN-BSA model computes RMSE as 1.47%, 0.81%, and 0.48%, respectively whereas for FUDS cycle, RMSE is calculated as 1.74%, 0.91% and 0.57% at 0 • C, 25 • C and 45 • C, respectively. The value of RMSE for DST cycle for the proposed method is improved and reduced by 34%, 62%, and 56%, respectively, whereas for FUDS cycle, RMSE is decreased by 59%, 58%, and 61%, respectively in comparison to RBFNN-BSA, GRNN-BSA and ELM-BSA methods at 25 • C. The proposed model also has the lower RMSE in comparison to other methods at 0 • C and 45 • C. Moreover, the value of MAE for DST cycle reaches at 0.32% at 45 • C, however, the value is increased by 138% and 50% at 0 • C and 25 • C respectively. There is also a decrease in MAE of the proposed method for DST cycle where the error is reduced by 43%, 68%, and 63%, respectively compared to RBFNN-BSA, GRNN-BSA and ELM-BSA methods at 25 • C. In contrast, the value of MAE at 0 • C for FUDS cycle is achieved at 0.87% which is decreased by 32% and 56% compared to values obtained at 25 • C and 45 • C, respectively. Also, there is a reduction in MAE of the proposed method for FUDS cycle which is dropped by 65%, 54%, and 67%, respectively compared to RBFNN-BSA, GRNN-BSA and ELM-BSA methods at 25 • C.
The performance of the proposed method is further evaluated based on MAPE and SOC error. The MAPE in DST cycles is estimated as 7.15% at 25 • C for the proposed method whereas the RBFNN-BSA, GRNN-BSA, and ELM-BSA methods have MAPE of 14.58%, 23.39%, and 18.47%, respectively which is a 104%, 227% and 158% increase from the proposed method at 25 • C. Besides, there is a reduction in MAPE of the proposed method for FUDS cycle which is dropped by 32%, 23%, and 39%, respectively compared to other three methods at 25 • C. Moreover, the proposed method achieves very narrow SOC error compared to RBFNN-BSA, GRNN-BSA and ELM-BSA methods, respectively.
It can be concluded that BPNN with BSA optimization technique has the best performance in terms of accuracy and robustness under different EV profiles and temperatures.
VII. CONCLUSION
In this paper, an accurate SOC estimation method is constructed using improved BPNN based BSA optimization algorithm. The main contributions of this paper are highlighted as follows,
• A robust BPNN-BSA estimation strategy is developed which has worked efficiently without considering battery model, parameters, and complex mathematical equations.
• The performance of the BPNN method is significantly improved using BSA by finding the appropriate value of hidden layer neurons and learning rate.
• The conventional BPNN model based on trial and error method can estimate SOC; however, the performance is not satisfactory due to under-fitting and over-fitting problems. Thus, BSA optimization algorithm is utilized in BPNN model to enhance the accuracy, robustness and increase the computational speed of SOC estimation. The proposed model can be considered a good tradeoff between desired accuracy and complexity of the SOC estimation algorithm for lithium-ion battery while avoiding the time-consuming procedures implemented by other methods.
• Temperature impact is considered to evaluate the model robustness, adaptability and efficiency of SOC estimation under different dynamic loads for several EV drive profiles. In this study, DST and FUDS EV drive profiles are used for testing the BPNN based BSA model at 0 • C, 25 • C, and 45 • C. The results confirm the superiority of BPNN based BSA model with high accuracy.
• The evaluation results of BPNN-BSA model are compared with other commonly used neural network models such as RBFNN, GRNN, and ELM using the statistical errors of RMSE, MAE, MAPE and SOC error. It is observed that the BPNN based BSA model reduces RMSE by 34%, 62%, and 56%, respectively for DST cycle, whereas for FUDS cycle, RMSE is reduced by 59%, 58%, and 61%, respectively compared to RBFNN-BSA, GRNN-BSA and ELM-BSA models at 25 • C. Likewise, the proposed model also minimizes MAE, MAPE and SOC error values in all temperature conditions. Thus, the developed model is very effective in reducing errors which in turns increase the SOC estimating capability and works efficiently at different discharge load profiles and temperatures which demonstrate the model robustness.
Comprehensive experimental tests would confirm the adaptability of the developed SOC estimation model and algorithm to a wide number of lithium-ion battery storage systems in real time EV and sustainable energy applications. 
