Governments around the world are providing various forms of subsidies to promote private investments into young, innovative firms. Under these circumstances it becomes ever more important to identify possible imbalances of risk capital (i.e. private equity and/or venture capital) markets. The present study provides econometric analyses (propensity score matching and probit regressions) based on firm data with the estimations displaying some distortions. In particular, a location outside Vienna as well as its shares of female and foreign managers display negative impacts on a company's likelihood to be risk financed.
Is a Company's Access to Private Equity and Venture Capital Affected
by Location or Management Diversity? Some Empirical Evidence from Austria
Introduction
Venture capital is seen as a key to promoting young, innovative companies. Such companies often possess potentially profitable investment projects, which in turn allow for a more productive usage of production factors (Lentz & Mortensen, 2008) . Hence, venture capital is regarded as a means to boost the development of an economy as a whole. However, many if not most developed economies are facing a lack of funding regarding young companies. The resulting equity gap may be defined as "difference between the amount of (risk) capital that would be invested under conditions of well-informed and competitive markets and the amount of capital actually invested" (Wilson et al., 2018 ).
An equity gap concerning young, innovative companies is especially damaging as it relates to a situation in which profitable projects exist which, however, cannot be pursued due to the lack of funding. International comparison studies show that, relative to their state of development and R&D investments, European economies experience little venture capital investments. Within Europe, Austria lags even further behind. (Note 1) One potential explanation relates to historic origins, with Europe having a universal banking landscape with large banks covering commercial and investment banking activities (Demary et al., 2016) . Banks typically prefer low-risk investments and show little interest in providing risk capital to young, innovative companies with a high chance to fail. The result is a situation in which firms with identical expected values but different chances of failure face different chances of receiving financing, as banks shy away from high risks. In contrast, the demand for capital market financing in the US is much more pronounced, resulting in more financing opportunities.
The EU's Capital Markets Union aims at reducing the dependency on banks by diversifying capital markets (Franke & Krahnen, 2017) . Indeed, SMEs' alternatives to bank loans have improved over the past years (OECD, 2018) , and it should be stressed that equity ratios have increased in most EU member states since 2006, including Austria (Demary et al., 2016) . Consequently, bank indebtedness has decreased. Despite these developments, European SMEs are still confronted with difficulties regarding alternatives to bank loans in general, and access to venture capital in particular (Lopez de Silanes Molina et al., 2015) .
It comes as no surprise that governments have developed myriads of schemes to increase the availability of venture capital. The Republic of Austria (2011) has declared the recognition as an "innovation leader", based on an index constructed by the European Commission (2017), as an objective. The European Commission itself (ibid.) identifies the low volume of privately invested venture capital as one of Austria's major constraints achieving this objective. At the moment of writing Austria is developing a number of schemes in order to
The aim of the present paper is to identify market distortions regarding risk capital funding. To this end, the commercial database "Aurelia", as provided by Bureau van Dijk, is applied in order to generate empirical evidence. The paper is structured as follows. After the Introduction, the second Section discusses theory and empirical evidence regarding market distortions and failure in risk financing markets. After that, the third Section describes the database and provides some descriptive statistics. Results based on propensity score matching are presented and interpreted in the fourth Section. In the fifth Section, probit regression estimations are presented which hint at particular distortions in Austria. Some conclusions and an outlook can be found in the final Section.
It is not always clear what is exactly meant by the terms "risk capital", "venture capital" and "private equity". Private equity (PE) is typically considered as the investment in a particular company to make it more valuable before finally selling it ("exit"). Venture capital (VC) equity may be defined as private equity which is invested into young companies that are typically driven by technological innovation. It follows that VC is a sub-category of PE. To avoid confusion and adapt the present paper to the database which it applies, in what follows PE is regarded as private equity which is not VC, while risk capital (RC) refers to both types (i.e. in this paper the three types may be expressed as: RC = PE + VC).
Market Imbalances and Failure in Risk Financing Markets
An equity gap as defined in the Introduction may be considered a market failure in the sense that the society's goal of providing financing to young, innovative companies cannot be fully reached via market mechanisms alone. Such a failure is not due to a lack in total investments but rather due to the reluctance of investors to invest in companies with a high chance of failure despite such investments displaying, on average, a higher expected value. In other words, risk aversion is probably the main reason why Austria's share in VC is so low. Some indicators, such as the share of stocks in private assets -which equals only about the thirtieth part of private wealth in Austria -support this impression (see Keuschnigg & Kogler, 2016) . Another problem in the Austrian risk capital market relates to different taxes for equity and debt financing, favouring the latter over the former. Both risk aversion and taxing distortions may increase the total equity gap but should, nevertheless, affect all potential investees alike.
The problem of high risk is amplified by lack of information, with the equity gap resulting from the difficulties faced by a potential investor to evaluate a company's prospects of success as an outsider. To become an insider is a solution to the problem. As laid out by Cumming & Johan (2016) , severe information asymmetries and agency problems associated with financing startups in high-tech industries with little or no tangible assets let startups to depend on VC. Because startups face an uncertain future, often not having yet started to produce anything to be sold at the market place, intensive screening of business plans is indispensable for potential investors. This is true for private investors (either as privately-owned funds or as independent "business angels") as well as governmental venture capital funds: As a result of the uncertainties, risk capital is typically associated with human capital investments, too, as the investors are forced to put in a lot of effort in order to find those startups actually worth investing in. (Note 2) The high-risk nature of startups combined with the necessity of investors to become closely related with the firm leads to a situation in which further forms of market failure may emerge, as the investors may be risk-neutral, but perhaps prone to their own preferences, subjective assessments, cultural distance or comfort. Arguably the best-known hypothesis in this context relates to the impact of national borders (Li et al., 2014) . The European Investment Bank (2013) notes that despite the establishment of free movement of capital within the EU, differences regarding geographical location persist: Investors are much better informed regarding investment opportunities and risks at their own location. Differences regarding institutional, fiscal and regulatory framework conditions or language barriers as well as cultural peculiarities hinder cross-border investments. With venture capital investments being connected to control and consulting activities, they benefit from spatial proximity as well as existing networks (Lutz et al., 2013) . It follows that an existing equity gap in Austria cannot be filled by foreign investments, at least not completely. Austria seems especially prone to geographically induced market distortions as the economy is dominated by Vienna. Due to its size, it is Vienna where the emergence of agglomeration effects is most likely to benefit high-tech industries. On the other hand, Austria is also characterised by relatively small interregional disparities concerning productivity, and hosts some export-oriented industrial districts in federal states such as Styria and Upper Austria. Despite these characteristics, over the past two decades some indicators point at increasing spatial inequality regarding human capital endowments, which are likely to be related to the location of particular industries as well as spatial density of workers (Sardadvar & Hajji, 2016) . This, in turn, hints at a growing importance of agglomerations for more sophisticated industries, assuming that they rely more on human capital than other less sophisticated industries.
Hence it might be argued that a spatial concentration regarding RC investment patterns would actually increase market efficiency by taking into account positive externalities created in urban economies. On the other hand, it is perhaps not so much the presence of agglomeration effects which matter in the present context but rather the effect if may have on investors' preferences. Consider a situation in which Vienna indeed offers certain effects external to the firm, such as existing networks or a superior infrastructure. Consider further that an investor is aware of this, and for this reason expects the most promising startups to originate in Vienna. Given the necessary geographical proximity of investor and investee for the reasons discussed above, the investor will prefer to locate in Vienna. Consequently, it will be easier for the investor to screen companies in or close to Vienna. The resulting market failure does not originate in a higher share of VC backed companies in Vienna, relative to other areas. Rather, the crucial point is the comparison of two otherwise identical companies which would not benefit from agglomeration effects: If the geographical location of investors is geographically biased as a result of their expectations, ceteris paribus a Viennese company has a higher chance of receiving VC. In other words, companies outside Vienna are disadvantaged and market failure prevails.
In addition to geography, access to risk capital may also be influenced by management composition. As with other socioeconomic relations, discrimination, network effects and trust may benefit some social groups more than others. Diversity is understood to have some impact on firm performance, but economic theory suggests that the effects of diversity on business performance are ambiguous (Nathan & Lee, 2013) : On the one hand, diverse teams may be better at generating ideas and solving problems, which seems particularly desirable for innovative firms. On the other hand, diversity may also increase communication costs and decrease trust, two issues which certainly matter in the case of risk financing when considering the involvement of investors in firm decisions. In the context of the present study it is, however, less relevant which effect outweighs the other but rather what investors are thinking.
Studies have shown that access to RC may indeed be influenced by attributes of potential investees. Lins & Lutz (2016) show for Germany that female entrepreneurs receive less VC than male entrepreneurs. Tinkler et al. (2015) find for the US that men with technical degrees are awarded the most VC. Discrimination may also be due to ethnicity, where Bengtsson & Hsu (2015) show for the US that shared ethnicity increases the probability of an investment match. While the aforementioned studies display a tendency that trust may outweigh potentially positive effects of diversity, Wilson et al. (2018) find a positive correlation of foreign directors with VC deals in the UK. In the case of Austria, same-language foreigners may be further distinguished from others, as Austria hosts less than a tenth of German native speakers while currently not restricting immigration from Germany and Switzerland as these countries are, together with Austria, part of the Schengen Area.
Data and Descriptive Statistics
The data for all analyses stem from the database "Aurelia" as provided by Bureau van Dijk, augmented by industry data as provided by Statistik Austria. The Aurelia database, which covers about 440,000 companies in Austria, has been edited to include as many variables as possible which are considered as relevant for receiving risk capital. (Note 4) Some attributes such as technology or market potential are captured indirectly by industry classification and the industry's R&D share. Other attributes such as a company's size are captured by several variables, in this case registered share capital, number of employees, number of subsidiaries, among others. 
Propensity Score Matching
The first empirical step corresponds to propensity score matching analyses in order to compare those companies which actually have received RC to companies with similar or identical attributes. The method follows Wilson et al. (2018) , which is based on Alperovych et al. (2015) . The first group of companies is typically referred to as "treated group", as having received a form of treatment that distinguishes it from the rest -in the present case, the subsamples which are RC financed or VC financed. The second group is referred to as "control group". The propensity score matching's purpose is to construct samples of companies which serve as control groups and are as similar as possible to the treated groups. In contrast to a sample based purely on a randomised selection the propensity score matching analysis acknowledges the impact of various variables which increase the likelihood of receiving the treatment, e.g. R&D intensity. Therefore, the bias due to confounding variables is reduced. After the matching procedure, the treated and control groups can be compared. (Note 8)
In order to avoid geographically induced bias, in the propensity score matching procedure location data will not be considered. Furthermore, instead of industry codes the industries' R&D shares are considered corresponding to a three-digit classification, in the case of some R&D-intensive industries corresponding to a four-digit classification. (Note 9) In other words, the variables actually applied in the propensity score matching procedure correspond to the first 21 lines of Appendix A ("revenue" to "R&D share").
Two different propensity score matching methods are applied. The first corresponds to the "nearest neighbour" method which selects a number of best control matches for each observation in the treated group. Matching is done using a logistic regression model to estimate the propensity score, defined as the probability of receiving treatment (i.e., RC or VC investment), conditional on the covariates. The matching is done with R, using the package MatchIt. (Note 10) The second method corresponds to the "genetic" method which selects a control group that resembles the treated observations a closely as possible as a group. This is in contrast to the "nearest neighbour" method which seeks observations which resemble the particular observations of the treated group. Therefore, one would typically expect the "nearest neighbour" method to produce more outliers within the group but representing the individuals of the treated group more closely, and vice versa. The "genetic" matching is also done in R, using the package Matching. (Note 11)
It follows that (i) the control groups are expected to be similar to the treated groups expect for whether having received RC or VC and (ii) the "nearest neighbour" control group is expected to be closer to the treated group with respect to the average propensity score, but farther away with respect to all other variables than the "genetic" group. The propensity score matching results are documented in detail in Appendix B. The described expectation holds true. The variable "age of foundation" is an illustrative example how the variables values are similar for the treated and the "genetic" control groups, while deviating relatively stronger for the "nearest neighbour" control group. This holds generally true for all variables but due to the larger sample sizes the risk capital control groups resemble the treated group better than the venture capital groups.
The average propensity score (or "distance") of 0.454 is indeed almost identical for the RC "nearest neighbour" control group and the RC treated group, as the value for the latter equals 0.0453 (not displayed in the Appendix).
In the case of the VC groups, the average propensity score of the treated group equals 0.0348, which is also much closer to the values of the VC "nearest neighbour" control group than its "genetic" counterpart. It should be stressed that propensity scores of the VC treated group and "nearest neighbour" control group are not almost identical in most cases because the latter's sample size is very small.
The propensity score matching's most important information is given by the values for those variables which were not considered in the propensity score matching process as such, i.e. the distributions across industries and federal states. Regarding the RC control groups, the shares of the construction industry (code F) and the accommodation and food service activities (code I) in the treated groups suggest that these industries would qualify for at least some RC. In contrast, the much higher share of the manufacturing sector (code C) as well as professional, scientific and technical activities (code M) in the treated group seems to be justified, as the control groups display similarly high numbers.
The venture capital control groups show a similar picture except for the ICT industry (code J), which displays even higher shares surpassing 40% in the treated group and the "genetic neighbour" control group, while the share in the "nearest neighbour" control group is smaller than 10%, indicating that this industry is perhaps receiving over-attention from investors. In contrast, professional, scientific and technical activities (code M) reaches even higher shares in the "nearest neighbour" control group, indicating that despite the high number of investees, it would perhaps deserve even more attention. Note, however, that the sample sizes of the venture capital groups are much smaller and statistics should be interpreted with caution. A comparison across federal states reveals that Vienna seems to be overrepresented regarding actual RC and VC investments, as the actual shares are much higher than the control groups'. Examples of the opposite case are given by Tyrol and Lower Austria, which seem to be underrepresented by the actual numbers. Note that the other two federals states which display notable shares of RC and VC, Styria and Upper Austria, receive high shares in the control groups, too, which suggests that these states' actual shares are justified.
Probit Regressions
As a next step, probit regressions are run in order to test to what extent the deviations as displayed in Appendix B can be justified by the companies' characteristics. As with the propensity score matching process, the dependent variable equals one if a company has received RC or VC, zero else. The explanatory variables are the same as above, i.e. as given in Appendix A, with the applied sample corresponding to the "complete sample", i.e. including all 55,566 observations for which complete data exist. (Note 12) The variables creditworthiness and Swiss managers are not included in the regressions because of only one observation of the former variable in the RC subsample, zero observations in the VC subsample, and zero observations of the latter variable in both the RC and the VC subsample (see Appendix A). Business and Management Vol. 13, No. 7; 2018 federal state considered explicitly and the industries as such are not included. Model I provides the basic results, which may be summarised as follows: (Note 13)
• The more recent a company's foundation or re-organisation (i.e. the lower the age), the higher the probability of receiving RC. Likewise, the number as well as the existence of foreign shareholders increase the probability. Concerning size, the number of employees has a positive, while total revenue has a negative, and total equity has no significant impact. In contrast, revenue per employee is positive. Together, these results suggest that young and productive companies are more likely to receive RC.
• The presence of female as well as foreign managers outside the German-language world (i.e. non-Austrian and non-German) decreases the chance of receiving RC. Furthermore, the chances of receiving RC increase with a company's export share, while the import share has no significant impact. It could be said that internationality has a positive effect when it comes to a company's relations, but not with respect to its management. Whether the negative impacts of female and foreign managers are due to investors' preferences, or whether they are due to the managers' competences, which are in turn correlated with other, unmeasured variables, cannot be assessed (see below for a further discussion).
• Both Vienna as a location and R&D shares have positive and significant coefficients. The impression given in the previous Section is confirmed: To be located in Vienna has a positive impact on the chance of receiving RC beyond attributes internal to the firm. The positive impact of the R&D share confirms the impression that RC is associated with innovative companies.
In Model II, Vienna is replaced by the other federal states in order to see which states are possibly disadvantaged.
In addition, as a consequence of the relatively frequent occurrence of RC backed companies around Vienna, those districts which are geographically adjacent to Vienna are split from the federal state of Lower Austria, indicated as "VN" (Vienna Neighbourhood). It can be seen that Lower Austria without VN indeed displays a negative and significant coefficient, which is not the case for VN. Other regions with negative and significant signs are Carinthia, Tyrol and Vorarlberg. The only regions with positive signs are Upper Austria and Styria, though not statistically significant at the 10% level.
Finally, in Model III those three industries (manufacturing, ICT and professional, scientific and technical activities) which together represent over two thirds of all RC financed companies are included explicitly in the regressions. They indeed have positive and significant coefficients, of which the ICT industry coefficient (code J) takes on the highest value. It should be noted that the significant coefficients of federal states as well as the R&D share variable which are significant in Model II remain so in Model III, although their standard errors increase. Table 2 gives estimates of the same models as in Table 1 , but with VC as the dependent variable. In other words, the dependent variable =1 if a company includes VC in its registered share capital. Due to the small number of VC backed companies, fewer coefficients are statistically significant at the 10% level and type II errors (not rejecting the hypothesis that a coefficient equals zero although it does not) are relatively likely. For these reasons, p-values slightly above 0.1 also get a mention (for a discussion see Verbeek, 2009 ). In general, the results of Table 2 are comparable to those in Table 1 , but some notable differences exist:
• Revenue per employee seems to have no effect on VC financing, while the number of companies has a negative impact. The sign of the number of subsidiaries switches from positive to negative and is significant at least at the 10% level in each case.
• Neither the export nor the import share have impacts worth mentioning, but the presence of foreign shareholders remains significant, statistically even at the 0.1% level. The sign of the share of female managers remains negative, but the standard errors increase the more variables are included. In similar vein, no impact of the managers' nationalities can be detected.
• The positive sign of Vienna remains, but its statistical significance levels decrease. Lower Austria without VN, Tyrol and Vorarlberg keep their negative coefficients. Interestingly, Styria displays a positive and significant sign. Regarding industries, only ICT displays a positive and significant impact.
To summarise, results for RC and VC are comparable in general, but show interesting differences regarding details. The basic expectations one might have before conducting a study, e.g. that RC and VC prefer young, innovative companies, are confirmed. Furthermore, company size has an impact, but revenue alone is not sufficient: When controlling for revenue per employee as well as other variables associated with size, revenue as such is negative. The overall impression here is that productivity matters, but size as such does not.
What seems puzzling is, first, that the roles of the managers' sexes and nationalities are relevant for RC investments, but not in the case of VC. It should be stressed, however, that in the latter subsample only seven ijbm.ccsenet.org
International Journal of Business and Management Vol. 13, No. 7; 2018 companies feature female, only five feature German, and only four feature other foreign managers. Therefore, a statistical assessment becomes difficult, although it should be mentioned that the coefficients regarding female and Austrian managers in the VC estimations have the same signs as in the RC estimations.
Second, the dominant situation of Vienna is a reason for concern, but it seems less pronounced regarding VC, too. Whereas Lower Austria, Tyrol and Vorarlberg clearly seem to be disadvantaged with respect to both RC and VC, this is not the case for Styria and Upper Austria. Whether these two federal states are doing relatively well because of regional industrial policies, or because of their economic structure -or both -seems worth investigating in future studies. A candidate explanation for the reduced impact of Vienna is the inclusion of R&D shares in the regressions. Therefore, Vienna as a preferred location for high-technology firms and the associated agglomeration effects may be sufficient in the case of VC, but not RC investments.
Finally, it should be pointed out that due to limitations of the database, only present correlations can be considered. For instance, whether the negative impact of female manager shares is really due to investors' preferences, or whether such companies have been less successful in the past and gone out of business more frequently -for reasons yet to be studied -remains unclear. Similar reasoning applies for the detected roles of foreign manager shares and, in particular, location. Furthermore, only investments into registered share capital are considered, although other forms of RC and VC investments are also possible. What the present study can provide, however, is evidence that these correlations do exist, and that they deserve a deeper investigation. 
Conclusions and Outlook
The European Union lags behind regarding risk capital investments, and Austria lags behind within the European Union. Both the European Union and the Republic of Austria have recognised this challenge, as it hinders the development of young, innovative companies which are understood as drivers of future economic growth. The European Commission (2017) identifies the low volume of privately invested venture capital as one of Austria's major constraints in achieving its self-declared goal of being recognised as an "innovation leader". The problems associated with providing sufficient risk capital may also be regarded as a market failure, as the society's goal of startup financing cannot be provided via market mechanisms. The main reason seems to be that, despite providing higher returns on average, too few investors are willing to risk the associated and more frequent total losses.
What can be done? The present article provides some evidence on what makes firms more likely to receive risk capital (which is the same as private equity by some definitions) and venture capital (which is a sub-category of risk capital or private equity devoted to young, innovative companies). To this end, propensity score matching analyses as well as probit regression estimations were undertaken. Some results are as expected: Companies which are young, innovative and productive have a higher chance of receiving risk and venture capital.
Other results are partly surprising and reasons for concern. First, the present study provides some evidence that Vienna as a startup's location ceteris paribus increases the chance of receiving risk capital. Both the propensity score matching analysis as well as probit regressions suggest that the disproportionately high share of Vienna as a host to risk financed companies is not fully justified by the respective companies' attributes. To be sure, this result can be well explained by theory: Investors prefer to settle close to potential investees, who in turn settle close to available investors. This interplay provokes a self-amplifying process, which makes it even harder for companies outside Vienna to receive risk capital. On the one hand, the respective investors' behaviour may be justified by the presence of agglomeration effects, which have the potential to make firms indeed more productive, and, therefore, represent rationality. On the other hand and more alarmingly, it may as well be that out of two otherwise identical firms, which for technological reasons do not benefit from agglomeration effects, the one outside Vienna has a lesser chance of receiving risk capital simply because the investors are located in Vienna and prefer proximate candidates or perhaps even ignore companies outside Vienna.
Second, the present study also provides some evidence that companies with Austrian and male managers are preferred by investors. As with location, this result may well be due to correlations with unobserved variables. Among these perhaps the most likely are network effects, in particular if most investors happen to be male and Austrian themselves. As with agglomeration affects, the observed preference for male and Austrian managers may be to the disadvantage of firms whose managements are more female and foreign, but considering trust associated with networks, it may be rational from the investor's point of view. But then, if two firms happen to be identical except for the management's diversity, the less diverse one has a greater chance of receiving risk capital. Under such circumstances a self-amplifying process may be the consequence in which talent of women and foreigners is being wasted if the respective firms are not financed.
Due to the database's limitations, inferences from the present study are limited. Most important, the study is not able to interpret the developments of companies as the data represents a snap-shot of the currently existing companies. Therefore, it may as well be that investors are in no way biased by a startup's location or management's composition, but the estimated effects are actually due to differences regarding economic success. Either way, the present study should be regarded as a motivation for future research. Considering that governments in most developed countries are willing to use public money for various schemes subsidising startups, a balanced distribution of these means is by any means necessary.
Note 13. In contrast to linear regressions, coefficients of logistic regressions are difficult to interpret meaningfully (Best und Wolf, 2010 The displayed shares refer to arithmetic means. For this reason, the sums of shares add up to >100% in cases where companies report more than one major industry; NACE codes: A: agriculture, forestry and fishing; B: mining and quarrying; C: manufacturing, D: electricity, gas, steam and air conditioning supply; E: water supply; sewerage, waste management and remediation activities; F: construction; G: wholesale and retail trade; repair of motor vehicles and motorcycles; H: transportation and storage, I: Accommodation and food service activities; J: information and communication; K: financial and insurance activities; L: real estate activities; M: professional, scientific and technical activities; N: administrative and support service activities. 
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