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Zusammenfassung Parallel strukturierte Informationsverarbeitungssysteme
werden untergliedert in distributed und in shared memory systems.  Massiv
parallele Systeme werden den  distributed memory systems zugeordnet,
konfiguriert aus Prozessorfeld und Verkehrsfeld. Das Prozessorfeld  ist durch
die Anzahl der Prozessoren und durch die relative Referenzhäufigkeit zwischen
den Prozessoren charakterisiert. Das Verkehrsfeld besteht aus miteinander
kommunizierenden Verkehrsknoten und ist durch seine Topologie
gekennzeichnet. Unterschiedliche Topologien eignen sich dementsprechend
differenziert für unterschiedliche relative Referenzhäufigkeiten  zwischen den
Prozessoren des Prozessorfeldes. Das Verkehrsfeld hat die Aufgabe, den aus
den Referenzierungen zwischen den Prozessoren des Prozessorfeldes
resultierenden Datenstrom verzögerungsfrei zu transferieren. Demzufolge muß
ein Kanal des Verkehrsfeldes auf Anforderung wartefrei zur Verfügung stehen.
Geschieht die Bereitstellung eines Kanals ohne Rückstellung eines anderen
Kanals, dann wird das  Verkehrsfeld  als balanciert bezeichnet. Es steht die
Frage: Wie groß ist bei gegebener Referenzierung zwischen den Prozessoren
des Prozessorfeldes und bei gegebener Topologie des Verkehrsfeldes die
maximale Mächtigkeit transferierter Datenströme zwischen den Knoten des
Verkehrsfeldes. Zu deren Beantwortung wird ein Modell zur Berechnung der
Mächtigkeit transferierter Datenströme abgeleitet.
Auf Grundlage dieses Modells wird die Transparenz des gegebenen
Verkehrsfeldes erörtert. Aussagen dieser Art sind relevant für die Beurteilung




Parallelprozessorsysteme zeichnen sich durch ihren Durchsatz und durch ihre technische
Zuverlässigkeit aus  /KE  90/. Der Durchsatz wird sowohl durch die Aufteilung  des segmentierten
Algorithmus' auf die Prozessoren als auch durch das Verbindungsnetzwerk zwischen den
Prozessoren bestimmt. Prinzipiell ist zwischen shared und distributed memory systems zu
unterscheiden /KW 95/, /AB 90/, /VW 94 /, /RK 95 /. Als massiv parallele Systeme g lten Systeme
mit großer Anzahl von Prozessoren und problemorientierten Kopplungsintensitäten zwischen den
Prozessoren. Sie sind damit für die direkte Implementierung von Algorithmen geeignet. In  /JC 98/
wird ein massiv paralleles System, bestehend aus einem  front-end computer und einem massiv
parallelen Prozessor, zur Optimierung großer Systeme vorgestellt. In /DH 98/ wird auf der Basis
programmable gate arrays (FPGAs) ein zum klassischen parallel computing alternatives Konzept
vorgestellt, bezeichnet als virtual parallel processing. In diesem Konzept erfolgt eine Anpassung
der Topologie des Verbindungsnetzwerkes an die Applikation. Für jede Applikation wird eine
optimale Topologie generiert und geladen. Ein Vergleich mit distributed memory systems  tellt
den Vorzug dieses Architekturkonzepts heraus. Mit der Entwicklung massiv paralleler Systeme
gewinnt die Topologieanalyse an Bedeutung. Im Vordergrund dabei stehen zum Beispiel Fragen
nach der Durchlässigkeit und der Zuverlässigkeit konzipierter Netze, aber auch nach dem routing
durch das Netz. In /MO 98/  wird das analytische Modell eines determinierten routing für
hypercube und torus vorgestellt. Mit Hilfe dieses Modells ist es möglich, die Latenzzeiten von
Verkehrsströmen durch das Netz abzuschätzen.  /HH  97/  beschreibt den Entwurf eines
interconnection networks und bewertet  das Verfahren als eine universelle Methode für künftige
supercomputing systems. Einen alternativen Ansatz zum determinierten routing enthält /BFS  97/.
Dem Ansatz liegt die Vorstellung zugrunde, daß ein optimales routing weniger auf Prädiktion,
sondern vielmehr auf Adaption beruht. Die Arbeit enthält ein praktikables Konzept dafür,
bezeichnet als 2-dimensional Chaos router.  
Prinzipiell kann durch ein angepaßtes routing die Durchlässigkeit eines Netzwerkes  nur in dem
Maße verbessert werden, wie es die topologische Transparenz des Netzwerkes zuläßt /SN 99/. Mit
anderen Worten heißt das:  Blockadesituationen in einem Netzwerk können durch ein optimales
routing zwar umgangen, aber nicht eliminiert werden.  Unter dieser Annahme wird im vorgelegten
Beitrag  ein Verfahren beschrieben zur Anpassung der Topologie eines Verkehrsfeldes an die
relative Referenzhäufigkeit eines übergeordneten Prozessorfeldes. Das Verkehrsfeld ist als
topologischer Raum konfiguriert, dessen Weglängen den Referenzierungen zwischen den
Prozessoren angepaßt ist. Das Ziel besteht darin festzustellen, mit welcher Mächtigkeit
Datenströme zwischen den Knoten eines Verkehrsfeldes mit angepaßter Topologie transportiert
werden können. Diese Aussage ist bedeutungsvoll für die Festlegung einer Obergrenze
transferierter Daten zwischen den Prozessoren bei gegebener Topologie des V rkehrsfeldes. Der
Datendurchsatz über einen mittelbaren Kanal zwischen Prozessoren bzw. zwischen Prozessoren
und Speicherelementen wird mitbestimmt von der Anzahl zu bewältigender  Konflikte längs des
Kanals. Eine Konfliktsituation entsteht, wenn mindestens zwei Datenströme um einen
Kanalabschnitt konkurrieren. Der Konflikt wird gelöst, wenn einem Datenstrom der Kanal
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zugewiesen wird.  Demzufolge müssen die anderen Datenströme zurückgestellt werden. Die
Zurückstellung ist zeitverbrauchend. 
Prinzipiell ist damit die Konflikthäufigkeit beim Transfer eines Datenstroms der Länge des
Übertragungskanals umgekehrt proportional. Zusammengefaßt heißt das:
Die Übertragungsrate eines Datenkanals ist um so größer, je weniger
Konflikte längs des Kanals zu  bewältigen sind, und um so weniger
Konflikte sind zu bewältigen, je kürzer der Übertragungskanal ist.
Aus dieser Relation resultieren im Detail folgende 
Forderungen an ein parallel strukturiertes Informationsverarbeitungssystem:
(1) hohe Übertragungsrate zwischen den Knoten (Prozessoren,
Speicherelemente) des Systems durch minimale Kanallänge;
(2) Realisierung der unter (1) genannten Forderung über ein optimiertes
Verbindungsnetzwerk, gekennzeichnet durch eine minimale Anzahl
von Direktverbindungen bei maximaler Anzahl (nur) mittelbarer
Verbindungen zwischen den Knoten; 
(3) Realisierung von (2) durch Anpassung der Struktur des
Verbindungsnetzwerkes an die relative Referenzhäufigkeit zwischen
den Knoten.
1. Architektur eines Verkehrsfeldes 
Das massiv parallele System ist konfiguriert aus Verkehrsfeld und Prozessorfeld  (Bild 1). Ein
Verkehrsfeld besteht aus Verkehrsknoten und ist ein Kommunikationsmedium zur Verkopplung
von Prozessoren, angeordnet im Prozessorfeld. Jedem Verkehrsknoten ist ein Prozessor aus dem
Prozessorfeld zugeordnet. Alle Knoten des Verkehrsfeldes emittieren und immitieren Datenströme.
Das Verkehrsfeld gilt als balanciert, wenn in allen Knoten die Ereignislage Datenemission oder
Datenimmission ohne Rückstellung der jeweils anderen Ereignislage stattfinden kann.
Die Architektur eines Verkehrsfeldes  i t beschrieben durch die 
Lageordnung der Verkehrsknoten,
Kanalisierung zwischen den Verkehrsknoten.
3
Abstrakt betrachtet ist das Verkehrsfeld ein strukturierter Raum, bestehend  aus voneinander
distanzierten Raumpunkten. Eine Raumordnungsvorschrift bestimmt die Ortslage der Raumpunkte,
eine Kanalisierungsvorschrift definiert die Topologie1 zwischen den distanzierten Raumpunkten. 
Bild 1 Prinzipdarstellung eines Prozessorfeldes mit zugeordnetem Verkehrsfeld, 
dargestellt im 2-dimensionalen Raum
Die Ortslage der Raumpunkte im Verkehrsfeld ist der Ortslage der Prozessoren im Prozessorfeld
anzupassen, die Topologie des Verkehrsfeldes den Referenzierungen im Prozessorfeld. Das
Prozessorfeld bestehe aus m Prozessoren, das Verkehrsfeld existiere als n-dimensionaler
topologischer Raum 9n, beschrieben durch die Abbildungssequenz 
n : ( n : G = { gj  | j = 1, 2, 3, ..., m } →=n  ) →9n  
mit folgender Legende:
1
räumlich-organisatorische Verhältnisse eines Systems
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Jedem der m Prozessoren wird genau ein Verbindungsknoten zugeordnet.
Jeder Verbindungsknoten wird zu seiner Erfassung genau einem Element gj
eines Unterbringungsgebietes  G = { gj  | j = 1, 2, 3, ..., m }   zugeordnet. 
Eine n-dimensionale Raumordnungsvorschrift n positioniert jedes Element
g∈G in genau einem Raumpunkt eines  n-dimensionalen zellularen Raums =n,




Gebietspunkt g∈jG zugewiesene Ortslage.  
Eine n-dimensionale Kanalisierungsvorschrift  n  überführt den =n  in einen
n-dimensionalen topologischen Raum 9n, indem Verbindungen zwischen den
Raumpunkten P im =n definiert werden, beschrieben durch n : =n  →9n . Es
ist n den Referenzierungen im Prozessorfeld angepaßt;  n wird durch eine
Adjazenzmatrix 1m,m repräsentiert . 
Euklidischer und topologischer Raum
----------------------------------------------
Im n-dimensionalen zellularen Raum =n sind alle Raumpunkte durch ihren uklidischen Abstand
voneinander distanziert. Es ist   
|∆bj| = d(b,bj) = d(bj,b) = |b - bj| (1)
euklidischer Abstand  der Punkte  P(b) und  P(bj) im =n.
Durch die Kanalisierungsvorschrift  n  wird der n-dimensionale zellulare Raum  =n  - worin den
Elementen g∈G lediglich eine Ortslage zugewiesen worden ist -   überführt in den 
n-dimensionalen topologischen Raum 9n :   
n   :   =n    →9n (2)
mit 9n : n-dimensionaler topologischer Raum, 
 =n : n-dimensionaler zellularer Raum, 
 n : n-dimensionale Kanalisierungsvorschrift für die gerichtete 
Direktverbindung zwischen den Raumpunkten eines  
n-dimensionalen topologischen Raumes. 
Der n-dimensionale topologische Raum 9n  repräsentiert das  Verkehrsfeld, jedem Raumpunkt im
9n  ist genau ein Knoten des Verkehrsfeldes zugeordnet. Geeignet als n-dimensionale
Kanalisierungsvorschrift n ist eine Adjazenzmatrix m,m  0-ter Ordnung mit m als Anzahl der
Verkehrsknoten. 
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Es ist  (0)1m,m  Adjazenzmatrix  0-ter Ordnung eines topologischen Raumes aus m  
Raumpunkten     
                                                  
mit (o)ai,j=1 für  die Existenz einer unmittelbaren Verbindung  
vom Raumpunkt P(Uj) zum Raumpunkt  P(Ui) 
und (o)ai,j=0 für  das Nichtvorhandensein einer unmittelbaren Verbindung.
Mittelbare Verbindungen markieren erst in den Adjazenzmatrizen höherer Ordnung. Besteht keine
unmittelbare Verbindung   vom Raumpunkt P(bj)  zum Raumpunkt P(bi), jedoch eine unmittelbare
Verbindung  von P(bj)  zum Raumpunkt P(bs)  und eine unmittelbare Verbindung von P(bs) nach
P(bi), dann existiert eine (nur) mittelbare Verbindung vom Raumpunkt P(bj)  zum Raumpunkt P(bi)
über genau einen Verkehrsknoten hinweg. Die Existenz aller mittelbaren Verbindungen über
genau einen (!) Verkehrsknoten hinweg markieren die Elemente der 
Adjazenzmatrix  1-ter Ordnung 
(1)1m,m  = 
(0)1m,m 
(0)1m,m  (3a)
mit (1)ai,j für  die Anzahl der mittelbaren Verbindungen  von P(bj) 
nach P(bi)  über genau einen Knoten hinweg. 
Induktiv folgt daraus die 
Adjazenzmatrix  k-ter Ordnung 
(k)1m,m  = 
(k-1)1m,m 
(0)1m,m  (3b)
mit (k)ai,j  für  die Anzahl der mittelbaren Verbindungen  von P(bj) 
nach P(bi) über genau k Knoten hinweg. 






 mit (k)bi,j  (
(k+1)bi,j) für die Anzahl aller mittelbaren Verbindungen  ≤
von P(bj) nach P(bi)  über nicht mehr als k (0) ≥
Knoten hinweg. 
     
i,j bezeichnet die Weglänge als Mindestanzahl von Verbindungskanälen, über 
die eine Verbindung von P(Uj) nach P(Ui) im topologischen Raum stattfindet. 
i,j= (bi,bj) ist Element einer Mindestmatrix =m,m  
mit i,j =  
(0)bi,j +λ mit λ=k unter
0)bi,j = 
(1)bi,j = .... = 0 = 
(k-1)bi,j   und  0 < 
(k)bi,j
 und λ= 0 sonst ( ) .k ≥ 1
i,j  ist richtungsgebunden, demzufolge  i,j   j,i  gelten kann. (4)≠
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In euklidischen Räumen  sind die Raumpunkte sowohl durch  ihre Ortslage als auch durch ihre
geometrische Distanz zueinander ausgezeichnet. In topologischen Räumen zeichnen sich die
Raumpunkte durch ihre Ortslage    u n d   durch die tatsächliche Weglänge zwischen den
Raumpunkten aus. 
Beispiel 1
für die Etablierung gerichteter  Direktverbindungen  mittels Kanalisierungsvorschrift   
----------------------------------------------------------------------------------------------------------
Gegeben:  m=36 Verkehrsknoten, untergebracht in G = { gj  | j = 1,2,...,36} ;
Raumordnungsvorschrift  2   : G  →=2  | xj = 1 + [(j-1)mod ( )] ,m





Kanalisierungsvorschrift  2  als Adjazenzmatrix   0-ter Ordnung 
(0)1m,m = || 
(0)ai,j ||m,m mit 
(0)ai,j = 1 für  | ∆bi,j | = 1 und  i>j
und = 0  sonst 
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(a) Mindestlänge von Verbindungskanälen für das im Beispiel 1 kanalisierte 
Verkehrsfeld  (max. Anz. v. Verbindungskanälen : 10)
(b) zzgl. eines direkten Verbindungskanals vom Verkehrsknoten (36) zum 









vom Quell- zum Zielknoten







Schnittpunkte entsprechen den 





Da kein Element über einen direkten Kanal mit sich selbst verkoppelt ist, sind alle Elemente der
Adjazenzmatrix längs der Hauptdiagonalen identisch null.  Dementsprechend gestaltet sich auch
die Belegung der Mindestmatrix  
=
36,36  (Bild 2a).  Deren Belegung längs und oberhalb der
Hauptdiagonalen  ist identisch null, demzufolge existiert kein mittelbarer Verbindungskanal  von
einem höher indizierten zu einem niedriger indizierten Verkehrsknoten. Ein nur mittelbarer
Verbindungskanal  existiert aber von allen niedriger indizierten Verkehrsknoten zu allen höher
indizierten Verkehrsknoten.  Der größte topologische Abstand besteht über 10 direkte
Verbindungskanäle hinweg. Bild 2b zeigt, daß lediglich durch die Einbringung eines direkten
Verbindungskanals vom Verkehrsknoten (36) nach (1) die vollständige Erreichbarkeit eines jeden
Knotens mit jedem anderen Knoten im Verkehrsfeld hergestellt wird. Die Verteilung der
Mindestlängen von Verkehrskanälen speziell auf die Verkehrsknoten (22) und (26) zeigt Bild 3.
   
Bild 3 Mindestlänge von Verkehrskanälen im strukturierten 2-dimensionalen Verkehrsfeld 
gem. Bild 2
 
Kanalisierungsvorschrift  2  des Verkehrsfeldes für 
  (0)1m,m = || 
(0)ai,j =1 für  | ∆bi,j | = 1 und  i<j und =0 sonst ||m,m
Ergänzung durch  (0)a1,36=1




































2. Topologieabhängiges Fließgleichgewicht aller Datenströme
Aufgabe der Knoten im Verkehrsfeld ist es, einen Datenstrom zu treiben, sie sind damit entweder
Daten empfangende oder Daten sendende Ressourcen. In einer fixierten Ereignislage des
Verkehrsfeldes sei (s) ein Daten sendender und ( ) ein Daten empfangender Verkehrsknoten. Das
Verkehrsfeld bestehe aus (m) Knoten.
Bild 4 Abgehende Referenzen aus dem Sendeknoten (s) in den Empfangsknoten (d)  
yd,s  : relative Referenzhäufigkeit von (s) auf (d)     
ρd,s  : normierte relative Referenzhäufigkeit von (s) auf (d)  mit (d)
Σ ρd,s = 1
Sei der Daten sendende Verkehrsknoten (Quellknoten) als Bezugsknoten gewählt, bezeichnet mit
(s). Er referenziert als Datensender mit der relativen Referenzhäufigkeit  yν,s den Verkehrsknoten
(d) als Datenempfänger (Zielknoten)  (Bild 4).  





Σ yd,s 0 <
⊗
Ys ≤ 1
Summe der relativen Referenzhäufigkeit des Knotens  (s) auf alle 
anderen Knoten des Verkehrfeldes, einschließlich auf sich selbst









Σ ρd,s = 1
Es ist d,s ∈=m,m   der topologische Abstand von (s) auf (d) .
d,s
(s) (d)














Jeder Verkehrsknoten emittiert  an andere Verkehrsknoten Daten und immittiert von diesen Daten;
als Verkehrslast wird das Volumen aller Datenströme zwischen den Verkehrsknoten bezeichnet.
                                                                  
⊗
Dd
                           
Verkehrsknoten 
 




                ν                         Mächtigkeit des ankommenden Datenpakets in (d)Dd,ν = ρd,ν⋅
⊗
D
                                                             (d)
                                                            
       für σ(0<x)=1 (0 sonst)Θd,s = ld,s ⋅ σ(ρd,s) ⋅ [c + qDd,s]
                                                    d,s          Laufzeit des Datenpakets von (s) nach (d)




Mächtigkeit des Datenpakets von (s) nach (d)
⊗
Ds
Mächtigkeit des abgehenden Datenpakets aus (s)





daß jeder Verkehrsknoten von allen anderen Verkehrsknoten 
Datenpakete immittiert und
alternierend dazu  an andere Verkehrsknoten Daten emittiert,
 daß sich dafür beide Prozesse  in einem balancierten System nicht zurückstellen,
bedingen eine Obergrenze für die zu transportierende Datenvolumina von jedem Verkehrsknoten
zu jedem anderen Verkehrsknoten. Diese Volumina werden nachfolgend als zuläs ige Mächtigkeit
transferierter Datenströme zwischen den Verkehrsknoten bezeichnet. Die Berechnung der
Verkehrslast basiert auf dieser Maßgabe, die notwendigen Parameter enthalten Bild 4 und Bild 5 .
Quellknoten (s) referenziert mit normierter relativer Referenzhäufigkeit ρd,s  Zielknoten (d) zur
Übernahme eines Datenpakets der Mächtigkeit  Dd,s innerhalb einer Laufzeit Θd,s . Es ist  c die
Vorbereitungszeit für den Transfer eines Datenpakets von einem Knoten zu einem nachfolgenden
Knoten, es ist q die dafür benötigte  Transferzeit für ein Datenbyte im Datenpaket.  
Θd,s= d,sσ (yd,s) [c+qDd,s ] (5d)




mit  als Gesamtmenge der aus (s) emittierten Daten
⊗
Ds
und ρd,s gem. (5b) 
. (5f)Θd,s = ρd,s
⊗
Θs


































ist Sammelzeit aller im Zielknoten (d) ankommenden, von allen anderen VerkehrsknotenΘd
abgehenden Datenströme der Mächtigkeit .
⊗
D≠d


















Die Verteilzeit eines Datenstroms  aus (s) ist bestimmt durch die Mächtigkeit aller aus (s)
⊗
Θs
emittierten  Teilströme. Ebenso hängt die Sammelzeit   in (d) von der Mächtigkeit aller
•
Θd
immittierten Datenströme ab. Zusätzlich sind beide Zeiten von der topologischen Länge des Weges
abhängig, längs dessen jeder Datenstrom durch das Verkehrsfeld strömt.  
Weder kann ein proportionaler Zusammenhang zwischen der Mächtigkeit ines aus (h)
⊗
Dh
abgehenden Datenstroms und dessen Verteilzeit  angenommen werden, noch besteht ein
⊗
Θh
solcher zwischen der Mächtigkeit eines in (h) ankommenden Datenstroms und dessen
•
Dh





Sammelzeit und dem Verhältnis von ankommenden zu abgehenden Referenzen in (h). Diese
•
Θh
Annahme ist plausibel, weil sich beide Zeiten gem. (5g) bzw. (5h)  proportional zur Größe der
relativen Referenzhäufigkeiten twickeln. Es gilt    



















(5d) und (5h) in (5i) definiert das gesuchte Gleichungssystem zur Berechnung der bedingten
Mächtigkeiten abgehender Datenpakete und dem dafür notwendigen Zeitbedarf.  




















  = 
λ1,1 − R1
⊗
Λ1 λ1,2 ..... λ1,h ..... λ1,m
λ2,1 λ2,2 − R2
⊗
Λ2 ..... ..... ..... .....
..... ..... ..... ..... ..... .....
λh,1 ..... ..... λh,h − Rh
⊗
Λh ..... λh,m
..... ..... ..... ..... ..... .....












































Σ λν,h Yh =
m
µ=1

























2.2 Simulationen zum Berechnungsmodell
Das Gleichungssystem (6) besitzt bzgl. der unterschiedlichen Notationen  für Rh dementsprechend
































Kommunikationszeit c und Transferzeit q sind positiv. Die daraus resultierende
Forderung 





















Möglich sind negative Datenvolumina. Diese existieren virtuell, sie reduzieren um
ihren Betrag den Transfer tatsächlich zu übertragender Daten (Beispiel 3).   






Diese Parametrisierung relativiert den Durchsatz der Datenflüsse. Die Durchlässigkeit
des Verkehrsnetzes für die Emission eines Datenstroms aus einem Quell- auf einen
Zielknoten längs des topologischen Weges der Längeist um so größer, je weniger
Transportzeit Θ dafür benötigt wird und  - entsprechend (5i) -  um so größer, je größer







Leitfähigkeit des Verkehrsnetzes für einen in (d) ankommenden 
Datenstrom aus (µ)






Leitfähigkeit des Verkehrsnetzes für einen aus (s) abgehenden 
und in (ν) ankommenden Datenstrom.
14
Damit steht für (7) die Notation 















































weist auf eine Asymmetrie des Verkehrsfeldes hin in Form unterschiedlicher
Weglängen für abgehende und ankommende Verbindungen. Für 0 < ∆I h  ist der in (h)
eintretende Datenstrom größer als der aus (h) abgehende Datenstrom; für 0 > ∆I h
kehrt sich die Relation um; Identität zwischen dem in (h) eintretenden und dem aus
(h) austretenden Datenstrom besteht für ∆I h = 0 (Bild 6). Die Kenntnis der
Ergiebigkeit eines Verkehrsknotens ist notwendig für die Beurteilung der
Empfindlichkeit des Verkehrsfeldes gegenüber Parameteränderungen.
  
Bild 6 Geschwindigkeit transferierter Datenflüsse im Verkehrsfeld  aus m Verkehrsknoten
ϕ  
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∆  I  
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Beispiel  2 
für die Ermittlung der Mächtigkeit transferierter Datenpakete in einem balancierten Verkehrsfeld  
-----------------------------------------------------------------------------------------------------
Gegeben : m=3 Verkehrsknoten, untergebracht in G = { gj  | j = 1,2,3} ;
Raumordnungsvorschrift  1  : G  →=1  |  xj = j
Kanalisierungsvorschrift  1    als Adjazenzmatrix   0-ter Ordnung 
(0)1m,m = || 




deren Elemente ax,y=1  Direktverbindungen von Knoten (x) auf  Knoten (y) 
markieren  (=0 sonst) 




Referenzmatrix Im,m = || y ||m,m =  ,
0 0,27 0, 5
0, 2 0 y2,3
0, 6 0,39 0
deren Element yx,y  die relative Referenzhäufigkeit von Knoten (x) auf (y) ist.
Gesucht: Mächtigkeit eines Teilpakets Dk,j  von Daten aus Knoten (j) auf Knoten (k) 







gerichteter Bogen vom Knoten (j) zum Knoten (k)






y   
2,3
1  2  3  
=1   
x  
U(1)                                                         (2)                                                         (3)  
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Für y2,3=0,1 stehen mit den gegebenen Parametern für das Gleichungssystem 
−1,68 0,4 1, 66



























für die Mächtigkeit ankommender und abgehender Datenpakete die Knoten 1, 2 und 3. 
Der Bedarf in Zeiteinheiten zur Übertragung abgehender bzw. ankommender Datenpakete in den
einzelnen Knoten berechnet sich gem. (5g,h)  ganzzahlig zu














Der Durchlaßfähigkeit des Verkehrsfeldes entspricht die Übertragungsgeschwindigkeit der






























Bild 7a zeigt die Änderung des transferierten Datenstroms von Verkehrsknoten (3) auf (2) bei
Inkrementierung der  relativen Referenzhäufigkeit y2,3. Mit wachsendem y2,3  nimmt die
Mächtigkeit des transferierten Datenstroms von Knoten (3) auf (2) ab. 
Bild 7a Emittierte und immittierte Datenmenge im Verkehrsknoten (3)
























ge emittierte Datenmenge aus 
Verk ehrsk noten (3) nach (2)
immittierte 
Datenmenge in (3)
                     0,0      0,05          0,1                    0,2                       0,3                   0,4       0,45
Relative Referenzhäufigkeit von Knoten (3) auf (2)
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Die im Bild 7a dargestellte Entwicklung plausibilisiert, daß keine Proportionalität zwischen der
relativen Referenzhäufigkeit und der Mächtigkeit transferierter Datenströme besteht. Eine Identität
besteht aber zwischen dem Verhältnis von Verteilzeit zu Sammelzeit ( Bild 7b) und dem
Verhältnis von ankommenden zu abgehenden R ferenzen  (Bild 7c).





von der relativen Referenzhäufigkeit y3,2 von Knoten (2) auf (3) 





in Abhängigkeit von der relativen Referenzhäufigkeit y3,2  
Fazit : Die Geschwindigkeit der Datenübertragung im Verkehrsfeld von Knoten (3) auf
(2) sinkt bei gegebener Topologie mit zunehmender relativer  Referenzhäufigkeit 
y3,2 . Die Frage steht nach dem Einfluß der Topologie auf die Geschwindigkeit der 















                     0,01     0,05          0,1                    0,2                       0,3                   0,4       0,45




































Emissionsgeschwindigk eit aus (2)
                  Summe relativer Referenzhäufigk eiten aus (2)
S. relativer Ref.h. auf (2)
                     0,01     0,05          0,1                    0,2                       0,3                   0,4       0,45




für die Ermittlung der Abhängigkeit des Verkehrsflusses von der Topologie  
--------------------------------------------------------------------------------------------
Gegeben:  m=36 Verkehrsknoten, untergebracht in G = { gj  | j = 1,2,...,36} ;
Raumordnungsvorschrift  2   : G  →=2  | xj = 1 + [(j-1)mod ( )] ,m







Kanalisierungsvorschrift  2  als Adjazenzmatrix   (0)1m,m  in den
Optionen  V1 bis V5, notiert als Matrix im Kontext
.
V1 : (0)1m,m  = || 
(0)aν,µ= 1  ; 
   ∀ µ ≠ ν
= 0  sonst  ||m,m 
Jeder Knoten des Verkehrsfeldes ist 
direkt gekoppelt mit jedem anderen 
Knoten, außer mit sich selbst.
V2 : (0)1m,m = || 
(0)aν,µ= 1 | ν = 18;   µ = 1, 2,..., 17, 19,..., 36 ;
= 1 | ν = 1, 2,..., 17, 19,..., 36;  µ = 18  ;
= 0  sonst  ||m,m 
Koppelstruktur des Verkehrsfeldes 
entspricht der  Referenzstruktur des
Prozessorfeldes.
2      
P(   )
P(   )
P(     )
P(   )
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 m      
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=   
P(    )
P(   )
P(   )
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h       j      
P(    )kein Kanal von           nach                       
P(   )
UU
i       k      
P(    )Kanal von           nach                       vorhanden
P(    )
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V3 : (0)1m,m = || 
(0)aν,µ= 1 | ν = µ+1   0  µ mod  6 ;∀ ≠
= 1 | ν = µ-1   0  (µ-1) mod 6 ;∀ ≠
= 1 | ν = µ+6   µ∈{1, 2, ..., 30} ;∀
= 1 | ν = µ−6   µ∈{7, 8, ..., 36} ;∀
= 0  sonst  ||36,36 
Verkehrsfeld ist als orthogonales 
Gitter kanalisiert.
V4 : (0)1m,m = || 
(0)aν,µ = 1 | ν = µ+1   0  µ mod  6 ;∀ ≠
= 1 | ν = µ-1   0  (µ-1) mod 6 ;∀ ≠
= 1 | ν = µ+6   µ∈{1, 2, ..., 30} ;∀
= 1 | ν = µ−6   µ∈{7, 8, ..., 36} ;∀
= 1 | ν = µ+5   0  (µ-1) mod 6 ;∀ ≠
= 1 | ν = µ−5   0  µ mod 6 ;∀ ≠
= 1 | ν = µ+30   µ∈{1, 2, ..., 6} ;∀
= 1 | ν = µ−30   µ∈{31, 32, ..., 36} ;∀
= 0  sonst  ||36,36 
Verkehrsfeld ist toroidal kanalisiert.
V5 : (0)1m,m = || 
(0)aν,µ = 1 | ν = µ+1 µ∈{1, 2, ..., 35} ;∀
= 1 | ν = 1 , µ = 36 ;
= 0  sonst  ||m,m 
Verkehrsfeld ist als linksdrehende 
Pipeline kanalisiert.
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V6 : (0)1m,m = || 
(0)aν,µ = 1 | ν = µ-1  µ∈{2, 3, ..., 36} ;∀
= 1 | ν = 36 , µ = 1 ;
= 0  sonst  ||m,m 
Verkehrsfeld ist als rechtsdrehende 
Pipeline kanalisiert.
referenziert gemäß Referenzmatrix
 = ||yν,µ =0,01 | ν = 18;   µ = 1, 2,..., 17, 19,..., 36 ;
=0,05 | ν = 1, 2,..., 17, 19,..., 36;  µ = 18  ;
=0  sonst  ||m,m 
Gesucht : Mächtigkeit D aller ankommenden und abgehenden Datenströme im 
Verkehrsfeld einschließlich deren Laufzeit Θ  
Laufzeit Θ und Mächtigkeit ankommender und abgehender Datenströme D hängen bei
konstant gehaltenen Parametern Kommunikationsvorbereitungszeit c(=100), Transferzeit für ein
Datum q(=1) sowie yν,µ ∈Im,m    ausschließlich von der Topologie des∀ 1 ≤ ν, µ ≤ m (= 36)
Verkehrsfeldes ab, ausgewiesen durch die Adjazenzmatrix  (0)1m,m  für  V1 ... V6 . Aus der
Adjazenzmatrix resultiert die Mindestmatrix  =m,m , deren Elemente  ν,µ  die topologische Distanz
des Verkehrsknotens (µ) zum Verkehrsknoten (ν) repräsentieren. 
In einem vollvernetzten Verkehrsfeld (Version V1), in dem jeder Knoten direkt gekoppelt ist
mit jedem anderen Knoten, außer direkt mit sich selbst, gilt  ν,µ=1   und ν,µ=2 .∀ ν ≠ µ ∀ ν = µ
Von Bedeutung sind aber lediglich solche Koppelkanäle im Verkehrsfeld, die gemäß
Referenzmatrix m,m nur in Anspruch zu nehmen sind, ausgewiesen durch σ(yν,µ)>0. Demgemäß
36
ν   
ν,µ   









erweist sich für die gegebene Referenzmatrix ein vollvernetztes Verkehrsfeld als nicht erforderlich.
Es ist ausreichend, die Koppelstruktur des Verkehrsfeldes mit der  Referenzstruktur des
Prozessorfeldes zu identifizieren (Option V2). Es gilt aν,µ=σ(yν,µ) mit  (=0 sonst). Inσ(0 < y) = 1
beiden Fällen existieren nur jeweils direkte Verbindungen zwischen den miteinander
kommunizierenden (70) Verkehrsknoten (Tabelle 1).
In einem toroidal kanalisierten Verkehrsfeld (Bild 8) variiert die topologische Weglänge zwischen
1 und 6. Die Summe der in Anspruch genommenen Koppelverbindungen sinkt auf 8,
gleichermaßen erhöht sich die Summe der indirekten Verbindungen auf 208. Die Existenz einer
indirekten Verbindung ist mit der relativen Referenzhäufigkeit  längs dieser Verbindung zu
wichten. Die Wichtung ν,µyν,µ  ist ein Maß für die Effizienz einer indirekten Verbindung von µ nach
ν. Für die gegebene Referenzmatrix Im,m bewegen sich die Wichtungen im toroidal kanalisierten
Verkehrsfeld in den Bereichen  0,01< ν,µyν,µ <0,06   sowie  0,005< ν,µyν,µ∀ ν = 18 und µ ≠ 18
<0,03   ; außerhalb dem für ν und µ angegebenen Bereich gilt  y=0. ∀ ν ≠ µ und µ = 18
Bild 8 Topologische und gewichtet topologische Weglängen in einem toroidal 
kanalisierten Verkehrsfeld aus 36 Verkehrsknoten vom Verkehrsknoten µ 
zum Verkehrsknoten ν 
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Topologisch benachbart zum toroidal kanalisierten Verkehrsfeld ist das als orthogonales Gitter
kanalisierte Verkehrsfeld. Die maximale topologische Weglänge beträgt max=10  (Bild 9).  Die
Summe  der Direktverbindungen sinkt im Vergleich zum toroidal kanalisierten Verkehrsfeld auf  
6, die Summe der indirekten Verbindungen steigt auf 282 (!). Die für das toroidal kanalisierte
Verkehrsfeld angegebenen Wichtungen steigen von 0,06 auf 0,08 im toroidal kanalisierten
Verkehrsfeld  bzw. von 0,03 auf 0,04.  Die gewichtete Summe aller direkten Verbindungen fällt
auf  0,05, die gewichtete Summe aller indirekten Verbindungen steigt auf  2,12.
Bild  9 Topologische und gewichtet topologische Weglängen in einem 
orthogonal kanalisierten Verkehrsfeld aus 36 Verkehrsknoten 
Laufzeiten und Mächtigkeiten der Datenströme hängen im balancierten Verkehrsfeld von dessen
Topologie ab. Tabelle 1  gibt Auskunft zum Verhalten des V rkehrsknotens (18). Signifikant zur
Mächtigkeit ankommender und abgehender Datenströme D entwickeln sich die Laufzeiten Θ
für diese Datenströme. Unter praktischen Gesichtspunkten sind die diskutierten Topologien durch
die Geschwindigkeit  charakterisiert, mit der die Datenströme an den V rkehrsknoten (18)v = DΘ
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herangeführt und aus ihm wieder abgeführt werden. Anschaulich sinken die Geschwindigkeiten













Anzahl indirekter Verbindungen. Diese Entwicklung ist plausibel, weil mit dem Entzug direkter
Verbindungen längere Laufzeiten für ankommende und abgehende Datenpakete entstehen. Von
Vorteil ist die Reduzierung des technischen Aufwandes zur Kanalisierung des Verkehrsfeldes.
Das vorgestellte Modell zur Ermittlung eines topologieabhängigen Fließgleichgewichts aller
Datenströme ermöglicht es, die durch den Entzug direkter Verbindungen entstehende Senkung
bzw. die durch Hinzufügung direkter Verbindungen entstehende Erhöhung der
Verkehrsflußgeschwindigkeit zu berechnen. Ergebnisse der Berechnungen sind in Tabelle 1
zusammengefaßt.
Nicht jede Topologie gewährleistet einen balancierten Verkehrsfluß.  Ist zum Beispiel das
Verkehrsfeld als Pipeline kanalisiert (Optionen V5 und V6), kann in bestimmten V rkehrsknoten
die Ereignislage Datenemission nur dann stattfinden, wenn in bestimmten anderen V rkehrsknoten
diese Ereignislage zurückgestellt wird. Dieser Umstand wird sofort plausibel, weil 
die Menge der emittierten Daten topologieabhängig ist,  
nicht mehr Daten emittiert als auch wieder immittiert werden können.
Im Modell geschieht die Rückstellung im entsprechenden Verkehrsknoten durch eine Emission
virtueller Daten. Virtuelle Daten sind solche Daten, die zwar emittiert, aber nicht tatsächlich
übertragen werden. Das Gleichungssystem liefert die virtuellen Daten in Form negativer
Datenmassive. Die Option V5 bedingt eine Emission virtueller Daten aus den Verkehrsknoten (19)
bis (29) und die Option V6 dementsprechend aus den Verkehrsknoten (7) bis (17)   (Bild 10).
Das als Pipeline kanalisierte Verkehrsfeld zeichnet sich für die gegebene Referenzmatrix  Im,m
durch folgende Eigenschaften aus:
Ausgewählte Knoten werden für einen balancierten Verkehrsfluß von der 
Teilnahme am Verkehr ausgeschlossen (Bild 11).
Die Menge tatsächlich zu übertragender Daten variiert sehr stark von 
Verkehrsknoten zu Verkehrsknoten.  
Bedingt durch die Topologie entspricht die Streuung emittierter und 
immittierter Daten nicht dem in der  Referenzmatrix Im,m enthaltenen 
Wertevorrat von 0; 0,005 und 0,01 für die relativen Referenzhäufigkeiten.
Die signifikante Streuung emittierter und immittierter Daten ist auf die Streuung der Elemente  d r
Mindestmatrix =m,m, den topologischen Weglängen, zurückzuführen. Die Produkte y  mit y∈I
dämpfen zwar diese Streuung, bleiben aber für 0<σ(y) dennoch different zueinander - (Bild 12a)
für die linksdrehende Pipeline, (Bild 12b)  für die rechtsdrehende Pipeline.
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Bild 10 Mächtigkeit emittierter und immittierter Datenmassive über alle m=36 Knoten 
des Verkehrsfeldes mit der Topologie einer (a) links drehenden (V5) und einer 




































Bild 11 Ankommende Datenströme im Verkehrsknoten (18), inbegriffen virtuelle 
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       (a) linksdrehende Pipeline 
        
 
Bild 12 Topologische und gewichtet 
topologische Weglängen in 
einem als Pipeline 
kanalisierten Verkehrsfeld




Parameter des  Verkehrsfeldes :  V1 / V2 V3 V4 V5 V6
Anzahl aller Referenzen     70
Summe direkter Verbindungen 70 8 6 2  
Summe indirekter Verbindungen 0 208 282 1.258
gewichtete Summe 
direkter Verbindungen
0,53 0,06 0,05 0,02
gewichtete Summe 
indirekter Verbindungen
0 1,56 2,12 9,44
ν,µyν,µ   | ν=18; µ≠ν 















abgehende  Datenströme  aus
Verkehrsknoten (18)  :
⊗
D18
78,7 38,06 28,85 131,88 395,08
⊗
Θ18




22 3,5 2 2 6
⊗
Dj    |   j ≠ 18
104,5 102.176 101,6 -94,07...   
...7163
-93,64...   
...7690
⊗
Θj    |   j ≠ 18




207,5...   
...7263
222,6...   
...7790
ankommende Datenströme im
Verkehrsknoten (18)  :
•
D18
3.657 3.576 3.557 20.218 21.936
•
Θ18
7.157,5 21.835 29.037 130.747 140.222
•
v18  [10
-3] 511 164 123 155 156
•
Dj    |   j ≠ 18
2,25 1,09 0,82 3,77 11,29
•
Θj    |   j ≠ 18
102,25 101,...   
...606,5
100,...   
...806,6
103,8...   
...3631
111,4...   
...3895
Tabelle 1  Liste der Simulationsergebnisse für Beispiel 3   ( c=100 ; q=1 )
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Schlußfolgerungen
Abhängig von den relativen Referenzhäufigkeiten zwischen den Prozessoren im Prozessorfeld und
abhängig von der Topologie des Verkehrsfeldes  emittieren dessen Knoten unterschiedlich
mächtige Datenströme.  Entsprechend den r lativen Referenzhäufigkeiten wird der von einem
Knoten emittierte Datenstrom von allen anderen Knoten des Verkehrsfeldes immittiert. Prinzipiell
werden soviele Daten emittiert wie auch immittiert. In der Tat sind die emittierten Daten aber in
solche zu unterteilen, die einen anderen Knoten des Verkehrsfeldes tatsächlich erreichen und in
solche, um deren Betrag sich die Menge der immittierten Daten lediglich reduziert, bezeichnet als
virtuelle Daten.
  
Ein Verkehrsfeld gilt als balanciert, wenn  keine virtuellen Daten emittiert werden.
Folgende Schlußfolgerungen ergeben sich daraus :
Eine Topologie braucht nicht mehr Direktverbindungen aufzuweisen, als in der
Matrix der relativen Referenzhäufigkeiten von null verschiedene Elemente
enthalten sind. Abhängig von der Verteilung dieser Menge können auch
indirekte Verbindungen zwischen den Knoten installiert werden. Prinzipiell
kann die Zahl indirekter Verbindungen solange inkrementiert werden, wie
keine virtuellen Daten entstehen.  Jedoch gilt auch:
Nicht jede Topologie ordnet einem Prozessorfeld mit gegebener Referenzierung
zwischen den Prozessoren ein balanciertes V rkehrsfeld zu. In diesem Fall ist
das Entstehen virtueller Daten nicht zu verhindern (s. Bilder 11 und 12). Die
Lösung des Gleichungssystems  (6) bzw. (7)  weist für einen gegebenen
Parametersatz die maximale Mächtigkeit der von jedem Verkehrsknoten
emittierten Datenmenge aus, inbegriffen die Mächtigkeit virtueller Daten.
Durch Erhöhung der elativen Referenzhäufigkeit von einem Sendeknoten (s)
auf einen Zielknoten (d) des Verkehrsfeldes inkt die Mächtigkeit des von (s)
auf (d) emittierten Datenstromes (s. Bild 8a). Die Änderungsraten  der Verteil-
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