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Financijski modeli, koristec´i matematicˇki aparat, nastoje sˇto preciznije opi-
sati stanje na svjetskim financijskim trzˇiˇstima. Pretpostavke su da je model
valjan bez obzira koji vremenski period ili vrstu imovine promatrali. Glavni
cilj modela je izvuc´i sve relevantne cˇinjenice iz povijesnih podataka, koji,
osim vazˇnih informacija, sadrzˇe i slucˇajnost. Upravo ta slucˇajnost, koja u
konacˇnici implicira neizvjesnost, stavlja imperativ na koriˇstenje statisticˇkih
alata pri stvaranju, procjeni i testiranju modela.
Postoje dva pristupa statisticˇkoj analizi: frekvencionisticˇki i Bayesovski.
Osnovna razlika medu njima lezˇi u nacˇinu na koji se interpretira pojam vje-
rojatnosti. Kao sˇto samo ime kazˇe, frekvencionisticˇka statistika, poznata
kao i klasicˇna, vjerojatnost tretira kao limes relativnih frekvencija. Od-
mah mozˇemo primijetiti da potpuno pridrzˇavanje ovom pristupu nije uvijek
moguc´e u praksi, npr. kada proucˇavamo dogadaje koji se rijetko pojavljuju.
U tom slucˇaju, zbog nedovoljne velicˇine uzorka, prisiljeni smo se oslanjati na
teorijske rezultate. S druge strane, zagovornici Bayesovskog pristupa sma-
traju da je vjerojatnost subjektivna, odnosno da je ona stupanj uvjerenja
koji se mijenja dolaskom novih informacija.
Usko vezan uz interpretaciju vjerojatnosti je pojam neizvjesnosti. Pristasˇe
klasicˇnog pristupa vjeruju kako je izvor neizvjesnosti iskljucˇivo realizacija
slucˇajnih varijabli, dok Bayesova statistika ide korak dalje i smatra tu slucˇajnost
nedovoljnom. Stoga kroz parametre modela ugraduje dodatnu neizvjesnost
na nacˇin da i njih same promatra kao slucˇajne (za razliku od ,,klasicˇara” koji
ih uzimaju kao egzaktne).
Bayesova statistika dobila je ime po engleskom matematicˇaru i teologu
Thomasu Bayesu koji je prvi dokazao specijalan slucˇaj teorema danas pozna-
tog kao Bayesov teorem. Njegov rad ”Essay Towards Solving a Problem in the
Doctrine of Chances” objavljen je posthumno 1763. godine od strane Royal
Societyja. Bez znanja o radu Thomasa Bayesa, francuski matematicˇar i astro-
nom Pierre-Simon Laplace otkriva Bayesov teorem (1774.), ali u opc´enitijem
i jasnijem obliku te ga sljedec´ih 40 godina primjenjuje na podrucˇju statis-
tike, meteorologije, astronomije pa cˇak i geodezije. Pocˇetkom prosˇlog sto-
ljec´a, kada su kvantitativne metode postale najkoriˇsteniji alat pri analizira-
nju financijskih trzˇiˇsta i oblikovanju investicijskih strategija, glavnu ulogu
igrala je klasicˇna statistika, odnosno frekvencionisticˇki pristup, za sˇto su
zasluzˇni Ronald A. Fisher, Jerzy Neyman i Egon Pearson. Unatocˇ tome,
neki matematicˇari nastavljaju razvijati Laplaceove ideje zbog cˇega, nakon
nekog vremena, nastaju dvije struje u Bayesovoj statistici: objektivisticˇka
i subjektivisticˇka. Zagovornici objektivisticˇke struje smatraju da Bayesov-
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ska statisticˇka analiza pocˇiva samo na pretpostavljenom modelu i proucˇenim
podatcima. Subjektivisti s druge strane tvrde da je takva analiza nepot-
puna bez subjektivnih uvjerenja. Bayesova statistika dobila je na vazˇnosti
tek 80-ih godina dvadesetog stoljea, uglavnom zbog naglog razvoja racˇunskih
metoda.
Cilj ovog rada je dati pregled teorije koja stoji iza Bayesova statistike i
pokazati na koji nacˇin se mozˇe primijeniti u financijskoj industriji, tocˇnije
pri procjeni vrijednosti ulaganja.
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2 Osnovni pojmovi teorije vjerojatnosti
Da bismo u potpunosti razumjeli Bayesovu paradigmu potrebno je defini-
rati matematicˇku strukturu na kojoj ona pocˇiva. Pokazuje se da je za to
najprikladniji aparat teorije vjerojatnosti. Stoga poglavlje pocˇinjemo Kol-
mongorovim aksiomima koji c´e nas prirodno dovesti do Bayesovog teorema.
2.1 Vjerojatnosni prostor. Uvjetna vjerojatnost
Neka je Ω proizvoljan neprazan skup. Sa P(Ω) oznacˇimo partitivni skup od
Ω.
Definicija 2.1. Familija F podskupova od Ω (F ⊆ P(Ω)) jest σ-algebra
skupova (na Ω) ako je
F1. ∅ ∈ F .
F2. A ∈ F ⇒ Ac ∈ F .
F3. Ai ∈ F , i ∈ N⇒
∞⋃
i=1
Ai ∈ F .
Definicija 2.2. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F) zove
se izmjeriv prostor.
Definicija 2.3. Neka je (Ω,F) izmjeriv prostor. Funkcija P : F → R jest
vjerojatnost (na F , na Ω) ako vrijedi
P1. P (A) ≥ 0, A ∈ F .
P2. P (Ω) = 1.
P3. Ai ∈ F , i ∈ N i Ai ∩ Aj = ∅ za i 6= j







Definicija 2.4. Uredena trojka (Ω,F , P ), gdje je F σ-algebra na Ω i P
vjerojatnost na F , zove se vjerojatnosni prostor.
Sada c´emo navesti neke osnovne karakteristike funkcije vjerojatnosti koje
slijede iz definicije vjerojatnosnog prostora. Elemente σ-algebre F zovemo
dogadaji, a broj P (A), A ∈ F , vjerojatnost dogadaja A.
Teorem 2.5. Neka je (Ω,F , P ) vjerojatnosni prostor. Tada vrijedi
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(a) P (∅) = 0








(c) A, B ∈ F i A ⊆ B ⇒ P (A) ≤ P (B)







(e) A, B ∈ F ⇒ P (A ∪B) = P (A) + P (B)− P (A ∩B)
(f) A ∈ F ⇒ P (Ac) = 1− P (A).
Dokaz. Pogledati [6].
Definicija 2.6. Neka je (Ω,F , P ) vjerojatnosni prostor i A, B ∈ F . Dogadaji
A i B su nezavisni ako vrijedi
P (A ∩B) = P (A)P (B). (1)
Definicija 2.7. Neka je (Ω,F , P ) vjerojatnosni prostor i A ∈ F takav da je
P (A) > 0. Funkcija PA : F → [0, 1] definirana s
PA(B) = P (B|A) = P (A ∩B)
P (A)
, B ∈ F (2)
je vjerojatnost na F i zovemo je uvjetna vjerojatnost uz uvjet A. Broj P (B|A)
zovemo vjerojatnost od B uz uvjet da se A dogodio.
Prosˇirimo definiciju uvjetne vjerojatnosti uz uvjet A (A ∈ F) na slucˇaj
kada je P (A) = 0 tako da stavimo
P (B|A) = P (B) ako je P (A) = 0, B ∈ F . (3)
Iz (1) i (3) slijedi
P (A ∩B) = P (B)P (A|B) = P (A)P (B|A), A,B ∈ F . (4)
Buduc´i da je PA vjerojatnost na F , iz teorema 2.5 slijedi
Propozicija 2.8. Neka je (Ω,F , P ) vjerojatnosni prostor i A ∈ F takav da
je P (A) > 0. Tada vrijedi
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(a) P (∅|A) = 0
(b) P (Bc|A) = 1− P (B|A), B ∈ F
(c) A1, A2 ∈ F ⇒ P (A1 ∪ A2|A) = P (A1|A) + P (A2|A)− P (A1 ∩ A2|A)
(d) A1, A2 ∈ F & A1 ⊆ A2 ⇒ P (A1|A) ≤ P (A2|A)








Vjerojatnosni prostor (Ω,F , P ) osnovni je pojam u teoriji vjerojatnosti, a
sluzˇi nam kao matematicˇki model za proucˇavanje slucˇajnih odnosno neiz-
vjesnih pokusa. Cˇesto nad rezultatima takvih pokusa provodimo nekakva
mjerenja, tj. svakom rezultatu pridruzˇujemo realne brojeve. Prema tome
vazˇno je promatrati realne funkcije na Ω, koje c´emo zvati slucˇajne varijable.
Prije nego ih definiramo, uvest c´emo pojam Borelovih funkcija i skupova.
Neka je R skup svih realnih brojeva. Sa B oznacˇimo σ-algebru generi-
ranu familijom svih otvorenih skupova na R. B zovemo σ-algebra Borelovih
skupova na R, a elemente σ-algebre B zovemo Borelovi skupovi. Nadalje,
funkcija g : R→ R jest Borelova funkcija ako je g−1(B) ∈ B za svako B ∈ B,
tj. ako je g−1(B) ⊆ B. U slucˇaju k - dimenzionalnog realnog prostora Bo-
relovu σ-algebru generiranu svim otvorenim skupovima na Rk oznacˇavamo s
B(Rk).
Definicija 2.9. Neka je (Ω,F) izmjeriv prostor. Slucˇajna varijabla (k = 1),
slucˇajni vektor (k ≥ 2), je izmjerivo preslikavanje X : (Ω,F)→ (Rk,B(Rk)),
tj. preslikavanje X : Ω→ Rk za koje vrijedi X−1(B) ∈ F za svako B ∈ B(Rk)
odnosno X−1(B(Rk)) ⊆ F .
Jedno od osnovnih obiljezˇja slucˇajnih varijabli jesu pripadne funkcije dis-
tribucije s kojima se i najcˇesˇc´e efektivno operira. Kako bi izbjegli smetnje
koje izaziva opc´enitost skupa Ω na kojem je slucˇajna varijabla definirana,
uvest c´emo vjerojatnosni prostor karakteristicˇan za nju.
Neka je (Ω,F , P ) vjerojatnosni prostor, (R,B) izmjeriv prostor i X slucˇajna
varijabla na Ω. Funkciju PX : B → [0, 1] definiranu s
PX(B) = P (X ∈ B) = P (X−1(B)), B ∈ B (5)
zovemo vjerojatnosna mjera inducirana sa X (ili zakon razdiobe od X), a
vjerojatnosni prostor (R,B, PX) zovemo vjerojatnosni prostor induciran sa
X. Lako je provjeriti da je PX vjerojatnost na B.
5
Definicija 2.10. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije
od X jest funkcija FX : R→ [0, 1] definirana sa
FX(x) = PX(〈−∞, x]) = P (X ∈ 〈−∞, x]) = P (X ≤ x), x ∈ R. (6)
Nacˇin na koji racˇunamo vjerojatnosti dogadaja vezanih za slucˇajnu vari-
jablu ovisi o karakteru, tj. tipu slucˇajne varijable. Postoje dva glavna tipa
slucˇajnih varijabli: diskretne i neprekidne.
Definicija 2.11. Slucˇajna varijabla X je diskretna ukoliko postoji konacˇan
ili prebrojiv skup D ⊆ R takav da je PX(D) = P (X ∈ D) = 1.
Diskretne slucˇajne varijable obicˇno zadajemo tako da zadamo skup D =
{x1, x2, ...} i brojeve pn = P (X = xn), sˇto zapisujemo u obliku tablice
X =
(
x1 x2 ... xn ...
p1 p2 ... pn ...
)
. (7)
Tablicu (7) zovemo distribucija ili zakon razdiobe slucˇajne varijable X.
Definicija 2.12. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru
(Ω,F , P ) i neka je FX njezina funkcija distribucije. Kazˇemo da je X apso-
lutno neprekidna ili, krac´e, neprekidna slucˇajna varijabla ako postoji nenega-




f(t)dλ(t), x ∈ R. (8)
Funkcija f iz (8) zove se funkcija gustoc´e slucˇajne varijable X.
Integral u (8) je Lebesgueov integral funkcije f u odnosu na Lebesgueovu
mjeru λ. (vidi H. Sˇikic´ [7]).
Sada c´emo pricˇu prosˇiriti na slucˇajne vektore pocˇevsˇi s karakteristicˇnim
vjerojatnosnim prostorom. Neka je (Ω,F , P ) vjerojatnosni prostor i X : Ω→
Rn n - dimenzionalni slucˇajni vektor. Tada je X = (X1, X2, ..., Xn), pri cˇemu
su Xk : Ω→ R, k = 1,2,...,n slucˇajne varijable.
Za B ∈ B(Rn) stavimo
PX(B) = P (X
−1(B)) = P (X ∈ B). (9)
Relacijom (9) definirana je funkcija vjerojatnosti PX : B(Rn) → [0, 1]. PX
zovemo vjerojatnosna mjera inducirana slucˇajnim vektorom X (ili zakon raz-
diobe od X). Prema tome, svakom n-dimenzionalnom slucˇajnom vektoru
X na prirodan se nacˇin preko relacije (9) pridruzˇuje vjerojatnosni prostor
(Rn,B(Rn), PX) koji zovemo vjerojatnosni prostor induciran slucˇajnim vek-
torom X.
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Definicija 2.13. Neka je X : Ω→ Rn slucˇajni vektor, X = (X1, X2, ..., Xn).
Funkcija distribucije od X jest funkcija FX : Rn → [0, 1] definirana s
FX(x) = PX(〈−∞, x]) = P (X ∈ 〈−∞, x]) = P (X ≤ x), x ∈ Rn. (10)
Definicija 2.14. Neka je X : Ω → Rn n - dimenzionalni slucˇajni vektor,
X = (X1, X2, ..., Xn) i neka je FX njegova funkcija distribucije.
X je diskretan slucˇajni vektor ako postoji konacˇan ili prebrojiv podskup E
od Rn takav da je P (X ∈ E) = 1.
X je apsolutno neprekidan ili, krac´e, neprekidan slucˇajni vektor ako pos-




f(t)dλ(t), x ∈ Rn. (11)
Funkciju f u (11) zovemo funkcija gustoc´e slucˇajnog vektora X.
Neka je X = (X1, X2, ..., Xn) slucˇajni vektor s funkcijom gustoc´e f i neka
je x1 ∈ R. Tada vrijedi:



















Analogno, svaka slucˇajna varijabla Xi ima gustoc´u fi koja se dobije integrira-
njem funkcije f po svim varijablama osim xi. Kazˇemo da su Fi i fi marginalna
funkcija distribucije odnosno gustoc´e slucˇajne varijable Xi, i = 1,...,n.
Nezavisnost dogadaja u vjerojatnosnom prostoru definirali smo u 2.1.
Sada c´emo promotriti nezavisnost slucˇajnih varijabli.
Definicija 2.15. Neka su X1, ..., Xn slucˇajne varijable na vjerojatnosnom
prostoru (Ω,F , P ). Kazˇemo da su X1, ..., Xn nezavisne ako za proizvoljne
Bi ∈ B (i = 1, ..., n) vrijedi
P (X1 ∈ B1, ..., Xn ∈ Bn) = P (
n⋂
i=1
(Xi ∈ Bi)) =
n∏
i=1
P (Xi ∈ Bi). (12)
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Za kraj ovog dijela teorije vjerojatnosti, koji c´e nam sluzˇiti kao podloga
Bayesovom teoremu pa kasnije i Bayesovoj paradigmi, definirat c´emo uvjetnu
funkciju gustoc´e i zakon razdiobe slucˇajnih varijabli.
Definicija 2.16. Neka je (X,Y) dvodimenzionalni slucˇajni vektor s funkci-
jom gustoc´e f = fX,Y : R2 → R. Ako je y ∈ R takav da je fY > 0, onda
definiramo
a) Uvjetnu funkciju gustoc´e f(·|y) = fX|Y (·|y) : R → R slucˇajne varijable X
uz uvjet Y = y formulom
fX|Y (x|y) = fX,Y (x, y)
fY (y)
, (13)
b) Uvjenu razdiobu PX|Y : B → [0, 1] od X uz uvjet Y = y s




Ako u (14) stavimo B = 〈∞, x], x ∈ R dobijemo
PX|Y (X ≤ x|Y = y) =
x∫
−∞
fX|Y (t|y)dt, fY (y) > 0. (15)




fX|Y (t|y)dt, fY (y) > 0 (16)
cˇime smo dobili uvjetnu distribuciju od X za dano Y = y.





P (X = x, Y = y)
P (Y = y)
= P (X = x|Y = y), fY (y) > 0.
b) Neka je (X,Y) neprekidan slucˇajni vektor. Primjetimo da je funkcija
PX|Y (X ∈ B|Y = y) definirana samo za fY > 0. Dokazˇimo da je, u slucˇaju
neprekidnog vektora, vjerojatnost da (X, Y ) padne u skup A = {(x, y); fY (y) =
0} jednaka nula. Zaista, vrijedi
P ((X, Y ) ∈ A) =
∫∫
A










fY (y)dy = 0.
Prema tome mozˇemo zanemariti one (x, y) za koje (14) nije definirana.
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2.3 Bayesov teorem
Dosadasˇnja teorija oslanjala se na opc´eniti vjerojatnosni prostor. U ovom
poglavlju ogranicˇit c´emo se na slucˇaj konacˇnog ili prebrojivog skupa Ω i u
tom svjetlu iskazati i dokazati Bayesov teorem.
Definicija 2.18. Konacˇna ili prebrojiva familija (Hi, i = 1, 2, ...) dogadaja u
vjerojatnosnom prostoru (Ω,F , P ) jest potpun sistem dogadaja ako je Hi 6= ∅
za svako i, Hi ∩Hj = ∅ za i 6= j (tj. dogadaji Hi se medusobno iskljucˇuju) i⋃
i
Hi = Ω.
Teorem 2.19 (Formula potpune vjerojatnosti). Neka je (Hi, i = 1, 2, ...)
potpun sistem dogadaja u vjerojatnosnom prostoru (Ω,F , P ). Tada za pro-




P (Hi)P (A|Hi). (17)
Dokaz. Za A ∈ F vrijedi
P (A) = P (A ∩ Ω) = P (A ∩ (
⋃
i











Teorem 2.20 (Bayesova formula). Neka je (Hi, i = 1, 2, ...) potpun sistem
dogadaja u vjerojatnosnom prostoru (Ω,F , P ) i A ∈ F takav da je P (A) > 0.
Tada za svako i vrijedi
P (Hi|A) = P (Hi)P (A|Hi)∑
j
P (Hj)P (A|Hj) . (18)
Dokaz. Iz (2), (4) i teorema 2.19 slijedi








Postavili smo matematicˇke temelje na kojima c´emo graditi daljnju teoriju.
Na kraju prosˇlog poglavlja iskazali smo i dokazali Bayesov teorem u slucˇaju
diskretnog vjerojatnosnog prostora kojeg c´emo kasnije prosˇiriti na slucˇaj
opc´enitog skupa Ω. Nadalje, primjere slucˇajnih varijabli, odnosno distri-
bucija uvodit c´emo po potrebi kroz razne primjene teorije. U nastavku se
fokusiramo na kljucˇne principe Bayesovske analize.
3.1 Funkcija vjerodostojnosti
Definicija 3.1. Neka je (Ω,F , P ) vjerojatnosni prostor i neka je X slucˇajna
varijabla na Ω s funkcijom distribucije F. Kazˇemo da X1, X2..., Xn cˇine
slucˇajni uzorak duljine n iz populacije s funkcijom distribucije F ako su
X1, X2..., Xn nezavisne i jednako distribuirane slucˇajne varijable sa zajednicˇkom
funkcijom distribucije F.
Ako funkcija F ima gustoc´u f kazˇemo da je uzorak uzet iz gustoc´e f. In-
tuitivno slucˇajni uzorak duljine n odgovara nizu od n nezavisnih mjerenja
slucˇajnog svojstva neke populacije koji se opisuje slucˇajnom varijablom X.
Neka jeX = (X1, X2..., Xn) slucˇajni uzorak iz gustoc´e f. S f(x|θ) = f(x1, ..., xn|θ)
oznacˇavamo zajednicˇku funkciju gustoc´e slucˇajnog uzorka uz parametar θ ∈
Θ, gdje je Θ parametarski prostor.
Definicija 3.2. Neka je x = (x1, x2..., xn) jedna realizacija slucˇajnog uzorka
X = (X1, X2..., Xn) sa zajednicˇkom funkcijom gustoc´e f(x|θ), x ∈ Rn te neka
je θ ∈ Θ nepoznat parametar. Tada je vjerodostojnost funkcija L : Θ → R
definirana s




Primjer 3.3 (Funkcija vjerodostojnosti Poissonove distribucije). Kazˇemo da
slucˇajna varijabla ima Poissonovu distribuciju ili da je X Poissonova slucˇajna
varijabla, sˇto oznacˇavamo sa X ∼ P (θ), θ ∈ R, θ > 0, ako joj je funkcija
gustoc´e dana s
P (X = k) =
θk
k!
e−θ, k = 0, 1, 2, ... . (20)
Poissonova distribucija opisuje slucˇajan broj dogadaja u nekom vremenskom
periodu, pri cˇemu je parametar θ stopa ucˇestalosti odnosno prosjek dogadaja
po jedinici vremena.
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Zanima nas godiˇsnji broj defaulta sjevernoamericˇkih korporacija koje su
izdale obveznice te smo prikupili informacije za posljednjih 20 godina. Na-
dalje, pretpostavimo da spomenuti defaulti prate Poissonovu razdiobu, X ∼
P (θ). Sa xi, i = 1, 2, ..., 20, oznacˇimo prikupljene podatke. Tada je funkcija
vjerodostojnosti za nepoznati parametar θ oblika:
L(θ|x1, ..., x20) =
20∏
i=1













S obzirom da dvije proporcionalne funkcije vjerodostojnosti nose istu informa-
ciju o θ, mozˇemo zanemariti one izraze koji ne sadrzˇe nepoznati parametar.
U nasˇem slucˇaju to bi znacˇilo da je (21) oblika
L(θ|x1, ..., x20) ∝ θ
∑20
i=1 xie−20θ. (22)
pri cˇemu ∝ oznacˇava proporcionalnost. Maksimizirajuc´i (21) ili (22) (u od-
nosu na θ) dobivamo procjenitelj metodom maksimalne vjerodostojnosti pa-






3.2 Diskretna verzija Bayesovog teorema
Jedan od osnovnih mehanizama ucˇenja jest prihvac´enje novih informacija s
kojima nadogradujemo postojec´u bazu znanja. Upravo ovaj proces lezˇi u srzˇi
Bayesove paradigme odnosno teorema koji nam, kao formalni alat, omoguc´uje
da ga provedemo. Sama rijecˇ paradigma nas upuc´uje da se radi o posebnom
referentnom okviru, okviru koji se mozˇe nositi sa vec´inom problema za koje
znanstvenici smatraju da su bitni [4].
Zagovornici Bayesovskog pristupa vjerojatnost tretiraju kao stupanj uvje-
renja, te je mijanjaju (,,nadograduju”) dolaskom novih informacija. Sada
c´emo, kroz diskretnu verziju teorema, objasniti kako se takav pristup opc´enito
realizira. Kasnije c´emo pricˇu prirodno prosˇiriti na neprekidan oblik Bayeso-
vog teorema.
Sa E oznacˇimo informacije koje imamo prije nego smo proucˇili podatke i
pretpostavimo da subjektivnu vjerojatnost od E mozˇemo izraziti kao P (E).
Bayesov teorem nam govori da, nakon sˇto proucˇimo podatke D, vjerovanje u
E se mijenja po formuli




P (D|E)P (E) + P (D|Ec)P (Ec) , (23)
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pri cˇemu je:
1. P (D|E) uvjetna vjerojatnost danih podataka D uz uvjet da je
vjerovanje u E istinito.
2. P(D) marginalna gustoc´a podataka D, P (D) > 0.
Definicija 3.4. Vjerojatnost dogadaja E prije analize podataka, P(E), zo-
vemo apriori vjerojatnost, a prilagodenu vjerojatnost P (E|D) aposteriori vje-
rojatnost.
Primjetimo da se ovim pristupom slucˇajnost opisuje kombinirajuc´i in-
formacije dobivene iz dva izvora: obradenih podataka i apriori uvjerenja.
Primjerom c´emo to slikovitije opisati.
Primjer 3.5. Promatramo menadzˇera fonda koji testira strategiju pronalazˇenja
akvizicijskih meta te ispitivanja njihove efikasnosti, preciznije pripdane cijene
oslobadanja novcˇanog toka (eng. PFCF). Definiramo dva dogadaja:
D = Tvrtki X, u protekle 3 godine, PFCF je viˇse od tri puta manji
od prosjeka u tom sektoru.
E = Tvrtka X postala je akvizicijska meta u toku promatrane godine.
Na pocˇetku, nezavisno od pokazatelja, menadzˇer pretpostavlja da je vjero-
jatnost da tvrtka postane meta 40%, sˇto znacˇi
P (E) = 0.4 odnosno P (Ec) = 0.6.
Nadalje pretpostavimo da nakon analize podataka menadzˇer ima vjerojatnost
od 75% da tvrtka koja je postala meta, ima viˇse od tri puta manji PFCF nego
prosjek u tom sektoru. Dok je vjerojatnost da tvrtka koja nije meta, ima viˇse
od tri puta manji PFCF nego prosjek u tom sektoru jednaka 35%:
P (D|E) = 0.75 i P (D|Ec) = 0.35.
Sada je menadzˇer u stanju nadograditi apriori uvjerenja na nacˇin da, ako
zna da tvrtka ima tri ili viˇse puta manji PFCF neko prosjek u tom sektoru,
mozˇe izracˇunati vjerojatnost da c´e postati akvizicijska meta. Koristec´i (23)
dobije se:
P (E|D) = 0.75× 0.4
0.75× 0.4 + 0.35× 0.6 ≈ 0.59.
Zakljucˇujemo da, nakon sˇto se uzme u obzir razina PFCF, vjerojatnost da
tvrtka postane akvizicijska meta raste s 40% na 59%.
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Bayesov teorem i klasifikacija
Klasifikacija je jedna od bitnijih primjena diskretne verizije Bayesovog te-
orema. Klasifikacija se najcˇesˇc´e primjenjuje na podrucˇju kreditnog i osigu-
rajavajuc´eg rizika, kada kreditor (ili osiguravatelj) pokusˇava odrediti u koju
kategoriju rizicˇnosti smjestiti potencijalnu stranku. Pretpostavimo da pos-
toje tri kategorije kreditnog rizika: nizak (N), srednji (S) i visoki rizik (V).
Za pocˇetak kreditor prikupi informacije o klijentu, koje c´emo oznacˇiti s y.




f(y|C = V )
gdje je C slucˇajna varijabla koja opisuje kategoriju. Kreditor, odnosno banka,
ima uvjerenja o pripadnosti odredenoj kategoriji koja c´emo oznacˇiti s pii:
pi1 = pi(C = N),
pi2 = pi(C = S)
i
pi3 = pi(C = V ).
Sada se mozˇe primjeniti diskretna verzija Bayesovog teorema kako bi se
izracˇunale aposteriori vjerojatnosti pi(C = i|y), i=N,S,V, odnosno vjerojat-
nosti da stranka pripada odredenoj kategoriji.
3.3 Neprekidna verzija Bayesovog teorema
Kada se Bayesov teorem primjenjuje u financijama, pretezˇno se koristi u ne-
prekidnom obliku. Kao i u diskretnom slucˇaju prvo c´emo izvesti neprekidnu
formulu potpune vjerojatnosti.
Teorem 3.6. Neka je B proizvoljan Borelov skup i neka su X i Y neprekidne
slucˇajne varijable. Tada vrijedi
P (X ∈ B) =
∫
R
P (X ∈ B|Y = y)fY (y)dy. (24)
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Dokaz.

















fX|Y (x|y)dx)fY (y)dy =
∫
R
P (X ∈ B|Y = y)fY (y)dy.
Teorem 3.7 (Neprekidna verzija Bayesove formule). Neka su X i Y nepre-








Pretpostavimo da nam je za promatrane podatke X poznata distribucija
koja ih opisuje, ali ne i njezin parametar θ. Jedna od kljucˇnih primjena Baye-
sove statistike jest opisati nepoznati parametar i to kao slucˇajnu varijablu.
Neka je x = (x1, ..., xn) jedna realizacija slucˇajnog uzorkaX = (X1, ..., Xn)
sa zajednicˇkom funkcijom gustoc´e f(x|θ), x ∈ Rn, te neka je θ ∈ Θ nepoznati
parametar. Uvedimo oznake:
· L(θ|x) funkcija vjerodostojnosti nepoznatog parametra θ
· pi(θ) apriori distribucija parametra θ, ovisi o jednom ili viˇse parametara
koje zovemo hiperparametri
· pi(θ|x) aposteriori distribucija parametra θ




Koristec´i apriori uvjerenja te informacije dobivene analizom podataka x,




S obzirom da fX(x) ne ovisi o θ kazˇemo da je aposteriori distribucija propor-
cionalana s vjerodostojnosˇc´u i apriori distribucijom i piˇsemo
pi(θ|x) ∝ L(θ|x)pi(θ). (28)
Primjer 3.8 (Bayesovsko zakljucˇivanje za binomnu distribuciju). Kazˇemo
da slucˇajna varijabla ima binomnu distribuciju ili da je X binomna slucˇajna
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varijabla, sˇto oznacˇavamo s X ∼ B(n, θ), θ ∈ [0, 1], n ∈ N, ako joj je
funkcija gustoc´e dana s





θk(1− θ)n−k, k = 0, 1, 2, ..., n. (29)
Binomna slucˇajna varijabla opisuje pokuse s dva moguc´a ishoda, pri cˇemu je
θ vjerojatnost pojavljivanja ishoda koji je promatracˇu od interesa, a n velicˇina
uzorka.
Promatramo unutardnevne promjene cijene dionice te nas zanima vje-
rojatnost njezinog uzastopnog porasta. Ovaj problem mozˇemo modelirati bi-
nomnom slucˇajnom varijablom. Definiramo dva moguc´a ishoda: ,,uzastopna
promjena cijene dionice rezultirala je rastom” i ,,uzastopna promjena cijene
dionice rezultirala je padom ili stagnacijom”. U nasˇem slucˇaju θ oznacˇava
vjerojatnost uzastopnog porasta cijene dionice i cilj nam je izvuc´i zakljucˇak
o tom nepoznatom parametru.
Kao ilustraciju promatrimo podatke o cijenama AT&T dionica u periodu
od 4.1.1993. do 26.2.1993. (55668 promjena cijene dionice). Na Slici 1.
objasˇnjeneno je na koji nacˇin bismo definirali binomnu slucˇajnu varijablu u
slucˇaju sˇest cijena dionice P1, ..., P6 (odnosno pet promjena cijene). Primi-
jetimo da A = 2 oznacˇava uzastopan rast cijene i vjerojatnost tog dogadaja
je θ = P (A = 2), dok je vjerojatnost svih ostalih dogadaja (A = -2, -1, 0 ili
1) jednaka 1 - θ.
S X oznacˇimo broj uzastopnih porasta cijene dionice (A=2). Tada je
X binomno distribuirana slucˇajna varijabla s nepoznatim parametrom θ. U
promatranom periodu dogodilo se X = 176 uzastopnih porasta cijene AT&T
dionice, iz cˇega proizlazi da funkcija vjerodostojnosti parametra θ glasi
L(θ|x) = θ176(1− θ)55667−176. (30)
Zˇeljeli bismo ovu informaciju kombinirati s apriori uvjerenjem, s ciljem do-
bivanja aposteriori distribucije nepoznatog parametra θ.
Promatrat c´emo dva apriori scenarija:
1. Nemamo nikakvo posebno uvjerenje o distribuciji parametra θ. U tom
slucˇaju ga mozˇemo opisati uniformnom distribucijom na intervalu [0,1], pri
cˇemu je funkcija gustoc´e dana s
pi(θ) = 1, 0 ≤ θ ≤ 1.
2. Nasˇa intuicija kazˇe da je vjerojatnost uzastopnog porasta cijene dionice
otprilike 2%. Jedan od moguc´ih izbora apriori distribucije za parametar θ jest
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Slika 1: Uzastopne promjene cijene dionice
beta distribucija1. Funkcija gustoc´e beta distribucije (distribucije parametra
θ) jest
pi(θ|α, β) = 1
B(α, β)
θα−1(1− θ)β−1, 0 ≤ θ ≤ 1, (31)
gdje su α i β parametri beta distribucije, cˇije vrijednosti postavljamo na 1.6
odnosno 78.4.
Slika 2 prikazuje grafove dviju apriori gustoc´a. Primijetimo da kod uni-
formne distribucije sve vrijednosti parametra θ su jednako vjerojatne, dok to
nije slucˇaj kod beta distribucije.
Pomoc´u izraza (27) odnosno (28) dobit c´emo aposteriori distribuciju pa-
rametra θ. S obzirom da su obje apriori distribucije neprekidne, ocˇekujemo
1Kazˇemo da slucˇajna varijabla X ima beta distribuciju s parametrima α > 0 i β > 0,
sˇto oznacˇavamo s X ∼ Beta(α, β), ako joj je funkcija gustoc´e dana s
fX(x|α, β) = 1
B(α, β)
xα−1(1− x)β−1, 0 ≤ x ≤ 1,






Slika 2: Krivulje funkcija gustoc´e dvije apriori distribucije parametra θ
da c´e takva biti i aposteriori pa opet promatramo dva slucˇaja:
1. Aposteriori distribucija u slucˇaju uniformne apriori:
pi(θ|x) ∝ L(θ|x)× 1
∝ θ176(1− θ)55667−176
= θ177−1(1− θ)55492−1
Izraz θ177−1(1− θ)55492−1 podsjec´a na funkciju gustoc´e beta distribucije, samo
sˇto nedostaje izraz Beta(177, 55492) koji ne ovisi o θ. Zbog toga mozˇemo
odrediti jedinstvenu aposterior distribuciju parametra θ kao ,,krnju” beta dis-
tribuciju s parametrima α = 177 i β = 55492.
2. Beta distribucija je konjugirana za binomnu razdiobu2 pa ocˇekujemo
2Beta distribucija jest konjugirana apriori distribucija za binomnu razdiobu. O konju-
giranim distribucijama pricˇat c´emo u sljedec´em poglavlju.
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da i aposteriori bude beta distribucija:
pi(θ|x) ∝ L(θ|x)pi(θ)
∝ θ176(1− θ)55667−176θ1.6−1(1− θ)78.4−1
= θ177.6−1(1− θ)55569.4−1.
Opet mozˇemo zanemariti sve izraze koji ne ovise o θ pa dobivamo, kao sˇto smo
i ocˇekivali, ,,krnju” beta distribuciju s parametrima α = 177.6 i β = 55569.4.
Konacˇno, zˇeljeli bismo odrediti broj koji najbolje procjenjuje parametar
θ. U teoriji klasicˇne statistike najbolji procjenitelj od θ je procjenitelj maksi-







U Bayesovskim postavkama, jedan od moguc´ih procjenitelja parametra θ jest
ocˇekivanje aposteriori distribucije od θ. Ocˇekivanje beta distribucije dano je
s α/(α + β) cˇime dobijemo procjenitelj od θ:












U prosˇlom poglavlju predstavili smo diskretnu i neprekidnu verziju Bayeso-
vog teorema te koncept funkcije vjerodostojnosti, apriori i aposteriori dis-
tribucija s naglaskom na parkticˇne primjene. Sada c´emo se fokusirati na
osnove Bayesovskog zakljucˇivanja. Kljucˇni dio takvog procesa zakljucˇivanja
jest formaliziranje znanja i intuicije kako bi se sˇto preciznije odredila apriori
distribucija, posebno kada podatci koje proucˇavamo nisu obilni.
4.1 Apriori distribucije
Kao sˇto smo vec´ spomenuli, u svijetu financijske industrije glavnu ulogu igra
neprekidna verzija Bayesovog teorema dana s (27) odnosno (28). Dva su
glavna faktora koja utjecˇu na aposteriori distribuciju: snaga apriori infor-
macija i kolicˇina dostupnih podataka. Opc´enito, dok god apriori nije jako
informativna (u smislu koji c´e uskoro postati jasniji), kolicˇina podataka dik-
tira utjecaj na aposteriori distribuciju. Vrijedi i obrat.
Jedan od osnovnih problema Bayesove statistike je kako prevesti apriori
informacije o parametru u analiticˇku (distribucijsku) formu, pi(θ), i koliko je
aposteriori distribucija osjetljiva na njih. S obzirom da se radi o subjektivnim
glediˇstima na dani problem, ne postoji ,,najbolje” rjesˇenje. U nastavku c´emo
iznijeti najcˇesˇc´e koriˇstene metode odabira apriori distribucija.
4.1.1 Neinformativne apriori distribucije
U slucˇaju kada nemamo prethodnu informaciju o parametru θ, nasˇa apriori
uvjerenja su nejasna i tesˇko ih je prevesti u informativan oblik. Stoga ne
zˇelimo da apriori nesigurnost bitno utjecˇe na aposteriori zakljucˇak. U tu
svrhu koristimo tzv. neinformativne apriori distribucije. One nekad nisu
normalizirane (niti se mogu normalizirati), no Bayesovska analiza ih formalno




ili u diskretnom slucˇaju, kada je Θ prebrojiv skup∑
θi∈Θ
pi(θi) = +∞, i = 1, 2, ...
gdje je Θ parametarski prostor. Koristec´i nepravilne apriori distribucije
moguc´e je dobiti normaliziranu aposteriori distribuciju tako da uzmemo do-
bro definiranu marginalnu distribuciju.
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Najcˇesˇc´e koriˇstene neinformativne apriori distribucije su uniformna i Jef-
freyjeva. Povijesni pristup, predvoden Laplaceom i Bayesom, zagovara uni-
formnu apriori distribuciju, odnosno da su sve vrijednosti u parametarskom
prostoru jednako vjerojatne. Jedna od zamjerki ovakvom pristupu jest da
uniformne distribucije nisu invarijantne na reparametrizaciju3.
Jeffreyjeve apriori distribucije
Jeffreyjeve apriori distribucije bazirane su na principu invarijantnosti. Pret-
postavimo da nam je poznata funkcija vjerodostojnosti L(x|θ) za podatke
x ∈ Rn i nepoznati parametar θ. Jeffreyjeve apriori distribucije za nepoz-
nati parametar mogu se dobiti iz poznate funkcije vjerodostojnosti. Pri-
mjetimo da je ovo u suprotnosti s klasicˇnim Bayesovskim pristupom gdje
se prvo odreduje apriori distribucija, nakon cˇega se proucˇe podatci i odredi
vjerodostojnost. Za slucˇaj jednodimenzionalnog parametarskog prostora Θ
Jeffreyjova apriori distribucija dana je s
piJ(θ) ∝ I(θ)1/2 (32)








Ovakve distribucije zadovoljavaju uvjet invarijantnosti na reparametrizaciju.
Ako je h : Θ → Θ injektivna transformacija φ = h(θ), tada je Fisherova























3Promotrimo neinformativnu apriori distribuciju binomne razdiobe za parametar θ
iz primjera 3.8. Znamo da je θ ∈ [0, 1], pa mozˇemo koristiti novu parametrizaciju
ρ = ln(
θ
1− θ ) koja je prirodna u slucˇaju da zˇelimo da parametar θ poprimi sve realne
vrijednosti. Medutim, pod novom parametrizacijom apriori distribucija pi(ρ) nije viˇse
uniformna.
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Primjer 4.1 (Jeffreyjeva apriori distribucija za ocˇekivanje normalne distri-
bucije). Kazˇemo da slucˇajna varijabla ima normalnu distribuciju ili da je X
normalna slucˇajna varijabla, sˇto oznacˇavamo s X ∼ N(µ, σ2), µ ∈ R, σ > 0,












, x ∈ R. (36)
Normalna slucˇajna varijabla najvazˇnija je neprekidna slucˇajna varijabla, po-
gotovo u financijskoj industriji. Parametar µ zovemo ocˇekivanje, a σ stan-
darndna devijacija normalne slucˇajne varijable.
Sada zˇelimo, pomoc´u Jeffreyjevog pristupa, odrediti apriori distribuciju pa-
rametra µ (pretpostavljamo da je parametar σ2 poznat i fiksan). Funkcija
vjerodostojnosti za parametar µ normalne slucˇajne varijable X je oblika
L(µ|X) ∝ exp
(



















iz cˇega dobijemo da je Jeffreyjeva apriori distribucija parametra µ oblika (s
obzirom da µ ne ovisi o σ2 koji je po pretpostavci fiksan)
piJ(µ) ∝ 1.
Jeffryjeve apriorine distribucije mozˇemo generalizirati na viˇsedimenzionalne
parametre θ tako sˇto c´emo uzeti da nam apriori distribucija bude jednaka
korjenu determinante matrice Fisherove informacije, tj.
piJ(θ) = |I(θ)|1/2 (38)







Primjer 4.2 (Jeffreyeva apriori distribucija za parametre normalne distri-
bucije). Neka je X ∼ N(µ, σ2) normalna slucˇajna varijabla. Zˇelimo odrediti
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gdje su Eθ(X − µ) = 0 i Eθ(X − µ)2 = σ2. Zajednicˇka apriori distribucija
parametara µ i σ normalne slucˇajne varijable je
piJ(θ) = |I(θ)|1/2 ∝ 1
σ2
.
Pokazalo se da ovakva distribucija ima jako losˇa konvergencijska svojstva
pa je i sam Jeffrey umjesto nje uzeo piJ(θ) ∝ 1
σ
koja je ujedno i umnozˇak
apriorinih distribucija za µ i σ (koje se dobiju zasebnim racˇunom).
Apriori distribucije s velikom disperzijom
Apriori neznanje mozˇe biti opisano i pravilnom distribucijom s jako velikom
disperzijom. Pretostavimo da imamo podatke koji su normalno distribu-
irani i zˇelimo procijeniti distribuciju parametra µ. Kako nemamo prethodno
uvjerenje o njemu i ne zˇelimo utjecati na aposteriori zakljucˇke, mozˇemo ga
opisati normalnom distribucijom s ocˇekivanjem centriranim oko 0 i velikom
standardnom devijacijom kao npr. 106. Time dobijemo pi(µ) = N(0, (106)2).
Takva apriori distribucija je pravilna.
4.1.2 Informativne apriori distribucije
Apriori uvjerenja su informativna ako bitno utjecˇu na aposteriori zakljucˇke,
odnosno dominantne su u odnosu na funkcije vjerodostojnosti parametra
modela. Kod odabira apriorine distribucije i hiperparametara trebamo biti
pazˇljivi i sigurni da ona dobro reflektira nasˇ uvjerenja. Upravo zbog toga,
informativna apriorina distribucija pokazuje koliku moc´ ima Bayesova statis-
tika.
Najcˇesˇc´i pristup ,,prevodenja” apriori uvjerenja je odredivanje distribu-
cije za nepoznat parametar, kao i pripadnih hiperparametara. Neka je X
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promatrana slucˇajna varijabla. Za srednju vrijednost koju poprima X ra-
dije c´emo koristiti medijan nego ocˇekivanje (kod simetricˇnih distribucija te
se vrijednosti podudaraju). Formaliziranje uvjerenja vezanih za disperziju
distribucije od X manje je intuitivno. Najlaksˇi nacˇin je uzimanje kvantila,
kao npr.:
P (X < x0.25) = 0.25
ili
P (X > x0.75) = 0.75,
gdje su x0.25 i x0.75 prvi i trec´i kvartil koje odredujemo subjektivno.
Primjer 4.3 (Informativna apriori distribucija za parametre normalne raz-
diobe). Pretpostavimo da promatramo mjesecˇne povrate na nekakvu finan-
cijsku imovinu koji su normalno distribuirani N(µ, σ2) te da nam je poznata
varijanca σ2 = σ2∗. Zˇelimo odrediti distribuciju za nepoznat parametar µ.
Smatramo da je simetricˇna distribucija dobar izbor i zbog jednostavnosti oda-
biremo normalnu distribuciju:
µ ∼ N(η, τ 2),
gdje je η apriori ocˇekivanje a τ 2 apriori varijanca parametra µ. Kako bi u
potpunosti odredili apriorinu distribuciju trebamo odrediti vrijednosti tih hi-
perparametara. Vjerujemo da je najcˇesˇc´i mjesecˇni povrat oko 1% zbog cˇega
je η = 0.01. Nadalje, subjetivno smo odredili da je 25% sˇanse da je prosjecˇni
mjesecˇni povrat manji od 0.5% (µ0.25 = 0.005). Iz tablice za standardnu nor-
malnu razdiobu slijedi da je varijanca τ 2 = 0.742. Dobivena apriori distribu-
cija glasi pi(µ) ∼ N(0.01, 0.742).
Vratimo se na trenutak primjeru 3.8 iz prosˇlog poglavlja. Jedna od apriori
distribucija parametra θ je bila beta distribucija s parametrima α = 1.6 i
β = 78.4. Njih smo odredili pomoc´u apriori uvjerenja da je 2% uzastopnih
promjena cijena rezultiralo rastom istih, te da je sˇansa da je uzastopnih





P (θ < 0.01) = 0.3.
Ove dvije jednadzˇbe u potpunosti odreduju parametre α i β.
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Konjugirane apriori distribucije
Ponekad je izbor apriori distribucije voden zˇeljom da se dobije analiticˇki
pozˇeljna aposteriori distribucija. Ako se uocˇi da su podatci generirani odredenom
familijom distribucija, tada c´e nam izbor tzv. konjugirane apriori distribu-
cije garantirati da je i aposteriori iz iste familije kao i apriori. Iako apriori i
aposteriori imaju istu formu, njihovi parametri se razlikuju - parametri apos-
teriori reflektiraju razmjenu izmedu apriori i informacija dobivenih analizom
podataka.
Sada c´emo opet promotriti slucˇaj jednodimenzionalne normalne distribu-
cije, s obzirom da nam je ona najcˇesˇc´a kod primjena u financijama. Funkcija
vjerodostojnosti normalne razdiobe za nepoznate parametre µ i σ dana je s










Cilj nam je nac´i spomenute konjugirane distribucije za µ i σ kako bi nam u
konacˇnici aposteriori distribucija bila normalna. Pretpostavimo da je vari-




Lema 4.4. Pretpostavimo da je (z1, z2) normalno distribuiran slucˇajan vek-
tor. Tada je z1|z2 normalno distribuirana slucˇajna varijabla s parametrima
E(z1|z2) = E(z1) + Cov(z1, z2)
V ar(z2)
(z2 − E(z2)), (40)




Primjenimo ovu lemu na nasˇ slucˇaj tako da µ→ z1 te x→ z2 :
E(x) = µ0
V ar(x) = σ2 + σ20
Cov(x, µ) = E(x− µ0)(µ− µ0) = σ20,
pa prema prethodnoj lemi dobijemo



























pri cˇemu je x iz jednadzˇbe za ocˇekivanje najcˇesˇc´e procjenitelj metodom mak-




N(θ, σ2) N(µ, τ 2) N(
τ 2
τ 2 + σ2
X +
σ2
τ 2 + σ2
µ,
σ2τ 2
σ2 + τ 2
)
Poissonova Gamma Gamma
P (θ) Γ(α, β) Γ(α +X, β + 1)
Gamma Gamma Gamma
Γ(υ, θ) Γ(α, β) Γ(α + υ, β +X)
Binomna Beta Beta
B(n, θ) Beta(α, β) Beta(α +X, β −X + n)
Negativna binomna Beta Beta








Tablica 1: Najcˇesˇc´e koriˇstene konjugirane apriori distribucije.



















Pretpostavimo sada da trazˇimo apriori/aposteriori distribuciju varijance
normalne slucˇajne varijable uz poznato (fiksno) ocˇekivanje.
Lema 4.6. Neka su x1, ..., xn|µ ∼ N(µ, σ2) nezavisne jednako distribuirane
i σ2 ∼ InvΓ(α, β).4 Tada vrijedi













4Neka su α, β > 0. Za neprekidnu slucˇajnu varijablu X s vrijednostima u R, kazˇemo
da ima inverznu gama distribuciju InvΓ(α, β) ako vrijedi





, x ≥ 0,
pri cˇemu je Γ(α) =
+∞∫
0
tα−1 exp(−t)dt gama funkcija.
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4.2 Bayesovska predvidanja
Nakon sˇto smo detaljno objasnili kako primjeniti Bayesov teorem u svrhu
dobivanja apriori kao i aposteriori distribucija parametara, proucˇit c´emo i
kako ih iskoristiti pri predvidanjima. Svrha predvidanja mozˇe biti testiranje
promatranog modela (na primjer, mjerimo odstupanja rezultata dobivenih
modelom od stvarnih) ili koriˇstenje informacija dobivenih predvidanjem kod
donosˇenja odluka. Vidjeli smo da Bayesovskim pristupom u konacˇnici ras-
polazˇemo s cijelom distribucijom umjesto procjeniteljima. Neka je f(x|θ)
funkcija gustoc´e dobivena iz uzorka i pi(θ|x) aposteriori distribucija parame-




gdje x+1 oznacˇava jednu realizaciju unaprijed. Primjetimo da integriramo
po svim θ sˇto znacˇi da funkcija gustoc´e predvidanja ne ovisi o θ nego samo
o prosˇlim realizacijama slucˇajne varijable X (koja nam opisuje promatrane
podatke).
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5 Bayesovski linearni regresijski model
Regresijska analiza jedno je od najcˇesˇc´ih ekonometrijskih alata koriˇstenih na
podrucˇju upravljanja financijskim investicijama. U ovom poglavlju iznijet
c´emo Bayesovski pristup procjene univarijantnog i multivarijantnog regresij-
skog modela.
5.1 Univarijantni linearni regresijski model
Univarijantni linearni regresijski model pokusˇava objasniti utjecaj jedne ili
viˇse varijabli (neovisne varijable) na varijablu koju zovemo ovisna varijabla.
Kao sˇto samo ime modela kazˇe, postavlja se linearna veza medu njima:
Y = α + β1X1 + β2X2 + ...+ βK−1XK−1 + , (45)
pri cˇemu je Y = ovisna varijabla
Xk = neovisna varijabla, k = 1,2,...,K-1
α = slobodni cˇlan
βk = regresijski koeficijenti, k = 1,2,...,K-1, koji
predstavljaju utjecaj jedinicˇne promjene Xk,
k = 1,2,...,K-1, na ovisnu varijablu Y
 = slucˇajna gresˇka ili sˇum.
Slucˇajna gresˇka je izvor neizvjesnosti u vezi izmedu ovisne i neovisnih
varijabli. Stoga α+ β1X1 + β2X2 + ...+ βK−1XK−1 predstavlja ,,objasˇnjeni”
dio od Y, dok  predstavlja varijabilni odnosno ,,neobjasˇnjeni” dio.
Pretpostavimo da imamo n opazˇanja ovisnih i neovisnih varijabli:
yi = α + β1x1,i + β2x2,i + ...+ βK−1xK−1,i + i, i = 1, 2, ..., n. (46)
Kako bi opisali izvor slucˇajnosti, , moramo pretpostaviti njegovu distribu-
ciju, pa zbog jednostavnosti pretpostavimo da su i, i = 1,...,n, nezavisne i
jednako distribuirane normalnom distribucijom s ocˇekivanjem nula i pozna-
tom varijancom σ2. Tada je i ovisna varijabla normalno distribuirana
yi ∼ N(µi, σ2), (47)
pri cˇemu je µi = α+β1x1,i+β2x2,i+ ...+βK−1xK−1,i. Izraz (46) cˇesto piˇsemo
u obliku:
y = Xβ + , (48)

















X je (n×K) matrica sa prvim stupcem jedinica,
X =

1 x1,1 ... xK−1,1





1 x1,n ... xK−1,n
 ,








Distribuciju parametra  piˇsemo kao
 ∼ N(0, σ2In),
pri cˇemu je In (n × n) matrica identiteta. Uz ovu pretpostavku funkcija
vjerodostojnosti modela je oblika







(yi − α− β1x1,i − ...− βK−1xK−1,i)2
)
U vektorskoj notaciji, imamo funkciju vjerodostojnosti multivarijantne nor-
malne distribucije,







Bayesovska procjena univarijantnog regresijskog modela
U klasicˇnim postavkama, regresijski parametri odreduju se maksimiziranjem
funkcije vjerodostojnosti s obzirom na β i σ2. Ako pretpostavimo da su
slucˇajne gresˇke normalno distribuirane tada nam metoda najmanjih kva-
drata i metoda maksimalne vjerodostojnosti daju iste procjenitelje trazˇenih
parametara:






Regresijska procjena parametara mozˇe se racˇunati i Bayesovskim pristupom,
gdje se primjenjuje sve prije navedeno o apriori i aposteriori distribucijama.
Sada c´emo promotriti scenarij informativne konjugirane apriori distribucije.
Informativna apriori distribucija S obzirom na pretpostavku o normal-
nosti regresijske gresˇke u (46), mozˇemo koristiti konjugirane apriori kako bi
odrazili postojec´e znanje i dobili analiticˇki pogodnu aposteriori distribuciju.
Stoga pretpostavimo da je regresijski vektor koeficijenata normalno distribu-
iran (uvjetno na σ2) te da σ2 ima inverznu χ2 5 distribuciju:
β|σ ∼ N(β0, σ2A) (50)
i
σ2 ∼ Inv − χ2(υ0, c20). (51)
Cˇetri parametra se moraju odrediti apriori: β0, A, υ0 i c
2
0. Za matricu
rasprsˇenja A najcˇesˇc´e se uzima τ−1(X ′X)−1 kako bi je poistovjetili s ma-
tricom kovarijanci procjenitelja metodom najmanjih kvadrata (zanemarujuc´i
konstantu rasprsˇenja). Parametar τ mozˇemo namjesˇtati u ovisnosti koliko
jako vjerujemo da je ocˇekivanje od β upravo β0 - manji τ znacˇi vec´u nesigur-
nost u β0. Najlaksˇi nacˇin odredivanja parametra β0 jest da ga postavimo na 0
ili izjednacˇimo sa procjeniteljem metodom najmanjih kvadrata βˆ dobivenog
iz regresije provedene na apriori uzorku. Parametri inverzne χ2 distribucije
mogu se odrediti koristec´i informacije dobivene iz obradenih podataka:




(y0 −X0βˆ0)′(y0 −X0βˆ0), (53)
gdje se indeks 0 odnosi na apriori informacije dobivene iz uzorka.
5Neka je x, c, υ > 0. Slucˇajna varijabla X ima inverznu χ2distribuciju sa υ stupnjeva
slobode i parametrom rasprsˇenja c ako vrijedi



















i piˇsemo X ∼ Inv − χ2(υ, c). Ona je poseban slucˇaj gama distribucije sa parametrima
α = υ/2 i β = υc/2.
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Aposteriori distribucije parametara β i σ2 imaju istu formu kao i apriori,
ali s ,,nadogradenim” parametrima.
Aposteriori parametra β je
pi(β|y,X, σ2) = N(β∗,Σβ),
pri cˇemu su aposteriori ocˇekivanje i kovarijacijska matrica dani s
β∗ = (A−1 +X ′X)−1(A−1β0 +X ′Xβˆ) (54)
i
Σβ = σ
2(A−1 +X ′X)−1. (55)
Aposteriori distribucija parametra σ2 je
pi(σ2|y,X) = Inv − χ2(υ∗, c2∗).
Parametri ove aposteriori distribucije dani su s
υ∗ = υ0 + n (56)
i
υ∗c2∗ = (n−K)σˆ2 + (β0 − βˆ)′H(β0 − βˆ) + υ0c20, (57)
gdje je H = ((X ′X)−1 + A)−1.
Mozˇe se izracˇunati marginalna aposteriori distribucija parametra β inte-
grirajuc´i zajednicˇku aposteriori distribuciju danu s
p(β, σ2|y,X) = p(β|y,X, σ2)p(σ2|y,X)
po svim σ2. Na taj nacˇin dobijemo da je parametar β distribuiran studento-
vom t-distribucijom6 β ∼ t(υ∗, β∗, Q)
p(β|y,X) ∝ (υ∗ + (β − β∗)′Q(β − β∗))−υ∗/2,
gdje je Q = (A−1 +X ′X)/c2∗.
6Kazˇemo da slucˇajna varijabla X ima Studentovu t-distribuciju sa υ stupnjeva slobode
ako vrijedi














, −∞ < x <∞
gdje je Γ gama funkcija, −∞ < µ <∞ ocˇekivanje od X, i σ > 0 parametar rasprsˇenja.
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5.2 Multivarijantni linearni regresijski model
U financijama se cˇesto susrec´emo sa modeliranjem podataka koji se sastoje
od viˇse imovina cˇiji povrati, ili neka druga znacˇajka koju promatramo, nisu
nezavisni. Jedan nacˇin prikazivanja takvih ovisnosti su multivarijantni mo-
deli, koje c´emo sada koristiti kod regresijske procjene.
Pretpostavimo da imamo N zavisnih varijabli i za svaku T opazˇanja. To









y1,1 y1,2 · · · y1,N





yT,1 yT,2 · · · yT,N
 .
Multivarijantni linearni regresijski model dan je sa
Y = XB + U, (58)









x1,1 x1,2 · · · x1,K





xT,1 xT,2 · · · xT,K
 ,









α1 α2 · · · αN





βK−1,1 βK−1,2 · · · βK−1,N
 ,









u1,1 u1,2 · · · u1,N





uT,1 uT,2 · · · uT,N
 .
Prvi stupac od X obicˇno se sastoji od jedinica kako bi se ukazalo na
prisutnost slobodnog cˇlana. Kod multivarijantnih postavki pretpostavka je
da su gresˇke nezavisne i jednako distribuirane, sˇto znacˇi da je svaki redak od
U nezavisna realizacija iste N-dimenzionalne multivarijantne distribucije.
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Multivarijantna normalna distribucija Neka je θ ∈ Rn i Σ (n×n) sime-
tricˇna pozitivno definitna matrica. Za neprekidni n-dimenzionalni slucˇajni
vektor X s vrijednostima u Rn kazˇemo da je normalno distribuiran, X ∼
N(θ,Σ) ako vrijedi







pri cˇemu je |Σ| determinanta matrice Σ.
Mi pretpostavljamo da je U multivarijantno normalno distribuiran s ocˇekivanjem
nula i kovarijacijskom matricom Σ,
ui ∼ N(0,Σ), i = 1, ..., T.
Elementi izvan dijagonale matrice Σ su razlicˇiti od nula s obzirom da smo
pretpostavili zavisnost varijabli, zbog cˇega imamo N varijanci i N(N-1)/2
razlicˇitih kovarijanci. Koristec´i izraz za funkciju gustoc´e multivarijantne
normalne distribucije dobijemo funkciju vjerodostojnosti za nepoznate pa-
rametre modela, B i Σ,










6 Procjena vrijednosti ulaganja
6.1 Bayesovski pristup pri odabiru portfelja
Temelje moderne teorije porfelja postavio je Markowitz (1952.) cˇime je uve-
like utjecao na financijsku industriju. Porfelj predstavlja skup imovine koju
posjeduje pojedinac ili organizacija da bi na bazi diversifikacije smanjio rizik
ulaganja te tako najbolje zasˇtitio svoje interese. Temeljni model moderne
teorije portfelja jest MV model (eng. Mean-variance model), cˇiji cilj nije
pronac´i portfelj kojim se maksimira ocˇekivani povrat, vec´ pronac´i ravnotezˇu
izmedu dva osnovna parametra modela, povrata i rizika.
Pokazalo se da klasicˇan pristup ovom modelu ima dosta nedostataka prili-
kom primjene. Jedan od glavnih jest da su dobiveni udjeli porfelja jako osjet-
ljivi na ulazne parametre, posebno na ocˇekivani povrat i varijancu. Cilj je,
dakle, problem optimizacije porfelja ucˇiniti otpornijim. Potoji nekoliko na-
dogradnji MV modela koji rjesˇavaju spomenute potesˇkoc´e, a jedan od njih je
Bayesovski pristup. On parametre promatra na drugacˇiji nacˇin od klasicˇnog
pristupa - opisuje ih kao slucˇajne varijable umjesto egzaktnih procjenitelja.
Za pocˇetak c´emo opc´enito opisati problem odabira porfelja, a kasnije ga
nadograditi Bayesovskim pristupom.
6.1.1 Problem odabira porfelja
MV model pretpostavlja da su povrat i rizik jedino sˇto investitior proma-
tra prilikom odabira porfelja. Stoga je logicˇno da preferira porfelj sa vec´im
ocˇekivanim povratom za danu razinu rizika. Pokazalo se da postoje tri for-
mulacije spomenutog problema koje daju isto (optimalno) rjesˇenje.
Pretpostavimo da postoji N imovina u koje imamo moguc´nost ulagati.
Oznacˇimo s Rt njihov vektor povrata u trenutku t
Rt = (R1,t, ..., RN,t),
te pretpostavimo da imaju multivarijantnu normalnu distribuciju
p(Rt|µ,Σ) = N(µ,Σ),
pri cˇemu je µ (N × 1) vektor ocˇekivanja, a Σ (N × N) matrica kovarijanci.
Udjeli u porfelju su omjeri sredstava ulozˇenih u imovinu i, i = 1,...,N, i
ukupnih sredstava. Oznacˇimo ih sa ω = (ω1, ..., ωN)
′.


















ωiωjcov(Ri, Rj) = ω
′Σω,
pri cˇemu su µi ocˇekivani povrati na imovinu i, a cov(Ri, Rj) kovarijanca
izmedu povrata na imovinu i i j.
Pretpostavimo da je cilj investitora maksimizirati bogatstvo na kraju pe-
rioda drzˇanja odredenog porfelja T + τ , gdje je T zadnji period za koji su
dostupne informacije o porfelju, a τ vrijeme koje ga investitor planira drzˇati.
Vec´ smo spomenuli da postoje tri nacˇina formulacije MV modela. Sljedec´a






uz uvjet ω′µT+τ ≥ µ∗
ω′1 = 1,
(61)







uz uvjet ω′ΣT+τω ≤ σ2∗
ω′1 = 1,
(62)
gdje je σ2∗ maksimalno prihvatljiv rizik. U trec´oj formulaciji, optimizacija
portfelja izrazˇena je pomoc´u maksimizacije funkcije korisnosti investitora:
max
ω
E[U(ω′RT+τ )] = max
ω
∫
U(ω′RT+τ )pT+τ (RT+τ |µ,Σ)dRT+τ
uz uvjet ω′1 = 1.
(63)
Rjesˇavajuc´i navedene probleme optimizacije dolazimo do optimalnog por-






Naveli smo osnovne smjernice pri konstrukciji portfelja pod pretpostav-
kom da je vektor povrata normalno multivarijantno distribuiran. Preostaje
nam odrediti parametre te distribucije. Klasicˇnim MV pristupom nepoz-
nate parametre odredili bismo egzaktno na osnovu povijesnih podataka koje
imamo i pretpostavili bi da se nec´e mijenjati tokom vremena, odnosno peri-
oda drzˇanja portfelja.
6.1.2 Bayesovska nadogradnja MV modela
Za razliku od klasicˇnog pristupa, koji se nije pokazao najprakticˇnijim, sada
c´emo u nepoznate parametre ugraditi neizvjesnost - promatrat c´emo ih kao
slucˇajne varijable.
Prisjetimo se diskusije iz 4.2 koja se odnosila na predvidanja. Ako s RT+1





gdje je R = podatci o povratima dostupni do vremena T
- (T ×N) matrica
pi(µ,Σ|R) = zajednicˇka aposteriori gustoc´a parametara
multivarijantne normalne distribucije
p(Rt+1|µ,Σ) = multivarijantna normalna gustoc´a.
Primijetimo da zbog integriranja po svim moguc´im parametrima, predvidanja
ovise samo o povijesnim podatcima. Zbog pretpostavke o normalnosti po-
vrata, mozˇe se pokazati da je distribucija predvidanja poznata distribucija
(kao sˇto c´emo vidjeti kasnije). Uzimajuc´i u obzir navedenu funkciju gustoc´e















uz uvjet ω′1 = 1,
(67)
pri cˇemu su µ˜ ocˇekivanje, a Σ˜ kovarijacijska matrica vektora povrata






6.2 Apriori uvjerenja i modeli vrednovanja imovine
Postoji mnosˇtvo financijskih modela koji opisuju ponasˇanje povrata na razne
vrste imovine. Medutim, treba uzeti u obzir da niti jedan od njih nije u
potpunosti precizan. Znacˇi li to da ih ne treba koristiti? U ovom poglav-
lju pokazat c´emo kako investitor mozˇe kombinirati svoja apriori uvjerenja
s odredenim modelom, pri cˇemu je takoder u moguc´nosti iskazati stupanj
vjerovanja u valjanost tog modela. Nadovezat c´emo se i na prosˇlo poglavlje
optimizacije porfelja te obogatiti apriori uvjerenja s implikacijama proma-
tranog modela.
Ekonometrijski model opisuje cijene ili povrate kao funkcije koje ovise
o egzogenim varijablama - faktorima ili portfelj faktorima. One su obicˇno
mjere rizika. Ako investitor vjeruje u valjanost modela, tada c´e se njegov
portfelj sastojati od kombinacije faktora koji ga izlazˇu samo onim izvorima
rizika koji su utkani u model. Ako je pak investitor skepticˇan u svezi modela
i zˇeli optimizirati svoj porfelj samo na osnovu rizika koje obuhvac´a procjena
parametara, tada c´e koristiti pristup objasˇnjen u 6.1.
Od sada pretpostavljamo da su modeli CAPM (Capital asset pricing mo-
del) odnosno opc´eniti faktorski model moguc´e alternative pri optimizaciji
portfelja.
CAPM model CAPM model je ekonometrijski model baziran na dvije
vrste pretpostavki:
(1) Investitori imaju averziju prema riziku te odluke o investiranju donose
iskljucˇivo na osnovu ocˇekivanog povrata i varijance promatranih povrata.
(2) Kapitalna trzˇiˇsta su savrsˇeno konkurentna. Postoji bezrizicˇna imovina.
S obzirom na navedene pretpostavke CAPM model mozˇemo zapisati u obliku
E(Ri)−Rf = βi(E(RM)−Rf ), (69)
pri cˇemu su E(Ri) = ocˇekivani povrat na rizicˇnu imovinu i
Rf = povrat na bezrizicˇnu imovinu (konstanta)
E(RM) = ocˇekivani povrat na trzˇiˇsni portfelj
βi = mjera trzˇiˇsnog rizika na imovinu i.
CAPM tvrdi da je ocˇekivani povrat na imovinu linearna funkcija koja
ovisi iskljucˇivo o mjeri trzˇiˇsnog rizika (beta). Rizik koji dolazi iz ostalih
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izvora mozˇemo zanemariti. Model mozˇemo zapisati u empirijski analognom
obliku linearne regresije
Ri,t −Rf = α + β(RM,t −Rf ) + i,t, i = 1, ..., K, (70)
gdje je: Ri,t = povrat na imovinu i u trenutku t
RM,t = povrat na trzˇiˇsni portfelj u trenutku t
i,t = specificˇni povrat na imovinu i u trenutku t.
Faktorski model Opc´eniti faktorski model tvrdi da je ocˇekivani povrat na
imovinu proporcionalan linearnoj kombinaciji faktora koji opisuju rizik, sˇto
zapisujemo kao
E(Ri)−Rf = βi,1(E(f1)−Rf ) + ...+ βi,k(E(fk)−Rf ), (71)
gdje je: E(fj) = ocˇekivani povrat faktora j
βi,j = osjetljivost ocˇekivanog povrata imovine i na faktor j.
Kako bismo odredili ,,osjetljivosti” βi,j model piˇsemo u empirijskom obliku
Ri,t −Rf = α + βi,1(f1,t −Rf ) + ...+ βi,K(fK,t −Rf ) + i,t. (72)
Koeficijent α u (70) i (72) zovemo ex post, a oznacˇava mjeru sposob-
nosti procjene vrijednosti imovine aktivnog portfelj menadzˇera. Pozitivan
(negativan) α znacˇi da je vrijednost imovine podcijenjena (precijenjena).
6.2.1 Perturbirani model
U slucˇaju da je promatrani model valjan, α je jednaka 0. Ekvivalentno recˇeno,
valjani model ne dopusˇta gresˇke pri procjeni vrijednosti. Zamislimo investi-
tora koji je skepticˇan oko preciznosti procjene u (69) i (71). Taj skepticizam
mozˇemo izraziti pomoc´u λ:
E(Ri)−Rf = λ+ βi(E(RM)−Rf )
ili
E(Ri)−Rf = λ+ βi,1(E(f1)−Rf ) + ...+ βi,k(E(fk)−Rf ).
Nasˇ cilj je, pomoc´u Bayesovske teorije, odrediti perturbirani model kako bi
reflektirali investitorovu nesigurnost u snagu procjene modela. U konacˇnici c´e
distribucija predvidanja biti rezultat ne samo odredivanja parametara, vec´ i
investitorove apriori nesigurnosti ,,nadogradene” informacijama iz povijesnih
podataka.
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Zbog jednostavnosti, od sada c´emo povrat na imovinu Rt promatrati u
ovisnosti o K benchmark portfelja (egzogene varijable - faktori). U slucˇaju
CAPM modela K = 1, s obzirom da je samo jedan benchmark portfelj -
trzˇiˇsni porfelj. Podaci su dostupni za T perioda, t = 1, 2, ..., T. Model koji
zˇelimo procjeniti dan je s:
Rt = α + β1ft,1 + ...+ βKft,K + t, (73)
sˇto mozˇemo zapisati u matricˇnoj formi:
R = Xb+ , (74)
pri cˇemu je: R = (T × 1) vektor povrata na rizicˇnu imovinu
X = (1F) matrica
F = (T ×K) matrica benchmark povrata
 = (T × 1) vektor slucˇajnih pogresˇaka
b = ((K + 1)× 1) vektor regresijskih koeficijenata.
Kao sˇto znamo iz poglavlja 5, problem Bayesovske linearne regresije obu-
hvac´a sljedec´e korake: odredivanje funkcije vjerodostojnosti parametara mo-
dela, subjektivno odabiranje apriori distribucija te racˇunanje aposteriori dis-
tribucija. Sada c´emo proc´i kroz sve korake.
Funkcija vjerodostojnosti
Pretpostavljamo da slucˇajne pogresˇke u (74) nisu korelirane s benchmark po-
vratima F, te da su nezavisne i jednako normalno distribuirane sa ocˇekivanjem
0 i varijancom σ2. Slijedi da su povrati R takoder normalno distribuirani s
ocˇekivanjem Xb i varijancom σ2
R ∼ N(Xb, σ2IT ),
pri cˇemu je IT (T × T ) matrica identiteta. Funkcija vjerodostojnosti para-
metara b i σ2 dana je s (kao u poglavlju 5)







Postavlja se pitanje na koji nacˇin tretirati benchmark povrate F, kao
konstantne ili kao stohasticˇke varijable. Kako bismo uzeli u obzir nesigur-
nost pri odredivanju komponenti od F, pretpostavit c´emo da prate normalnu
multivarijantnu distribuciju
Ft ∼ N(E, V ),
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pri cˇemu je: Ft = (1×K) vektor benchmark povrata u trenutku t
E = (1×K) vektor ocˇekivanih povrata
V = (K ×K) kovarijacijska matrica benchmark povrata.
Funkcija vjerodostojnosti parametara E i V dana je s










Kao sˇto smo spomenuli, perturbaciju idealnog modela izrazit c´emo pomoc´u
apriori distribucije parametra α. Ocˇekujemo da je model valjan sˇto znacˇi
da ocˇekivanje od α postavljamo na 0. Odabiranjem vrijednosti standardne
devijacije σα investitor reflektira stupanj nesigurnosti u promatrani model
vrednovanja imovine. Sˇto je manji σα vec´a je sigurnost u implikacije modela.
Pretpostavljamo da parametri modela prate konjugirane apriori distribu-
cije (kao u Poglavlju 5)
b|σ ∼ N(b0, σ2Σ0) (77)
σ2 ∼ Inv − χ2(υ0, c20). (78)








pri cˇemu je α0 = 0 kao sˇto je objasˇnjeno ranije. Kovarijacijska matrica Σ0 je










Elemente izvan dijagonale postavili smo na 0 s obzirom da nemamo apriori
razloga vjerovati kako su α i regresijski koeficijenti u korelaciji. Nadalje,
pretpostavljamo da je Σβ dijagonalna matrica s velikim vrijednostima na
dijagonali, kako nebi previˇse utjecali na zakljucˇak o koeficijentima β. Cilj je
odrediti prvi element, odnosno σ2α. Uskoro c´emo istrazˇiti kakav utjecaj imaju
razlicˇite velicˇine od σ2α na odabir optimalnog portfelja.
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Pretpostavljamo da je apriori distribucija vektora ocˇekivanja E i kovari-
jacijske matrice V benchmark povrata Jeffreyjeva7 apriori distribucija:
E, V ∝ |V |−(T+1)/2.
Aposteriori distribucije
Aposteriori distribucija parametra b uvjetno na σ2 Kako smo pret-
postavili konjugirane apriori distribucije, ocˇekujemo da c´e aposteriori biti
istog oblika s nadogradenim parametrima.
Aposteriori distribucija parametra b uvjetno na σ2 je multivarijantna nor-
malna distribucija s ocˇekivanjem b∗ i kovarijacijskom matricom σ2Ω∗,
b|σ2, R,X ∝ N(b∗, σ2Ω∗), (80)
pri cˇemu pomoc´u (54) i (55) dobijemo izraze za hiperparametre







= Ω∗(Ω−10 b0 +X
′Xbˆ). (82)
U (82) bˆ oznacˇava procjenitelj od b metodom najmanjih kvadrata (koji je
jednak kao i procjenitelj metodom maksimalne vjerodostojnosti).
Aposteriori distribucija parametra σ2 Aposteriori distribucija para-
metra σ2 je inverzna χ2 distribucija,
σ2 ∼ Inv − χ2(υ∗, c2∗), (83)
s aposteriori parametrima dobivenim pomoc´u (56) i (57):
υ∗ = υ0 + T (84)
υ∗c∗ = υ0c20 + (R−Xbˆ)′(R−Xbˆ) + (b0 − bˆ)′K(b0 − bˆ), (85)
gdje je K = ((X ′X)−1 + Ω0)−1.
7Pretpostavljamo neovisnost izmedu elemenata vektora E i V.
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Aposteriori distribucije benchmarh parametara Aposteriori distri-
bucije parametara benchmark povrata su normalna i inverzna Wishartova8
















(Ft − Eˆ)′(Ft − Eˆ).
6.2.2 Distribucije predvidanja i Odabir portfelja
U prvom dijelu ovog poglavlja obradili smo problem odabira portfelja te
ga nadogradili Bayesovskim pristupom. Pokazalo se da je krajnji rezultat,
ujedno i nasˇ cilj, funkcija gustoc´e predvidanja dana s (65), kao i formula za
optimalan portfelj dana s (68).
Oznacˇimo s FT+1 (1 × K) vektor benchmark povrata, te s RT+1 vektor
povrata rizicˇne imovine sljedec´eg perioda. Obzirom da investitor analizira
vezu izmedu rizicˇne imovine i benchmark portfelja, prediktivni parametri µ˜
i Σ˜ su zapravo zajednicˇko ocˇekivanje i varijanca vektora (RT+1, FT+1).
Kako smo pretpostavili da su benchmark predvidanja slucˇajne varijable,
prvo moramo predvidjeti FT+1 kako bi bili u moguc´nosti odrediti RT+1.
Mozˇe se pokazati da predvidanje FT+1 ima multivarijantnu Studentovu
t-distribuciju9 s T - K stupnjeva slobode. Ocˇekivanje i varijanca od FT+1 su
dani s:
E˜F = Eˆ i V˜F =
T + 1
T (T −K − 2)Ψ. (88)
8Inverzna Wishartova distribucija jest konjugirana distribucija za kovarijacijsku ma-
tricu normalne distribucije. Neka je Q pozitivno definitna matrica i sa S oznacˇimo
njezin inverz, S = Q−1. Kazˇemo da S ima inverznu Wishartovu distribuciju i piˇsemo
S ∼ IW (Ψ, υ) ako joj je funkcija gustoc´e dana s




i=1 Γ(υ − i+ 1)/2
exp(− 12 trS−1Ψ)
|S|(υ+n+1)/2 ,
pri cˇemu je Ψ = Σ−1, a υ stupanjevi slobode takav da υ ≥ N .
9Kazˇemo da p-dimenzionalni slucˇajni vektor X s vrijednostima u Rp ima multivari-
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Distribucija predvidanja od RT+1 je takoder multivarijantna Studentova t-
distribucija ali s T +υ0 stupnjeva slobode, cˇije su ocˇekivanje i varijanca dani
s:
E˜R = E˜Xb
∗ i V˜R =
T + υ0
T + υ0 − 2c
2∗(1− E˜XΩ∗E˜X), (89)
pri cˇemu je E˜X = (1E˜F ). Konacˇno kovarijanca predvidanja izmedu povrata




pri cˇemu je β∗j aposteriori ocˇekivanje j-tog koeficijenta, a V˜F,jj j-ta dijagonalna
komponenta od V˜F .
Objedinjujuc´i (88), (89) i (90) dobivamo zajednicˇko ocˇekivanje i kovari-













Koristec´i formulu (68) mozˇemo izracˇunati optimalan portfelj. Naglasˇavamo
da nam ne treba analiticˇka forma distribucije predvidanja, sve dok imamo
njezino ocˇekivanje i kovarijacijsku matricu.
jantnu Studentovu t-distribuciju sa υ stupnjeva slobode ako vrijedi










, −∞ < x <∞
gdje je Γ gama funkcija, υ > 0, θ ∈ Rp, a Σ (p×p) simetricˇna pozitivno definitna matrica.
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Sazˇetak
Prvi cilj bio je predstavljanje teorije utkane u Bayesovske metode. Kako bi-
smo to ucˇinili, zapocˇeli smo s teorijom vjerojatnosti cˇija je opsezˇnost podredena
metodolosˇkim zahtjevima Bayesovskih okvira obradenih u radu. Spomenuti
uvodni dio zakljucˇili smo s diskretnom verzijom Bayesovog teorema koji je
kamen temeljac za daljnju raspravu.
Prvi korak bio je postaviti temelje Bayesovske analize, s naglaskom na
prakticˇne aspekte. Cilj je bio iskoristiti njezine alate u svrhu kombinira-
nja informacija dobivenih iz razlicˇitih izvora - obradenih podataka i apriori
uvjerenja. Uveli smo pojmove funkcije vjerodostojnosti, apriori distribucija,
aposteriori distribucija, kao i neprekidnu verziju Bayesovog teorema.
Zatim smo analizirali prirodu neinformativnih i informativnih apriori dis-
tribucija. Oprezan odabir parametara apriori distribucije nuzˇan je kako bi
osigurali da sˇto preciznije odrazˇavaju nasˇu intuiciju. Takoder smo objasnili
kako koristiti Bayesovske aposteriori zakljucˇke u svrhu predvidanja buduc´ih
realizacija slucˇajnih varijabli.
Bayesovsko zakljucˇivanje prosˇireno je univarijantnim i multivarijantnim
regresijskim modelima. U normalnim postavkama i pod konjugiranim pret-
postavkama, aposteriori zakljucˇci su standardni.
Drugi cilj bio je predstaviti opc´eniti okvir pomoc´u kojega izrazˇavamo
stupanj vjerovanja u modele vrednovanja imovine prilikom odabira optimal-
nog portfelja. Za pocˇetak ovog dijela analizirali smo Bayesovski pristup MV
(mean-variance) modelu. Klasicˇni pristup koristi egzaktne procjenitelje za
ocˇekivanje i kovarijancu promatranih povrata i smatra ih tocˇnima. Nedosta-
tak ovakvog razmiˇsljanja ocˇituje se u tome sˇto su tezˇine optimalnog portfelja
osjetljive da male promjene ulaznih parametara. Rjesˇavanje problema Baye-
sovskim alatima pomazˇe nositi se s takvim preprekama.
Konacˇno, kombinirali smo apriori uvjerenja s modelima vrednovanja imo-




Our first main goal was to provide an overview of the theory of Bayesian
methods. To do so, we started with probability theory, whose depth and
scope are subordinated to the methodological requirements of the Bayesian
framework discussed throughout this thesis. We closed that introduction
theory with discrete version of Bayes’ theorem which is our cornerstone for
following discussion.
First step was to lay foundations of Bayesian analysis, emphasizing its
practical rather then philosophical aspects. The objective was to employ
its framework for combining information derived from different sources - the
observed data and prior beliefs. We introduced likelihood functions, prior
distributions, posterior distributions, and continuous version of Bayes’ the-
orem.
We next turned to discussing the nature of uninformative and informa-
tive priors. Careful selection of the parameters of the prior distributions is
necessary to ensure that they accurately reflect our prior intuition. We also
presented how to use Bayesian posterior inference to predict realizations of
the random variable ahead in time.
Bayesian inference is extended with the univariate and multivariate li-
near regression models. In a normal setting and under conjugate priors, the
posterior and predictive results are standard.
Our second main goal was to introduce a general framework for reflec-
ting degrees of belief in an asset pricing model when selecting the optimal
portfolio. First we discuss the Bayesian approach to mean-variance portfolio
selection. The classical framework uses the sample estimates of the mean and
the covariance of returns as if they were the true parameters. The failure to
account for the parameter uncertainty leads to optimal porfolio weights that
are too sensitive to small changes in the inputs of the portfolio optimization
problems. Casting the problem in a Bayesian framework helps deal with this
sensitivity.
Finally, we were combining prior beliefs with asset pricing models to in-
troduce structure and economic justification into Bayesian portfolio selection.
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