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Abstract 
In this paper we study a nonlinear age-structured model of locust population dynamics 
with variable time of egg incubation that describes the phase polyphenism and behaviour of 
desert locust, Schistocerca gregaria. The model is based on the competitive system of linear 
transport Eqs. with nonlinear density-dependent fertility rates with variable time delay in 
boundary conditions. It describes the dynamics of the density of two subpopulations or two 
phases of locust’s polyphenism – solitarious and gregarious. The obtained system is studied 
both theoretically and numerically. The analysis of asymptotical stability of trivial and nontriv-
ial equilibriums of autonomous system allows us to derive the conditions and understand the 
particularities of bidirectional phase transitions between solitarious and gregarious. Simulation 
of locust population dynamics with different conditions of phase transitions for autonomous 
and non-autonomous dynamical systems of our two-phase age-structured competitive model 
with time delay exhibits the features of behaviour of documented outbreak dynamics of Schis-
tocerca gregaria. 
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1.  Introduction 
 
The understanding of complex processes of locust population dynamics is a crucial point 
in sustainable food security for all continents. Locusts are grasshoppers able to change behav-
iour, life cycle, physiology and morphology in response to a density increase under a process 
known as phase polyphenism, a particular case of phenotypic plasticity [37]. Locusts threat ag-
riculture since agriculture exists and no continents are spared [40]. In particular, the periodical 
outbreaks of desert locust Schistocerca gregaria [12], [13], [14], [32], [33], [37], [40], [41], 
[42] populations play an important role in the economics and social life of many countries of 
African and Eurasian continents. This locust species create huge “swarms” that cause great 
harm and significant damage to agricultural lands cascading on catastrophic impacts on human 
societies and environmental conditions. Realistic modelling of the main life processes of locust 
individuals in these populations such as birth, ageing, fertility and death is possible on the basis 
of advanced age-structured models of population dynamics. This class of models was pre-
sented first in the mathematical theory of epidemics in the pioneer works of Kermack and 
McKendrick [28] – [30], theory of population of Von Foerster [45] and nonlinear theory of 
population dynamics in later papers of Gurtin and MacCamy [22], [23]. The main feature of 
age-structured models is that they allow describing the fertility process in population in an ex-
plicit way using the nonlocal integral boundary condition. As the reproduction of individuals 
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plays a crucial role in biological populations in nature the linear and nonlinear age-structured 
models are widely studied and used in theoretical and applied researches of biological, demo-
graphical and ecological systems [2], [4], [5], [6], [11], [17], [18], [20], [25], [26], [27], [34], 
[35], [46], [47]. Despite the fact that these models are well-known and applied to numerous 
specific systems studied in life science, they have not been used in the simulation of locust 
population dynamics so far. In this paper we initiate a study of the complex processes of locust 
polyphenism on the basis of a two phase competitive age-structured model of desert locust 
population dynamics with time delay. 
The phase polyphenism confers to locusts the capacity to change their 'phase' from being 
'solitarious' (when they behave like ordinary grasshoppers) to becoming fully 'gregarious' 
(swarming behaviour) and reverse [37]. The main necessary condition of phase changing from 
'solitarious' to 'gregarious' locusts (known as “gregarization”) is an increase of 'solitarious' 
population density. As a consequence of this phase change, there is generally a significant in-
crease of locust’s mating and reproduction intensity that leads to incredible growth and quasi-
periodical regimes of locust population dynamics. The decline of populations happen when en-
vironmental conditions such as climate, vegetation cover, soil moisture, and others are inade-
quate for several generations and/or human controls (treatments with pesticides) are effective. 
This influence of environmental change leads to the decreasing of populations with reverse 
phase transition from 'gregarious' to 'solitarious' locusts – “solitarization”. The impact of these 
factors is described by means of changing the parameters of locust population dynamics model. 
In quantitative population ecology these regimes are named “population outbreaks” [1], 
[8]. The population dynamics (outbreaks of population density) in this case is described by 
quasi-periodical functions of two types: pulse sequences (populations with cyclical eruption 
dynamics) or single pulses (population with pulse eruptive dynamics) [8]. Simulation of these 
types of outbreaks were studied in previous works [2], [3] on the basis of linear and nonlinear 
age-structured models of population dynamics. There are two main factors which might lead to 
population outbreaks. The first one is described by a density-dependent death rate or/and a den-
sity-dependent fertility rate that reflects the feedback of population growth on the important life 
process of individuals - fertility and mortality. The second factor is described by oscillating 
functions of death rate and fertility rate that deals with the quasi-periodical influences of envi-
ronmental changes (climate, vegetation cover, human activity, etc.,) on the cycles of population 
dynamics. As both factors play a crucial role in population outbreaks they have to be taken into 
account in the realistic models of desert locust population dynamics as well. 
In the present work we apply for the first time a nonlinear competitive age-structured 
model of population dynamics with density-dependent fertility rate with time delay and den-
sity-independent death rate to study the population dynamics of solitarious and gregarious 
phases of locusts. Our objective here is the development of a mathematical model for realistic 
simulation of all stages of two-phase population dynamics including the incubation period of 
locust’s eggs in the soil, birth, ageing, maturation, the repeated processes of reproduction and 
death. The crucial question of this model is to represent the phase polyphenism in desert locust 
population – i.e. the transition from solitarious phase (non-swarming behaviour, without out-
breaks) to gregarious phase (swarming behaviour, population outbreaks) and reverse. The 
model of phase polyphenism is developed on the basis of competitive epidemic model of inter-
cohort mixing of locusts in population studied in the works [7], [9], [24], [25], [44]. In the pre-
sent paper, the competitive system of equations of initial boundary value problems for semi-
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linear transport with density-dependent fertility rate in integral boundary conditions with time 
delay is studied both theoretically and numerically. 
After section 2 presenting the model, in section 3 we prove the existence and uniqueness 
of a travelling wave solution of the competitive system using the explicit recurrent formulae. 
The obtained algorithm allows deriving in an explicit form the restrictions for the model pa-
rameters (coefficients of equations and initial values) that guarantee continuity and smoothness 
of the travelling wave solution presented in section 4. In section 5, we carry out the analysis of 
conditions of existence and local asymptotical stability of trivial and nontrivial equilibriums of 
the autonomous system of nonlinear initial problems with time delay for the size of solitarious 
and gregarious subpopulations. Our motivation for theoretical study of the features of unstable 
dynamical regimes of both subpopulations lies in an attempt to understand further the condi-
tions of misbalance between mortality and fertility in locust population. In particular, the linear 
stability analysis provided in section 6 reveals that the asymptotical stability of nontrivial equi-
librium of autonomous system does not depend from the incubation period of locust’s eggs in 
the soil (discrete time delay parameter) and depends from the sign of derivative of density-
dependent fertility rate of solitarious and gregarious. We continue in section 7 the study of dy-
namical regimes of autonomous system in numerical experiments with different conditions of 
asymptotical stability and instability of solution. The numerical experiments carried out with 
specific functions of death and fertility rates exhibit the existence of special regimes of popula-
tion dynamics which are characterized by simultaneous phase changes and outbreaks of Schis-
tocerca gregaria. 
Finally, in section 8, we study the features of two-phase age-structured non-autonomous 
system in numerical experiments comparing the numerical solutions with a dataset of observed 
important swarming events in the distribution range of S. gregaria. The dataset used in this 
study covers the results of observation of swarm outbreaks over the last 30 years as a time se-
ries of number of square degrees (
 11  ) with swarms of gregarious locusts. We consider the 
parameter estimation problem for the dynamical coefficients of the vital characteristics of lo-
custs, such as the fertility rate and death rate. Using the metaheuristic method “tabu search” 
[21], [38] we fit the solution of non-autonomous system with the dataset for three different pe-
riods of important gregarization with a relative error of less than 26%. On one hand, the results 
of these simulations verify the chosen approach of mathematical modeling on the basis of two-
phase age-structured competitive model of locust population dynamics. On the other hand, the-
se simulations provide practical insight into the relative roles of the life processes and 
polyphenism hence allowing for improvements of the theoretical instruments of analysis and 
prediction of locust population dynamics. 
 
2. Competitive age-structured model of solitarious and gregarious desert locust  
population dynamics 
 
The considered age-structured model of desert locust population is separated into 
two phases - solitarious and gregarious. The mature females of locust in each phase lay 
eggs in their egg pods in the soil with an incubation time period  . The age of new born 
locust emerged from the ground is considered as its initial age 0a . After birth, locusts 
go through some growing and maturing stages up to the mature imago stage when it is 
ready for mating. After mating with a male, the adult female locust can lay eggs in the soil 
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only at some defined age and repeat this process several times within their lifespan up to 
the maximum age of da  (Fig.1). It will be assumed throughout the paper that index s  or g  
marks a mathematical object (constant or function) connected to solitarious or gregarious lo-
cust phase respectively. Let functions ),( tau  and ),( tag  denote the age-specific density of 
solitarious and gregarious locust population and ),(),(),( tagtautaw   the age-specific 
density of all locust population defined in domain   ,0:, daataQ   0t . We 
consider here population density as a theoretical description of a panmictic population over a 
large contiguous area. The number of solitarious, gregarious and all locusts in the population 
at time t  are respectively defined as: 
 

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0
),()( ,  
da
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0
),()( ,  
da
datawtW
0
),()(  (1) 
 
 
 
 
Figure 1. Schematic diagram of age-structured model of solitarious and gregarious desert 
locust lifespan: )(t  is a time of egg incubation; 0a  is an age of new born locust; )(tas , 
)(tag  are the ages of matured solitarious and gregarious females at which they lay their 
first pod with eggs; da  is a maximum age of locusts,  denotes the directions of re-
production,  denotes the direction of phase transition (photos of locusts: CIRAD). 
 
The dynamics of ),( tau  and ),( tag  are governed by the competitive system of initial-
boundary value problems for the semi-linear transport equations with non-local nonlinear in-
tegral boundary condition with time delay: 
 
 
4a  3a  sa  2a  1a  - (t) da  a  0 
  
 
Solitarious locusts 
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where ),(0 ta  is a natural death rate common for both phases of locusts; 0))(,,( tWtaq  
are the phase-switching rate which regulate the locust’s changing from solitarious to gre-
garious phase  0))(,,( tWtaqs  and reverse  0))(,,( aWtaqg  (see Fig.2.); 10   
is a fraction of locust females of reproductive age in population; da  is a maximum age of 
locusts; )(tas , )(tag  are the ages of matured solitarious and gregarious females of which 
they lay the first pod with eggs, dsss aataa 

)(0 , dggg aataa 

)(0 , where 
sa

, sa

, ga

, ga

 are prescribed constants; ),( ta  is an initial value of density of solitari-
ous population; ))(,,( tUtaf ss , ))(,,( tGtaf gg  are the (per unit density) locust’s fertility 
rates which depend from the density of matured solitarious and gregarious respectively (sizes 
of matured locust subpopulations): 
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In the model (2) – (4) we use a variable time delay parameter )(t  which is a incu-
bation time for locust eggs in the soil included in the boundary conditions (4), (5). Since 
this parameter can depend from environmental conditions, it is considered as positive 
bounded function of time max0 )(0   t , where 0  and max  are a minimum and 
maximum possible incubation periods. 
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Figure 2. Graphs of phase-switching rates; gW0  is a maximum number of solitarious in the 
bounded area when population increase before the onset of the gregarization phenomenon 
( 0)( Wqg ); sW0  is a minimum density of gregarious in the same area when population 
size decrease before the reverse phase change – solitarization ( 0)( Wqs ); ],[ 00 gs WW  is 
an interval of locust density of bidirectional phase changing ( 0)( Wqs , 0)( Wqg ). 
From the system (2) – (7) follows that the dynamics of the locust population density 
),( taw  is governed by the initial-boundary value problem for the semi-linear transport Eq. 
with non-local integral boundary condition with discrete time delay: 
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),,(),( tataw       daa ,0 ,   0),0(t , (11) 
 
Solution of problem (9) – (11) ),( taw  and function )(tW  (1) are used in the coeffi-
cients of Eqs. (2), (3) and boundary conditions (4), (5). 
 
3. “Travelling wave” solution of the problem (2) - (11)  
 
The real semi-line  ,0  is covered by the infinite union of disjoint intervals 
 kk tt ,1 ,  0,, 0  tNkkat dk  which defines the following sets: 
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QQQ . Using the method of characteristics we can write Eq. (9) in the 
new characteristic variables tav  , tt   and reduce the problem (9) – (11) to the Cau-
chy problem for the linear ODE of first order: 
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Boundary value (10) completes the problem (14) – (15). Solution of this problem is 
considered in the first couple of subsets 
)1(
1Q , 
)2(
1Q  (for 1k ), at the interval ],0[ 0t . 
Solution of problem (14) – (15) in former variables a , t  is given by: 
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The boundary value 0F  in (18) depends from the known values of functions 
))(,( ttau  , ))(,( ttag  , ))(( tvUs  , ))(( tvGg   taken at the previous moment of 
time from the initial conditions (6), (7), (11). Obtained solution ),( taw  is substituted to the 
Eq. (2) and boundary condition (4). The problem (2) – (7) in new characteristic variables is 
reduced to the given Cauchy problem for the linear ODE: 
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Boundary values (4), (5) complete the problem (19) - (22). Solution of system (19), 
(20) at the current step of algorithm is considered also in the first couple of subsets 
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wave solution of system (2) – (11) in the following form:  
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
dvwWvqdv ks
t
v
t
),())(,,(),(exp )1( 








 


, 
 









 ;),(),,(),(
;),(),,(),(
),(
)2()1()1(
)1()()(
k
kk
k
kk
Qtaifttagtvg
Qtaifttagtvg
tag  (34) 
 








 


t
v
gg
k dvtvtvGtvagFtvg  ),(exp))()),(()),(,((),()1(  (35) 
 


dvwWvqdv kg
t
v
t
),())(,,(),(exp )1( 








 


, 
 
Combining Eqs. (16) – (18), (23) - (29) with (30) – (35) we obtain the solution of 
the system (2) – (11) in all domain Q . Although the density of gregarious phase can be 
found through already known solutions ),(),(),( tautawtag  , we use the explicit form 
of problem (20), (22) and solution (26) – (28), (34), (35) for the analysis of continuity and 
smoothness of solution and equilibrium states of system in the following sections. 
 
4.  Compatibility (continuity and smoothness) conditions for travelling wave solution 
 
For the two parts of travelling wave solution in Eqs. (16), (23), (26), (30), (32), (34) 
we have to consider the compatibility (continuity and smoothness) conditions. The conti-
nuity conditions  QCtau ),( ,  QCtag ),( ,  QCtaw ),(  mean that the travelling 
wave solution at the points of characteristic lta   in directions consta  , constt   must 
satisfy equation: 
 
),(lim),(lim tautau
tata  
 ,  ),(lim),(lim tautau
atat  
 , (36) 
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),(lim),(lim tagtag
tata  
 ,  ),(lim),(lim tagtag
atat  
 , (37) 
 
In order to fulfill the conditions (36), (37) we have to impose the continuity condi-
tion on the initial value  ]0),0([],0[),(   daCta . From Eqs. (16) – (18), (23) - (29) 
emanates the continuity condition for the solutions ),( tau , ),( tag , ),( taw , ),( ta  

)1(
1Q
)2(
1Q  in the following form: 
 
),0(),0( )2()1( tutu  ,  ),0(),0( )2()1( tgtg  . (38) 
 
From the condition (7) it follows that for each point ),( ta 
)1(
1Q
)2(
1Q  we have 
 
0))(,0,0(  ttFg  ,  (39) 
 
))()),(()),(,(())(,0)),((,0)),(,(( ttttUttaFttttUttaF sssw   . (40) 
 
Substituting Eqs. (17), (18), (24), (25), (27), (28) in (38) and using Eqs. (39), (40) 
yields the sufficient “continuity restriction” for the initial function ),( ta  and fertility rate 
from the boundary conditions (4), (5), (10):  
 
 

d
s
a
a
sssss daaUafUaF
))0((
))0(,()))0((),0(,())0()),0(()),0(,(()0,0(


 (41) 
 
Eq. (41) has a simple interpretation: the initial distribution of locust population have 
to satisfy the reproduction boundary condition at the initial moment of time. A second 
consequence of this Eq. is that the fertility rate of gregarious locusts is equal to null at the 
initial moment of time. So, if initial value ),( ta  and fertility rate ),,(1 Wta , ),,(2 Wta  
fulfill the compatibility conditions (38) - (40), the solution is continuous: 
 )2(1)1(1),( QQCtau  ,  )2(1)1(1),( QQCtag  ,  )2(1)1(1),( QQCtaw  . From the 
boundary conditions (4), (5) it follows that if conditions (39) - (41) are fulfilled the solu-
tion remains continuous in the next domains 
)2()1(
kk
QQ   for 1k , and therefore in all 
considered domain  QCtau ),( ,  QCtag ),( ,  QCtaw ),( . 
The smoothness conditions  QCtau )1(),(  ,  QCtag )1(),(  ,  QCtaw )1(),(   at 
the points of characteristic ta   in directions consta  , constt   are given by: 
 
a
u
a
u
tata 




 
limlim ,  
t
u
t
u
atat 




 
limlim , (42) 
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a
g
a
g
tata 




 
limlim ,  
t
g
t
g
atat 




 
limlim , (43) 
  
Solutions (23), (26) allow us to write conditions (42), (43) for 1k  in the following 
form: 
00
)2()1(





aa
u
aa
u
, 
00
)2()1(





at
u
at
u
, (44) 
 
00
)2()1(





aa
g
aa
g
, 
00
)2()1(





at
g
at
g
. (45) 
 
The existence of partial derivatives in (44), (45) imposes the restrictions on the co-
efficients of Eqs. (2), (3), (9) and fertility rate in boundary conditions (4), (5), (10) which 
were formulated in [10], [26], [47]: 
 
 ]0),0([],0[),( )1(   daCta ,   QCta
)1(
0 ),(  ,  )),0([)(),(
)1(  Ctata gs , (46) 
 
),,( Ftaqs , ),,( Ftaqg , ),,( Ftafs , ),,( Ftafg    RQC ,)1(  ( 2,1i ) are locally (47) 
Lipchitz continuous functions with respect to F  uniformly for Qta ),(  
 
Substituting Eqs. (23) – (29), (32) – (35) in (44), (45) yields the first “smoothness” 
conditions for the initial function ),( ta , fertility rate ),,( Wtai  and coefficients 
),(0 ta , ),,( Wtaqs , ),,( Wtaqg  of system (2) – (11):  
 
 
0
0
)0()),0(()),0(,(
0
0









a
v
a
vvUvaF
a
t
a
ss   (48) 
 
0)0,0()0,0( 0   , 
 
0))0(,0,( Waqg . (49) 
 
In Eq. (49) we assumed that initial distribution ),( ta  satisfies the condition (41). The 
second “smoothness” condition for the initial function ),( ta  follows from the compatibility 
condition for the solution  taw , ,  tau ,  at the initial moment of time given in [19]: 
 
tt
u
tt 




 

00
limlim , (50) 
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0lim
0



 t
g
t
 (51) 
 
Substituting Eq. (19) in Eq. (50) and using (7) yields the following restriction for 
the initial distribution ),( ta  
 
0
)0,()0,(
0
0





ta
aa
tt



, ],0[ daa  (52) 
 
The validity of condition (52) follows from Eqs. (7) and (50). From the boundary 
conditions (4), (5) follows that if conditions (48), (49), (52) are fulfilled the solution of 
system (2) – (11) remains continuously differentiable in the next domains 
)2()1(
kk
QQ   for 
1k , and therefore in all domain  QCtaw )1(),(  ,  QCtau )1(),(  ,  QCtag )1(),(  . 
We impose the biologically correct additional restrictions on the model parameters: 
 
0),(0 ta , 0),( ta , 0 , ],[)( sss aata

 , ],[)( ggg aata

 , ],[)( max0  t , (53) 
 
0))(,,( tWtaq , 0))(,,( tWtaf , 0)(  tW , (54) 
 
From all results from above we can formulate the following theorem. 
Theorem 1. Let model parameters of the system (1) – (10) 0 ,  , sq , gq , sf , gf , 
s , g , sa , ga  satisfy sufficient smoothness conditions (48), (49) and conditions (41), 
(50) - (54) then there exist a unique smooth travelling wave solution of problem (2) - (11) 
 QCtau )1(),(  ,  QCtag )1(),(  ,  QCtaw )1(),(   which can be obtained by explicit 
recurrent formulas (16) - (18), (22) - (37). 
 
5. Existence of equilibriums of autonomous system for adult subpopulations 
 
We first consider the autonomous system (2) – (11) for the constant coefficients:  
 
00  , 0 , ds aa 0 , dg aa 0 . (55) 
 
The phase-switching rates and fertility rates do not depend directly from time: 
 
0))(( tWqs , 0))(( tWqg , (56) 
 
))(()())(,( tUhamtUaf sssssss  , (57) 
 
1))(()()(  sddss aaaaaaa  , (58) 
 
))(()())(,( tGhamtGaf ggggggg  , (59) 
 
1))(()()(  gddgg aaaaaaa  , (60) 
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where )(a  is a dimensionless maturation function which is approximated by the continu-
ous uniform distribution by age at the intervals ],[ ds aa  and ],[ dg aa  - “reproductive win-
dows”; 0  is a number of new born locusts from one pod; 0m  is a number of eggpods 
locust female lays over her lifetime (dimensionless constants); 






0,0
0,1
)(
xif
xif
x  is a di-
mensionless Heaviside function; ))(( tUh ss , ]1,0[))(( tGh gg  are dimensionless density-
dependent fertility response functions (or fecundity response function [15], [16], survival 
rate of eggs to mortality by predation [7]). The fertility rates of solitarious (57) and gregari-
ous (59) contain the constants   and m  which are the assessments of maximum values of 
number of new born locusts from one pod and number of eggpods that a locust female can 
lay over her lifetime. In general case these parameters depend from the density of 
solitarious and gregarious. We assume here that the density-dependent fertility response 
functions simulate also the dependencies of   and m  from population density. 
The asymptotically stable states of locust population is studied theoretically in ap-
proximation that one subpopulation (solitarious or gregarious) reaches some steady state 
when phase switching processes in both directions has been already ended. Thus, the 
“gregarization” or “solitarization” occurs only in the intermediate period when the locust 
population evolves to some asymptotically stable state. The stability analysis is carried out 
for the dynamics of a number of matured locusts which are able to reproduce new genera-
tion, for solitarious at age saa   and gregarious at age gaa  . We consider two particu-
lar cases of equilibriums in locust population. 
 
1. Asymptotically stable solitarious dynamics without gregarization sWW 0 , 0)( Wqg , 
0)( Wqs , )()( tUtW  , 0)( tG  (see Fig.2).  
The nontrivial equilibrium points 0
* jW , 
**
jj WU  , 0
* G , NNj  *  are obtained 
from the system (2) - (11). Integrating Eq. (9) with respect to age from sa  to da  and us-
ing Eq. (31), boundary conditions (4), (5) with Eqs. (56) - (60), yield the initial problem 
for nonlinear autonomous ODE for dynamics of the numbers of adult locusts )(tWs  in 
solitarious phase: 
 
 )())(()()()( 10' ssssssdsssss tWtWhaamtWtW     (61) 
 
   ddsdsss atWtWha 00 exp)())((exp   , 
 

d
s
a
a
s datawtW ),()( ,   dat , , (62) 
 
where ss a , dd a . Initial problem (61), (62) always has a trivial equilibrium 
point 0
* sW , 0
* sU , 0
* sG  and may have countable set of nontrivial equilibrium 
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points 0* 
js
W , **
jj ss
WU  , 0* 
js
G , NNj  * , at the time moment *t , which satisfy 
the nonlinear algebraic Eqs., obtained from Eqs. (61): 
 
0)( Wqs ,  0)( Wqg , 0
* 
js
W , **
jj ss
WU  ,  0* sG , (63) 
 
     0expexp)()( 00
*1
0 

dssssdsss aaWhaam j
 . (64) 
 
2. Asymptotically stable gregarious dynamics without reverse phase transition to solitarious 
phase gj WW 0
*  , 0)( Wqg , 0)( Wqs , )()( tGtW  , 0)( tU  (see Fig.2). 
 Integrating Eq. (9) by age from ga  to da , and using the condition 0),( taw d , Eq. (31), 
boundary conditions (4), (5) with Eqs. (56) - (60), yield the initial problem for nonlinear auton-
omous ODE for dynamics of the numbers of adult locusts )(tWg  in gregarious phase: 
 
 )())(()()()( 10' ggggggdggggg tWtWhaamtWtW     (65) 
 
   ddgdggg atWtWha 00 exp)())((exp   , 
 

d
g
a
a
g datawtW ),()( ,   dat , , (66) 
 
where gg a , dd a . We do not consider a trivial equilibrium of problem (65), 
(66) because the gregarious phase follows the solitarious phase and cannot appear immediate-
ly from the zero value of locust population. Thus, initial problem (65), (66) may have count-
able set of nontrivial equilibriums 0
* 
jg
W , 
**
jj gg
WG  , 0* 
jg
U , NNj  * , at the time 
moment *t , which satisfy the nonlinear algebraic Eqs., obtained from Eqs. (65): 
 
0)( Wqg ,  0)( Wqs , 0
* 
jg
W , **
jj gg
WG  , 0* gU , (67) 
 
     0expexp)()( 00*10   dggggdggg aaWhaam j   (68) 
 
From Eqs. (64), (68) it follows that the necessary conditions of existence of nontrivial 
equilibriums for solitarious and gregarious populations respectively have a form: 
 
1)( 121
*  sh , (69) 
 
 sssssd amaa 0
11
01 exp)(  

, (70) 
 
 dssssd amaa 0
11
02 exp)(  

, (71) 
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1)( 143
*  gh , (72) 
 
 gggggd amaa 01103 exp)(    , (73) 
 
 dggggd amaa 0
11
04 exp)(  
 , (74) 
 
where *sh , 
*
gh  and i  ( 4,...,1i ) are dimensionless positive constants which indicate the 
existence of nontrivial system equilibriums. If condition (69) does not hold, the derivative 
0)( * tWs
  in Eq. (61) and the problem (61), (62) possesses only trivial equilibrium. If 
condition (72) does not hold, the derivative 0)( * tWg
  and solution of the problem (65), 
(66) evolves also to the trivial equilibrium. We can collect all obtained results from this 
section in the following Theorem. 
Theorem 2. Equations (61) and (65) can possess nontrivial (positive) equilibriums 
0* 
js
W , **
jj ss
WU  , 0* 
js
G , and 0* 
jg
W , **
jj gg
WG  , 0* 
jg
U , respectively. The 
nontrivial equilibrium of solitarious phase (first equilibrium) exists if the dimensionless 
parameters 01   (70) and 02   (71) satisfy conditions (69) and fertility response 
function of solitarious satisfies Eq. 
** )( sss hUh j
 . The nontrivial equilibrium of gregari-
ous phase (second equilibrium) exists if the dimensionless parameters 03   (73) and 
04   (74) satisfy conditions (72) and fertility response function of gregarious satisfies 
Eq. 
** )( ggg hGh j
 . If condition (69) or (72) do not hold Eq. (61) or (65) possesses only 
trivial equilibrium. 
It is worth to note that from biological point of view Theorem 2 indicates that 
nontrivial equilibrium only exist at given situations of length of reproductive age 
(“reproductive window”) for given parameters of other life processes. 
 
6. Stability analysis of autonomous system for adult subpopulations 
 
By analogy with the Theorem 1 from [7] formulated for a nonlinear age-structured 
model with density-dependent fertility response function, conditions (69) and (72) show that 
nontrivial equilibriums of Eqs. (61) and (65) are the results of balance between the mortality 
and fertility of population which influence the probability of locust birth. Obviously, if condi-
tions (69) and (72) are not valid, then expressions (64) and (68) are negative and, as a conse-
quence, 0)(
' tWs  in Eq. (61), 0)(
' tWg  in Eq. (65), and the nontrivial equilibriums do not 
exist. To identify trivial and nontrivial equilibriums we carry out the analysis of local asymp-
totical stability. 
To begin with, we follow the procedure of stability analysis from [31] and arrive to 
the linearized Eqs. (61) at trivial equilibrium 0
* sW , 0
* sU , 0
* sG  for continuously 
differentiable function )(tV : 
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 )()()0()()( 2100 dss tVtVhtVtV   , (75) 
 
The corresponding characteristic Eq. reads as: 
 
  0)exp()exp()( 2100  dsYz  , (76) 
 
were we introduce the auxiliary parameter )0(shY  . If 0)0(  shY  Eq. (76) has only 
one real negative root 0   and trivial equilibrium is unconditionally stable. For 
]1,0()0( sh  function )(z  possesses the following properties: 
 
 )(1)0( 210  Yz  , (77) 
 


)(lim 

z .  (78) 
 
Thus, characteristic Eq. (76) always has at least one real positive or trivial root if 
the density-dependent fertility response function of solitarious satisfies the following re-
strictions: 
 
Yhs 
 *1
21 )( . (79) 
 
In this case 0)0( z  and function )(z  intersects a nonnegative real semi-line R  
at least once at a fixed point 0 . Trivial equilibrium is not stable for any given values 
of time delay 0  and maturing parameter ),0( ds aa  . In other case, if condition (79) 
does not hold the trivial equilibrium exists, and instead of condition (79) we obtain two 
inequalities: 
 
1
21
* )(0  shY . (80) 
 
In such case, function 0)0( z  (Eq. (77)) and derivative )(' z  is positive for all 
0 : 
 
)exp()1()exp()1(1)( 11
1
20
1
2
1
10
'
ddssz  

 (81) 
 
   )1))()(exp(exp()()exp(1)(exp( 010010   sdddddsd   
 
   )exp(1)(exp(1)))(exp(( 0100 ddsdsds     
 
  0)))((()1()1)(1( 1301211  RRR sdsssd  . 
 
where 
1 dss   is a dimensionless constant, )1,0(s ; 01 iR  are positive remainder 
terms in the Taylor series expansion, ( 3,...,1i ). In this case, the characteristic Eq. (76) 
does not have real positive roots, but it can have complex root  i  with nonnega-
tive real part 0  and nontrivial imaginary part 0 . Substituting complex   in Eq. 
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(76) we arrive to the two equations for the real ),()1( z  and imaginary ),()2( z  parts 
of )(z : 
 
  0)cos()exp()cos()exp(),( 2100
)1(  ddssYz  ,  (82) 
 
  0)sin()exp()sin()exp(),( 210
)2(  ddssYz  . (83) 
 
For 0  functions ),()1( z  and ),()2( z  possess the properties: 
 
0)0,()1( z ,     0
0
')1( 

z ,  (84) 
 
0)0,()2( z ,    0
0
')2( 

z , (85) 
 
      210)1(
0
)1(
0
,0
1),0(min),(min 



Yzz 



,    (86) 
 
     210)2(
0
)2(
0
,0
),0(min),(min 



Yzz 



. (87) 
 
From Eqs. (84) - (87) it follows that Eqs. (82), (83) can have a root 0*  , 0*   if 
functions ),()1( z  and ),()2( z  take trivial or negative values at 0  (neutral stability). 
Otherwise,   0),0(min )1(
0




z  and Eq. (82) does not have a root 0*  , 0*  . Substitut-
ing the neutral stability value 0  into Eqs. (82) and (83) we have 
 
  1)cos()cos( 21  dsY  , (88) 
 
  1021 )sin()sin(
  dsY . (89) 
 
Squaring and summing Eqs. (88) and (89) yields the transcendent equation for real 
parameter 0 : 
 
  1))(cos(2 2122212202  sd aaY  . (90) 
 
Lemma 1. If conditions (80) hold Eq. (90) does not have nontrivial real root 0 . (The 
proof of Lemma 1 is given in Appendix A). 
Overall, we can conclude that if condition (80) holds, characteristic equation (76) 
does not have trivial, real positive roots or complex roots with nonnegative real part. The 
results of stability analysis of trivial equilibriums obtained in this section are collected in 
Theorem 3. 
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Theorem 3. The trivial equilibrium 0* sW , 0
* sU , 0
* sG  of autonomous system (61), 
(62) and (65), (66) is not locally asymptotically stable for all 0 , ),0( ds aa   if fertility 
response function of solitarious )0(sh  satisfies conditions (79). Otherwise, if )0(sh  satis-
fies condition (80) the trivial equilibrium is locally asymptotically stable for all 0  and 
),0( ds aa  . 
Secondly, linearized Eqs. (61) and (65) at the nontrivial equilibrium points *
js
W  
(solution of Eq. (64)) and *
jg
W  (solution of Eq. (68)) together with Eqs. (64), (68) respec-
tively, read as: 
 
  )()()()()()( 21**'12100 dssss tVtVWWhtVtV jj    , (91) 
 
  )()()()()()( 43**'14300 dgggg tVtVWWhtYtY jj    . (92) 
 
The corresponding characteristic equations read: 
 
  0)exp()exp()( 1211100111  dsYz  , (93) 
 
  0)exp()exp()( 2423200222  dgYz  , (94) 
 
where 
**'1
211 )()( jj sss
WWhY   , **'1432 )()( jj ggg WWhY 

. The nontrivial 
equilibriums 0
* 
js
W , **
jj ss
WU  , 0* 
js
G  and 0* 
jg
W , **
jj gg
WG  , 0* 
jg
U , are not 
stable if Eqs. (93) and (94) have nonnegative roots. By analogy with Eqs.(77), (78), func-
tions )( 11 z  and )( 22 z  possess the same properties for 0, 21 YY : 
 
 )(1)0( 21101  Yz  , (95) 
 


)(lim 11
1


z , (96) 
 
 )(1)0( 43202  Yz  , (97) 
 


)(lim 22
2


z , (98) 
 
By analogy with Eq. (79), from Eqs. (95), (97) it follows that characteristic Eqs. 
(93), (94) always have at least one real positive or trivial root if coefficients of system sat-
isfy the following restrictions: 
 
1
*1
21 )(0 Yhs 

, (99) 
 
2
*1
43 )(0 Yhg 

. (100) 
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which can be given in the more compact form: 
 
0)( *
*' 


j
j
sss
s
ss
WUdU
dh
Wh , (101) 
0)( *
*' 


j
j
ggg
g
gg
WGdG
dh
Wh  (102) 
 
Indeed, conditions (101), (102) provide the change of sign of functions )( 11 z  and 
)( 22 z  at least once at some fixed points of nonnegative real semi-line 01  , 02   re-
spectively. In this case the nontrivial equilibriums 0* 
js
W , **
jj ss
WU  , 0* sG  and 
0* 
jg
W , **
jj gg
WG  , 0* gU  are not stable for any given values of time delay 0  and 
maturing parameters ),0( ds aa  , ),0( dg aa  . In the next case the coefficients of system 
satisfy the following restrictions: 
 
1
21
*
1 )(
 shY , (103) 
 
1
43
*
2 )(
 ghY . (104) 
 
which can be given in the more compact form: 
  
0)( *
*' 


j
j
sss
s
ss
WUdU
dh
Wh , (105) 
0)( *
*' 


j
j
ggg
g
gg
WGdG
dh
Wh . (106) 
 
In this case we consider two groups of conditions for 01 Y , 02 Y  and 01 Y , 
02 Y . The first one is given in the form of two inequalities: 
 
0)()( **'121 

jj sss
WWh , (107) 
 
0)()( **'143 

jj ggg
WWh . (108) 
 
The characteristic Eqs. (93), (94) in this case have the same form as Eq. (76) and 
we can apply the results of stability analysis obtained for the trivial equilibrium that satis-
fied Eq. (80) to the solution of Eqs. (93), (94). Thus, if conditions (97), (98) hold, charac-
teristic equations (93), (94) do not have trivial, real positive roots or complex roots with 
nonnegative real part. 
The second group of conditions for 01 Y , 02 Y  is given in the form of two ine-
qualities: 
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0)()( 121
**'  
jj sss
WWh , (109) 
 
0)()( 143
**'  
jj ggg
WWh . (110) 
 
Using Eqs. (69), (72) we obtain the following auxiliary inequalities: 
 
  0)exp()exp()()( 1211
1
21
**'
00 


   dssss jj WWh  , 01  , (111) 
 
  0)exp()exp()()( 2423143**'00 


   dgggg jj WWh  , 02  , (112) 
 
From inequalities (111), (112) it follows that characteristic Eqs. (93), (94) do not have 
nonnegative real roots. On the other hand they can have complex roots 111  i , 
222  i  with nonnegative real parts 01  , 02   and nontrivial imaginary parts 
01  , 02  . Substituting complex 1  in Eq. (88) and complex 2  in Eq. (89) we arrive to 
the four equations for the real ),( 11
)1(
1 z , ),( 22
)1(
2 z  and imaginary ),( 11
)2(
1 z , 
),( 22
)2(
1 z  parts of )( 11 z , )( 22 z , respectively, of the same type as Eqs. (82), (83). Using 
the same approach as in the case of trivial equilibrium, we arrive to two transcendent equations 
for the imaginary parts 01  , 02   which have the same form as Eq. (90): 
 
  1))(cos(2 1212221212021  sd aaY  , (113) 
 
  1))(cos(2 2432423222022  gd aaY  . (114) 
 
Lemma 2. If conditions (103), (104), (109), (110) hold, Eqs. (113), (114) do not have 
nontrivial real roots 01  , 02  . (The proof of Lemma 2 is given in Appendix B). 
Overall, if conditions (103), (104) hold, characteristic Eqs. (93), (94) do not have 
real nonnegative roots or complex roots with nonnegative real part. We can collect all ob-
tained conditions of asymptotical stability of nontrivial equilibriums of the initial problems 
(61), (62) and (65), (66) in the form of the following Theorem 4. 
Theorem 4. The nontrivial equilibriums 0
* 
js
W , 
**
jj ss
WU  , 0* sG  and 0
* 
jg
W , 
**
jj gg
WG  , 0* gU , NNj 
*
 of autonomous system (61), (62) and (65), (66) are not 
locally asymptotically stable for all 0 , ),0( ds aa  , ),0( dg aa   if the derivatives of 
density-dependent fertility response functions )(
*'
jss
Wh  and )(
*
jgg
Wh  satisfy conditions 
(101), (102) respectively. Otherwise, if )(
*
jss
Wh  and )(
*
jgg
Wh  satisfy conditions (105), 
(106) nontrivial equilibriums are locally asymptotically stable for all 0 , ),0( ds aa   and 
),0( dg aa  . 
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The result of theoretical analysis of trivial and nontrivial equilibriums and asymptotical-
ly stable regimes of initial problems with autonomous Eqs. (61), (62) and (65), (66) can be ap-
plied to the system (2) – (11): if the conditions of Theorems 2 - 4 hold, system (2) – (11) with 
autonomous equations has an asymptotically stable distributions ),( *tau j , ),(
*tag j , 
),( *taw j  which correspond to the equilibriums of adult locust subpopulations 
*
js
U , *
js
G , 
*
js
W  or *
jg
U , *
jg
G , *
jg
W  of initial problems (61), (62) and (65), (66) respectively. 
 
7. Simulation of locust population dynamics for autonomous system 
 
A first series of experiments is carried out for the autonomous system (2) – (10) with 
coefficients which satisfy the conditions of Theorems 1 - 4. Our strategy in these experi-
ments is to study the different dynamical regimes for the tree types of equilibriums – trivial 
and nontrivial (positive) with various fertility response functions ))(( tUh ss , ))(( tGh gg  and 
coefficients of the system. For the simulation of phase polyphenism we use the model of 
age and time-dependent force of infection from the age-structured epidemic model of 
population dynamics [7], [9], [24], [25], [44]. The set of algebraic functions for the phase-
switching rates and fertility response functions is given in the following form:  
 
))(())(())(())(( max0max tWWWtWWtWqtWq gag    (115) 
 
   5.0))()((sin15.0 10maxmax  ga WWWtWq , 
 
))(())(())(())(( min0min WtWtWWtWWqtWq sbs    (116) 
 
   5.0))()((sin15.0 1min0min  WWWtWq sb  
 
  /))((5.0)()( minssbabss UUarctgUh  , (117) 
 
  12min21' )(1)()(
  ssbass UUUh  ,  (118) 
 
  /))((5.0)()(
maxggdcdgg
GGarctgGh  , (119) 
 
  0)(1)()( 12
max
21' 

ggdcgg GGGh  .  (120) 
 
where 0aq , 0bq , 0 ba  , 0 dc  , 0max W , 00 gW , 0min W , 
00 sW , 0min sU , 0max
gG  are given positive constants – parameters of the model. 
In all experiments we consider only monotonic functions ))(( tWqs , ))(( tWqg , ))(( tUh ss , 
))(( tGh gg , the graphs of which are shown in the Fig.2 and Fig.3. We assume that the 
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conditions 1* sh  (69) and 1
* gh  (72) hold. Experiments are performed for the all types 
of algebraic functions of the fertility response function which correspond to different 
statements of Theorems 3 and 4 using the expected values of biological constants given in 
Table 2 (Appendix C). 
 
7.1 Experiment I 
 
In the first group of experiments (Experiment I), we study the stability of trivial equi-
librium of solitarious subpopulation with the various fertility response functions which sat-
isfy the conditions of instability (79) and stability (80) according to the statement of Theo-
rem 3. The dynamics of the number of adult solitarious and number of all solitarious calcu-
lated in the Experiment I are shown on the Fig.4a, b. We do not consider here the direct 
phase changing “solitarious-gregarious” and study only the possibility and conditions of 
such transition. All simulations are carried out for the same initial values of population den-
sity and different fertility response functions of the type (117) ( 0)(' ss Uh ) with various 
constants a  and b . We obtain two dynamical regimes of population: 1) when 
*)0( ss hh  , the population density evolves from the neighborhood of trivial equilibrium to 
null (the graphs below the dashed line in the Fig.4a, b); 2) when 
*)0( ss hh   solitarious sub-
population density grows and can evolve to the stable or unstable solitarious or gregarious 
nontrivial equilibrium.  
 
 
 
Figure 3. Graphs of fertility response functions when )( ss Uh  is monotonically increasing 
0)(' ss Uh  (line 1) and )( gg Gh  is monotonically decreasing 0)(
' gg Gh  (line 2). 
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Figure 4a. Graphs of )(tUs  in the neigh-
borhood of trivial equilibrium in the  
Experiment I, 0)(' ss Uh . 
 
 
Figure 4b. Graphs of )(tW  in the neighbor-
hood of trivial equilibrium in the  
Experiment I, 0)(' ss Uh . 
 
7.2 Experiment II 
 
In the second group of experiments (Experiment II), we study the dynamical re-
gimes of solitarious subpopulation in the neighborhood of nontrivial (positive) equilibri-
um. We consider various initial values of population density from the neighborhood of 
equilibrium 
*
1U  and two types of fertility response function of solitarious (118) with 
0)(' ss Uh  (Fig. 5) and 0)(
' ss Uh (Fig. 6). For the increasing fertility response function 
of first type we obtain the asymptotically stable dynamical regimes for 
*)0( ss hh   and as-
ymptotically unstable dynamical regimes for 
*)0( ss hh  . In the first case the population 
dynamics is the same as in the Experiment I when population density evolves to the trivial 
equilibrium (Fig.5a, b). For the second condition of this first case (initial condition just above 
nontrivial equilibrium of Fig.5a, b), we observe an increase of density of solitarious subpopu-
lation. Obviously in this case, Eq. 
** )( sss hUh j
  does not have a root and nontrivial (posi-
tive) equilibrium of solitarious subpopulation does not exist. In fact, the condition of in-
stability of trivial equilibrium together with increasing solitarious fertility response func-
tion always causes the gregarization of solitarious subpopulation and transit of their sub-
population to the gregarious phase.  
In this group of experiments, the second case is the dynamical regimes of 
solitarious subpopulation with decreasing solitarious fertility response function 
0)(' ss Uh  for the condition 
*)0( ss hh   (Fig. 6) without gregarization gs WU 0
*   (see 
Fig.2). By virtue of Theorem 4 this type of )(
'
ss Uh  corresponds to the stable nontrivial (posi-
tive) equilibrium of solitarious subpopulation. In this case, Eq. 
** )( sss hUh j
  has a unique 
solution – asymptotically stable nontrivial equilibrium *1sU . We obtain the stable dynam-
ics of solitarious subpopulation without gregarization in the form of quasi-periodical os-
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cillations in the neighborhood of positive equilibrium. The results of two different simula-
tions for the smaller and larger than equilibrium initial values are shown in the Figs.6a, b. 
This is the unique nontrivial asymptotically stable dynamical regime of solitarious sub-
population obtained in all experiments. 
 
 
 
Figure 5a. Graphs of )(tUs  in the neighbor-
hood of nontrivial (positive) equilibrium *1sU   
in the Experiment II, 0)(' ss Uh . 
 
 
Figure 5b. Graphs of )(tW  in the neighbor-
hood of nontrivial (positive) equilibrium 
*
1sU  in the Experiment II, 0)(
' ss Uh . 
 
Figure 6a. Graphs of )(tUs  in the neighbor-
hood of nontrivial equilibrium 
*
1sU  in the Ex-
periment II, 0)(
' ss Uh , gs WU 0
*  , for small-
er (1) and larger (2) initial values of )0(sU . 
 
Figure 6b. Graphs of )(tW  in the neighbor-
hood of nontrivial equilibrium in the Exper-
iment II, 0)(
' ss Uh , gs WU 0
*  , for smaller 
(1) and larger (2) initial values of )0(W . 
 
7.3 Experiment III 
 
In the third group of experiments (Experiment III), we study the dynamical regimes 
of population in the neighborhood of nontrivial (positive) equilibrium of gregarious sub-
population 
*
1gG  with parameters 
*)0( gg hh  , 0)(
' gg Gh . In these experiments we consid-
er the unstable dynamical regime of solitarious subpopulation with characteristics 
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*)0( ss hh  , 0)(
' ss Uh  (Figs. 5a, 5b) providing the phase transition from the solitarious 
phase to the gregarious one. By virtue of Theorem 2 the nontrivial solitarious and gregari-
ous equilibriums do not exist if their fertility response functions satisfy conditions 
*)0( ss hh  , 0)(
' ss Uh  and 
*)0( gg hh  , 0)(
' gg Gh , respectively. The absence of nontriv-
ial equilibrium is a result of our simplified analysis of asymptotically stable regimes of two-
phase population dynamics when we studied the asymptotical regime of each subpopulation 
separately reducing the age-structured system (2) – (11) to the two initial problems (61), 
(62), and (65), (66). On the other hand, the smooth form of overlapping phase-switching 
rates (Fig. 2) accepts the coexistence of the two phases and, as a consequence, the existence 
at the same time of nontrivial equilibriums of solitarious and gregarious phases. Theorems 2 
- 4 provide us the possibility of a qualitative analysis and the prediction of simultaneous co-
existence of such nontrivial equilibriums as a result of balance between asymptotically un-
stable dynamical regime of solitarious subpopulation (conditions *)0( ss hh  , 0)(
' ss Uh ) 
and asymptotically stable dynamical regime of gregarious subpopulation (conditions 
*)0( gg hh  , 0)(
' gg Gh ). The numerical experiments allow computing and studying the 
equilibriums of both locust phases for these conditions. The results of simulations shown in 
the Figs.7a, b, c, exhibit the stable quasi-periodical oscillations of subpopulation densities 
in the neighborhood of some positive stationary point, which may be identified as a nontriv-
ial positive equilibrium. Thus, autonomous system (2) – (11) may possess at the same time 
the solitarious and gregarious nontrivial equilibriums for the model of phase-switching rates 
given in the Fig.2. 
 
 
Figure 7a. Graphs of )(tUs  for smaller (1) 
and larger (2) initial values of )0(sU . 
 
Figure 7b. Graphs of )(tGg , for smaller 
(1) and larger (2) initial values of )0(sU  
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Figure 7c. Graphs of )(tW  in the neighborhood of asymptotically stable nontrivial 
equilibrium in the Experiment III for smaller (1) and larger (2) initial values of )0(W . 
 
7.4 Experiment IV 
 
In the fourth group of experiments (Experiment IV), we continue to study the dy-
namical regimes of population in the neighborhood of nontrivial (positive) equilibrium of 
gregarious subpopulation 
*
1gG  with parameters 
*)0( gg hh  , 0)(
' gg Gh  for different 
types of dynamical regimes of solitarious subpopulation. We consider two types of gre-
garious fertility response functions which satisfy the following conditions: 
 
*
0
)(min ggg
G
hGh
g


, (121) 
 
*
0
)(min ggg
G
hGh
g


. (122) 
 
By virtue of Theorem 2 these two types of )( gg Gh  for the considered parameters of 
numerical experiment have a principal difference. The first type of )( gg Gh  (121) together 
with condition 0)(
' gg Gh  guaranties the existence of asymptotically stable nontrivial (posi-
tive) equilibrium of gregarious subpopulation which is achievable for the growing density of 
gregarious. In the second case (122) the nontrivial equilibrium of gregarious subpopulation 
does not exist. As a consequence, the decreasing fertility response function 0)(
' gg Gh  does 
not guarantee the stable behavior of gregarious subpopulation because the results of Theorem 
4 are valid only for the existing nontrivial equilibriums. 
For the first type of )( gg Gh  (121) we study two dynamical regimes with different 
conditions of direct phase change (solitarious - gregarious). In the first case, fertility re-
sponse function of solitarious is that 
*)0( ss hh  , 0)(
' ss Uh  for which solitarious subpop-
ulation is asymptotically unstable (Fig.4a, 4b). The results of numerical experiments in 
this case with two different initial values of )0(sU  are shown in the Figs.8a, b, c. The densi-
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ty of gregarious subpopulation oscillates in the neighborhood of a stable positive equilibrium – 
unique root of the Eq. **1)( ggg hGh  . The density of solitarious subpopulation is negligibly 
small in the neighborhood of the trivial equilibrium. 
 
 
Figure 8a. Graphs of )(tUs  for smaller (1) 
and larger (2) initial values of )0(sU . 
 
Figure 8b. Graphs of )(tGg  for smaller (1) 
and larger (2) initial values of )0(sU . 
 
 
Figure 8c. Graphs of )(tW  in the neighborhood of asymptotically stable nontrivial equilibrium 
in the Experiment IV (type 1, case 1) for smaller (1) and larger (2) initial values of )0(W . 
 
In the second case, we consider the dynamical regime of solitarious subpopulation 
with decreasing fertility response function 
*)0( ss hh  , 0)(
' ss Uh  with gs WU 0
*  . The par-
ticularities of this case are that 1) the value of nontrivial equilibrium of solitarious is bigger 
than the threshold density of gregarization; 2) both density-dependent fertility response func-
tions of solitarious and gregarious are decreasing functions. In contrast with the second case 
of Experiment II (Fig.6a, 6b) condition gs WU 0
*   guarantees the gregarization in population. 
The results of numerical experiments in this case with two different initial values of )0(sU  
are shown in the Figs.9a, b, c. The behavior of density of all subpopulations is close to the 
dynamics of solitarious and gregarious densities in the previous first case. The gregarious 
density oscillates in the neighborhood of a stable positive equilibrium – unique root of the Eq. 
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**
1)( ggg hGh  . The density of solitarious subpopulation is small in the neighborhood of the 
trivial equilibrium. Despite the fact that we consider two different types of fertility response 
functions of solitarious which cause the unstable trivial equilibrium, we obtain the same type 
of gregarious dynamics and overall population dynamics in both cases. 
 
 
Figure 9a. Graphs of )(tUs  for smaller (1) 
and larger (2) initial values of )0(sU . 
 
Figure 9b. Graphs of )(tGg  for smaller (1) 
and larger (2) initial values of )0(sU . 
 
 
Figure 9c. Graphs of )(tW  in the neighborhood of asymptotically stable nontrivial equilibrium 
in the Experiment IV (type 1, case 2) for smaller (1) and larger (2) initial values of )0(W . 
 
The results of numerical experiments for the second type of )( gg Gh  (122) for un-
stable solitarious subpopulation with fertility response function 
*)0( ss hh  , 0)(
' ss Uh  
are shown in the Figs.10a, b. The density of gregarious subpopulation and density of all popu-
lation grow infinitely with time. The dynamics of population is not asymptotically stable even 
with decreasing fertility response function 0)(
' gg Gh . 
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Figure 10a. Graph of )(tGg  of unstable dy-
namics in the Experiments IV (type 2) and V. 
 
Figure 10b. Graph of )(tW  of unstable dy-
namics in the Experiments IV (type 2) and V. 
 
7.5 Experiment V 
 
The last, fifth group of numerical experiments are carried out for the two groups of 
gregarious fertility response function parameters: 
*)0( gg hh  , 0)(
' gg Gh  (type 1), 
*)0( gg hh  , 0)(
' gg Gh  (type 2) and the same solitarious fertility response function 
*)0( ss hh  , 0)(
' ss Uh . By virtue of Theorem 2, in the first case (type 1) the nontrivial 
positive equilibrium of gregarious subpopulation exists. On the other hand, Theorem 4 
states that this equilibrium is not asymptotically stable. In the second case (type 2) the 
nontrivial positive equilibrium of gregarious subpopulation does not exist and increasing 
fertility response function causes the unstable asymptotical dynamics of all population. 
The results of simulations for both types of experiments are the same as shown in the 
Figs. 10a, 10b. We observe a tremendous growth of gregarious subpopulation density and 
density of all population with time. 
Overall, the performed numerical analysis of stability of trivial and nontrivial equi-
libriums of autonomous system (2) – (10) allow us to illustrate the main theoretical results 
obtained in Theorems 2 - 4, and, on the other hand, understand the main features of locust 
population dynamical regimes including the conditions and prerequisites of the phase 
changes in population. 
 
8. Simulation of population outbreaks for non-autonomous dynamical system 
 
The last group of numerical experiments is carried out for the non-autonomous system 
(2) – (10) to analyze the features of the two-phase age-structured model in simulation of lo-
cust population dynamics. We consider the data of number of swarm observations in the dis-
tribution area of desert locust (map in Fig.14 in Appendix C) over the last 30 years. This data 
are presented as a time series of number (or area) of square degrees (
 11  ) where at least 
one swarm was found within one month [41]. The time series of number of swarms for three 
essential periods are shown in Fig.15a – 15c (Appendix C). In this group of experiments we 
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use phase-switching rates (56) – (60), dynamical natural death rate )(0 t  and dynamical co-
efficients )(ta , )(tc  for the fertility rates (115) – (120). 
According to Theorems 3, 4 and the results of the numerical analysis of dynamical 
regimes obtained in the previous section, we choose the increasing density-dependent fer-
tility response functions of solitarious ))(( tUh ss  with 0))((
' tUh ss  and decreasing density-
dependent fertility response functions of gregarious ))(( tGh gg  with 0))((
' tGh gg  in the 
form of (117), (119) shown in the Fig.3. The maximum, expected and minimum values of all 
biological constants taken from the literature [32], [36], [37], [39], [40], [42], [43] and nu-
merous laboratory experiments are shown in Table 2 (Appendix C). Parameters sa , ga , 
da ,   are measured in days; s , g , s , g  are dimensionless, )(0 t  is measured in 
fraction of all locust per day,  max0min00 ,)(  t . 
The number of matured gregarious locusts )(tGg  is fitted to the observed time series 
of number of square degrees with swarms for three periods of important outbreaks. We 
consider the problem of parameter identification in the form: 
 
    





 

N
i
iigcaca GtGtttttt
1
0
***
0 )(minarg)(),(),(minarg)(),(),(  , (123) 
 
where }{ iG  is a time-series, 0iG , N  is a number of time-series members. The optimiza-
tion problem (123) is considered on the compact set  
 
    ,,)(,],0[)()(),(),( max0min0000   tTCtttt ca  (124) 
 
     ,],0[)(,)(,,)(,],0[)(,)( 0
'
max0
'
0 TCtcttTCtct cabaa    
  0'max )(,,)( ctt cdc   . 
 
For the parameter estimation problem (123) we use the adaptive metaheuristic optimiza-
tion method “tabu search” which is based on the algorithm of random search of optimal solu-
tion on the compact set [5], [21], [38]. The graphs of fitted functions of total number of locusts 
)(tW  and number of matured gregarious locusts )(tGg  to the data of observation for the peri-
ods of January 1988 – December 1989, November 1992 – March 1997 and October 2003 – 
December 2005 are shown in the Fig.11a, b, 11c, d and 11e, f, respectively.  
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Fig.11a. January 1988 – December 1989. 
 
 
Fig.11b. January 1988 – December 1989. 
 
Fig.11c. November 1992 – March 1997. 
 
 
Fig.11d. November 1992 – March 1997. 
 
Fig.11e. October 2003 – December 2005. 
 
 
Fig.11f. October 2003 – December 2005. 
 
 
Fig.11. Graphs of the time series of number of observed sq.degrees of “gregarious” desert 
locust swarms in the distribution area (map in Fig.14, Appendix C) at the different periods 
(dotted lines) and calculated total number of locusts )(tW  (Fig. 11a, 11c, 11e) (bold line) 
or number of matured gregarious locusts )(tGg  (Fig. 11b, 11d, 11f) (bold line). 
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The size of solitarious subpopulation in all experiments was negligibly small with 
oscillating dynamics in the neighborhood of trivial equilibrium. The values of parameters 
obtained in numerical experiments allow for fitting the observed data of gregarious 
swarms to the theoretical curves. The relative error 



N
i i
iig
G
GtG
N 1
)(1
100 , )0( iG , 
in all experiments ranges from 20% to 26%. The results of simulations exhibit the effi-
ciency of mathematical modeling of locust population dynamics on the basis of two-phase 
age-structured competitive model which may be used as a theoretical instrument of analysis 
and prediction of locust behaviour. 
 
9. Discussion and conclusion. 
 
9.1. The model 
 
The two-phase competitive age-structured model with discrete time delay presented in 
this work is the first model of the kind considered in scientific literature for simulation of de-
sert locust population dynamics. The main advantage of this model [15], [34], [46] is that it 
bridges the gap between the description in explicit and accurate form of individual biological 
parameters of locusts, such as a number of new born locusts from one pod, number of pods 
that a locust female lays over her lifetime, egg incubation period, the fraction of locust fe-
males of reproductive age in a population, the age of maturation of locust females from 
which they lay their first eggpod, a maximum age of locust, locust “reproductive window” 
and simulation of dynamics of huge swarms of locusts at the macro level using the age-
specific density of locust population. As a consequence, the stability analysis of equilibriums 
of such dynamical system provides dimensionless indicators and corresponding conditions of 
direct and reverse phase transitions between solitarious and gregarious subpopulation equilib-
riums in terms of their individual biological parameters. Although the considered model can-
not guarantee a perfectly accurate and absolutely adequate description of complex locust 
population dynamics, it provides a lot of useful and valuable information, improves our un-
derstanding of features and particularities of locust two-phase population dynamics.  
 
9.2. The existence of equilibriums 
 
To study the equilibriums and stability of our two-phase competitive age-structured au-
tonomous model we have made the assumption that the steady stationary state of locust popu-
lation is possible only for solitarious or gregarious phases separately. The phase transition was 
assumed a temporary process which takes place before the population density reaches the final 
age distribution. We considered two initial problems for nonlinear ODE that describe the dy-
namics of solitarious and gregarious subpopulations sizes independently from each other. On 
the basis of linear stability analysis of these problems we found out that the trivial equilibrium 
of solitarious subpopulation always exists and we obtained the dimensionless parameters 
0i  ( 4,...,1i ) - indicators of existence of nontrivial equilibriums in solitarious 
( 121  ) and gregarious ( 143  ) subpopulations (Theorem 2). These parameters 
depend from the individual biological parameters of locusts including the width of “reproduc-
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tive windows” ],[ ds aa  (solitarious) and ],[ dg aa  (gregarious). Also, the natural death rate 0  
is a very important parameter of population dynamics included in the key conditions of exist-
ence of nontrivial equilibriums. The variation of this parameter depends directly from the 
change of environmental conditions in locust population habitat such as climate, vegetation 
cover, human activities, etc. Variations of 0  impact significantly on the values of i  and 
conditions of existence of nontrivial equilibriums. It is expected that for the small value of nat-
ural death rate 00   the nontrivial equilibriums of solitarious and gregarious subpopulations 
always exist: 
 
1)(lim 21
00


sss m

,  1)(lim 43
00


ggg m

. (125) 
 
On the other hand, a big value of 10   can lead to the violation of condition of exist-
ence of nontrivial equilibriums for arbitrary width of “reproductive windows” of locusts: 
 
1)))(exp(1)(exp()()( 121 

sdssdsss aaaaam , (126) 
 
1)))(exp(1)(exp()()( 143 

gdggdggg aaaaam , (127) 
 
that are, the conditions of existence of only trivial equilibriums of population. Thus, the con-
ditions of existence of nontrivial equilibrium in both subpopulations are a result of balance 
between mortality and fertility of locusts. The conditions of existence of nontrivial equilib-
riums obtained in Theorem 2 provides the opportunity to analyze and control the key ratio 
between biological parameters of locust to prevent the appearance of “swarming” – quasi-
equilibriums or quasi-stable regimes of gregarious locust subpopulation dynamics. 
 
9.3. The stability analysis of equilibriums 
 
The density-dependent fertility response functions )( ss Uh  and )( gg Gh , and their de-
rivatives )(' ss Uh  and )(
'
gg Gh  are among the most fundamental parameters in both the theo-
ry and practice of population dynamics [15], [16]. By virtue of Theorems 3, 4, they play a 
crucial role as determining factors in the asymptotically stable behavior of locust population. 
In work [16] authors used the model of density-dependent fertility response functions with 
property 0)0( h  that is a natural condition of absence of fertility in empty population. In 
our model we considered this function with wider range of initial values: ]1,0[)0( sh . The 
absence of fertility of empty population is described by boundary condition of the system and 
does not depend from the value of )0(sh . On the other hand the fertility response functions at 
the trivial point plays a crucial role in the stability condition of trivial equilibrium and behav-
ior of population density in the neighborhood of trivial point. Condition ]1,0[)0( sh  also al-
lows for the avoidance of the big value (singularity) of derivative )0(
'
sh  in the neighborhood 
of this trivial point. By virtue of Theorem 3 the trivial equilibrium of solitarious subpopula-
tion is not locally asymptotically stable if and only if 
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1)0(  ss hF , (128) 
 
1
000
11
21 ))exp())(exp(()()(
  dssdssss aaaamF  . (129) 
 
In fact, these inequalities define the condition of growth of solitarious subpopulation 
from the neighborhood of trivial point to the nontrivial equilibrium of solitarious sU  and 
they are valid only with small value of natural death rate 00   (125). The condition of as-
ymptotical stability of trivial equilibrium (elimination of population) reads as: 
 
ss Fh  )0(0 . (130) 
 
It was not expected that the conditions of stability (130) and instability (128) of trivial 
equilibrium do not depend from the egg incubation period  (t) (delay function of the model) 
and depend from the maturing age of solitarious female sa  and, as a consequence, from the 
width of “reproductive window” ],[ ds aa . The “destabilization” of model equilibria for 
decreasing maturation period was studied in [15], [16] for broad class of maturation func-
tions. In our model we used parameter sa . From conditions (128), (130) it follows that the 
destabilization or stabilization of trivial equilibrium for the different value of sa  depends 
on the sign of derivative )(' ss aF : 
 
2
000
1' )1))()(exp(exp()()(   sddsssss aaamaF   (131) 
 
0)))(exp())(1(1( 00  sdsd aaaa  ,  ),0( ds aa  , 
 
Thus, we can assess now the minimum and maximum of )( ss aF : 
 
)exp()())((lim))((max 0
1
),0(
dsssss
aa
ss
aa
amaFaF
dsds
  

, (132) 
 
1
00
1
0),0(
))exp(1()())((lim))((min 

 ddsssss
a
ss
aa
aamaFaF
sds
 . (133) 
 
From Eqs. (131) and (132) it follows three important conclusions. Firstly, we obtain 
the necessary and sufficient condition of existence of unstable trivial equilibrium inde-
pendently from the maturing period in the form: 
 
1)0()exp()( 0
1  sdsss ham  . (134) 
 
Secondly, the risk of emergence of unstable trivial equilibrium in solitarious sub-
population appears if the fertility response function of solitarious satisfies the condition: 
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1)0())exp(1()( 100
1   sddsss haam   (135) 
 
Finally, the decrease in maturation age 0sa  can be a cause of destabilization of trivi-
al equilibrium. From a rigorous biological point of view the maturation of locust females oc-
curs earlier than they are able or have possibility to lay a pod with eggs at first. That’s why in 
this paper we do not use the term “maturation period” for stability analysis as it was in theoreti-
cal works [15], [16] for the predator-prey age-structured model of population dynamics with 
density-dependent fertility rate. Owing to the fact that the age sa  corresponds to the maximum 
value (maximum of reproductive activity) of maturation function )(a  from [16] we can 
compare the conclusions obtained for the nonlinear age-structured models with density-
dependent fertility response function in [16] with the results of Theorem 3. Due to the conclu-
sion of work [16] the destabilization of equilibria occurs only for the decrease and not the in-
crease of maturation period. In specific ecosystems with locust populations, one could observe 
a change of sa  in a wide range from the minimum biologically motivated age to some maxi-
mum age which depends from the environmental conditions such as finding adequate condi-
tions for egg deposition, development speed, food quality and finding mates. These changes 
can be a cause of destabilization of locust population dynamics and respectively the cause of 
their phase-changing. Indeed, taking into account Eq. (131) we can conclude that the trivial 
equilibrium of solitarious subpopulation can be stable for some fixed value of maturation peri-
od sa  and unstable for smaller value of ss aa   if the fertility response function of solitarious 
satisfies the condition: 
 
)()0()(0 sssss aFhaF  ,   ss aa 0 . (136) 
 
The analysis of conditions of instability of trivial equilibrium has an important val-
ue for practice, because unstable behavior or growth of small solitarious subpopulation 
(initially in the neighborhood of the trivial equilibrium) can cause a switch of solitarious 
subpopulation to the nontrivial equilibrium or even lead to the gregarization and phase 
change with following move to the nontrivial equilibrium of gregarious subpopulation. In 
other words, the rapid change in environmental conditions that are known to trigger matu-
ration in solitarious population may also decrease overall the maturation age and hence 
destabilize the solitarious subpopulation from a near zero population size towards much 
larger populations and hence initiate quickly good conditions for gregarization.  
The conditions of local asymptotical stability and instability of nontrivial equilibriums of 
solitarious and gregarious subpopulations given in Theorem 4 used only the sign of derivatives 
of the density-dependent fertility response functions )(
'
ss Uh  and )(
'
gg Gh : the nontrivial equi-
libriums are locally asymptotically unstable (stable) if the functions 0)(
' ss Uh  ( 0 ) and 
0)(' gg Gh  ( 0 ). The instability condition of positive or nontrivial equilibria for small value 
of maturation period was the same in work [16] (Theorem 2, (a)). But in our work the local as-
ymptotical stability and instability conditions of positive or nontrivial equilibriums do not de-
pend from the egg incubation period  (t) (delay function of the model) nor from the maturing 
age of solitarious and gregarious female sa  and ga , and, as a consequence, from the width of 
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“reproductive windows” ],[ ds aa , ],[ dg aa . These parameters impact however on the condi-
tions of existence of nontrivial equilibriums. 
In practice the value and sign of derivatives of fertility response function can be 
changed depending on different features of a locust population. For instance, we could as-
sume that 0)(' ss Uh , 0)(
' gg Gh  at the onset of solitarious population growth when the 
number of adult locust increase in a given area which consequently shortens the search 
time for mate, leads to more frequent contacts between locusts, increases the probability 
of laying egg-pods by females and hence increase birth of offspring. On the other hand, 
growth of population can lead to a deficit of food resource in a given area and be a cause 
of reduction of fertility of the locust population. Finally, it is a well-known fact that locust 
fertility decreases with gregarization [37]. These situations correspond to the negative 
sign of derivative of fertility response functions 0)(' ss Uh , 0)(
' gg Gh  and hence to as-
ymptotically stable non-trivial equilibrium. 
 
9.4. The numerical experiments 
 
The numerical algorithm developed in the Theorem 1 allowed carrying out numerous 
simulations to study the dynamical regimes of locust population dynamics for the autono-
mous and non-autonomous systems. The results obtained in the first part of numerical ex-
periments (section 7) illustrated the various dynamical regimes of the locust population in a 
wide range of model parameters (coefficients of equations and initial values) for all types of 
asymptotically stable and unstable equilibriums obtained in the Theorems 2 - 4 for the au-
tonomous system. We summarize all obtained theoretical results of this study with brief de-
scriptions in Table 1. 
 
No 
Type of fertility response 
functions 
Type of dynamical regime of locust population 
1 *)0( ss hh   Asymptotically stable trivial equilibrium, 0)( tUs . 
2 *)0( ss hh  , 0)(
' ss Uh . 
Asymptotically unstable positive equilibrium 
*
sU , 
)(tUs  growths, gregarization. 
3 
*)0( ss hh  , 0)(
' ss Uh , 
gs WU 0
*  . 
Asymptotically stable positive equilibrium gs WU 0
*  , 
)(tUs  oscillates in the neighborhood of 
*
sU , without 
gregarization. 
4 
*)0( ss hh  , 0)(
' ss Uh ,
*)0( gg hh  , 0)(
' gg Gh . 
Asymptotically stable quasi-periodical oscillations of 
)(tUs  and )(tGg  in the neighborhood of positive 
equilibriums 
*
sU  and 
*
gG , gregarization. 
5 
*)0( ss hh  , 0)(
' ss Uh , 
gs WU 0
*  ,  
Asymptotically stable quasi-periodical oscillations of 
)(tGg  in the neighborhood of positive equilibrium 
*
gG , oscillations of )(tUs  in the neighborhood of triv-
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*)0( gg hh  , 0)(
' gg Gh , 
*
0
)(min ggg
G
hGh
g


. 
ial equilibrium, gregarization. 
6 
*)0( ss hh  , 0)(
' ss Uh ,
*)0( gg hh  , 0)(
' gg Gh , 
*
0
)(min ggg
G
hGh
g


. 
Asymptotically stable quasi-periodical oscillations of 
)(tGg  in the neighborhood of positive equilibrium 
*
gG , oscillations of )(tUs  in the neighborhood of triv-
ial equilibrium, gregarization. 
7 
*)0( ss hh  , 0)(
' ss Uh ,
*)0( gg hh  , 0)(
' gg Gh , 
*
0
)(min ggg
G
hGh
g


 
Asymptotically unstable dynamics, oscillations of 
)(tUs  in the neighborhood of trivial equilibrium, 
)(tGg  evolves to infinity )(tGg . 
8 
*)0( ss hh  , 0)(
' ss Uh , 
*)0( gg hh  , 0)(
' gg Gh . 
Asymptotically unstable dynamics, oscillations of 
)(tUs  in the neighborhood of trivial equilibrium, 
)(tGg  evolves to infinity )(tGg . 
9 
*)0( ss hh  , 0)(
' ss Uh , 
*)0( gg hh  , 0)(
' gg Gh . 
Asymptotically unstable dynamics, oscillations of 
)(tUs  in the neighborhood of trivial equilibrium, 
)(tGg  evolves to infinity )(tGg . 
Table 1. The dynamical regimes of autonomous system for monotonic fertility response 
functions with conditions (69) and (72). 
 
Earlier studies of conditions of “gregarization” [13], [14] have focused on the envi-
ronmental characteristics of solitarious density threshold when the phase change takes 
place. With our age-structured modeling approach, we shifted our attention to the study of 
the conditions of existence of trivial and nontrivial (positive), steady and unsteady equilib-
riums of solitarious subpopulation. 
The dynamical regimes 1 and 3 of Table 1 correspond to the steady states of solitarious 
without gregarization. In the first case, solitarious do not have the stable nontrivial equilibri-
um. In the second one, the nontrivial equilibrium exists and solitarious density evolves to 
some positive value. Conditions of regime 2 provide a direct phase transition from solitarious 
to gregarious phase that is also found in the regimes 4 - 9. The regime 4 describes the steady 
dynamics of both subpopulations in the neighborhood of positive equilibriums. But, from 
numerous field observations, it is known that both phases of solitarious and gregarious do not 
coexist together in one local area. This dynamical regime may be acceptable in practice for 
large region with distributed important aggregations of locust. 
In our opinion, the most realistic dynamical regimes of gregarization for a given local 
area correspond to the specific cases of results 5 and 6. Although in both cases we observed 
the same dynamical regime of locust population, there are some significant differences in 
the conditions of emergence of these regimes. The dynamical regime 5 corresponds to an 
unstable trivial equilibrium with absence of nontrivial steady state of solitarious when the 
point of their stable nontrivial equilibrium is bigger than the “gregarization” threshold. In 
the case of regime 6 there exists an unstable nontrivial equilibrium of solitarious subpopula-
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tion with direct phase change - gregarization. In both cases the density of solitarious sub-
population is negligibly small and oscillates in the neighborhood of trivial equilibrium. 
From a biological point of view, as mentioned above, the conditions 0)(' ss Uh and 
0)(' gg Gh  (case 5) correspond to known biological processes in desert locust: an increase 
in locust density generate a decrease of egg number in the eggpods compensated by an in-
crease in egg size [37]. Overall, this process decreases the fertility of females in dense popu-
lations. As we did not vary s  or g  according to density, the conditions of 0)(
' ss Uh  and 
0)(' gg Gh  simulate this process. The fact that gs WU 0
*   needs then to be respected to 
have possible and realistic oscillations among solitarious and gregarious phases, imply that 
evolutionarily, locusts were selected to gregarize before the asymptotically stable nontrivial 
equilibrium of solitarious is reached. This privileges the hypothesis that natural selection 
would have favored the apparition of phase polyphenism and associated gregarious behavior 
in very varying and erratic environmental conditions. Indeed, a whole regime of changing 
conditions is needed to imagine a selection process of plasticity to be expressed before the 
actual conditions is not adequate to the survival of the solitarious phase. 
The unstable behavior of gregarious subpopulation in cases 7 – 9 when the density of 
locust population evolves to infinity is not valuable for practice. These cases are studied 
theoretically for analysis of restrictions on the fertility response functions and other parame-
ters of the locust population model. 
In the second part of the numerical experiments (section 8) the data of field observa-
tions were fitted to the solutions of non-autonomous model of locust population dynamics. 
We considered in these experiments the number (or area) of square degrees (
 11  ) with 
observation of locust swarms in the distribution map with the computed number of ma-
tured locusts in gregarious subpopulation. We obtained the quasi-periodical outbreaks of 
gregarious subpopulation density and size which correspond to the observed behavior of 
desert locust in the considered area. Since the relative error of approximation was less 
than 26%, the obtained results illustrated a good agreement of computed solutions with 
the observed data.  
Overall, we can conclude that the results of the numerical experiments shown here 
sustain that the considered two-phase age-structured competitive model with discrete time 
delay can be successfully used in the simulation and study of locust population dynamics 
in the different real-world applications. 
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Appendix A. The proof of Lemma 1. 
 
Eq. (90) can be written in the compact form: 
 
))(cos(2 sd aacb   , (137) 
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  12221220  Yb  , (138) 
 
2
21
2
02 Yc   , (139) 
 
If conditions of Theorem 2 and condition (80) hold the coefficients of Eq. (137) sat-
isfy inequalities: 
 
21
2
0
20  c , (140) 
 
   ccYb  1221220 ,  (141) 
 
The roots of Eq. (137) may be found as the intersection points of graphs of scalar 
functions of real argument )(11 f  and )(12 f : 
 
bf  211 )(  ,   (142) 
 
))(cos()(12 sd aacf   . (143) 
 
The illustration of three possible types of graphs of function )(11 f  and graph of func-
tion )(12 f  (in correspondence with Eqs. (140), (141)) is given in Fig.12. As all graphs have 
the axial symmetry we analyze only the existence of positive real roots 0  of Eq. (137). 
The graph of function )(11 f  does not intersect the graph of )(12 f  if the derivatives of 
functions satisfy conditions: 
 
)('11 f )(
'
12 f ,  0 . (144) 
 
 
 
Fig.12. The graph of )(11 f  (dashed line) and graphs of )(12 f  (continuous line) (1) and 
(2) for 1)0(
'
21 f ; (3) for 1)0(
'
21 f . 
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Fig.13. The graph of  )(f  (dashed line) and graphs of )(21 f  (continuous line) (1) 
and (2) for 1)0('21 f ; (3) for 1)0(
'
21 f . 
 
We can rewrite inequality (144) in the following form: 
 
))(sin()(5,0)(21 sdsd aaaacf   . (145) 
 
The illustration of three possible types of graphs of function )(21 f  (right hand 
side) and linear function (left hand side) of Eq. (145) is given in Fig.13. If 1)0('21 f  ine-
quality (145) is valid for all 0 . Thus, the necessary condition for existence of root of 
Equation (137) is 1)0(
'
21 f  (cases 1 and 2 in Fig.13), i.e. when the coefficients of Eq. 
(137) satisfy condition: 
 
1)()(5,0 2221
2
0
2  Yaaaac sdsd  . (146) 
 
If condition (146) holds, the point of touch 0  of graphs )(11 f  and )(12 f  can 
exist (cases 1 and 2 in Fig.12), and Eq. (137) can have at least one common real positive 
root. Otherwise, the point of touch does not exist and Eqs. (137) do not have the real posi-
tive root (case 3 in Figs.12 and 13). From Eqs. (80) and (146) it follows the inequalities: 
 
  2212
12
21
2
0 )()(
  Yaa sd  (147) 
 
  0)(2 222122021  sd aa , (148) 
 
      0)(2exp)(exp)(21 00220  sdsdsd aaaaaa  . (149) 
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It is easy to verify that function       02expexp21)( 2  xxxxf  for all 
0x . Thus, inequality (149) and, as a consequence, inequality (146) is not valid, and 
Eqs. (137) and (90) do not have real positive roots. Lemma 1 is proved. 
 
Appendix B. The proof of Lemma 2. 
 
It is easy to verify that the proof of Lemma 1 given in Appendix A can be applied 
to the proof of the statement of Lemma 2 for Eq. (113). Equation (90) differs from Equa-
tion (113) by the sign of coefficients 0Y  in contrast with 01 Y . But, all equations and 
inequalities in Appendix A (Eqs. (138), (139), (141), (146), (147)) use 
2Y  and are valid 
for any values of 0Y . Using these equations for 01 Y  instead of 0Y  we obtain the 
same results for Eq. (113). The statement of Lemma 2 can be proved also for Eq. (114) by 
analogy with Eq.(113). Lemma 2 is proved. 
 
 
Appendix C. The biological and model parameters of locust population and the data 
of observations. 
 
In this section we provide the biological constants and parameters of the model for 
solitarious and gregarious locusts (Table 2). The area of invasion (dark gray), recession (gray) 
and gregarization (light gray) of desert locust considered in the numerical experiments is 
shown in Fig. 14. The time series of number of square degrees (
 11  ) on the map with ob-
served swarms of gregarious locusts at the different periods over the last 30 years are shown in 
the Fig.15 a, b, c (dotted line). We used here the data from the works [32], [36], [37], [39], [40], 
[42], [43], numerous laboratory experiments and monthly reports of FAO. 
 
 sa  s  s  sm  ga  g  g  gm  da  0    
Min 40 60 0.5 1 30 40 0.5 1 100 
810  10 
Expected 60 70 0.5 3 46 60 0.5 2 200 
4105   14 
Max 240 100 0.5 6 120 70 0.5 5 300 
110  30 
Table 2. Biological constants of locust population: sa , ga (age at maturation of solitarious and gregari-
ous), da (maximum age at death),  (incubation time) are measured in days; s , g (sex ratio), sm , 
gm (number of eggpods/female), s , g (number of eggs/eggpod) are dimensionless, 0 (natural death 
rate) is measured in fraction of all locusts per day. 
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Fig.14. The distribution area of desert locust  
in Northern Africa, Middle East and Western Asia (from Sword et al 2010). 
 
 
Fig.15.a. 
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Fig.15.b. 
 
 
Fig.15.c. 
Fig.15. The number of square degrees (
 11  ) with observed swarms of gregarious lo-
custs in the area shown in Fig.14 at the periods: (a) January 1988 – December 1989; (b) 
November 1992 – March 1997; (c) October 2003 – December 2005. 
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