RNA function is intimately related to its structural dynamics. Molecular dynamics simulations are useful for exploring biomolecular flexibility but are severely limited by the accessible timescale. Enhanced sampling methods allow this timescale to be effectively extended in order to probe biologically-relevant conformational changes and chemical reactions. Here, we review the role of enhanced sampling techniques in the study of RNA systems. We discuss the challenges and promises associated with the application of these methods to force-field validation, exploration of conformational landscapes and ion/ligand-RNA interactions, as well as catalytic pathways. Important technical aspects of these methods, such as the choice of the biased collective variables and the analysis of multi-replica simulations, are examined in detail. Finally, a perspective on the role of these methods in the characterization of RNA dynamics is provided.
Introduction
Ribonucleic acids (RNA) play fundamental roles in the cell, ranging from catalysis [1] to control of gene expression [2] . RNA function is often linked to its three-dimensional structure, typically obtained using X-ray crystallography [3] or nuclear magnetic resonance (NMR) [4] . However, RNA molecules are not static and might exhibit a multitude of accessible functional structures in a narrow energetic range. Many examples have been reported, ranging from flexible RNA motifs [5] to excited states [6] and, in the extreme case, riboswitches [7] . In addition, RNA catalysis is initiated by a pre-organization of the active site, and transition states (TSs) need to be stabilized by neighboring groups [8] . The mentioned events might require timescales ranging from microseconds to seconds or hours to be observed in an experimental setup.
Molecular dynamics (MD) simulations, both using empirical force fields and quantum mechanics/molecular mechanics approaches (QM/MM), are in principle a powerful tool to access RNA flexibility. However, they are limited to timescales of a few microseconds (for empirical force fields) or a few hundreds of picoseconds (for QM/MM-MD approaches). In order to address the conformational transitions and chemical reactions mentioned above, they should be complemented with enhanced sampling methods. Even dedicated machines capable to perform millisecond-long classical MD need enhanced sampling methods in order to access biologically relevant timescales [9] .
We here present a survey on the recent applications of enhanced sampling techniques to atomistic MD simulations of RNA systems. Many recent reviews discuss in detail enhanced sampling methods [10, 11] and MD simulations of RNA [12, 13, 14, 15, 16] . We opted for proceeding in an orthogonal direction, highlighting which enhanced sampling methods have been recently applied to RNA systems and, at the same time, underlying which aspects of RNA dynamics can benefit of enhanced sampling methods. In order to take a picture of the current state of the art for the application of these techniques to RNA systems, we deliberately limited the survey to the past two years.
Basic Assumptions. A fundamental issue in MD simulations is the choice of an appropriate model to compute the interatomic forces. This is done using empirical force fields (see [14, 15, 16] and references therein) and/or QM methods. In the latter case, a compromise between accuracy and computational cost should be found, choosing between fast but approximate semi-empirical (SE) methods and more accurate but computationally demanding density functional theory (DFT) methods (see [12, 13] and references therein).
Enhanced Sampling. A central idea of all enhanced sampling methods is to alter the system's dynamics to characterize specific events that would otherwise require significantly longer simulation timescales. Generally speaking, this can be done in two ways ( Figure 1 ): (i) by changing the probability distribution of a limited number of selected degrees of freedom, so called collective variables (CVs), deemed to be important for the investigated conformational transition; (ii) by acting on the total energy or, equivalently, on the temperature of the system. Prototypical methods for these two approaches are (i) umbrella sampling (US) and (ii) temperature replica-exchange molecular dynamics (T-REMD), respectively (see [10, 11] and references therein). Methods based on CVs are extremely efficient when the chosen CVs identify correctly the kinetically relevant states of the system, including metastable and TSs. Methods based on tempering are more computationally demanding, but usually require less a priori information. CV-based and tempering methods can be combined and methods at the boundary between these two classes have been proposed as well. We note that the usage of replicas is not necessarily a distinctive trait of tempering methods. US can indeed be performed in a replica-exchange scheme, as it is discussed below. Conversely, temperature methods using a single simulation are used as well. Alchemical approaches such as the free-energy perturbation method, where transitions are enforced through a non-physical path involving changes in particle number and/or identity [10] , can be considered as a special case of CV-based methods. Other approaches using unbiased simulations to analyze and reconstruct long-time kinetics, as well as non-dynamical methods where energies of individual structures are calculated and compared, are not considered here. Table 1 reports an extensive list of publications in the last two years where enhanced sampling methods were applied to RNA systems. We arbitrarily classified them in groups according to the presented application, although some of them could be assigned to more than one group. Table S1 in Supporting Information. These variables are then exploited to enhance sampling. Methods based on tempering, where the temperature of the system is repeatedly increased and decreased (panel on the right). The increased conformational dynamics at high temperature allows more conformations to be explored also at low temperature.
Applications of Enhanced Sampling Methods to RNA Systems

Refinements and Validations of Force
order to expose all the potential force field limitations. In several of the works listed in this category, the population of the native structure (or the relative population of a number of structures) was computed and compared with experiments [17, 18, 22, 23, 25, 26] . The direct comparison with raw experimental data is more suitable for small unstructured RNAs [21, 23, 24] . Ref. [19] encouragingly predicted the effect of simple mutations on the dimerization energy of a duplex in reasonable agreement with experimental data. Some works used enhanced sampling methods during the construction of the force field rather than just to validate it [21, 24] . Unfortunately, none of the available force fields yet allows predictive folding of RNA hairpin loops or larger systems to be performed reliably, as suggested by some works of this category [17, 22, 23] .
Conformational Landscapes. This is the wider group considered and includes papers discussing the conformational landscape of systems ranging from individual nucleosides [32, 35, 36] , small loops [27, 28, 38, 50] , duplexes [30, 46, 49] , stem-loops [31, 35, 36, 37, 39, 40, 43, 47, 48] , and pseudoknots [33] , up to larger aptamers [42, 44] , riboswitches [29, 34] , RNA:peptide [40] , and RNA:protein complexes [41, 45] . None of the applications to large RNA systems is designed to sample extensively the conformational space, which would be extremely expensive and probably counterproductive considering the force-field limitations discussed above. However, local excitations can provide a wealth of information that can be compared with experiment. Interestingly, in some of these works the simulation is complemented with experimental data in order to improve the accuracy of the resulting structural ensemble [40, 43] .
Ion Interactions and Ion/ligand Induced Conformational Changes. Divalent cations are crucial for RNA folding and catalysis. However, the typical timescale for direct binding of divalent cations on RNA is on the order of the millisecond, and should thus be simulated using enhanced sampling methods. Some of the works of this section focus indeed on interactions between Mg 2+ ions and individual nucleosides or RNA structural motifs [52, 54, 55, 56] . Other studies address structural reconformations induced by the presence of a (usually) small rigid molecule (ligand) in a binding pocket and the related problem of computing the affinity between ligands and RNA motifs [51, 53, 57] .
Reactivity and Catalysis. Small self-cleaving ribozymes are interesting model systems for probing general principles of RNA catalysis. However, the rugged free-energy landscapes of phosphodiester cleavage reactions present a significant obstacle in a consistent identification of feasible reaction pathways in catalytic systems as well as in general 'noncatalytic' RNA motifs [65] . Application of enhanced sampling methods helped to characterize reaction mechanisms in hammerhead [68] , hepatitis delta virus (HDV) [58, 61] , twister [62] , group-II intron ribozymes [64] and glucosamine-6-phosphate synthase (glmS ) riboswitch [59, 63, 66] , where charged nucleobases, Mg 2+ ions, water molecules and/or other ligands are involved. Other works reported how changes in external conditions, i.e., interaction with a mineral surface [60] or high pressure [67] , affect the pre-organization of the active site required for catalysis.
General Considerations. The simulations performed with empirical force fields are typically sampling timescales ranging from approximately 1 µs to a few tens of µs, which corresponds to a few days up to a few weeks of computational time considering current hardware and software. Remarkable efforts have also been reported, such as the extensive benchmark of force fields performed by Bergonzo et al. [17, 18] and by Kuhrova et al. [22] , which reached or even surpassed the millisecond timescale of aggregated time. QM methods are considerably slower and accurate DFT methods are typically used on the ps time scale. An exception is represented by SE potentials that can probe the ns timescale. The AMBER force field is by far the most adopted empirical force field. In some works, alternative modifications were tested, including modified non-bonded parameters [17, 18, 22, 25, 38, 39] or dihedral reparametrizations [24, 26, 39, 53] . A limited number of applications used the CHARMM force field, either for very short simulations [35] or for simulations where RNA backbone was constrained [55] . The CHARMM force field has been already reported to lead to unstable trajectories in plain MD simulations. However, there is a significant chance to observe spurious states with any of the current force fields when applying enhanced sampling methods. The quality of the force field in the MM part of QM/MM simulations is probably less critical due to the short simulated timescales and to the fact that usually enhanced sampling methods are employed to accelerate events in the QM part. DFT functionals are mostly used for QM calculations because they offer sufficient accuracy for estimating reaction barriers. Some works benefited from the usage of efficient SE methods that allow extensive sampling at the expense of some tuning and external corrections [32, 58, 65] .
Enhanced Sampling Methods. A popular enhanced sampling method in this community is T-REMD, probably also thanks to its wide availability and ease of use [20, 21, 22, 23, 25, 27, 29, 30, 31, 38, 39, 44, 47, 50, 60, 67] . Other tempering methods are also notable. In particular, multidimensional REMD schemes (M-REMD) where dihedral torsional potentials are in addition scaled were successfully used for sampling unstructured oligonucleotides [17, 18] , and replica exchange with solute tempering was used to fold a tetraloop [22] . Special caution should be taken into account when analyzing replica-exchange simulations, since continuous trajectories should display transitions between the relevant substates ( Figure 2 ) [20, 22, 27] . Many other applications take advantage of CV-based methods. The most popular choice here is the US method used in its implementation where multiple restraints are used to gradually bring the system from one state to another and the resulting trajectories are combined using the weighted-histogram analysis method [26, 34, 35, 36, 37, 41, 42, 48, 52, 56, 59, 61, 62, 63, 66, 68] . In the case of complex conformational transitions that are not sufficiently described by the employed CVs, results of multiple-restraints US could be highly dependent on the protocol used to initialize the simulations [34] introducing systematic errors that are difficult to detect. A more robust alternative is provided by replicaexchange US simulations, used for instance in Refs. [32, 41, 58] , at least if continuous trajectories are analyzed and transition events are detected as discussed above for T-REMD ( Figure 2 ). We notice that several works related to catalysis took advantage of the string method in order to sample a reactive pathway [59, 61, 63, 66] . This approach allows multiple CVs to be combined at the price of limiting the exploration to a reaction tube. Another popular method is metadynamics, where an adaptive bias potential is constructed iteratively so as to induce conformational transitions in a small number of preselected CVs [22, 28, 46, 49, 51] . Metadynamics can be run with multiple replicas in order to accelerate convergence [65] , and can be used with a larger number of CVs either by biasing them one-at-a-time, as in bias-exchange metadynamics [33, 54] , or concurrently, as in replica exchange with CV tempering [24, 25, 27] . Finally, metadynamics and T-REMD can be combined, as done for instance in Refs. [23, 25, 47] . Employed CVs. The success of CV-based methods depends heavily on the chosen CVs. Many of the works discussed here used simple geometric CVs such as distances between atoms or atom groups. Chemical reactions are typically accomplished by biasing a combination of distances, where some describe newly formed or expired contacts and others enforce related proton transfers [58, 59, 63, 64, 65, 66, 68] . Dihedral angles can be used to enforce the exploration of multiple rotamers [21, 24, 26, 27, 32, 43] . In some cases, the barriers associated to sugar repuckering were accelerated using pseudodihedrals [21, 24, 25, 27, 32] . Some other works used root-mean-square deviation (RMSD) from the native structure [22, 28, 41, 45] . RMSD is known to be a poor descriptor, in particular for RNA systems. Refs. [23, 25] report cases where an RNA-dedicated metric ( RMSD) was utilized to distinguish native from non-native structures and biased. Whereas measures such as the RMSD distinguish structures using the entire map of observed and non-observed contacts, variables such as the number of native contacts [22, 28, 40, 43, 47] , are unaffected by the presence or absence of competing non-native contacts. As a general consideration, it should be taken into account that, for intrinsically high-dimensional free-energy landscapes, identifying a small number of CVs capable to describe all the relevant substates might be difficult or even virtually impossible.
Discussion and Perspectives
In this Review we surveyed the enhanced sampling methods recently applied to study RNA structural dynamics. In the following, we summarize our recommendations and perspectives.
Different Methods for the Same Problem. Different groups used different methods to tackle very similar problems. An example can be seen by comparing three works where the affinities of divalent ions for specific sites in RNA motifs were computed, ranging from classical US [52] through a novel grand-canonical Monte Carlo/MD approach [55] to a bias-exchange-like metadynamics procedure [54] . It would be interesting to compare these three methods on identical setups in order to compare their computational efficiency. Similarly, related catalytic reactions were tackled by different authors using US combined with string method [59, 61, 63, 66] or thermodynamic integration (TI) [64] . Albeit employed on different systems, both approaches used comparable QM/MM setups with similar sized QM regions described by the same DFT functional. String method calculations might allow a more precise definition of TSs, although the employed iterative procedure is expensive. The TI approach exploits a monodimensional pathway and required a verification that the related proton transfer was in fact induced in a reversible manner. Whereas the rearrangements associated to phosphodiester cleavage reactions are significantly simpler than those associated to RNA folding, we suggest that replica-exchange procedures where coordinates are swapped between consecutive windows might be beneficial in performing cleavage simulations, allowing reactive events to be observed in continuous trajectories.
Recommendations for Enhanced Sampling Simulations. At variance with plain MD simulations, which are often analyzed in a qualitative fashion, enhanced sampling simulations are usually employed to report thermodynamic averages to be directly compared with experiments. For a quantitative interpretation, it is however necessary that statistical errors are reported together with the results. Since the estimate of the error itself is sometimes non trivial, we suggest that authors should explain clearly how the errors were computed. We would like to reiterate that enhanced sampling methods can give statistically reliable results only if multiple transitions are observed in continuous trajectories. In addition, given the difficulty in reproducing this kind of calculations, authors should share input parameters and, when feasible, generated trajectories. For instance, the protocols introduced in [23] and [27] were used after a very short time by an independent group [25] . Finally, CV-based methods usually require a significant number of trial and errors in order to identify proper CVs. Sharing the non-working setups, perhaps in the form of supporting information, could speed up the progress in the field avoiding other groups to repeat similar mistakes.
Recommendations for RNA Simulations. In the last two years, mostly thanks to the publication of extensive benchmarks using enhanced sampling techniques, it was suggested that current empirical force fields are not accurate enough for blind prediction of RNA native structures and for reliably reproducing the conformational ensembles of small unstructured RNAs. Nevertheless, even without predictive accuracy, MD simulations are able to provide significant insights on experiments, mostly thanks to their spatial and temporal resolution. However, we feel that the community should work in the direction of improving force fields, taking advantage of enhanced sampling techniques in order to validate them. In this respect, we believe it is crucial that researchers continue sharing benchmarks and negative results. In addition, predictive simulations should be validated with care against independent experimental data. A promising growing field is based on the idea of simultaneously applying enhanced sampling simulations and restraints obtained from experiments [24, 40, 43] .
Perspectives. The importance of RNA structural dynamics in molecular biology is steadily growing. Structures of new RNA catalytic systems are being discovered at a constant pace, and hypotheses on their mechanism of action benefit from explicit modeling of the corresponding reaction pathways. In addition, local dynamics of flexible RNA motifs, especially in relation to their capability to bind ions, small ligands, proteins, and other RNA molecules, is receiving an increasing attention. We thus predict the role of enhanced sampling techniques in the RNA community to increase in the next years.
