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POSITIVE HARRIS RECURRENCE OF THE CIR PROCESS
AND ITS APPLICATIONS
PENG JIN, VIDYADHAR MANDREKAR, BARBARA RU¨DIGER,
AND CHIRAZ TRABELSI
Abstract. In this paper, we will prove the positive Harris recurrence of the
CIR process. Ergodic results on transformations of the CIR process will be
given. We will also show that if g : R+ → R is continuous, f : R → R+
is measurable and Xt is the CIR process, then
1
N
∑N−1
j=0 f
( ∫ j+1
j
g
(
Xs
)
ds
)
converges almost surely to a constant. An application of the ergodic results
in one credit migration model will be presented too.
1. Introduction
The Cox-Ingersoll-Ross model (or CIR model) was introduced in 1985, by John C.
Cox, Jonathan E. Ingersoll and Stephen A. Ross in order to describe the evolution
of interest rate. In this model the instantaneous interest rate Xt is assumed to be
the unique solution of the following SDE:
dXt = (b− aXt)dt+ σ
√
|Xt|dWt, X0 ≥ 0,
where Wt is a 1-dimensional Brownian motion and a, b, σ are positive constants.
The process Xt is often called the CIR process.
This stochastic model has the following characteristics:
• The drift b− aXt ensures mean reversion of the interest rate towards the
long-term value b
a
.
• a is the speed of adjustment.
• When the rate Xt gets close to zero, the diffusion coefficient σ
√
|Xt| also
becomes close to zero.
• The singularity of the diffusion coefficient at the origin implies that an ini-
tially non-negative interest rate can never subsequently become negative.
• Due to the result of Yamada-Watanabe (see [12, Example 8.2]), the above
SDE has a unique strong solution.
• If b = 0 and X0 = 0, the solution of the CIR equation is Xt ≡ 0, and from
the comparison theorem for one-dimensional diffusion processes, it follows
that Xt ≥ 0 if X0 ≥ 0.
As well known, the CIR process is an affine process in R+. General affine
processes and their applications in finance have been investigated in great detail
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in [7]. Among other things, it is proved in [7] that any stochastically continuous
affine process is a Feller process. In particular, the CIR process is a Feller process
in R+.
Another important issue concerning the CIR process is its long-term behavior.
In the original paper [5] by John C. Cox, Jonathan E. Ingersoll and Stephen A.
Ross, the steady state of the CIR model is shown to be a Gamma distribution. In
other words, the corresponding Gamma distribution is an invariant measure for
the CIR process. It is also well known that this invariant measure is ergodic (see
[3]). [4] investigated the recurrent properties of the CIR process and proved that[
0,
√
(2σ2+4b)(3b+σ2)
2a + 1
]
is a recurrent region for the CIR process.
Different from [4], we investigate the Harris recurrent property of the CIR pro-
cess in this paper.
A general continuous-time Markov process Xt with state space (S,S) is called
Harris recurrent if for some σ-finite measure µ
Px
( ∫ ∞
0
1A(Xs)ds =∞
)
= 1,
for any x ∈ S and A ∈ S with µ(A) > 0. Harris recurrence guarantees the
existence of a unique (up to multiplication by a constant) invariant measure for
the process. If this invariant measure is finite, then the process is called positive
Harris recurrent.
As the main result of this paper, we show that the CIR process, as a Feller
process in R+, is positive Harris recurrent.
Harris recurrence was first introduced by Harris [10] for discrete Markov chains
and then was extended in [1] to a general continuous time Markov process. Since
then applications of Harris recurrence have been found in queueing theory and
stochastic control. A recent application in interest rate models was given in [2],
where Harris recurrence was used as a principal assumption to enable the authors
to prove consistency of some estimators of jump-diffusion models for interest rate.
The plan of this paper is as follows. In Section 2 we prove that the CIR process
is positive Harris recurrent. Ergodicity results on the transformation of the CIR
process will also be given. In particular we show that if g : R+ → R is continuous
and f : R→ R+ is measurable, then
lim
N→∞
1
N
N−1∑
j=0
f
(∫ j+1
j
g
(
Xs
)
ds
)
= Eµ
[
f
(∫ 1
0
g
(
Xs
)
ds
)]
almost surely, where {Xs}s≥0 is the CIR process and µ is the unique invariant
probability measure for the CIR process. An application of the ergodic results in
one credit migration model will be presented in section 3.
2. Positive Harris Recurrence of the CIR Process
The CIR process Xt is given as the unique strong solution of the following sto-
chastic differential equation
dXt = (b − aXt)dt+ σ
√
|Xt|dWt, X0 = x0 ≥ 0, (2.1)
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where a, b, σ > 0 are constants and Wt is a 1-dimensional Brownian motion de-
fined on some filtered probability space (Ω,F ,Ft, P ) with Ft satisfying the usual
conditions.
In this section we prove the main result of this paper, namely we show that the
CIR process, as a Feller process on R+, is positive Harris recurrent.
2.1. Transition density function of the CIR process. The transition density
function of the CIR process is given in [5] as
p(t, x, y) = ce−u−v
(v
u
) q
2
Iq
(
2(uv)
1
2
)
(2.2)
for t > 0, x > 0 and y ≥ 0, where
c ≡ 2a
σ2
(
1− e−at
) , u ≡ cxe−at,
v ≡cy, q ≡ 2b
σ2
− 1,
and Iq(·) is the modified Bessel function of the first kind of order q. We should
remark that for x = 0 the formula of the density function p(t, x, y) given in (2.2)
is no more valid. In this case the density function is given by
p(t, 0, y) =
c
Γ(q + 1)
vqe−v (2.3)
for t > 0 and y ≥ 0. The transition density (2.2) is first found in [8] by Laplace
transformmethods. Duffie et al [7] exploited the affine structure of the CIR process
to identify the Fourier transform of the law of the Xt. A more probabilistic method
to get (2.2) was mentioned in Yor et al [9]. For the reader’s convenience we put
in the appendix a short introduction of the method used in [9].
2.2. Regularity property. So far the CIR process is defined as a solution of
a stochastic differential equation on some filtered probability space (Ω,F ,Ft, P ).
This setting is broadly used in the literature, especially in the area of financial
mathematics. Another somewhat different setting, initiated by Duffie et al [7], is
to construct the CIR process as a Markov process on the canonical path space.
This approach has some advantage when we have to deal with the laws of CIR
process from different starting points and it is also applicable for other affine
models.
Since later we need to apply the ergodic theory of Feller processes, we adopt
the approach of Duffie et al [7] in this section. To be precise, we first establish the
connection between these two settings.
Let R+ := [0,∞). Consider the CIR process Xt starting from x ∈ R+, namely
Xt is the unique strong solution to the following SDE
dXt = (b− aXt)dt+ σ
√
XtdWt, X0 = x.
The semigroup (Tt) associated with the CIR process is defined as
Ttf(x) :=
∫
R+
p(t, x, y)f(y)dy, (2.4)
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where f : R+ → R is bounded and continuous. We write C0 = C0(R+) for the
class of continuous functions which vanish at infinity.
It is well known that CIR process is an affine process (see [7]). It is already
shown in [7, Section 8] (see also [16]) that the semigroup of every stochastic contin-
uous affine process is a Feller semigroup. Since CIR process is a diffusion process,
it is obviously stochastic continuous. Thus we know that (Tt)t≥0 defined in (2.4)
is a Feller semigroup.
We denote the canonical path space by Ωˆ, namely Ωˆ = C
(
[0,∞);R+
)
, and let
Xˆt be the canonical process on Ωˆ. Let (Fˆt)t≥0 be the filtration generated by the
canonical process Xˆt, namely Fˆt := σ(Xˆs, 0 ≤ s ≤ t) and Fˆ := σ(Xˆs, s ≥ 0). The
map
X : (Ω,F)→ (Ωˆ, Fˆ)
induces a measure Pˆx on (Ωˆ, Fˆ), which is the law of the CIR process starting
from x on the canonical path space. Since (Tt)t≥0 is Feller, the Markov process
(Ωˆ, Fˆ , Pˆx, x ∈ R+) is a Feller process.
Following [14, Chapter 20] we give the definition of a regular Markov process
on R+.
Definition 2.1. Consider a continuous-time Markov process Z with state space(
R+,B(R+)
)
and distributions Px. The process is said to be regular if there exist
a locally finite measure ρ on R+ and a continuous function (t, x, y) 7→ pt(x, y) > 0
on (0,∞)× R2+ such that
Px{Zt ∈ B} =
∫
B
pt(x, y)ρ(dy), x ∈ R+, B ∈ B(R+), t > 0.
Proposition 2.2. CIR process is a regular Feller process on R+.
Proof. As we have mentioned it before, the Feller property is already proved in [7,
Section 8]. We only need to prove the regularity property.
The modified Bessel functions of the first kind can be expanded as
Iq(r) =
( r
2
)q ∞∑
k=0
(
1
4r
2
)k
k!Γ(q + k + 1)
thus has the following asymptotic forms
Iq(r) =
1
Γ(q + 1)
(r
2
)q
+O(rq+2) (2.5)
for small arguments 0 < r  √q + 1. If 2b
σ2
< 1, it follows that
p(t, x, 0) := lim
y→0
p(t, x, y) =∞, ∀x ∈ R+.
Thus (t, x, y) 7→ p(t, x, y) is not continuous on (0,∞)×R2+. On the other hand, if
2b
σ2
> 1, then we have
p(t, x, 0) := lim
y→0
p(t, x, y) = 0
Therefore in both cases the behavior of p(t, x, y) at point y = 0 violates the regu-
larity condition. To overcome this difficulty, we define a measure ρ on
(
R+,B(R+)
)
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as
ρ(dx) := h(x)dx, (2.6)
where
h(x) =
{
x
2b
σ2
−1, 0 ≤ x ≤ 1,
1, x > 1.
Then the transition density of the CIR process with respect to the new measure
ρ is given by
p˜(t, x, y) =
p(t, x, y)
h(y)
, t > 0, x ≥ 0, y > 0. (2.7)
Recall that
c ≡ 2a
σ2
(
1− e−at
) , u ≡ cxe−at,
v ≡cy, q ≡ 2b
σ2
− 1.
At the point y = 0 we define
p˜(t, x, 0) := lim
y→0
p˜(t, x, y) =
1
Γ(q + 1)
cq+1e−u ∈ (0,∞) (2.8)
From (2.7) we get
0 < p˜(t, x, y) <∞, t > 0, x ≥ 0, y > 0, (2.9)
since h(y) and p(t, x, y) are positive and finite if y > 0. It follows from (2.8) and
(2.9) that 0 < p˜(t, x, y) <∞ for all (t, x, y) ∈ (0,∞)× R2+.
Moreover, the function p˜(t, x, y) is continuous on (0,∞)×(0,∞)×(0,∞), which
follows from the continuity and positivity of the functions h(y) and p(t, x, y) with
y > 0 . Next we prove the continuity of p˜(t, x, y) at the point (0, 0, t0).
Let δ > 0 be sufficiently small. Then for |t− t0| ≤ δ and 0 ≤ x, y ≤ δ we have
|p˜(t, x, y)− p˜(t0, 0, 0)|
≤|p˜(t, x, y)− p˜(t, 0, y)|+ |p˜(t, 0, y)− p˜(t, 0, 0)|+ |p˜(t, 0, 0)− p˜(t0, 0, 0)|
≤
∣∣∣∣p(t, x, y)− p(t, 0, y)h(y)
∣∣∣∣+
∣∣∣∣p(t, 0, y)h(y) − p˜(t, 0, 0)
∣∣∣∣+ |p˜(t, 0, 0)− p˜(t0, 0, 0)|. (2.10)
By (2.2) and (2.5) we get∣∣∣∣p(t, x, y)− p(t, 0, y)h(y)
∣∣∣∣
=
1
|yq|
∣∣∣∣ce−u−v(vu
) q
2
( 1
Γ(q + 1)
(uv)
q
2 +O
(
(uv)
q
2
+1
))− c
Γ(q + 1)
vqe−v
∣∣∣∣
=
1
|yq|
∣∣∣∣ cΓ(q + 1)e−v
(
e−u − 1)vq +O(uvq+1)∣∣∣∣
≤
∣∣∣∣ cq+1Γ(q + 1)e−v(e−u − 1)
∣∣∣∣+O(uv). (2.11)
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By (2.3) and (2.8) we have∣∣∣∣p(t, 0, y)h(y) − p˜(t, 0, 0)
∣∣∣∣
=
∣∣∣∣ cvqe−vΓ(q + 1)yq − 1Γ(q + 1)cq+1
∣∣∣∣ =
∣∣∣∣ cq+1Γ(q + 1)(e−v − 1)
∣∣∣∣ . (2.12)
Since c is a continuous function with respect to the variable t, it follows from (2.8)
that
lim
t→t0
|p˜(t, 0, 0)− p˜(t0, 0, 0)| = 0. (2.13)
It follows from (2.10), (2.11), (2.12) and (2.13) that
lim
(t,x,y)→(t0,0,0)
|p˜(t, x, y)− p˜(t0, 0, 0)| = 0.
The continuity at other remaining points can be proved with a similar argument.
Thus (t, x, y) 7→ p˜(t, x, y) is a positive continuous function on (0,∞)×R2+. There-
fore the CIR process is regular with respect to the measure ρ. 
2.3. Positive Harris recurrence. Recall that (Ωˆ, Fˆ , Pˆx, x ∈ R+) is the CIR
process realized on the canonical path space.
By (2.2) we know that
Pˆx(Xˆt ∈ A) =
∫
A
p(t, x, y)dy, ∀ A ∈ B(R+).
According to Proposition (2.2), we know that (Ωˆ, Fˆt, Pˆx, x ∈ R+) is a regular Feller
process with respect to the measure ρ defined in (2.6).
Definition 2.3. (i) A continuous-time Markov process Y on the state space(
R+,B(R+)
)
is said to be Harris recurrent if for some σ-finite measure µ
Px
( ∫ ∞
0
1A(Ys)ds =∞
)
= 1,
for any x ∈ R+ and A ∈ B(R+) with µ(A) > 0.
(ii) A continuous-time Markov process Y with state space
(
R+,B(R+)
)
is said to
be uniformly transient if
sup
x
Ex
[ ∫ ∞
0
1K(Ys)ds
]
<∞ (2.14)
for every compact K ⊂ R+.
Harris recurrence guarantees the existence of a unique (up to multiplication
by a constant) invariant measure for the Markov process (see e.g. [15]). If this
invariant measure is finite, then the process is called positive Harris recurrent.
Lemma 2.4. The CIR process (Ωˆ, Fˆ , Pˆx, x ∈ R+) is not uniformly transient.
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Proof. We take K = [0,M ] with M > 0. Then for any fixed x ∈ (0,∞)
Eˆx
[ ∫ ∞
0
1[0,M ](Xˆt)dt
]
=
∫ ∞
0
Eˆx
[
1[0,M ](Xˆt)
]
dt
=
∫ ∞
0
∫ M
0
p(t, x, y)dydt
=
∫ M
0
dy
∫ ∞
0
p(t, x, y)dt.
The modified Bessel functions of the first kind have the following asymptotic forms,
for small arguments 0 < r  √q + 1, one obtains
Iq(r) ≈ 1
Γ(q + 1)
(
r
2
)q,
where Γ denotes the Gamma function. Let  > 0 be small enough. For any
y ∈ [,M ] and large enough t we have
p(t, x, y) ≈ c
Γ(q + 1)
e−cy(cy)q
and thus for y ∈ [,M ] ∫ ∞
0
p(t, x, y) =∞.
It follows that
Eˆx
[ ∫ ∞
0
1[0,M ](Xˆt)dt
]
=
∫ M
0
dy
∫ ∞
0
p(t, x, y)dt =∞.
This proves that the CIR process (Ωˆ, Fˆ , Pˆx, x ∈ R+) is not uniformly transient. 
Theorem 2.5. The CIR process (Ωˆ, Fˆ , Pˆx, x ∈ R+) is positive Harris recurrent.
Proof. In Proposition (2.2) we have shown that the CIR process is a regular Feller
process with respect to the measure ρ defined in (2.6). It follows from Lemma 2.4
and [14, Theorem 20.17] that the CIR process is Harris recurrent and ρ can be
taken as a possible reference measure in place of µ in the Definition 2.3(i). Due
to [14, Theorem 20.18] (see also [18, Theorem 1.3.5]) it is possible to construct a
locally finite invariant measure µ for the CIR process. Furthermore µ is equivalent
to ρ and every σ-finite, invariant measure for the CIR process agrees with µ up to
a normalization. It was shown in [5] that µ is a Gamma distribution and has the
form
µ(dy) :=
ων
Γ(ν)
yν−1e−ωydy, y ≥ 0, (2.15)
where ω ≡ 2a
σ2
and ν ≡ 2b
σ2
. Thus the CIR process is positive Harris recurrent. 
Definition 2.6. (i) The tail σ-field on Ωˆ is defined as Tˆ = ∩t≥0Tˆt, where Tˆt =
σ{Xˆs : s ≥ t}.
(ii) A σ-field G ⊂ Fˆ on Ωˆ is said to be Pˆν-trivial if Pˆν(A) = 0 or Pˆν(A) = 1 for
every A ∈ G, where Pˆν(·) :=
∫
R+
Pˆx(·)ν(dx) denotes the distribution of the CIR
process with initial distribution ν.
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From the positive Harris recurrence of the CIR process we reproduce the fol-
lowing well-known fact.
Corollary 2.7. The CIR process (Ωˆ, Fˆ , Pˆx, x ∈ R+) is strongly ergodic, meaning
that the tail σ-field Tˆ of the CIR process is Pˆµ-trivial for every µ.
Proof. According to [14, Theorem 20.12] any Harris recurrent Feller process is
strongly ergodic. From Theorem 2.5 we know that the CIR process (Ωˆ, Fˆ , Pˆx, x ∈
R+) is a strongly ergodic Markov process. 
Based on Corollary 2.7, we now apply Birkhoff’s ergodic theorem to get an
ergodicity result for a transformation of the CIR process, which will be applied
the next section to calibrate parameters of a credit migration model.
Let us first recall Birkhoff’s ergodic Theorem (see e.g. [14, Theorem 10.6]). Let
(S,S) be a measurable space and ξ be a random element in S with distribution
µ, and let T be a µ-preserving map on S with invariant σ-field I := {A ∈ S :
T−1A = A} and let Iξ := {ξ−1A : A ∈ I}. Then for any measurable function
f ≥ 0 on S,
lim
n→∞
1
n
n−1∑
k=0
f(T kξ)→ E[f(ξ)|Iξ] a.s.
The same convergence holds in Lp for some p ≥ 1 when f ∈ Lp(µ).
We now consider the canonical CIR process (Ωˆ, Fˆ , Pˆx, x ∈ R+) which is previous
constructed in this section. Recall that the measure µ defined in (2.15) is the
unique invariant probability measure for the CIR process. Suppose that g : R+ →
R is a continuous function. We define a random sequence
ξ : (Ωˆ, Fˆ , Pˆµ)→ R∞
by
ξ(ωˆ) :=
(∫ 1
0
g
(
Xˆs
)
(ωˆ)ds,
∫ 2
1
g
(
Xˆs
)
(ωˆ)ds, · · ·
)
The shift operator θ : R∞ → R∞ is defined as
θ(x0, x1, x2, x3, · · · ) := (x1, x2, x3, · · · )
for x = (x0, x1, x2, · · · ) and the invariant σ-field I on R∞ generated by the shift
operator θ is given by
I := {A ∈ B(R∞) : θ−1A = A}.
Lemma 2.8. Suppose that g : R+ → R is continuous and f : R→ R+ is measur-
able. Then we have
lim
N→∞
1
N
N−1∑
j=0
f
(∫ j+1
j
g
(
Xˆs
)
(ωˆ)ds
)
= Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
ds
)∣∣∣Iξ
]
for Pˆµ-almost all ωˆ ∈ Ωˆ, where Iξ := {ξ−1A : A ∈ I}.
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Proof. Since the initial distribution µ is an invariant measure for the CIR process
Xˆ1 ∼ µ.
It follows now from homogeneous Markov property that the random sequence ξ is
stationary, i.e.
θξ
d
= ξ.
According to Birkhoff’s ergodic Theorem, for any measurable function h ≥ 0 on(
R
∞,B(R∞)),
1
N
N−1∑
i=0
h(θiξ)→ Eˆµ[h(ξ)|Iξ ] a.s.
where Iξ := ξ−1I and I is the invariant σ-field on R∞ generated by the shift
operator θ. Especially, if we take
h(x) := f
(
x0
)
for x = (x0, x1, x2, · · · ) ∈ R∞, then we get
lim
N→∞
1
N
N−1∑
j=0
f
(∫ j+1
j
g
(
Xˆs
)
(ωˆ)ds
)
= Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
ds
)∣∣∣Iξ
]
for Pˆµ-almost all ωˆ ∈ Ωˆ. 
Lemma 2.9. The invariant σ-field Iξ of ξ is Pˆµ-trivial, namely
Pˆµ(A) = 0 or Pˆµ(A) = 1 for every A ∈ Iξ.
Proof. Since Xˆt is continuous and g : R+ → R is continuous, thus
σ(ξj) = σ
(∫ j+1
j
g
(
Xˆs
)
ds
)
⊂ σ{Xˆ(s) : j ≤ s ≤ j + 1}.
Thus the tail σ-field of the random sequence ξ is contained in the tail σ-field T
of the CIR process Xˆt, where T = ∩t≥0Tt and Tt = σ{Xˆs : s ≥ t}. Because the
invariant σ-field of the random sequence ξ is contained in the tail σ-field of ξ, we
get Iξ ⊂ T . According to Corollary 2.7, the tail σ-field T of the CIR process Xˆt
is Pˆµ-trivial, it follows that Iξ is also Pˆµ-trivial. 
Theorem 2.10. Suppose that g : R+ → R is continuous and f : R → R+ is
measurable. Then for any x ∈ R+ we have
lim
N→∞
1
N
N−1∑
j=0
f
(∫ j+1
j
g
(
Xˆs
)
(ωˆ)ds
)
= Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
(ωˆ)ds
)]
for Pˆx-almost all ωˆ ∈ Ωˆ, where µ is given (2.15)and is the unique invariant prob-
ability measure for the CIR process.
Proof. Since Iξ is Pˆµ-trivial, the conditional expectation
Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
ds
)∣∣∣Iξ
]
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is a constant and equals
Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
ds
)]
.
From Lemma 2.8 we get
lim
N→∞
1
N
N−1∑
j=0
f
(∫ j+1
j
g
(
Xˆs
)
(ωˆ)ds
)
= Eˆµ
[
f
(∫ 1
0
g
(
Xˆs
)
ds
)]
, (2.16)
where the convergence in (2.16) holds for Pˆµ-almost all ωˆ ∈ Ωˆ. If we set
N :=
{
ωˆ ∈ Ωˆ : the convergence in (2.16) fails for ωˆ},
then
Pˆµ(N) =
∫
R+
Pˆx(N)µ(dx) = 0,
which implies Pˆx(N) = 0 for µ-almost all x ∈ R+. For any x ∈ R+, by the Markov
property, it holds
Pˆx(N) =Eˆx[1N ] = Eˆx
[
Eˆx[1N |Fˆ1]
]
=Eˆx
[
Pˆ
Xˆ1
[θ−11 (N)]
]
=
∫ ∞
0
Pˆy(N)p(1, x, y)dy
=0,
where p(t, x, y) denotes the transition density function of the CIR process. In the
above calculation we have used the fact that θ−11 (N) = N , namely the pre-image of
N under the shift operator θ is still N . Thus we have proved that the convergence
in (2.16) holds for Pˆx-almost all ωˆ ∈ Ωˆ. 
3. Application in one Credit Migration Model
In this section we show a simple application of Theorem 2.10 in calibration of
the parameters in one credit migration model. We should remark that the results
presented in this section have been derived in [17] with a different method. Their
method is very analytical and relies very much on the affine structure of the CIR
process. In contrast to [17] our method is more probabilistic and can be extended
to more general models.
We consider a simpler version of the credit migration model of Hurd and
Kuznetsov [11]. Consider the finite state space {1, 2, · · · , 8}, which can be identi-
fied with Moody’s rating classes via the mapping:
{1, 2, · · · , 8} ↔ {AAA, AA, A, · · · , default}.
The credit migration matrix P (s, t), 0 ≤ s ≤ t, is a stochastic 8 × 8 matrix and
describes all possible transition probabilities between rating classes from time s to
time t, namely
P (s, t) =
(
pij(s, t)
)
1≤i,j≤8
,
where pij(s, t) represents the transition probability from state i to state j from
time s to time t. The last column of the migration matrix P (s, t) represents
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probabilities of Default. It was assumed in [11] that the migration matrix P (s, t)
is given by
P (s, t) = exp
((∫ t
s
Xrdr
)
· Pˆ
)
, (3.1)
where Pˆ is a 8×8 constant matrix and Xt is a CIR process with long-term average
1, namely Xt satisfies
Xt = X0 +
∫ t
0
a(1 −Xs)ds+
∫ t
0
σ
√
XsdWs, t ≥ 0.
The matrix Pˆ is called the generator matrix. Thus the dynamics of the migration
matrix is determined by two factors: the generator Pˆ and the CIR process Xt.
A natural question is how to calibrate the parameters of the above credit mi-
gration model. More precisely, how can one determine the generator matrix Pˆ and
the parameters a, b, σ of the CIR process?
Among many other things, this problem was considered by [17] and they pre-
sented the following way to calibrate the parameters of the above model, with
extra assumptions on the generator matrix Pˆ . The starting point is the Moody-
matrix PMoody, which is derived by Moody as the historical average of one year
migration matrix, based on the historical data from 1920 to 1996. The logarithm
matrix of PMoody is given by
PˆMoody := log(PMoody) = log(id− (id−PMoody)) = −
∞∑
j=1
1
j
(id−PMoody)j . (3.2)
According to [13, Theorem 2.2], the right-hand side in (3.2) converges and thus
PˆMoody is well-defined and
exp(PˆMoody) = PMoody.
It was indicated by [17] that PˆMoody is diagonalizable and thus can be written as
PˆMoody = G · (−DˆMoody,ii) ·G−1, (3.3)
where DˆMoody,ii is a diagonal matrix and G = (gik)1≤j,k≤8 is a matrix whose
columns are the corresponding eigenvectors of PˆMoody. Thus we get
PMoody = G · (e−DˆMoody,ii) ·G−1.
Instead of finding a full 8× 8 generator matrix, it was proposed in [17] to seek
the generator matrix in the form
Pˆ = G · (−Dˆ) ·G−1,
where Dˆ = (Dˆii) is a diagonal matrix with diagonal elements Dˆii ≥ 0 and G is
given in (3.3).
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According to (3.1) the migration matrix from time j to j + 1, j = 0, 1, 2, · · · is
given by
P (j, j + 1) = exp
((∫ j+1
j
Xsds
)
· Pˆ
)
= G ·
(
e
−Dˆii
∫
j+1
j
Xsds
)
·G−1
= G ·


e
−Dˆ11
∫
j+1
j
Xsds 0 · · · 0
0
. . .
...
...
. . . 0
0 · · · e−Dˆ88
∫
j+1
j
Xsds


·G−1.
Thus the Cesa`ro average 1
N
∑N−1
j=0 P (j, j + 1) equals
G ·


1
N
∑N−1
j=0 e
−Dˆ11
∫
j+1
j
Xsds 0 · · · 0
0
. . .
...
...
. . . 0
0 · · · 1
N
∑N−1
j=0 e
−Dˆ88
∫
j+1
j
Xsds


·G−1. (3.4)
For each 1 ≤ i ≤ 8 by taking g(x) = Dˆiix and f(x) = e−x in Theorem 2.10 of
last section we get
lim
N→∞
1
N
N−1∑
j=0
e
−Dˆii
∫
j+1
j
Xsds = Eµ
[
e−Dˆii
∫
1
0
Xsds
]
(3.5)
and the convergence in (3.5) holds almost surely. Since each term under the limit
sign on the left hand side of (3.5) is bounded, by dominated convergence theorem,
the convergence in (3.5) holds also in Lp for any p ≥ 1. We should remark that the
L2 convergence in (3.5) was obtained in [17] with a different method. Our method
used here is more probabilistic and provides us with a stronger convergence in
(3.5).
Since the Laplace transform of
∫ 1
0 Xsds is well-known (for example, see [3,
Lemma 2]), we get
Ex
[
e−Dˆii
∫
1
0
Xsds
]
= eaA(0,Dˆii,1)+x·B(0,Dˆii,1)
with deterministic functions
B(λ, u, t) := −λ(h− a+ (h+ a)e
−ht + 2u(1− e−ht)
σ2λ(1 − e−ht) + h+ a+ (h− a)e−ht
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A(λ, u, t) :=
2
σ2
log
(
2he(a−h)t
σ2λ(1− e−ht) + h+ a+ (h− a)e−ht
)
and h :=
√
a+ 2uσ2. Therefore
Eµ
[
e−Dˆii
∫
1
0
Xsds
]
=
∫ ∞
0
Ex
[
e−Dˆii
∫
1
0
Xsds
]
µ(dx)
=
∫ ∞
0
eaA(0,Dˆii,1)+x·B(0,Dˆii,1)
ων
Γ(ν)
xν−1e−ωxdx
=eaDˆiiA(0,Dˆii,1)
( 2a
2a− σ2DˆiiB(0, Dˆii, 1)
) 2a
σ2
. (3.6)
On the other hand PMoody is the historical average of one year migration matrix
and thus it is reasonable to assume that
PMoody = lim
N→∞
1
N
N−1∑
j=0
P (j, j + 1), (3.7)
if the limit on the right-hand side exists.
It now follows from (3.4), (3.5), (3.6) and (3.7) that
−DˆMoody,ii = aDˆiiA(0, Dˆii, 1) + 2a
σ2
log
(
2a
2a− σ2DˆiiB(0, Dˆii, 1)
)
(3.8)
for each 1 ≤ i ≤ 8.
To get more equations for the unknown parameters, we consider the probability
of rating downgrade from level A to the level BBB within time j und j+1, which
is given by:
p3,4(j, j + 1) :=
8∑
k=1
g3k · e−Dˆkk
∫
j+1
j
Xsds · gk4, (3.9)
where (gik)1≤i,k≤8 is the inverse of the matrix G. Similar to (3.5) we know that
as N →∞
1
N
N−1∑
j=0
p3,4(j, j + 1)
converges almost surely to a constant, denoted by E3,4,∞, and we have
E3,4,∞ =
8∑
k=1
g3ke
aDˆkkA(0,Dˆkk,1)
(
2a
2a− σ2DˆkkB(0, Dˆkk, 1)
) 2a
σ2
gk4.
Define the ergodic variation
V3,4,∞ := lim
N→∞
1
N
N−1∑
j=0
(
p3,4(j, j + 1)− E3,4,∞
)2
(3.10)
= lim
N→∞
1
N
N−1∑
j=0
p23,4(j, j + 1)− E23,4,∞.
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Since
p23,4(j, j + 1) =
8∑
i,k=1
g3ig3ke
−(Dˆii+Dˆkk)
∫
j+1
j
Xsds · gi4gk4,
it follows again from Theorem 2.10 that
lim
N→∞
1
N
N−1∑
j=0
p23,4(j, j + 1) =
∑8
i,k=1 g3ig3ke
(Dˆii+Dˆkk)aA(0,Dˆii+Dˆkk,1) ·
(
2a
2a−σ2(Dˆii+Dˆkk)B(0,Dˆii+Dˆkk,1)
) 2a
σ2
gi4gk4.
Thus we get
VP,3,4,∞ =
8∑
i,k=1
g3ig3ke
(Dˆii+Dˆkk)bA(0,Dˆii+Dˆkk,1)·
(
2a
2a− σ2(Dˆii + Dˆkk)B(0, Dˆii + Dˆkk, 1)
) 2b
σ2
gi4gk4−
8∑
i,k=1
g3ig3ke
DˆiibA(0,Dˆii,1)+DˆkkbA(0,Dˆkk,1)·
(
2a
2a− σ2DˆiiB(0, Dˆii, 1)
) 2b
σ2
(
2a
2a− σ2DˆkkB(0, Dˆkk, 1)
) 2b
σ2
gi4gk4.
(3.11)
Based on the historical data from 1920 to 1996 Moody also gave the standard
variation of one year transition probabilities between different rating classes. For
example the standard variation of the one year transition probability from rating
class A to BBB is 0.053. We could approximately assume that this value coincides
with the square of the ergodic variation defined in (3.10), namely
V3,4,∞ = (0.053)
2. (3.12)
Summarizing (3.8), (3.11) and (3.12) we get 9 equations for 10 unknown param-
eters. By fitting Moody’s standard variation of one year transition probability of
another rating transition we will get an extra equation. Thus all parameters of this
migration matrix model can be uniquely determined by solving the 10 equations
we have derived.
Appendix A. Computing the Transition Density Function
of the CIR Process via Squared Bessel Processes
For the reader’s convenience we briefly explain how to compute the transition
density function of the CIR process via squared Bessel processes. For full details
the readers are referred to [9, 19].
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Definition A.1. For every δ ≥ 0 and x0 ≥ 0 the unique strong solution to the
equation
Xt = x0 + δt+ 2
∫ t
0
√
XsdBs (A.1)
is called the square of a δ-dimensional Bessel process started at x0 and is denoted
by BESQδx0 .
Remark A.2. The number δ is called the dimension of BESQδ, since a BESQδ
processXt can be represented by the square of the Euclidean norm of δ-dimensional
Brownian motion Bt: Xt = |Bt|2.
Definition A.3. The square root of BESQδ, δ ≥ 0, y ≥ 0 is called the Bessel
process of dimension δ started at y and is denoted by BESδ.
We recall that a CIR process is the unique solution to the following SDE{
dXt = (b− aXt)dt+ σ
√
XtdWt, t ≥ 0,
X0 = x0 ≥ 0,
(A.2)
where a,b, σ are positive constants and Wt is a 1-dimensional Brownian motion.
The CIR process (A.2) can be represented as
Xt = e
−atY
(
σ2
4a
(
eat − 1)),
where Y is a squared Bessel process with dimension δ = 4b
σ2
started at x0. This
relation is used by Delbaen and Shirakawa [6] and Szatzschneider [20].
For δ > 0, the transition density for BESQδ is equal to
qδt (x, y) =
1
2t
(y
x
) ν
2
exp
{
− x+ y
2t
}
Iν
(√
xy
t
)
,
where t > 0, x > 0, ν ≡ δ2 − 1 and Iν is the modified Bessel function of the first
kind of index ν, see e.g. [19]. Thus it is easy to see that the transition density of
CIR process is given by (2.2).
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