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[-1, 1] $O((\sqrt{2}+1)^{N})$ , $O(N)$
[9].
1
$N$ $F$ $F_{0}=F,$ $F_{1}=F’$ :
$F_{k};=-remainder(F_{k-2},F_{k-1})$ , for $k\geq 2$
$[F_{0}, F_{1}, \ldots,F_{\ell}],$ $(\ell\leq N)$ $F$
$F_{\ell}$ $GCD(F,F’)$
( [1]) $V(x)$ : $x$ $[F_{0}(x),F_{1}(x), \ldots,F_{\ell}(x)]$
( $0$ ) $(a,b] F V(a)-V(b)$
( 1 ). $a$ $F(x)$ $k$ $(k>1)$
$(x-a)^{k-1}$ $b$ ( ).
(isolate)
2 $T_{n}(x)$
$T_{n}$ $T_{0}(x)=1,$ $T_{1}(x)=x,$ $T_{n+1}(x)=2xT_{n}(x)-T_{n-1}(x)$ $n$
[-1, 1] – $T_{n}(\cos\theta)=\cos(n\theta),$ $\int^{1}T_{j}(x)T_{k}(x)_{1-x}=$
$\delta_{j,k}(1+\delta_{j,0})\frac{\pi}{2}$ , 4 1
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$t\in[\alpha,\beta]$ $x\in[-1,1]$ $N$ $F(x)$ . $F(x)$
: $F(x)= \sum_{k=0}^{N}c_{k}T_{k}(x)=c_{0}T_{0}(x)+c_{1}T_{1}(x)+\cdots+c_{N}T_{N}(x)$ $c_{k}$ $N+1$
$x_{\ell}=-\cos_{\hat{N+1}}^{(\ell+1)\pi},$ $\ell=0,$
$\ldots,$
$N$ $F(x)$ $N+1$ $N+1$
$O(N^{2})$ $O(N1\circ g_{2}N)$ [12] [10].
2.2
$x$ : $F(x)= \sum_{k=0}^{N}c_{k}T_{k}(x)=c0T_{0}(x)+c_{1}T_{1}(x)+\cdots+c_{N}T_{N}(x)$
Clenshaw ( 2 Algorithm 1) $O(N)$
2: Algorithm 1: Clenshaw
$Q2arrow 0$ ; Ql $arrow 0;Yarrow 2^{*}x$ ;
FOR $jarrow N$ STEP $(-1)$ UNTIL 1 DO
$Q0arrow Y^{*}$ Ql $-Q2+c_{j}$ ;
$Q2arrow Q1;Q1arrow Q0$
$OD$ ;




$T_{k}(x)$ $kU_{k-1}(x)$ . $U_{\ell}(x)$ $\ell$ $U_{\ell}(x)$
$U_{k}(x)=2T_{k}(x)+U_{k-2}(x),$ $U_{1}(x)=2T_{1}(x),$ $U_{0}(x)=T_{0}(x)$
$N$ $F(x)$ $c_{k},$ $k=0,$ $\ldots,$ $N$ $G(x)=F’(x)$
$k=0,$
$\ldots,$
$N-1$ 3 Algorithm 2 $O(N)$
3: Algorithm 2:
FOR $karrow 1TONDOd_{k-1}arrow k^{*}c_{k}OD$ ;
FOR $karrow N-1$ STEP $(-1)$ UNTIL 2
$DOd_{k-2}arrow d_{k-2}+d_{k};d_{k}arrow 2^{*}d_{k}OD$ ;
$d_{1}arrow 2^{*}d_{1}$
2.4
$m$ $A(x)$ $n$ $B(x)$ $(m-n)$ $Q(x)$ $(n-1)$
$R(x)$ 1 :
$T_{i}(x) \cdot T_{j}(x)=\frac{1}{2}(T_{i+j}(x)+T_{|i-j|}(x))$ .
Fortran90 ( 4 Algorithm 3). $a(0;m)$ $A(x)$ $b(0:n)$
$B(x)$ $R(x)$ $a(0:n-1)$ $Q(x)$ $a(n;m)$
$h(0:m)$
4: Algorithm 3:















( ) $\epsilon$ 1








$\gamma_{k}=b^{e}$ ( $e$ ) :




intel Fortran 30 )
151
$N$ $F(x)$ $c_{k},$ $k=0,$ $\ldots,$ $N$
:
$c_{k}=\{\begin{array}{l}\frac{r_{k}}{\sqrt{k+1}} (for k<N) ,10^{-12} (for k=N)\end{array}$
rk $=\cos\{(k+1)^{2}\}$
5: $[-1,1]$ 100 ( 34 ).
$-1$ $-0.5$ $0$ 0. $5$ 1
$x$
6: $[-1,1]$ 300 ( 86 ).
$-1$ $-0.5$ $0$ 0. $5$ 1
$\cross$
152
7: [-1,1] 1000 ( 184 ).
$-1$ $-0.5$ $0$ 0. $5$ 1
$x$
8: [-1, 1] 3000 ( 388 ).




1 $z$ $V(z)$ $O(N^{2})$ ,
$O(N^{2})$ $N$
( ) [-1, 1] 2













9: [-1, 1] ( ) ( ).
4.2
$z$ $V(z)$











( ) [-1, 1]
4 ( : ), isolation
$10^{-8}$ refinement 5













$Q_{i}$ ( 1 ) $N$
$z$ $F_{i}(z)$ $F_{i+1}(z)$ $\gamma_{i+2}$ $F_{i+2}(z)$ :
$F_{i+2}(z):=-\gamma_{i+2}(F_{i}(z)-Q_{i}(z)F_{i+1}(z))$ .
$F_{0}=F$ , Fl $=F$’ $\gamma_{2},$ $\ldots,$ $\gamma\ell$ , $Q_{0},$ $Q_{1},$ $\ldots,$ $Q_{\ell-2}$
$O(N)$
$z$ $V(z)$ $O(N)$
2 $0(N)$ , $O(N^{2})$
$( =F, F_{1}=F’ )$ $\gamma_{2},$ $\gamma_{3},$ $\ldots,$ $\gamma\ell$
$Q_{0},$ $Q_{1},$
$\ldots,$
$Q_{\ell-2}$ $O(N)$ $F_{0}=F,$ $F_{1}$ $=F$’
$O(N)$ , $O(N)$
( $\epsilon$) $O((r+ \log_{2}\frac{1}{r\epsilon})\cdot N)$
( ) [-1, 1]
6 isolation $10^{-8}$ refinement 7
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11: ( )( ).




8 [-1, 1] isolation 9 (refinement
).
8: [-1, 1] ( ).
9: isolation $10^{-8}$ refinement (
).
6 ( )









$O(N^{2})$ , 1 $V(z)$ $O(N^{2})$
$O(N)$ 1 $O(N^{2})$
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