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By solving the inverse scattering problem for a third-order (degenerate) 
eigenvalue problem, we can find the closure of the squared eigenfunctions of 
the Zakharov-Shabat equations. The question of the completeness of squared 
eigenstates occurs in many aspects of “inverse scattering transforms” (solving 
nonlinear evolution equations exactly by inverse scattering techniques) as well 
as in various aspects of the inverse scattering problem. The method we use is 
quite suggestive as to how one might find the closure of the squared eigen- 
functions of other eigenvalue equations, and we point the strong analogy 
between our results and the problem of finding the closure of the eigenvectors 
of a nonself-adjoint matrix. 
1. INTR~D~TCTI~N 
In almost any problem requiring direct and inverse scattering techniques, 
one is invariably faced with the question of what is the closure of the squared 
eigenstates of a given eigenvalue problem. This question can occur (i) when 
one seeks to determine what is the “primordial” scattering date (the minimum 
scattering information required for reconstructing the potential) as in the 
case of the classical Sturm-Liouville problem on a finite interval [l]; (ii) when 
one seeks to determine the closed set of nonlinear evolution equations which 
are exactly solvable by “inverse scattering transforms” [2]; (iii) when one 
seeks to determine the effects of small perturbations on exactly nonlinear 
evolution equations [3]; and (iv) when one seeks to view an inverse scattering 
transform as a canonical transformation between a potential(s) and the 
Hamilton- Jacobi “action-angle” variables [4]. All of these cases are very 
closely interrelated, are also closely related to the inverse scattering problem, 
and all can be shown to depend on the closure of the squared eigenstates. 
To illustrate this, we will consider a simple example (patterned after 
Barcilon [l]) from the Schradinger equation on the interval (- 00, f cx)). Let 
-+,, t- (l’(x) - E) tj = 0, 
* Work supported in part by NSF Grant No. GP-32839X2. 
849 
Copyright Cj 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
850 D. J. KAUP 
where subscripts indicate partial derivatives and E is the eigenvalue. If we 
consider an infinitestimal change in V(X) ( or allow it to be perturbed), then 
the bound state eigenvalues will change according to 
Note that what we have, in effect, is an inner product between 6F’ and the 
squared eigenfunctions. The incompleteness of these squared eigenfunctions 
can be easily illustrated in many simple cases, and in the above case, one 
needs only to consider the harmonic oscillator, and let 8 V be an infinitestimal 
translation of the harmonic oscillator potential to either the right or the left. 
Clearly, under a simple translation, the energy levels do not change, and we 
have then found a 6L’ which is nontrivial and is orthogonal to all of the 
squared eigenfunctions. Thus, these squared eigenfunctions cannot be 
complete, and it also follows that for the reconstruction of such a potential 
(the inverse scattering problem), knowledge of these eigenvalues is insufficient 
and further parameters must be specifid. 
In the other three cases, these squared eigenfunctions enter in a similar 
manner. In the case of determining general nonlinear evolution equations [2], 
one has an inner product of the squared eigenfunctions with a term containing 
first order time derivatives of the potentials, as being zero. If the squared 
eigenfunctions were complete, then this term could be set equal to zero and it 
would become the general evolution equation. But if they are not complete, 
then this term need not be zero and only must be orthogonal to all the 
squared eigenfunctions. In the case of perturbations [3] as well as for finding 
the canonical action-angle variables [4], it is exactly these squared eigenstates 
(and their closure) which serve as the transformation matrix for transforming 
from infinitesimal changes in the potential(s) to infinitesimal changes in the 
scattering data, and vice versa. Many relations and results can be obtained 
without the direct use of a closure relation, but when it is available, its power 
can be well appreciated since it has embedded within itself almost all analytical 
properties which one might ever need. 
The manner in which we find the closure and prove the completeness of 
the squared eigenfunctions of the Zakharov-Shabat equation [5] is fairly 
direct and is quite suggestive of being generalized to other problems. We first 
show that the squared states satisfy an eigenvalue problem, find the adjoint 
problem, and define an inner product. Analysis of various inner products 
show that the squared eigenfunctions cannot be complete whenever bound 
states are present, and it is found that in this case, addition of what we shall 
call “P-states” to the basis allows it to be closed (but not necessarily with 
respect to &(-co, +co), and the resolution of an identity operator (closure 
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relation) is found. To show that this identity operator is the identity operator 
for Lp( -- cc,, + CO), we then use the Marchenko equations (inverse scattering 
equations) for the squared Zakharov-Shabat eigenstates, as was done in [2] 
for the unsquared Zakharov-Shabat eigenstates. 
There are two points to be made now. First, in obtaining the NIarchenko 
equations for the squared Zakharov-Shabat eigenstates, we have actual& 
solved the inverse scattering problem for a third-order eigenvalue problem! 
The techniques used here can certainly be applied to other third-order 
problems [6, 71, and these results will be published later. Second, these 
Marchenko equations must contain, in themselves, the closure relation, 
because they allow one to go from the scattering data to the potential(s). 
Thus given the Marchenko equations themselves, one should be able to find 
the closure relation directly by considering how infinitesimal changes in 
the scattering data induce corresponding changes in the potentials. Although 
we are not able to show that this is indeed the case; nevertheless, as one 
starts to trace our derivation in the reverse order, one strongly suspects 
that given the inverse scattering for any eigenvalue problem, the closure 
relation exists and can be found. 
Finally. we point out in Section 5 a very strong analogy which exists 
between our results and the problem of completing the space of eigenvectors 
of a nonself-adjoint matris. 
2. THE ZAKHAROV-SHABAT EQUATIOS 
In this section, we shall outline the direct scattering problem for the 
Zakharou-Shabat equation [5]. The inverse scattering problem for this 
equation was first solved in [5] and was later extended in [2]. Here, we shall 
simply define the eigenfunctions and the scattering data which we shall need 
later. 
Consider on the interval -cc < s < CC 
where subscripts indicate partial differentiation, v = (“‘I) is a column vector. *2 
5 is the eigenvalue, and Y and Q are the “potentials,” satisfying [2] 
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We define the fundamental solution $,$, #, and $ [2], for real 5 by 
f)((, x) --f (i) e-it= 
I 
as 
.X---t --Co, 
and 
Then it follows that [2] 
WY 4 = 45) $cr;, 4 t- W) $a-, 4, 
&t!* 4 = -45) w, 4 + 43 $45, .4, 
where 
With (5), the inverse of (4) is 
* = -4 + @, 
+=++a 
where for simplicity, we are omitting the dependent variables. 
(3a) 
(3b) 
(4a) 
WI 
(5) 
P-4 
(6b) 
The zeros of a in the upper half c-plane (&; k = 1,2,..., IV) and the zeros 
of 2 in the lower half b-plane (&; k = 1, 2,..., m) give the bound states of (1). 
At the zeros of a, 
s-1, 9 4 = b& ,4, (74 
and at the zeros of S, 
a, 9 4 = V(4k ,a Ub) 
where if p and r are on compact support [23 
b, = &A 
6, = G‘,). 
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Also, we assume all zeros of a and 8 to be simple, N and m to be finite, and 
with no zeros on the real axis. In [2], it was shown that these eigenstates form 
a complete set with respect to L,( -00, co) when (2) is satisfied. 
3. THE SQUARED ZAKHAROV-SHABAT EIGENSTATES AND THEIR CLOSI'RE 
In this section, we shall analyze the squared eigenfunctions of the Zakharov- 
Shabat equations. One fact that simplifies this analysis is that wherever 
the potentials are zero, the individual components of these eigenfunctions 
become either eibx or e-its (unlike the Schriidinger case which has a sum of 
these terms). Thus the squares are simply either e+PiCr or e-liis, and this in 
itself suggests that completeness may follow. After defining the squared 
eigenfunctions, we find that they satisfy a third-order system of equations 
(although degenerate), which upon defining an integral operator, can be 
turned into a second-order differential-integral eigenvalue equation. From the 
adjoint problem, we can define an inner product and upon evaluation, we 
find that the inner product of any squared bound state with any other state 
(even itself) identically vanishes. Consequently, when bound states are 
present in the original problem, the squared eigenfunctions cannot be 
complete. To see what the closure might be, we note that when one has two 
linearly independent solutions (as in any second order equation), squaring 
will give three terms (two perfect squares and one cross term). We then look 
to see if the closure might be contained in the cross term, and indeed it is. 
iZlthough we do not prove completeness at this point, what we do have is 
that the inner product of the cross term with a squared bound state (both 
evaluate at the same eigenvalue) is nonzero. Thus we are now certainly able 
to expand a certain class of functions in a basis consisting of the squared 
eigenfunctions and the cross terms. Investigation of the linear independence 
of this basis shows the cross terms to be linearly independent only when 
evaluated at the bound state eigenvalues, and the linearly independent 
component of these cross terms to be simply the derivative of the squared 
eigenfunctions with respect to the eigenvalue parameter, evaluated at the 
bound state eigenvalues. Calling these derivative states the “P-states”, we 
take out new basis to be simply the squared eigenfunctions and the P-states. 
We then construct what would be the resolution of the identity operator, if 
this basis is complete with respect to L,( - ~a, +-co). (It is certainly complete 
with respect to some space.) Finally, completeness is proven in the next 
section. 
As in [2], we find that much simplification can occur if we assume the 
potentials, Y and 4, to be on compact support. When we do so, all eigenfunc- 
tions and all scattering coefficients (a, a, b, and 6) become entire functions of 
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5, and thus we may then use the power and simplicity of contour integrals to 
obtain our results. And our final results will be in such a form that they will 
also be valid in the case of noncompact support. 
Let us define the perfect squared states by 
and the cross-term by 
(9a) 
(9b) 
(10) 
Note that p may not exist in the absence of compact support unless 5 is real. 
Y and F are eigenstates of the operator L [2], where 
(11) 
0 1 0 --i al=* 0’ ( ) u*= ( . 0 ) ’ = 1 03 (:, -Y), (13) 
T designates the transpose, and I(+) is the integral operator 
(I’+‘w) (x) = jm w(y) dy. 
s 
?P is not an eigenstate of L since 
while 
LY = [Y, Pa) 
L!P=pF (16b) 
We will now proceed as in [2]. First we will determine the adjoint states of 
Y, y and p, define an inner product between these states and their adjoints, 
and then investigate the linear independence of these states. We will find that 
p(c, x), for real 1, is linearly dependent on the other states, while p/c, X) at 
5 = cl, or ck will be linearly independent of the other states. Assuming 
completeness, we can then construct an integral representation for p from 
which we can obtain the component of p([, x) at 5 = & and 4,; which exists 
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in the absence of compact support for r and 4. (We will derive this rigorously 
later when we derive the Marchenko equations.) Then we shall construct what 
should be the resolution of the identity operator, and by use of the Rlarchenko 
equations, we shall prove that this is the resolution of the identity operator, 
thereby proving completeness. 
In order to simplify notation, we shall introduce the Dirac ket and bra 
notation [8]. We let j N) and ~I.r 1 be a complete set of eigenstates of the position 
operator, and define the kets 1 U), [ n, 5’ (n = 1,2, 3) by 
<x 1 u, = U(x), (17) 
11-e define the adjoint of L by 
Then 
where 
and 
f = ~iVu,!P - [Zc-)lf7To,U] . [Z(+)C’T]. (32) 
Eigenstates of this adjoint operator will be designated by bras where 
(YA(L x))’ = Cl, 5 I s:: == [$28(5, x), -$I”(<, s)], (23a) 
(YAK 4)’ = :2, 5 I x:i = [@(L .h’), -@(L 41, (23b) 
with the cross-term given by 
(!@(<, x))’ = .:3, 5 / s) = #?(L 4 $dl, 4, -ML 4 i&K 41. (23~) 
These states satisfy 
c.‘n, 5 / L.4 = 5 In, 5 1 I Szn $i <, CT 1 , 
for n =: 1, 2, 3 where the bra ,\I U 1 is defined by 
<;u 1 x:j E Uyx). 
(14) 
(25) 
409:54/3-x6 
856 D. J. KAIJP 
We define the inner product between states by 
and similarly for the other states. Although this inner product is not positive- 
definite; nevertheless, it can allow us to investigate the linear dependency 
of these states. One evaluates the inner products by integrating (19) from 
--I to +I, and then taking the limit in (26). Upon using Eqs. (3)-(6), (9), 
(lo), (16), and (22)-(24) t i is straightforward to show that for the first two 
states, when 5 = k = real, 
<;1, 5’ 1 1, 5> = -7&(t)s(4 - C$‘), (274 
<l, 5’ j 2, 5) = (2, gl ( 1, 5‘) = 0, V’b) 
(2, F I 2, 5) = +ra2(k) qt - E’), (274 
where S(Z) is the Dirac delta function [4]. For the bound states, we find that 
all inner products vanish identically! 
0 = il, 5k I 1, 5) = (1, 51, I 1, 5r> = (1, 5P 12, 0 = . . . . (28) 
for k, 1 = 1,2 ,..., N, and similarly in the lower half plane. This happens 
because the “transmission coefficients,” a2 and ~2, have double zeros (since a 
and z have simple zeros) at the bound state eigenvalues, and is not due to the 
nonpositive-definiteness of the inner product. A similar situation also 
occurred in [2, (Appendix 6)] when a or z had a double zero. 
Now by the inner product, the bound states are linearly independent of the 
continuum eigenstates, and these states are clearly not complete. To see 
how we may complete them, we only need to consider the cross-terms, 
1 3, 5) and (3, 5 1 . By similar techniques, one finds, e.g., that 
(k, I = 1, 2 ,..., N) 
(k, 1 = 1, 2 ,..., m) 
(294 
(29b) 
where 
(304 
(sob) 
This immediately suggests that the cross-terms, which are not eigenstates of 
L, may complete our space. We therefore enlarge our basis to include 1 1, 0, 
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! 2, 51, I 3, 5) (t = real), [I 1, &‘, 1 3, k]F=r, and [I 2, k.:~, : 3, k. 1~~~~ 
and similarly for the bras. After evaluating the appropriate inner products, 
we then investigate the linearly independence of this set, and find that \ c, 3, j 
is linear dependent on the first two states by 
where P indicates the Cauchy principle value integra1. Since we are still 
assuming r and q to be on compact support, we may write (3 1) as two contour 
integrals by 
where C is a contour from - zc + ic to -+ m -:- ic passing above all zeros of 
a(<) while C is a contour from -co -- ir to + 3c, -- k passing under all 
zeros of G(c). (We shall derive (32) by a more rigorous method later.) Simil- 
arly, for the bras we find 
Since (32) can be analytically extended into the upper or lower half c-plane, 
we may use (32a) to evaluate / 3, {> at 5 = tl; or [, . Inspection of (32a) shows 
that / 3, ck) is linearly dependent on the set 1 1, 0, 1 2, 4;, [I 1, {,)]~=.r ,
[I 2, 5,:]fsl ) and the state ! lP, &:b. where 
Similarly, i 3, ck) is linearly dependent on the above states and i ZP, 5,. , 
where 
r 
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Note that these P-states exists even in the absence of compact support, and 
are like the bound states in that they vanish as x + &co. But from (3b, g), we 
have 
(x ( IP, &,) -+ (2$ ezickx as x--f fco, 
and it vanishes slower than the 1 1, &.) state does. 
So for completeness, it is necessary to include these P-states, and we now 
will take our basis for the kets to be 1 1, 0, 1 2, f), [I 1, &.), / lP, {,)],“=, , 
[I 27 LA I 2p, QIE, , and similalry for the bras. The P-states satisfy the 
equations 
L I 1p, L-k,‘> = 5k I 1p, 5,:, + I 1, iii, (34a) 
L I 2p, L.,> = 5, I 2p, rk,> + I 2, L,>, Wb) 
:.lP, ik I LA = 51, <lP, 5k I + il, 51: I , (35a) 
up, 51, ILA = Pk w, Ck I + (2, L I , (35b) 
which follow upon differentiating Eqs. (16), and (24) with respect to 5. 
Returning to evaluating inner products, we find for this basis, in addition to 
(27), the only other nonzero inner products are for k, I = 1, 2,..., hr, 
(lP, Sk) 1, 5J = (1,5[ I lP, 5k) = - *i(a;)s&‘i, (36a) 
(1 P, llc 1 1 P, &) = - ~i&,~‘6,“, (36b) 
and for k, 1 = 1, 2 ,..., n, 
(364 
(364 
where 
(374 
W’b) 
If this basis is complete with respect to L2( -co, a), any ket I f), in the space 
may be expanded in this basis as 
If> = SW 3 Lf(E) I 1,‘s +I(!3 I2701 -co 7r 
+ f [fk I 1,5n> + g, I 1p, Cdl (38) 
h=l 
+ 5 [jk 129 5,) +j?k 1 zp, ck,>l* 
P=l 
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Assuming completeness, from (27) and (37) one finds 
for k r= 1, 2 ,..., N, 
fh.=$CIP,i,lf\ 
. 
and for k = 1,2,..., lv 
859 
Wb) 
-IL ai(l, 3,; \.f“, 
@,‘I3 
(39d) 
(39c) 
(39f) 
And if complete, the resolution of the identity operator must be from (38, 39), 
(40) 
Here, we again see the value of assuming compact support. Equation (40) is 
much simpler than the first expression which is obtained when (39) is inserted 
into (38). 
4. THE INVERSE SCATTERING EQUATIONS AND 
PROOF OF COMPLETENESS 
In Section 3, we used the natural inner product for the squared states to 
find the linearly independent eigenstates. Then in (38)-(39), we found that a 
space of kets could be expanded in terms of these linearly independent states. 
Therefore (40) is the identity operator for some space, and the question is, 
“Is this space&(-oo, 00) ?” To prove that this space is indeedL(-co, co), 
we will use the Marchenko equations (inverse scattering equations) for this 
problem to independently evaluate the right-hand side of (40). 
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The required Marchenko equations are the inverse scattering equations 
for a third-order (degenerate) eigenvalue problem. In many respect, the 
derivation is similar to that in [2] for the unsquared states. Thus the deriva- 
tion will be brief and we shall only detail those parts which differ from the 
derivation for the unsquared states. 
From the known analytical properties of $, 6, $, 4 [2] defined by Eqs. (2) 
and (3), one can immediately obtain the following integral representations for 
Y and v, when 5 between C and C (these contours were defined following 
Eq. (32a)). 
To obtain the integral representation of Y so that we may eliminate p from 
(40), we note the following identities, which follow from (4), (5), and (9). 
Pn=-$B,-$Pn (n - I,% (42a) 
(n = 1,2). (42b) 
Now since 
and upon using (42b) to evaluate the first contour integral and (42a) to 
evaluate the second. we have 
which in Dirac notation, is just Eq. (32a). 
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Since I/ and $ can be given by [2] 
#({, x) = eiLx y 
0 I 
+ .y K(x, s) eicJ ds, 
$(r;, .I-) = e--iix (i) + j; $Q, sj e-lCr ds, 
upon squaring the components, it follows that 
y({, x) = e2i5z y' + 
0 I 
mz ;\z(,u, s) @ia ‘is, 
!P((, x) = ecztis (A) + 1: J~(.T, 5) e-2r;s ds, 
861 
(43aj 
(43b) 
(4% 
(Mb) 
where Ai and m exists, are unique, and are independent of <, 
Inserting (42d), (44) into (40), and upon taking a Fourier transform, we 
obtain the Marchenko equations for this problem? which are (valid only for 
(45a) 
(45b) 
(46aj 
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and G and G have the symmetry properties 
qy, x) = -qx, y), (47a) 
G(Y, x) = G(x, Y). (47b) 
Now, we look at the matrix element <x 111 J> of Eq. (40) and consider 
the right-hand side (RHS). Using (4) to find the adjoint states in terms of 
the transposes of Y, p, and p gives 
RHS = if f Y(5, X) [p(L ?) -t 2 ;p(L Y) + (;)’ y(L Y)]’ 0, 
If we now insert (42, 44) into (48), identify the resulting contour integrals 
with (46), then by virtue of the AIanchenko equations, (45), we find 
RHS = (49) 
thereby proving that (40) is the identity operator for&(- co, 03) and that the 
basis I 1, 0, 12, 0, [I 1, L>, I lp, 5silL, [I 2, b, IX &liiIEl is complete 
when a and z have only simple zeros. If one would now retrace the derivation 
of the Marchenko equations, one would note that (45, 46) are valid even if 
the zeros of a and z are not simple. Therefore (49) is still valid even in this 
more general case, giving (40) as still being the resolution of the identity 
element. If, for example, a has a double zero in the upper half c-plane, 
resolution of (40) into an integral along the real axis and contributions from 
all poles would give as additional basis elements the second and third deri- 
vative of 1 1, 5) with respect to 5, evaluated at the bound state eigenvalue. 
These would then give a closed set in this case. 
Finally, to verify completeness in the absence of compact support, simply 
resolve all contour integrals into integrals along the real axis and all contribu- 
tions from any and all poles. Again, (40) will still be true. 
5. CONCLUDING REMARKS 
One of the remarkable features of this result is the very close analogy 
which exists to the finite matrix case. Consider the problem of completing 
the space of eigenvectors of a nonself-adjoint matrix. If the eigenvalues are all 
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nondegenerate, the space of eigenvectors is complete, but if there is any 
degeneracy, completeness will not occur in general. Consider the classical 
case of the matrix 
0 1 32 == o o . i ) 
Its eigenvalues are X = (0, 0) and only one solution of the eigenvalue equation 
exists, which is (up to an arbitrary scalar) 
(52) 
How can we systematically complete this space? From the theory of 
matrices [9], one can show that if an eigenvalue is degenerate and if the 
number of linearly independent solutions is not equal to the degeneracy, then 
there must exist at least one nontrivial solution, linearly independent of the 
eigenvectors, to the equation 
(M-Al)(nl-hI)~,==0. (53) 
Since 
(M-AI)+!r-0, (54) 
it therefore follows that there must exist at least one nontrivial solution of 
(AI - XI) I), = cq!J, (3) 
for an arbitrary constant cy. We normalize by setting a =: 1, then (55) becomes 
Ml), = x*, -+ *. (56) 
Compare (56) with (34), which is formwise identical. \Vhen M is given b>- 
(50), we have 
where p is any arbitrary constant, which we may set to zero. Clearly, 4, is 
linearly independent of I,L and completes the space. In general, if completion 
is not achieved by solving (55), one proceeds to consider (M - hQ3 &,, = 0. 
etc. until one has obtained a completion of the space. 
To complete the analogy, let us return to (16) and consider the eigen- 
value spectrum. For real 5, the eigenvalue is doublv degenerate, and we do 
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have two linearly independent solutions, Y and p. For the bound states, at 
5 = 5s (k = 1, 2 )...) N), we have one linearly independent solution, ?P(& , x), 
but the “transmission cefficient”, a”(&‘), (which may be said to carry the 
information about degeneracy) has a double zero (doubly degenerate). 
Therefore, in analogy with matrix theory, we should expect to need the 
solutions (34) to complete the space. 
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