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Abstract
Using the prox-regularity notion, we introduce and study a generalized mildly nonconvex
variational inequality. We study existence and iterative approximation of its solution un-
der the partially relaxed cocoercivity. Several consequences of the proposed nonconvex
variational inequality are also discussed.
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1 Introduction
Variational inequalities can be considered as a natural extension of the variational prin-
ciples. It has been used as mathematical programming models to study a large number
of equilibrium problems arising in ﬁnance, economics, transportation, optimization, oper-
ations research and engineering sciences, see, for example [3] and [5]. In past ﬁve decades,
variational inequalities have been extended and generalized in several directions. Much
attention has been given to develop a number of numerical methods for solving variational
inequalities, see [10] and reference therein for details.
Almost all the work regarding the existence and iterative schemes for solving variational
inequalities and related optimization problems are being considered in the convexity set-
ting. These studies are based on the properties of the projection operator over convex
sets. In many practical situations, a choice set may not be a convex set. It is well known
that the projection methods, and its variant forms cannot be used for solving noncon-
vex variational inequalities. This fact motivated to use nonsmooth analysis, which gives
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alternative formulation of variational inequalities as multivalued inclusions. Bounkhel et
al. [1], Noor [8], Pang et al. [11] has considered variational inequalities in the context
of uniformly prox-regular sets. It is known that the uniformly prox-regular sets are non-
convex and include the convex sets as special cases (see [2]). Recently Noor [9] studied
strongly nonlinear nonconvex variational inequalities involving two single valued nonlinear
operators.
Motivated by the works going in this direction, we will study a nonconvex variational
inequality involving two set-valued nonlinear mappings. We establish the existence of the
solution of this problem. We also study iterative approximation of its solution.
2 Preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by ⟨:;:⟩ and ∥:∥
respectively. Let K be a nonempty subset of H. We denote by d(:;K) the usual distance
function to the subset K, i.e. d(x;K) = infy∈K ∥x − y∥. Now we recall some well-known
deﬁnitions and results of nonlinear convex analysis and nonsmooth analysis.
Denition 2.1. [2] Let x ∈ H be a point not lying in K. Let y ∈ K be a point whose
distance to x is minimal, i.e. d(x;K) = ∥x − y∥, then y is called a closest point or a
projection of x onto K. The set of all such closest points is denoted by projK(x); that is,
projK(x) = {y ∈ K : d(x;K) = ∥x − y∥} :
Also, y ∈ projK(x) if and only if {y} ⊂ K∩ ¯ B {x;∥x − y∥} and K∩B {x;∥x − y∥} = ∅.
The vector x−y is called a proximal normal direction to K at y. Any nonnegative multiple
z = (x−y),  ≥ 0 of such a vector is called a proximal normal to K at x. The set of all
z obtainable in this manner is turned as proximal normal cone to K at x and is denoted
by N
p
K(x).
Denition 2.2 ([12]). The proximal normal cone to K at x ∈ H is given by
N
p
K(x) = {z ∈ H : ∃  > 0; x ∈ projK (x + z)} :
The proximal normal cone N
p
K(x) has the following characterization.
Lemma 2.1. [12, Proposition 1.5] Let K be a nonempty subset of H. Then a vector
z ∈ N
p
K(x) if and only if there exists a constant  = (z;x) ≥ 0 such that
⟨z;y − x⟩ ≤  ∥y − x∥
2 ; ∀ y ∈ K :
Clarke et al.[2] and Poliquin et al.[12] introduced and studied a new class of nonconvex
sets called uniformly prox-regular sets.
Denition 2.3. For a given r ∈ (0;∞], a subset K of H is said to be uniformly prox-
regular with respect to r ( or r−uniformly prox-regular) if and only if, for all x ∈ K and
for all 0 ̸= z ∈ N
p
K(x), one has
⟨
z
∥z∥
;y − x
⟩
≤
1
2r
∥y − x∥
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We use the convention that 1
r = 0 when r = +∞.
A closed subset of a Hilbert space is convex if and only if it is proximally smooth of radius
r > 0. Thus, in view of Deﬁnition 2.3, for the case of r = ∞, the notion of uniform prox-
regularity and convexity of K coincide. It is known that the class of uniformly prox-regular
set is suﬃciently large to include the class of convex sets, p−convex sets, C1;1 submanifolds
of H, the images under a C1;1 diﬀeomorphism of convex sets and many other nonconvex
sets.
Now recall the well known proposition which summarizes some important properties
of the uniformly prox-regularity.
Lemma 2.2. Let K be nonempty closed subset of H, r ∈ (0;∞] and Kr = {x ∈ H :
d(x;K) < r}. If K is uniformly r−prox-regular, then the following holds:
(i) For all x ∈ Kr, set projK(x) ̸= ∅.
(ii) For all s ∈ (0;r), projK is Lipschitz continuous with constant r
r−s on Ks.
(iii) The proximal normal cone N
p
K(x) is closed as a set valued mapping.
Let H be a Hilbert space, CB(H) closed bounded subsets of H and K a closed convex
subset of H. Consider the problem: Find x∗ ∈ K such that
⟨w − v;x − x∗⟩ ≥ 0 (2.1)
for all x ∈ K;w ∈ T(x∗);v ∈ A(x∗), where T;A : H → CB(H) are nonlinear operators.
We call problem (2.1) as generalized mildly variational inequalities (GMVI).
By the deﬁnition of the Normal cone, we now reformulate (GMVI) as follows :
0 ∈ w − v + NK (x∗) : (2.2)
By replacing the usual normal cone by proximal normal cone, we now introduce the
generalized version of problem (2.2) which we call generalized mildly nonconvex variational
inequalities (GMNVI).
Let K a uniformly r−prox-regular subset of H. We will consider the following problem:
Find x∗ ∈ K such that
0 ∈ (w − v) + N
p
K (x∗) ; (2.3)
where w ∈ T(x∗);v ∈ A(x∗).
We now establish the equivalence between the nonconvex variational inequality prob-
lem (GMNVI) and the ﬁxed-point problem using the projection operator technique.
Lemma 2.3. Let K a uniformly r−prox-regular subset of H, then x∗ ∈ H is a solution of
(GMNVI) problem (2.3) if and only if
x∗ = projK(x∗ − (w − v)) ; w ∈ T(x∗); v ∈ A(x∗);
where
0 <  ≤
s
1 + ∥w − v∥
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Proof. Using (2.3), and the fact that projK =
(
I + N
p
K
)−1, we have
0 ∈ (w − v) + N
p
K (x∗) = (I + N
p
K)(x∗) − (x∗ − (w − v))
⇔ x∗ = (I + N
p
K)−1 (x∗ − (w − v))
⇔ x∗ = projK(x∗ − (w − v)) ;
where I is the identity mapping.
This completes the proof.
Now recall some deﬁnition, which will be used in the main result :
Denition 2.4. An operator T : H → H is said to be :
(i) strongly monotone, if for all x;y ∈ H, there exists a constant  > 0 such that
⟨T(x) − T(y);x − y⟩ ≥ ∥x − y∥
2 ;
(ii) −cocoercive, if for all x;y ∈ H, there exists a constant  > 0 such that
⟨T(x) − T(y);x − y⟩ ≥ ∥Tx − Ty∥
2 ;
(iii) relaxed (;)−cocoercive, if for all x;y ∈ H, there exists constants  > 0 and  > 0
such that
⟨T(x) − T(y);x − y⟩ ≥ −∥Tx − Ty∥
2 +  ∥x − y∥
2 ;
(iv) −Lipschitz continuous, if for all x;y ∈ H, there exists a constant  > 0 such that
∥T(x) − T(y)∥ ≤ ∥x − y∥ :
A set valued mapping T : H → CB(H) is said to be :
(v)  − ˆ H−Lipschitz continuous if there exists a constant  > 0 such that
ˆ H(T(x);T(y)) ≤  ∥x − y∥ ; ∀x;y ∈ H;
where ˆ H is the Hausdorﬀ metric, i.e. for any two nonempty subsets A and B of
CB(H),
ˆ H(A;B) = max
{
sup
x∈A
d(x;B); sup
y∈B
d(y;A)
}
:
Lemma 2.4. [6] Let (X;d) be a complete metric space, T : X → CB(X) be a set-valued
mapping. Then for any " > 0 and x;y ∈ X, u ∈ T(x), there exists v ∈ T(y) such that
d(u;v) ≤ (1 + ") ˆ H(T(x);T(y)):
Lemma 2.5. [6] Let (X;d) be a complete metric space, T : X → CB(X) be a set-valued
mapping satisfying
ˆ H(T(x);T(y)) ≤ kd(x;y) ∀x;y ∈ X ;
where 0 ≤ k < 1 is a constant. Then the mapping T has a ﬁxed point in X.Journal of Nonlinear Analysis and Application 5
3 Main results
We now present, a result for the existence of a solution of the (GMNVI) problem (2.3).
In what follows we assume that K is a uniformly r−prox-regular subset of H with r > 0,
also let s ∈ (0;r) and set  = r
r−s.
Theorem 3.1. Assume that T;A : H → CB(H) be set-valued operators such that :
(i) T is (;)−relaxed cocoercive and  − ˆ H−Lipschitz continuous;
(ii) A is  − ˆ H−Lipschitz continuous.
If there exists a constant  > 0 such that for any x∗;y∗ ∈ H, w ∈ T(x∗); v ∈ A(x∗); w′ ∈
T(y∗); v′ ∈ A(y∗) :
(
 −  − 2)
 (2 − 2)
− ∆ <  < min
{(
 −  − 2)
 (2 − 2)
+ ∆; ⊖; Θ
}
 >  + 2 +
√
(2 − 2)(2 − 1)
(3.4)
holds, where
∆ =
√
( −  − 2)
2 − (2 − 2)(2 − 1)
(2 − 2)
⊖ =
s
1 + ∥w − v∥
and Θ =
s
1 + ∥w′ − v′∥
;
then the (GMNVI) problem (2.3) has a solution u∗ ∈ H.
Proof. For any x∗ ∈ H set F(x∗) = projK(x∗ − (Tx∗ − Ax∗)). Since T(x∗);A(x∗) ∈
CB(H) and the projK is continuous, it follows that F(x∗) ∈ CB(H) for any x∗ ∈ H.
Let x∗;y∗ ∈ H, and a ∈ F(x∗), then there exists w ∈ T(x∗); v ∈ A(x∗) such that
a = projK(x∗ − (w − v)). For any " > 0, it follows from Lemma 2.4 that there exists
w′ ∈ T(y∗); v′ ∈ A(y∗) such that
   w − w′    ≤ (1 + ") ˆ H(T(x∗);T(y∗));
 
 v − v′ 
  ≤ (1 + ") ˆ H(A(x∗);A(y∗)):
Taking b = projK(y∗ − (w′ − z′)), we have b ∈ F(v).
∥a − b∥ ≤
   projK(x∗ − (w − v)) − projK
(
y∗ − 
(
w′ − v′))   
≤ 
   x∗ − y∗ − (w − w′) + (v − v′)
   
≤ 
 
 x∗ − y∗ − (w − w′)
 
  + 
 
 v − v′ 
 
≤ 
   x∗ − y∗ − (w − w′)
    + (1 + ") ˆ H(Ax∗;Ay∗)
≤ 
 
 x∗ − y∗ − (w − w′)
 
  + (1 + ")∥x∗ − y∗∥ ; (3.5)Journal of Nonlinear Analysis and Application 6
Since T is (;)−relaxed cocoercive and − ˆ H-Lipschitz continuous, we have
 
 x∗ − y∗ − (w − w′)
 
 2 = ∥x∗ − y∗∥
2 − 2
⟨
w − w′;x∗ − y∗⟩
+ 2  
 w − w′ 
 2
≤ ∥x∗ − y∗∥
2 − 2
(
−
   w − w′   2 +  ∥x∗ − y∗∥
2
)
+ 2    w − w′   2
= (1 − 2)∥x∗ − y∗∥
2 + (2 + )
 
 w − w′ 
 2
≤ (1 − 2)∥x∗ − y∗∥
2 + (2 + )(1 + ")2 ˆ H (Tx∗;Ty∗)
2
≤
(
1 − 2 + (2 + )2(1 + ")2)
)
∥x∗ − y∗∥
2 : (3.6)
Substituting (3.6) into (3.5), we get
∥a − b∥ ≤ k(")∥x∗ − y∗∥ ; (3.7)
where k(") =
√
1 − 2 + (2 + )2(1 + ")2 + (1 + ").
By using (3.7), we get that
d(a;F(y∗)) = inf
b∈F(y)
∥a − b∥ ≤ k(")∥x∗ − y∗∥ :
Since a ∈ F(x∗) is arbitrary, we get
sup
a∈F(x)
d(a;F(y∗)) ≤ k(")∥x∗ − y∗∥ : (3.8)
Similarly, we get that
sup
b∈F(y)
d(b;F(x∗)) ≤ k(")∥x∗ − y∗∥ : (3.9)
From the deﬁnition of Hausdorﬀ metric ˆ H, it follows from (3.8) and (3.9) that
ˆ H (F(x∗);F(y∗)) ≤ k(")∥x∗ − y∗∥ ; ∀x∗;y∗ ∈ H: (3.10)
Letting " → 0, we get
ˆ H (F(x∗);F(y∗)) ≤ k∥x∗ − y∗∥ ; ∀x∗;y∗ ∈ H; (3.11)
where k =
√
1 − 2 + (2 + )2 +. From (3.4), it follows that k < 1, hence F is a
set valued contraction mapping, by Lemma 2.5 it has a ﬁxed point in H, i.e. there exist
a point u∗ ∈ H such that u∗ ∈ F(u∗). It follows from the deﬁnition of F that there exists
w∗ ∈ T(u∗) and z∗ ∈ A(u∗) such that u∗ = projK(u∗ − (w∗ − z∗)), by Lemma 2.3, u∗ is
a solution of the (GMNVI) problem (2.3).
This completes the proof.
Using Lemma 2.3, we not suggest and analyze following iteration scheme : For an
arbitrary chosen initial point x0 ∈ H, compute the iterative sequence {xn} by using
xn+1 = projK(xn − (wn − vn))
wn ∈ T(xn); ∥wn − wn+1∥ ≤
(
1 +
1
n + 1
)
ˆ H (T(xn);T(xn+1)) ;
vn ∈ A(xn); ∥vn − vn+1∥ ≤
(
1 +
1
n + 1
)
ˆ H (A(xn);A(xn+1)) :
(3.12)Journal of Nonlinear Analysis and Application 7
where the initial points w0 ∈ T(x0) and v0 ∈ A(x0) are chosen arbitrarily,  > 0 is a
constant, T;A are as in the (GMNVI) problem (2.3).
Theorem 3.2. Let T;A be as in Theorem 3.1 and all the conditions of the Theorem 3.1
hold. Then the iterative sequence {xn} generated by (3.12) converges strongly to a solution
x∗ ∈ H of the (GMNVI) problem (2.3).
Proof. By Theorem 3.1, there exists a solution x∗ ∈ H of (GMNVI) problem (2.3). Hence,
by Lemma 2.3, there exists w∗ ∈ T(x∗) and v∗ ∈ A(x∗) such that x∗ = projK(x∗ − (w∗ − v∗)).
It follows from (3.12) and the hypothesis of the theorem that
∥xn+1 − x∗∥ = ∥projK(xn − (wn − vn)) − projK(x∗ − (w∗ − v∗))∥
≤  ∥xn − x∗ − wn − w∗∥ +  ∥vn − v∗∥
≤ k∥xn − x∗∥
≤ ···
≤ (k)n ∥x0 − x∗∥ ; (3.13)
where k =
√
1 − 2 + (2 + )2 + . Since by assumption k < 1, we get that
xn → x∗ as n → ∞.
This completes the proof.
We now discuss some special cases of generalized mildly nonconvex variational inequal-
ity problem (2.3) :
1. If we take T and A single valued operators from H to H, then we have the following
nonconvex variational inequality from (GMNVI) problem (2.3):
Find x∗ ∈ K such that
0 ∈ (Tx∗ − Ax∗) + N
p
K (x∗) : (3.14)
Problem (3.14) is studied by Noor [9].
2. If T be a single valued operator from H to H and A to be zero operator, then we
derive the following nonconvex variational inequality from (GMNVI) problem (2.3):
Find x∗ ∈ K such that
0 ∈ Tx∗ + N
p
K (x∗) : (3.15)
Problem (3.15) is studied by Noor [8].
3. Now consider the particular case where r = +∞, we have  = 1, then K be a convex
set in H, then the (GMNVI) problem (2.3) is equivalent to ﬁnding x∗ ∈ K such that
⟨w − v;x − x∗⟩ ≥ 0; ∀x ∈ K ;w ∈ T(x∗);v ∈ A(x∗); (3.16)
problem (3.16) is known as generalized mildly nonlinear variational inequality prob-
lem.Journal of Nonlinear Analysis and Application 8
4. If we take T and S to be single valued operators, then from problem (3.16) we get
following : Find x∗ ∈ K such that
⟨Tx∗ − Ax∗;x − x∗⟩ ≥ 0; ∀x ∈ K ;
which is the mildly nonlinear variational inequality problem, studied by Noor [7].
5. If we take A to be zero operator, then from problem (3.16) we get following : Find
x∗ ∈ K such that
⟨w;x − x∗⟩ ≥ 0; ∀x ∈ K ;w ∈ T(x∗);
which is known as generalized nonlinear variational inequality problem, studied by
Fang et al. [4] and Siddiqi et al. [13].
6. If we take T to be single valued operator and A to be zero operator, then from
problem (3.16) we get following : Find x∗ ∈ K such that
⟨Tx∗;x − x∗⟩ ≥ 0; ∀x ∈ K ;
which is the classical variational inequality problem introduced and studied by Stam-
pacchia [14] in 1964.
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