Every statistical procedure carries with it certain assumptions that must be at least approximately true before the procedure can produce reliable and accurate results. Researchers often apply a statistical procedure to their data without checking on the validity of the assumptions of the procedure. If one or more of the assumptions of a given statistical procedure are violated, then misleading results will be produced by the procedure. It is important that those who analyze data be fully aware of the details of the statistical procedure they are using, including its companion assumptions. If one or more assumptions are violated, an alternative procedure must be used to obtain valid results. This article aims at highlighting some basic assumptions in statistical analyses of data in biomedical sciences.
INTRODUCTION
Assumptions refer to basic principles that are accepted on faith, or assumed to be true, without proof or verification. It is frequent and common experience that a researcher will apply a statistical method to a set of data without thoroughly checking that the assumptions of the method are valid. This may be especially true in diagnostic biomedical experiment because of the nature of the data involved. Measurements such as fetal abdominal circumference, fetal blood flow velocity, femur length, age of the fetus, biparietal diameter of the fetal head, ascending aortic cross-sectional area, etc, often follow a normal distribution as can be seen by the bell-shape of the histograms. For example, if a researcher wants to compare two means, he/she might apply the two sample t -test to the corresponding samples without checking the assumptions that go along with the test. Although the two sample t-test is designed to compare the means of two continuous populations, if the assumptions of the test are not true, then the results of the statistical analysis may be misleading. It is evident that when independent samples from two populations deviate drastically from normality (normality as in assuming that equal standard deviations exists and the sampled sized 1 n and 2 n are both less than 30) as a result of the fact that the samples (data) are ranked or ordinal in nature, then the use of ttest in testing for hypothesis about the difference between two population means may lead to false result. Example 1: Presented in table 1 below are the lengths of time in seconds it took random samples of male and female students to perform a certain task. Should we conclude on the basis of these data that male students perform the task in shorter time than female students? Use 5% as level of significance to test the null hypothesis (Oyeka, 1996) . 
Solution

Test of hypothesis
H 0 = The median length of time taken by male students to perform the task is less than or equal to the median length of time taken by the female students. H 1 = The median length of time taken by the male students is greater than that of female students. When the sample sizes n 1 and n 2 are both 8 or more, the statistic U is approximately normally distribution with mean n n n n + + Z-test is preferred for use here because the ttest is only used for paired comparison when the sample size is small. Meanwhile the data presented in table 1 are not in pairs or not matched. Therefore, the assumption for the use of t-test is violated. In other words, applying the t-test on the data, will lead to result that is contrary as can be seen below. To test this hypothesis, we select two independent random samples (male and female students), one of size n 1 from one population, and the other of size n 2 from the second population. We then compute their respective sample means; and 1 X and 2 X find the difference 0 1 2 d X X = − . In using t-test, the population standard deviations 1 and 2 are unknown and so are computed from samples while the sample sized n 1 and n 2 are small (both are less than 30 
Also, 2 524 40.31 13 
Hence 0 H is, therefore accepted at the 5% level of significance since 1.7241 t = is less than 1.7247. We conclude that the median length of time taken by male students is at most equal to that of the female students. This result almost would have deviated (since the calculated absolute t that is 1.7241 is a little less than the tabulated t which is 1.7247) from the result obtained when Mann-Whitney Ustatistic was applied on the data in which case the conclusion would have been on the contrary. Medical researchers are advised to take caution in using t-test as it may lead to invalid results when wrongly applied. The test above is called small sample test. In order to ensure that the right test is applied, the data of table 1 requires analysis by ranking using a non-parametric test called (this will be explained in the next subheading) Mann-Whitney U-test because of the failure of some normality assumptions particularly that standard deviation/variances are not equal. To test the null hypothesis using the Mann-Whitney U-test we first combine the two samples and rank the observations from the smallest to the largest, assigning the rank 1 to smallest value, the rank 2 to the next smallest value, and so on. The ranks assigned to the observations in the two samples after their combined ranking are shown below (Table 3) . 
Source: Oyeka, 1996. Since the sum of the ranks assigned to the observations in the male sample is calculated as 1 R = 81, we evaluate the Mann-Whitney U-statistic as Because the alternative hypothesis implies a one-sided test, the null hypothesis cannot be rejected since 1.50 is less than 1.64, the critical value for the standard normal distribution corresponding to a 0.05 significance level. We therefore, conclude that the median lengths of time taken by male students to perform the task is at most equal to the median time have for female students.
This result may have been on the contrary if ttest was used without checking to know if the data does not violate some of the normality assumptions. Some researchers always apply 3 sigma rule to check for normality of data. In this situation, for a normally distributed data which would benefit from a parametric test, the range of data would be approximately equal to mean ± 3SD (Ugwu , 2007).
Every statistical test or estimation procedure has some basic assumptions that go along with it. It is important, when conducting statistical procedures, to check the validity of these assumptions. If one or more of the assumptions of a given statistical procedure are not true, then an alternative procedure or approach must be taken to obtain valid results. Basic assumptions must be attached to each statistical procedure because the assumptions enable researchers to formulate a coherent and effective method of analyzing the data; otherwise, a practical method of analyzing the data would not be achievable.
PARAMETRIC AND NON-PARAMETRIC TEST
There is a set of statistical methods called non-parametric which do not require assumptions of any form of probability distribution from which measurements come. They are otherwise called distribution -free method because inferences are not about population parameters, their knowledge or estimation is not required and no assumptions are made about them. However as noted above, parametric tests often require certain assumptions about the populations from which the samples are drawn. For example, the use of the t distribution to test the statistical significance of the difference between two population means, when the samples are small, requires that the two samples be independently drawn from populations with normal distribution and equal variances. Similarly, the use of the F distribution to compare the means of several populations requires that the samples be independently drawn from normally distributed populations with equal variances. Although these tests are sufficiently robust (insensitive to departures from the assumptions that underlie them) and can still be used even when some of the assumptions are not satisfied, the assumptions are nevertheless restrictive. On the other hand, non-parametric tests do not require these restrictive assumptions and may therefore, be used in situations where we would be justified in employing parametric test as well as in instances where the parametric tests are not applicable because the necessary assumptions may not be satisfied by the data. However, if both the parametric and the non-parametric test are equally applicable, then the parametric test will be more powerful as in having higher statistical power (Schefler,1984) than the nonparametric test in that the later has a greater probability of accepting a false hypothesis (committing a Type II error).
Nonparametric tests are also found most suitable for analyzing ranked or ordinal data which often deviate, drastically from normality and therefore, may not be suitable for parametric tests (Oyeka, 1996) . Consider in a one-way analysis of variance where the parametric Ftest may be used to test the null hypothesis that several group means are equal. In this case, F-test requires that the sampled populations be normally distributed with equal variances which are rather restrictive assumptions in the sense that when they are not satisfied may invalidate the results of the F-test. In a situation of this nature, an alternative non-parametric procedure for onefactor analysis that may be used when the assumptions of the F-test are not satisfied and also when the assumptions are satisfied is the Kruskal-Wallis one-way analysis of variance by ranks. The primary difference in procedure between this test and the usual F-test for oneway analysis is that the Kruskal-Wallis test is based on a test statistic computed from ranks determined for pooled sample observations rather than from the observations themselves. It is an extended version of the Mann-Whitney U-test used when there are only k=2 groups involved in the one-way analysis of variance.
Example 2: The data below (Table 4 ) are weights of food (in grams) consumed per week by four species of fish (Oyeka, 1996) . Test, at the 5 percent significance level, the null hypothesis that food consumption is the same for the four fish species.
The null hypothesis of no difference between quantities of food consumed by the four fish species will be tested using the Kruskal-Wallis one-way analysis of variance test procedure (Table 5) . The above observations are first combined into one sample and ranked from the largest to the smallest, assigning the largest values a rank of 1 and the smallest value a rank of 22, since there are altogether total of n=5+6+5+6=22 observations. Tied observations are assigned their mean ranks. Table 3 shows the ranks assigned to the observations in each of the four fish species (Oyeka, 1996) . (Oyeka, 1996) . It is in general recommended that nonparametric tests be employed in such situations when the assumptions for parametric tests are seriously violated, or when the nature of the data makes it unadvisable to apply parametric tests. In the following sections, the basic assumptions of the standard parametric statistical procedures are discussed, a description of how to check Parameters are constant for a given population, but statistics vary from sample to sample for repeated samples drawn from the same population. Thus, there could be several sample statistics corresponding to a given population parameter. But since we use sample statistics as estimates of population parameters and to draw conclusions about populations, it is important that we select 'best' estimates in the sense that they possess certain desirable properties (Oyeka, 1996) .
Example 3: Find the arithmetic mean of the marks obtained by 10 students of a class in mathematics in a certain examination. The marks obtained are: 25, 30, 21, 55, 47, 10, 15, 17, 45 and 35 (Oyeka, 1996) .
Solution:
Let x be the average mark obtained. Number of students n=10 300 30 10
REPRESENTATIVE SAMPLE
One of the most important assumptions for any statistical procedure is that the sample be representative of the population being studied. In this way, the characteristics of the sample will be typical of the characteristics possessed by the study population. When the sample is not representative of the population under study, conclusions derived or drawn from the sample will not be valid for the study population. An example of this kind of error can be found in an article by Pearl (1929) where a negative correlation between presence of cancer and presence of tuberculosis in a sample of autopsy cases was assumed to be valid for live patients. So Pearl conceived a study to treat patients with terminal cancer with tuberculin (the protein of the tubercle bacillus) thinking the cancer would be arrested. The experiment failed; Pearl did not realize that an association found in autopsy cases should not be extrapolated to live patients unless all deaths are equally likely to be autopsied.
In principle, one can ensure a representative sample of the study population by taking a simple random sample of the population, namely, one for which every individual (or, more generally, experimental unit) has the same chance of being selected in the sample. The best way to ensure a simple random sample is to use a random number generator or a random number table (Nwabuokei, 1989; McClave et al., 1997) . In many instances, a true random sample is not feasible, so researchers obtain a "convenience" sample.For instance, a researcher in Abakaliki, Ebonyi State may study the average fetal blood flow for Nigerian mothers by obtaining a sample of mothers in Abakaliki area hospitals. To the extent that hospitalized Abakaliki area mothers are not representative of all Nigerian mothers, because not only that the sample size is very small and inadequate, it will give biased information about the entire Nigerian mothers, and the conclusions drawn from the sample are invalid for Nigerian mothers, since only one state can never represent the entire Nigeria in terms of opinion.
However, inadequate randomization is often times experienced in the Lottery method of ensuring randomness of sample selection from the population of interest (Fienberg, 1970) . These biased results and personal prejudice are often noticed if the slips are not of identical size, shape and colour. Lottery method is a very popular method of taking a random sample. Under this method, all items of the universe are numbered or named on separate slips of paper of identical size and shape. These slips are then made of the number of slips required to constitute the desired sample size. The selection of items thus depends entirely on chance. The method would be quite clear with the help of an example. If we want to take a sample of 10 persons out of a population of 100, the procedure is to write the names of the persons on separate slips of paper, fold these slips, mix them thoroughly and then make a blindfold selection of 10 slips (Gupta, 2001) .
Generally, whether a collection of observations is a population or a sample depends on the study objectives. For example, a farmers' association may wish to compare the costs of pest control to the costs of other farm management and services. The purpose of the study determines whether the populations would comprise costs for an entire country, for a state or simply, for a small administrative area or community. If the population of costs covers all farms treated during a particular month in a calendar year, then the costs for all farms treated on a single day would constitute a sample. The costs for a single farm treated during the entire month would also constitute a sample, of the same population. If the farmers association is interested only in the costs for farms treated on a particular date, then those data would constitute populations rather than samples. Similarly, if the costs at different farms are to be compared, then the costs at any one farm would be a separate population.
INDEPENDENCE
For many statistical procedures, the observations are assumed to be independent. That is, one cannot predict the outcome for one experimental unit given the outcome of any other experimental unit. Suppose, for example, that you wish to study the head circumference of a random sample of 1-yearold babies. If a set of twins is included in the sample, then the head circumference measurements for those two babies would be correlated, violating the independence of the observations. As another example, consider an article by Himes (1991) where the mean weights of three groups of men were compared using a one-way analysis of variance. The three groups were formed in such a way that many of the men were classified in two or all three of the groups, so their weights appeared in more than one group. Consequently, observations in one group were correlated with observations in another group. Because the one-way analysis of variance requires independent samples (i.e. observations in one group must be independent of observations in any other group) the results of the analysis are invalid. In biological experiments and field studies, correlated t-test or paired t-test are applicable. They can also be applied to paired data or two samples obtained from the same population at two different times and conditions (i.e. independent samples). Each individual gives a pair of observation. The paired or correlated ttest can otherwise be called t-test for two sample means. The t-test for correlated data provides the significance of the difference between the two correlated means (Rastogi, 2007) .
Example 4: The percentage of water content in two varieties of watermelons was measured and the results obtained are presented in table 6. Find out whether there is significant difference in water content of two varieties.
Solution:
Identification of problem: To find out difference in the content of two varieties of watermelons. Data Given: Step 2: calculation of t-value. 
NORMALITY
Many statistical procedures require that the outcome variable be normally distributed. Theoretically this means that a histogram of the outcome variable for the entire study population must be bell shaped. A practical way of checking this assumption is to study the histogram of the sample. If it is not substantially non normal, then the parametric procedure will provide an adequate analysis. Of course, one may ask, "What constitutes a substantial lack of normality?" This is a subjective judgment to some extent: two statisticians may give two different Source: Rastogi, 2007 answers for the same data set. There are tests of normality called goodness of fit test (Oyeka, 1996) , which can be used to help determine whether the underlying population is approximately normal, but experience at dealing with such questions or knowledge about the underlying population distribution is the best way to resolve such questions. One good example of test of normality using chisquare test is the goodness of fit test. Goodness of fit test indicates the closeness of observed frequency with that of the expected frequency. If the curves of these two distributions do not coincide or appear to diverge much, it is said that the fit is poor, if two curves do not diverge much the fit is less poor. Thus it helps to answer whether something (physical or chemical factors) did or did not have an effect. If observed and expected frequencies are in complete agreement with each other then the chi-square value will be zero. But it rarely happens in biological experiments. There is always some degree of deviation.
Example 5: In a chemical treatment, the patients were tested to see the effect of a potential hypertensive drug. The 50 patients were assigned to receive the active drug and other 50 the placebo at random. Their response to treatment was categorized as favorable or unfavorable (Rastogi, 2007 
Solution:
Step 1: Problem identification: The hypertensive drug has a significant effect or not.
Step 2: Data: Given in the ) proposes that the effect of dug is significant Step 4: level of significant =0.05 and Degree of freedom = (2-1) x (2-1) =1
Step 5: Calculation of expected frequency for each by using following formula: Expected frequency ( )
Row total x Column total
Grand total E = Step 6 calculation of the difference between the observed and expected (0-E) values: Unfavourable Favourable 41-28.5 =12.5 9-21. 5 =12.5 16 -28.5 = 12. 5 34-21.5 =12.5
Source: Rastogi, 2007. Step 7 was not used because the degree of freedom for the above problem is 1 since it is a 2x2 contingency table. We actually approximated the theoretical chisquare distribution (which is continuous) because we calculated the chi-square statistic, 2 χ , from the observed frequencies which is discrete in nature (Oyeka,1996) .This method is called Yates correction for continuity.
Step 8 χ . Therefore, the null hypothesis is rejected. The conclusion is that the hyper drug has significant effect.
MEASURES OF DIVERGENCE FROM NORMALITY
Most statistical procedures involve the deviation of outcome variable from the normal distribution curve. These divergences can be studied by skewness and kurtosis. When the frequency distributions of the outcome variable, is asymmetrical, the distribution is known as skewed. Data may be skewed to the left or right. In normal distribution curve, skewness is zero. In skewed curve; mean, median and mode do not fall in the middle of the normal distribution curve and the skewness is called negative or positive respectively. Several instances are available in biomedical sciences where frequency distribution is skewed. Take the case of population density, which increases exponentially but not in time (Rastogi, 2007) . In the same manner, kurtosis is the relative flatness or peakedness of the frequency curve. According to kurtosis, the frequency curves can be platykurtic curve (when the frequency distribution curve is flatter than the normal bell shaped curve), Leptokurtic curve (when the frequency distribution curve is more peaked than the normal bell shaped curve) and Mesokurtic curve (i.e. the normal bell-shaped distribution curve).
POWER
In many statistical procedures, power is seen as the ability of the research design to defect relationships among variables. Precision contributes to the power of a design. Power is also increased when a large sample is used. One other aspect of a powerful design concerns the construction or definition of the independent variable. For both statistical and theoretical reasons, results are clearer and more conclusive when the differences between groups that are being compared are large. The aim here is to maximize group differences on the dependent variables by maximizing differences on the independent variable. In other words, the results are likely to be more clear-cut if the groups are as different as possible. This advice is more easily followed in experimental than in nonexperimental processes. In experiments, the investigator can devise interventions that are distinct and as strong as time, money, ethics, and practicality permit. However, even in non experimental processes, there are frequently opportunities to operationalize the independent variables in such a way that power to detect differences is enhanced (Denise and Bernadette, 1995) .
POWER ANALYSIS
Many published and unpublished studies in biomedical sciences result in non significant findings, that is, one or more of the researcher's hypotheses are not supported. Although standard statistical texts pay considerable attention to the problem of Type I errors (wrongly rejecting a true null hypothesis), little attention has been paid to Type II errors (wrongly accepting a false null hypothesis). Power analysis represents a method for reducing the risk of Type II errors and for estimating their occurrence. The statistician called the probability of committing a type I error as level of significance or alpha (α) while the probability of a type II error is beta (β), the complement of (I-β) is the probability of obtaining a significant result and is referred to as the power of a statistical test ( Eze et al., 2005; Denise and Bernadette, 1995 
That is, the test will fail in about 19.77% to correctly discriminate between H 0 and H 1 . In other words, the power of the test to yield a correct decision is given by 1-
In performing a power analysis, there are four components, at least three of which must be known to or estimated by the researcher or experimenter; power analysis solves for the fourth component. The four major factors are as follows:
1. The significance criterion and other things being equal, the more stringent this criterion, the lower is the power. 2. The sample size, n. As sample size increases, power increases. 3. The population effect size, gamma (γ). Gamma is a measure of how wrong the null hypothesis is, that is, how strong the effect of the independent variable is on the dependent variable in the population. 4. Power, or I -β. This is the probability of rejecting the null hypothesis. The two purposes for power analysis are to solve for the sample size needed in a study to increase the likelihood of demonstrating significant results and to determine the power of statistical test, after it has been applied.
SAMPLE SIZE
In most statistical procedures, the assumptions that must be made depend largely on the sample size available. For instances, if the sample size is quite large, then, as a result of the Central Limit Theorem (Parzen, 1960) , the normality assumption need not be made in many procedures. But if the sample size is relatively small, the normality assumption must be true for the results to be valid. A number of formulae have been devised for determining the sample size depending upon the availability of information. A few formulae are given below:
Where n= sample size, Z= value at a specified level of confidence or desired degree of precision. S= Standard deviation of the population, d= Difference between population mean and Sample mean.
Example 7: Determine the sample size if 6, δ = population mean = 25, sample mean =23 and the desired degree of precision is 99 percent (Gupta, 2001 
In the same manner, the sample size (n) can be determined from the formula for determining the standard error of mean i.e. More details regarding the determination of sample size are seen in Gupta (2001) and Khamis (1988) .
PARAMETER SPECIFICATIONS
Sometimes a statistical procedure makes assumptions about one or more parameters. For instance, in tests involving two or more populations, it may be required that the variance of the outcome variable be the same for all populations. There is a statistical test to help one make a judgment about the equality of variances and this is called hypothesis testing concerning two population variances -see hypothesis 10 in the next section.
In the one-way analysis of variance and linear regression analysis (see hypotheses 12
and 13 in the next section), the most common way to check assumptions is to study the residuals (the difference between the observed response and the response predicted from the model). These residuals can be used to check the normality assumption, the equal variance assumption, and even independent of the observations, depending on the available data. The details of residual analysis are beyond the scope of this article, but the interested reader is referred to McClave et al. (1997) .
Conclusion
In the standard statistics classes, students are told which statistical procedure to use for each kind of data analysis problem. For instance, to compare two population means, you may use the two-sample t-test to compare several means, you may use a oneway analysis of variance, to compare two variances, you may use an F-test, etc. An easy way to identify the correct statistical procedure for each of the more common data analysis problem is given by Khamis (1992) . However, it is emphasized in that article that each of the statistical procedures carries with it certain assumptions that must be verified before applying the procedure.
Many of the parametric procedures listed earlier are robust against violations of the assumptions (i.e. even if a given assumption is violated, the procedure provides approximately accurate results). For instance, the analysis of variance is robust against modest violations of the normality and equal variance assumptions. So, generally, one need not resort to the non-parametric procedure except when there are severe violations of these assumptions. If you are uncertain about which procedure to use in a given case (i.e., you are uncertain about the extent of the violation of a given assumption), you might try applying both the parametric (one-way analysis of variance) and the non-parametric (Kruskal-Wallis) tests to the data set. If the results agree, or approximately agree, then the conclusion can be made with no inconsistencies. If the results clearly disagree, further analysis of the data is required, to discover the reason for the inconsistency (Zar, 1996) .
It may seem that the basic assumptions attached to the various statistical procedures are prohibitive (i.e. very few data sets would qualify for the given procedure) or artificial. However, in practice, the standard statistical procedures cover an enormous number of data analytic problems, especially given that they are applicable even when violations of the assumptions occur. Only when the violations are severe does one need to resort to alternative approaches. For instance, in the case of the normality assumption, as long as the sample data are unimodal with no extreme outliers, the parametric procedure is probably adequate (Prabhakara, 2006) .
Many of the tests listed earlier involve a cut-off of 30 for the sample size. That is, the nature of the assumptions in these instances depends on whether the sample size falls below 30. This cut -off value is determined by the central limit Theorem as a good criterion for these tests. Although many data sets in biomedical research tend to be well behaved distribution ally, it is still important to check the validity of many assumptions associated with the statistical test procedure to be applied. By doing so, and modifying the approach to the data analysis accordingly, reliable and accurate rate conclusions can be made from your data, and misleading or incorrect results can be minimized.
Whenever working with research data, it is a good idea to consult with an applied statistician or biostatistician to ensure that the handling of the data and experimental design is done properly.
