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МОДЕЛИРОВАНИE ПРОЦЕССА ОБУЧЕНИЯ НА ОСНОВЕ КЛАСТЕРНОГО ПОДХОДА                     
 
Представлен способ моделирования управляющей реакции «электронного» учителя на основе техники 
кластеризации с использованием дискриминаторной функции. Рассматривается система обучения, где роль 
преподавателя выполняет компьютерная программа. Поведенческая модель задается как множество таблиц. В 
каждой таблице описывается одна реакция; столбцы таблицы соответствуют переменным состояния системы, 
причем последний столбец определяет реакцию в данной ситуации с нечеткой мерой, характеризующей, 
например, ее релевантность (соответствие ситуации). Для каждого типа реакции используется отдельная таб-
лица. Например, такими реакциями могут быть: «усложнить пример», «поднять эмоциональный фон», «опро-
сить любого ученика», «дать дополнительное объяснение» и т.п.  В колонке «управляющая реакция» каждой 
таблицы записываем число от 0 до 1 (крайние значения: не выдавать реакцию (0) и выдать реакцию (1)). Та-
ким образом, в каждой таблице имеется, по сути, два кластера, условно назовем их 0-кластер и 1-кластер. 
Выбор реакции зависит от того, к какому кластеру следует отнести данный набор текущих переменных си-
стемы. При этом мы допускаем выдачу нескольких реакций одновременно при условии, что они не исключа-
ют друг друга. Описанная таким образом задача относится к задаче нечеткой классификации. Мы излагаем 
оригинальный метод ее решения, специфика которого состоит в достаточно простом математическом аппара-
те и наличии множества обучающих таблиц.  
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MODELLING A LEARNING PROCESS ON THE BASIS OF CLUSTERIZATION APPROACH                     
 
 
An approach to model a control reaction of the electronic tuitor on the basis of clusterization technique with ap-
plication of disriminatory function is given. A learning system with electronic teacher is considered with a computer 
program replacing human-tuitor. The behavioral knowledge base is represented as a set of tables. Each table is used to 
define one reaction and contains the columns standing for the system state variables with one column representing the 
tuitor reaction in the corresponding system state and is assigned with a fuzzy value estimating the reaction relevancy. 
As the examples of reactions there may be the following ones: «make example more complex», «raise emotional lev-
el», «ask anybody a question», «give additional explanation» etc.  The reaction level is represented with a value from 
0 to 1 with boundary levels: 0 – do not produce a reaction and 1 – make a reaction. Thus, each table defins by essense 
two clusters, conditionally called 0-cluster and 1-cluster. The final solution depends on the cluster selected from each 
table. We admit even a possibility to select more than one reaction provided that selected reactions are not mutually 
exclusive. The total problem formulated hereto represents a kind of a fuzzy clusterization. We present an original and 
quite a simple approach to its solution taking into account a number of behavioral tables.   
 
Key words: electronic learning, cluster, the shortest distance, fuzzy recognition. 
 
  
Введение.  В статье излагается техника 
принятия управленческих решений, использу-
ющая множество обучающих таблиц. Каждая 
таблица описывает один тип реакции как нечет-
кую переменную. Для всех таблиц определено 
множество условий взаимоисключения, так что 
в конечном итоге допускается одновременно 
выдача нескольких реакций, но при условии их 
совместимости. Данная статья развивает подход 
к моделированию обучения, описанный в рабо-
тах [1  4], внося в него новые представления и 
теоретические решения. Подход можно исполь-
зовать не только для моделирования обучения, 
но и для применения в других сферах: элек-
тронном мэнеджменте, управлении беспилот-
ными транспортными средствами, электронной 
медицине и др. В основе описываемого подхода 
лежит использование поведенческих таблиц (по 
сути, обучающих таблиц или таблиц решений 
[5]). Поведенческая таблица содержит столбцы 
соответствующие переменным состояния си-
стемы. Значениями в столбцах являются соот-
ветствующие значения переменных состояния. 
Последний столбец определяет управляющую 
реакцию на данное состояние. Поскольку 
управляющих реакций может быть несколько, 
то число поведенческих таблиц в общем случае 
превосходит одну. Рассматриваемая в статье 
задача состоит в выборе управляющей реакции 
(реакций) на текущую наблюдаемую ситуацию. 
Имеет место следующая специфика задачи. Во-
первых, поведенческая таблица не должна быть 
противоречивой, т.е. для одного и того же со-
стояния не может быть реализовано две и более 
взаимоисключающих реакций. Однако, допус-
кается, что из нескольких поведенческих таблиц 
производится выбор нескольких различных ре-
акций, некоторые из которых образуют несов-
местные пары. Таким образом, дополнительным 
нюансом в общей задаче является финальная 
выборка окончательного множества реакций с 
учетом условий их совместности. Эта задача, в 
действительности, является хорошо разработан-
ной задачей булевского программирования с 
алгоритмом решения, предложенным Э. Бала-
шем [6].  Во-вторых, каждая переменная состо-
яний должна иметь (нечеткое) значение в каж-
дой строке таблицы. При этих ограничениях 
специфика задачи далее состоит в указании для 
управляющей реакции нечеткой меры релевант-
ности. Значение этой меры выставляется чело-
веком-экспертом, хорошо владеющим предмет-
ной проблематикой.  В связи с реализацией рас-
сматриваемого подхода отдельно стоит вопрос о 
формировании системных переменных (крите-
риев). Этот вопрос представляет вполне само-
стоятельную и нередко сложную задачу. Для его 
решения следует определить критерии, значе-
ния которых используются в качестве систем-
ных переменных, а также способы оценки кри-
териев [7]. Например, как оценить критерий: 
«аудитория воспринимает материал безразлич-
но»? Ясно, что оценку степени безразличия 
можно составить только из визуального наблю-
дения за аудиторией, т.е. за каждым учеником в 
отдельности. Признаком безразличия будет от-
сутствие взгляда на экран, где демонстрируется 
учебный материал. Таким образом, нужно уметь 
оценивать направление зрачков, а это предпола-
гает распознавание лиц и глаз обучаемых при 
сканировании аудитории камерой наблюдения. 
Разумеется, вопросы оценки критериев специ-
фичны для каждого приложения и требуют са-
мостоятельного изучения.  
Основная часть.  Пусть дана поведенческая 
таблица, описывающая реакцию «поднять эмо-
циональный фон». 
  
Таблица 1. Поднять эмоциональный фон  y1 
 x1(активность) x2(однообразие) y1 
1 1 0.3 0.1 
2 0.6 0.4 0.7 
3 0.6 0.8 0.2 
4 0.5 0.3 0.7 
5 0.7 0.5 0.1 
6 0.8 0.8 0.4 
7 0.3 0.7 0.9 
 
Интерпретация этой таблицы достаточно оче-
видна: чем меньше активности со стороны обу-
чаемых и чем больше монотонность (однообра-
зие) материала, тем больше необходимость в 
поднятии эмоционального фона. Это можно 
сделать, например, демонстрацией ролика или 
проигрыванием аудиофайла с интересной со-
держательной историей по теме изложения.    
Предположим, далее, что текущая ситуация 
характеризуется следующим набором значений 
переменных состояния: x1 = 0.4; x2 = 0.3. Каково 
значение y1? Рассмотрим технику получения 
ответа на основе кластеризационного подхода. 
Для построения кластеров будем привлекать 
дискриминаторные функции [8].  В простейшем 
случае дискриминаторная функция является ли-
нейной. Отыскание коэффициентов линейной 
модели можно реализовать путем решения си-
стемы линейных алгебраических неравенств, 
составленных по данным обучающей таблицы. 
В случае невозможности получения линейного 
представления можно использовать обучение 
нейронной сети или механизм нелинейной ре-
грессии [9]. Вопрос построения математической 
модели по эмпирической таблице может ре-
шаться с разных позиций. Мы опускаем его, 
имея в виду технический характер этого вопро-
са. У нас имеется два кластера:  y1 = 0 (истин-
ный кластер)  и  y1= 1 (ложный кластер). В 1-
кластере не предусмотрено управляющее воз-
действие, связанное с поднятием эмоционально-
го фона. В 0-клаастере, напротив, следует неко-
торым образом поднять эмоциональный фон. 
Таблицу 1 нужно перестроить так, чтобы были 
представлены оба кластера. Это сделать не-
сложно, если иметь в виду, что отрицание не-
четкой меры принадлежности дает нечеткую 
меру принадлежности к дополнительному кла-
стеру: 
(x) = 1  (~x), 
где знак ~ означает операцию отрицания. Полу-
чаем следующую таблицу 
 
 
Таблица 2. Указание кластеров 
 x1(активность) x2(однообразие) y1 кластер 
1 1 0.3 0.1 Истина 
2 1 0.3 0.9 Ложь 
3 0.6 0.4 0.7 Истина 
4 0.6 0.4 0.3 Ложь 
5 0.6 0.8 0.2 Истина 
6 0.6 0.8 0.8 Ложь 
7 0.5 0.3 0.7 Истина 
 8 0.5 0.3 0.3 Ложь 
9 0.7 0.5 0.1 Истина 
10 0.7 0.5 0.9 Ложь 
11 0.8 0.8 0.4 Истина 
12 0.8 0.8 0.6 Ложь 
13 0.3 0.7 0.9 Истина 
14 0.3 0.7 0.1 Ложь 
 
Первая строка таблицы 2 
 
 x1(активность) x2(однообразие) y1 кластер 
1 1 0.3 0.1 Истина 
означает, что если активность x1  = 1 (высокая)  
и однообразие x2 = 0.3 (низкое), то имеем 1-
кластер, в котором релевантность операции 
«поднять эмоциональный фон» низка (y1 = 0.1).  
    Вторая строка 
 x1(активность) x2(однообразие) y1 кластер 
1 1 0.3 0.9 Ложь 
читается иначе: «если активность x1  = 1 (высо-
кая)  и однообразие x2 = 0.3 (низкое), то имеем 
0-кластер, в котором релевантность операции 
«поднять эмоциональный фон» высока (y1 = 
0.9). 
   Для таблицы 2 определяем линейную дискри-
минаторную функцию, отделяющую один кла-
стер от другого: 
              F = 0.98  x1 + 0.9x2  1.5y1             (1) 
В рассматриваемом примере мы использовали 
Excel и надстройку  «Поиск решения» для со-
ставления и решения системы линейных нера-
венств для определения коэффициентов дис-
криминаторной функции. Заметим попутно, что 
отыскиваемое решение будет тем точнее соот-
ветствовать задаче исследования, чем полнее 
представлена поведенческая таблица (т.е. чем 
больше ситуаций она «схватывает»). Считаем 
нужным также обратить внимание на возмож-
ность использования техники планирования 
эксперимента для определения числа состояний 
и их значений в каждой поведенческой таблице. 
    Если значение дискриминаторной функции на 
данном наборе значений переменных состояния 
больше 0, то имеем кластер «Истина», в про-
тивном случае – кластер «Ложь». Для входного 
набора x1 = 0.4; x2 = 0.3 нам не известно значе-
ние нечеткой меры  y1. Будем опираться на под-
ход, использованный в работе [10], который 
здесь мы существенно упрощаем. Пограничное 
значение y1  легко отыскать из уравнения 
       
           F = 0 = 0.98  0.4+0.9∙0.3  1.5y1        (2) 
 
Отсюда находим: y1 = 0.56. Итак, кластер «Ис-
тина» имеет граничную меру  y1 = 0.56. Имеем 
для кластера «Ложь» ~y1 = 0.44 < 0.56 и, следо-
вательно, повышаем эмоциональный уровень 
аудитории. Пусть входные значения таковы: x1 
= 0.8; x2 = 0.0. Тогда y1 = 0.12. Вопрос о повы-
шении уровня эмоциональности изложения ре-
шается в этом случае отрицательно. 
     Теперь остается рассмотреть вопрос о взаим-
ном исключении управляющих решений.  
     Отношения взаимоисключения управленче-
ских решений передаются системой логических 
уравнений. Для простоты изложения рассмот-
рим следующую систему управленческих реше-
ний: 
y1 = «повысить эмоциональный фон»; 
y2 = «усложнить тест»; 
y3 = «дать дополнительное объяснение»; 
y4 = «рассмотреть новый пример». 
     Будем считать, что несовместимы следую-
щие пары управленческих решений: (y1, y2), 
(y1,y3), (y1, y4), (y2, y3), (y2, y4). 
     Далее допустим, что определены меры ис-
тинности управленческих решений: 
(y1) = 0.6, (y2) = 0.8, (y3) =0.4, (y4) =0.7. 
     Сформулируем задачу оптимизации в следу-
ющем формальном виде 
 
zi∙ (yi) max, 
zi + zj ≤ 1, если решения yi и yj несовместимы; 
zk {0,1}, 
(yk)  0.5. 
 
В нашем случае имеем 
 
0.6z1 + 0.8z2 + 0.7z4   max, 
z1 + z2 ≤ 1, 
z1 + z4 ≤ 1, 
z2 + z4 ≤ 1. 
 
Данную задачу можно решить методом Э. Ба-
лаша. Решение в нашем случае тривиально: y2 = 
1, т.е. нужно выбрать управление y2, а осталь-
ные управления игнорировать. 
Заключение. Вычислительная сложность 
изложенного метода весьма низка, если не при-
нимать во внимание решение задачи булевского 
программирования методом Э. Балаша. Дей-
ствительно, дело сводится к отысканию корня 
единственного линейного уравнения. Что каса-
ется метода Балаша, то следует иметь в виду 
ограниченное число управляющих воздействий 
для многих практических задач рассматривае-
мого класса. Число переменных определяется 
одним-двумя десятками, так что решение можно 
искать полным перебором. Как следствие, об-
щая эффективность предлагаемого подхода за-
висит не столько от размерности, сколько от 
качества информации в обучающих поведенче-
ских таблицах. Последнее, как следует из мате-
риалов статьи, прямым образом зависит от спо-
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