In an attempt to understand the dynamical influence of the earth's topography upon the large-scale motion of the atmosphere, the system of "shallow water" equations on the rotating earth is 
I.

Introduction
It has been recognized that the earth's atmosphere is influenced by the condition of the earth's surface. As far as the large-scale motion in the atmosphere is concerned, its influence appears to depend upon (1) the distribution of continents and oceans and (2) the large-scale topography of the earth's surface.
The first factor may appear as a thermal influence upon the motion due to the temperature contrast between the air over the lands and the air over the seas. The second factor, on the other hand, may be considered as a dynamical nature.
It was discussed by Charney and Eliassen (1949) , Bolin (1950) and others (see References) that mountain barriers of the size of the Himalayas and the Rockies play an important role in determining the positions of the semi-permanent high-level troughs and ridges in the westerlies. Their argument is based on the observation that certain basic characteristics of the flow patterns at upper levels in the northern hemisphere do not change essentially from summer to winter, in spite of the reversal in the thermal contrast between the continents and oceans.
In an attempt to understand the dynamical influence of mountain barriers upon the atmospheric flow patterns in a more direct way, a series of laboratory experiments were conducted at the University of Chicago (Hydrodynamic Laboratory) by Long (1951), Long (1952) , Fultz and Frenzen (1955) and Frenzen (1955) . They investigated nearly two-dimensional motions of homogeneous fluid around obstacles in a rotating hemispherical shell using the apparatus shown in Figure 1 . The equipment consists of two concentric hemispheres of mean radius 10 cm, rotating together about a vertical axis. The distance between the shells is about 1.6 cm and the space is filled with water up to the equator. . . An easterly current, however, does not oscillate and is little disturbed by the obstacle, . . ."
In this study, a set of three partial differential equations which govern the motion of fluid past an obstacle is integrated numerically under prescribed initial and boundary conditions. It is hoped that such a numerical experiment would aid in our understanding of the dynamical effect of large-scale topography upon the motion of the atmosphere. We are concerned with finite-amplitude and time dependent motions rather than small-amplitude and steadystate motions as considered by most of the previous investigators on this subject. Asai and Nitta (1963) have attempted a numerical integration of the primitive equations for a barotropic model including topography, but they have not integrated the equations long enough to demonstrate clearly the effects of topography upon the atmospheric flow patterns.
Basic equations and boundary conditions
We consider an incompressible, homogeneous, hydrostatic and inviscid atmosphere. The motion of this fluid may be described by the following well-known "shallow water" equations, __L k+(2.1)
(2.
3)
The two space variables x and y are cartesian coordinates directing toward the east and the north, respectively. The x-y plane is the "beta-plane," namely the Coriolis parameter f , representing 2wo Sin G , with CA) denoting the angular velocity of the earth and 9
the latitude, is a function of y only. In (2.1) -(2.3), LA., I denote the x , y components of the fluid velocity; _k is the height of the free surface of the fluid; H is the height of an obstacle which is a function of both x and y ; and denotes the acceleration due to gravity and , time. which is a fixed rectangular region with sides parallel to the coordinate axes. The northern and southern boundaries are "solid"
walls.
The flow is periodic in the east-west direction with a period equal to the distance L between the east and west boundaries.
A circular obstacle is placed at the bottom in the middle of the domain. As seen in Figure 4 (b), which is a cross section view of the flow, the bottom is flat outside of the mountain region. The top of the fluid is a free surface.
In summary, the boundary conditions for (2.1) to (2.3) of the problem are prescribed so that:
(1) the y-component of the velocity vanishes for all time along the northern and southern boundaries;
(2) 1A, iT and f are periodic in the space variable x with a period equal to the distance between the east and west boundaries.
Initial conditions
It is well-known that, in the absence of mountains, Eqs. where CL is a mean radius of the earth (= 6370 km). Table 1 shows the critical slope of the "geostrophic" mountain given by (3.3) at different latitudes for a mean height of the atmosphere L = 8 km. 
Here,7
and 71 denote the x and y components of the specific momentum, T is the thickness of the fluid above the mountain.
The two-step Lax-Wendroff integration scheme proposed by Richtmyer (1963) where is the magnitude of the largest possible flowvelocity and is the maximum height of the free surface in the fluid (see Richtmyer, 1963) . Stability of the two-step Lax-Wendroff scheme including the Coriolis term should be referred to an article by Houghton, Kasahara and Washington (1965) .
Special treatments are made at the northern and southern boundaries. There, the y-component of the velocity L/ must vanish for all time, but the x-component of the velocity 1C and the height it are computed from (4.3). In those equations, /xFr is evaluated using the centered difference but 61.T is approximated by the first-order uncentered difference using the grid values on the boundary and the point next to the boundary point at the same x-coordinate in the integration domain. The accuracy of this type of boundary condition can be improved by using a higher-order uncentered differencing. We have tried the use of the second-order boundary condition for a similar problem satisfactorily, and the second-order boundary condition seems to produce a better result than the first-order boundary condition (as it should be!). However, for a long-term integration, the computations with the second-order boundary condition tend to be more unstable than those with the first-order condition, in the sense that purturbations on the boundaries sometimes grow with respect to time, though very slowly. It seems that the use of the first-order condition is not only satisfactory from the standpoint of accuracy, but also is more stable, computationally.
Numerical data for computations
The integration domain is a rectangular lattice of equal grid
The sides have lengths of L and W in the x and y directions, respectively. The origin of the x and y coordinates is taken at the center of the domain.
The form of mountain studied here is circular and parabolic which is expressed by
where Ha : the maximum height of the obstacle. Of course the initial height field is not identical to the one in Case A owing to the latitudinal variation of the Coriolis parameter, but the difference is rather small to be significant in this case. 
Theoretical considerations
In this section, we shall attempt to give some explanations for several unique features in the numerical results described in the last section. As we mentioned in section 3, the flows generated by the obstacle are quasi-geostrophic in character. A solution which is proportional to COS 7~'-x[ ik(X-Ct)
satisfies both the boundary condition (the y-component of geostrophic wind vanishes along the northern and southern boundaries) and the homogeneous part of (7.1), if the phase velocity satisfies the following frequency equation
which is known as the Rossby-Haurwitz wave formula (see Rossby and Collaborators, 1939 ; Rossby, 1949; and Haurwitz, 1940a) . In (7.2), Q( = 7t /L and k==27t./LX where L. is the half wavelength of the disturbance in the y-direction and L.x is the full wavelength in the x-direction. As we have seen in the evolution of height deviation fields, only a single mode predominates in the y-direction in most cases.
Therefore, we shall assume that L. 1 . is equal to the width of the channel W . In the x-direction, let us denote Ly
where L is the length of the channel between the east and west boundaries and then j becomes the number of waves appearing in the channel. where CL is a mean radius of the earth, the stationary condition of (7.2) can be written as
The quantity on the left-hand side of (7.3) is the ratio of the fluid's relative velocity to the absolute velocity of the obstacle at latitude 0.
We shall refer to this ratio (R as the kinematic Rossby number after Long, Fultz and Frenzen (loc. cit.) .
Since the center of the obstacle is located at 45 N, we chose Q = 45 0
Using the numerical values (5.1) as discussed in section 5, we calculated the values of R. for various values of as listed in Table 2 (a).
On the other hand, in Table 2 In Figure 10 , the ordinate, j , shows the number of waves plotted against the various values of the kinematic Rossby number R , (abscissa) as shown in Table 2 (a). The vertical arrows show the observed ranges of for a given value of fR as listed in Haurwitz wave formula (Haurwitz, 1940b) . It is interesting to note a general agreement between the results of the laboratory experiments and the present numerical experiments in spite of simplifications introduced in the numerical model.
Next we shall attempt to give an explanation of why the differences exist between the characteristics of the westerly and easterly flows past the obstacle as observed in the numerical experiments. In the steady state, (7.1) reduces to + *.-Now&H.
(7.4)
The solutions of equations similar to (7.4) have been discussed by Stewart (1948) , Charney and Eliassen (1949) , Bolin (1950) and others.
However, these authors studied only the case of LA O0 , westerly flows. Here we shall consider a more general case including S 0 , easterly flows. To simplify the analysis, it is assumed that the channel is extended to the plus and minus infinity in the x-direction taking the origin of the coordinate at the center of the mountian. where (X , 'I S, ) is the Green's function which is given as follows:
Class 1, (" 0 .
(7.8)
The form of the Green's function suggests that (7.7) is a wavelike solution.
Class 2, 0 < 0. (7.9) where the plus sign is for < and the minus is for
COS()7 CQ6S( )
The form of the Green's function indicates that (7.7) shows an exponentially decaying solution. Table 3 . Table 3 The values of 3) against various values of U . where .
UL (m/s)
---, the critical modal number which is derived by setting 07 = 0. Table 4 shows the value of )c for various intensities of LL and the numerical data (7.10). A relationship similar to (7.11) was also pointed out by Magata (1957) . Table 4 The critical modal number Yc versus The inequality (7.11) indicates that the perturbations whose modal number is larger than rc are not of wave type, but of exponentially decaying type. From Table 4 , it is seen that for LL = 40 m/sec, only the perturbations with a single mode in the y-direction are expected to appear as wave type (as observed in Case A in Section 6).
On the other hand, for (U = 8 m/sec, the perturbations with one, double and triple modes can appear as wave type solutions, and therefore the development of a small-scale pattern in the y-direction can be expected (as observed in Case D).
Conclusions
The study was made to clarify the dynamical effect of the earth's topography upon the large-scale motion of the atmosphere.
The model is based upon the barotropic equations in Eulerian form.
The results of the numerical integrations demonstrate that:
(1) The use of the stationary solutions (3.1) as the initial conditions of the problem yields quasi-geostrophic motions in the presence of mountains in the model. 
