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STBC-Schemes With Nonvanishing Determinant for Certain Number of Transmit Antennas
Kiran T., Student Member, IEEE, and B. Sundar Rajan, Senior Member, IEEE Abstract-A space-time block-code scheme (STBC-scheme) is a family of STBCs ( ) , indexed by the signal-to-noise ratio (SNR) such that the rate of each STBC scales with SNR. An STBC-scheme is said to have a nonvanishing determinant if the coding gain of every STBC in the scheme is lower-bounded by a fixed nonzero value. The nonvanishing determinant property is important from the perspective of the diversity multiplexing-gain (DM-G) tradeoff: a concept that characterizes the maximum diversity gain achievable by any STBC-scheme transmitting at a particular rate. This correspondence presents a systematic technique for constructing STBC-schemes with nonvanishing determinant, based on cyclic division algebras. Prior constructions of STBC-schemes from cyclic division algebra have either used transcendental elements, in which case the scheme may have vanishing determinant, or is available with nonvanishing determinant only for two, three, four, and six transmit antennas. In this correspondence, we construct STBC-schemes with nonvanishing determinant for the number of transmit antennas of the form 2 3 2 2 3 , and ( 1) 2, where is any prime of the form 4 + 3. For cyclic division algebra based STBC-schemes, in a recent work by Elia et al., the nonvanishing determinant property has been shown to be sufficient for achieving DM-G tradeoff. In particular, it has been shown that the class of STBC-schemes constructed in this correspondence achieve the optimal DM-G tradeoff. Moreover, the results presented in this correspondence have been used for constructing optimal STBC-schemes for arbitrary number of transmit antennas, by Elia et al..
Index Terms-Cyclic division algebra, diversity-multiplexing gain (DM-G) tradeoff, multiple-input multiple-output (MIMO) channel, nonvanishing determinant, number field, space-time block code (STBC), STBC-scheme.
I. INTRODUCTION AND MATHEMATICAL PRELIMINARIES
A quasi-static Rayleigh-fading multiple-input multiple-output (MIMO) channel with n t transmit and n r receive antennas is modeled
where Y Y Y n 2l is the received matrix over l channel uses, X X X n 2l is the transmitted matrix, H H H n 2n is the channel matrix, and W W W n 2l is the additive noise matrix, with the subscripts denoting the dimension of the matrices. The matrices H H H n 2n and W W W n 2l have entries which are independent and identically distributed (i.i.d.), complex circularly symmetric Gaussian random variables. The collection of all possible transmit codewords X X X n 2l forms a space-time block code (STBC).
While most of the initial STBC constructions in the literature concentrated either on codes with maximum diversity alone [1] - [10] codes with maximum possible data rate alone [11] , [12] , the work by Zheng and Tse [13] shows that both diversity as well as data rate can be simultaneously achieved, albeit with a tradeoff between them. An optimal diversity multiplexing-gain tradeoff (DM-G) curve for the richly scattered Rayleigh-fading quasi-static MIMO channel is presented, which can be used to evaluate the performance of any coding scheme. To be more precise, if pout (R) denotes the outage probability of the MIMO channel at a rate R bits/s/Hz, then the DM-G tradeoff of a MIMO quasi-static Rayleigh fading channel is the curve (r; d 3 (r)), where
is the maximum diversity gain achievable at a rate R = r log . The normalized rate of transmission r is called the multiplexing gain.
When l nt + nr 0 1, the optimal DM-G tradeoff curve is d 3 (r) = (n t 0 r)(n r 0 r) at integral values of r; with the d 3 (r) at nonintegral intermediate values of r being obtained by linear interpolation through the integral ones. For the case l < n t + n r 0 1, the optimal DM-G tradeoff is not known and it is only shown that d 3 (r) (n t 0r)(n r 0 r), an upper bound for the optimal DM-G curve.
In order to evaluate the performance of any code against the fundamental DM-G tradeoff of the channel, the rate of the code R must scale with signal-to-noise ratio (SNR). Therefore, the DM-G tradeoff performance is defined not for a single STBC, but for an STBC-scheme: a family of STBCs fC( )g, indexed by the SNR value such that the rate of C( ) which is denoted as R( ), scales with SNR. An STBC-scheme is said to achieve a multiplexing gain r and a diversity gain d if (1) where P e denotes the probability of codeword error. An STBC-scheme is said to achieve the optimal DM-G tradeoff (or DM-G tradeoff optimal) if (r; d) = (r; d 3 (r)) for all possible values of r.
Remark 1:
From the pairwise error probability (PEP) point of view, it is well known [14] that the performance of a space-time code at high SNR is dependent on two parameters: diversity gain and coding gain. Diversity gain is the minimum of rank of the difference matrix X X X n 2l 0 X X X 0 n 2l , for any X X X n 2l 6 = X X X 0 n 2l 2 C, also called the rank of code C. When C is full rank, the coding gain is proportional to the determinant of X X X n 2l 0 X X X 0 n 2l X X X n 2l 0 X X X 0 n 2l H .
Notice that the definition of diversity gain by Zheng and Tse deviates from the classical definition of diversity as the exponent of SNR in the PEP. Instead, it is defined as the exponent of SNR in the actual codeword error probability P e . Further, the DM-G analysis being an asymptotic (in SNR) analysis, it captures only the exponent of SNR disregarding any constant multipliers. These constant multipliers which play a crucial role (analogous to the coding gain of PEP) when comparing the actual codeword error performance, have no role as far as DM-G tradeoff is considered. Thus, it is possible that two n t 2 l STBC-schemes are both DM-G tradeoff optimal, yet differ in the actual codeword error performance. Our focus in this correspondence is only DM-G tradeoff and not the true codeword error performance.
Among the various methods of construction, codes from division algebra [9] and the threaded-algebraic space-time (TAST) codes [10] seem to be the only known systematic methods for constructing the fullrate, full-rank codes for arbitrary number of transmit antennas. Similar to the Alamouti code [1] which can be described by a 2 2 2 matrix with two complex variables and their conjugates, these codes can be described by a design which is defined as follows. If the design has full rate, then the STBC so obtained is said to be a full-rate code.
For codes that can be described using a design over , a simple way of building an STBC-scheme is to have a family of signal sets S( ) and then C( ) is obtained by allowing the variables in the design to draw values from the signal set S( ).
The work by Zheng and Tse has now opened up an important research problem, which is the construction of STBC-schemes that are optimal in the sense of achieving the optimal DM-G tradeoff [15] - [17] . In [18] , the authors only prove the existence of lattice-based STBCschemes that achieve optimal DM-G tradeoff for l n t + n r 0 1 and in [13] it is shown that the STBC-scheme based on the Alamouti code [1] is optimal for n r = 1, but falls short of the optimal DM-G tradeoff for n r = 2. For n t = n r = l = 2, there are two schemes that have been proved to achieve the optimal DM-G tradeoff: the tilted-QAM code [15] and the "Golden code" [19] . The proof for the former in [15] actually shows that the scheme achieves the upper bound of the optimal DM-G curve, thus proving that the upper bound given by Zheng and Tse (when l < n t + n r 0 1) is the actual tradeoff curve for n t = n r = l = 2. The DM-G optimality of Golden code is proved in [20] , where the authors give certain bounds on the achievable DM-G of few existing STBC-schemes, including the ones from cyclic division algebras for two, three, and four transmit antennas in [21] . In all these proofs, the authors make use of the fact that the coding gain of any of the codes C( ) in the scheme does not fall below a certain positive value i.e, there exists a value d min 6 = 0 such that the coding gain of all the codes C( ) in the scheme is at least equal to d min . Schemes with this property are said to have a nonvanishing coding gain, and for schemes that are obtained using a design over , having a nonvanishing coding gain is equivalent to saying that the determinant of the design is always lower-bounded by d min , irrespective of the values that the variables draw from . In the rest of this correspondence, STBC-schemes from designs with this property are said to have a nonvanishing determinant.
In summary, the known results on the DM-G tradeoff imply that, for a nt = nr = l = 2 STBC-scheme employing M -QAM signal sets, having a symbol rate equal to 2 and a nonvanishing coding gain is sufficient to achieve the optimal DM-G tradeoff. For n t > 2, such a result is not known. However, the results in [20] do indicate that STBCschemes employing M -QAM signal sets, with symbol-rate equal to n t and having the nonvanishing coding gain is sufficient to achieve a part of the optimal DM-G tradeoff curve. In particular, they achieve (r; d 3 (r)) for r in the range min(n t ; n r ) 0 1 r min(n t ; n r ):
This is the motivation for the constructions that will be presented in this correspondence. Our aim is to give a general technique for constructing STBC-schemes for n t 2, with nonvanishing coding gain and symbol rate equal to n t . Recently, few codes with these properties have been constructed in [19] , [21] , [22] , but the focus in these papers is only on improving the coding gain (and hence the true codeword error probability), and not on the DM-G tradeoff. The fact that these codes achieve part of the DM-G tradeoff is the result by Elia et al. in [20] . It seems to us that the technique used in [19] , [22] is different from the one used in [21] (this will be made precise in a subsequent subsection). The construction in [21] is more in-line with [9] , the only difference being the choice between an algebraic number in [21] against a transcendental number in [9] . While a transcendental number has been used for constructing cyclic division algebra of arbitrary degree in [9] , the authors in [21] recognize that this may lead to a vanishing determinant code and hence propose to replace the transcendental element by an appropriate algebraic element without loosing the full-rank property. Although the authors of [21] discuss nonvanishing determinant codes from cyclic division algebra point of view, explicit code construction is only provided for few sporadic values of n t (for two, three, and four transmit antennas) and a general construction technique for such codes is not available.
In this correspondence, by using an appropriate representation of a cyclic division algebra over a maximal subfield as a design, we construct STBC-schemes with nonvanishing determinant for the number of transmit antennas of the form 2
where q is a prime of the form 4s + 3 and s is any arbitrary integer. In particular, we are able to construct STBC-schemes with nonvanishing determinant for n = 2 k (resp., n = 3 k ) transmit antennas, using the algebraic integer 2 + i (resp., 3 + ! 3 ) and a signal set family which is a collection of quadrature amplitude modulation (QAM) constellations (resp., a collection of finite subsets of the hexagonal lattice [! 3 ] ). Following the results of [20] , all these codes achieve part of the optimal DM-G tradeoff corresponding to min(nt; nr)01 r min(nt; nr).
In Fig. 1 , based on the vanishing/nonvanishing determinant property, we classify the various known STBC-scheme constructions from cyclic division algebra along with the STBC-schemes of this correspondence. The codes for two, three, and four transmit antennas constructed in [21] are obtained as a special case of our construction technique.
Remark 2 (Recent Results):
After submitting this correspondence, there have been some important recent developments on codes achieving the optimal DM-G tradeoff [24] , [25] . An extended analysis of the DM-G tradeoff is provided in [24] , where it is proved that codes with nonvanishing coding gain achieve the optimal DM-G tradeoff. In [25] , the authors have improved upon their previous results [20] and prove that nonvanishing determinant is a sufficient condition for full-rate STBC-schemes from cyclic division algebra to achieve the upper bound on optimal DM-G tradeoff; thus proving that the upper bound itself is the optimal DM-G tradeoff for any values of nt = l and nr. In particular, it has been shown that the class of STBC-schemes constructed in this correspondence for n t 2 f2 k ; 2 are all optimal. Moreover, in [25] , the results presented in this correspondence have been used for constructing STBC-schemes with nonvanishing determinant for arbitrary values of n t .
We emphasize that the determinant criterion which is based on the worst case PEP analysis at high SNR is insufficient to determine the true performance. More refined design criteria have been investigated for improving the performance [26] - [29] . However, as mentioned above, nonvanishing determinant is a sufficient criterion (with full rate) as far as the DM-G tradeoff is considered.
In the next subsection, we recollect the main principle used in [9] for constructing full-rate and full-rank STBCs from cyclic division algebra. [9] , [23] Let be a subfield of the complex field , and be a finite cyclic Galois extension of . A cyclic algebra D = ( = ; ; ) over the field is an algebra that has as the center ( = fx j dx = xd 8d 2 Dg) and as a maximal subfield, with the Galois group Gal( = ) = hi The division algebra D can be isomorphically embedded inside the ring of invertible n2n matrices GL(n; ), by a map that takes the element n01 i=0 z i ki to the matrix [9] k0 (kn01)
A. Space-Time Codes From Cyclic Division Algebras
Since is an nth-degree extension of , any element ki 2 can be expressed as ki = n01 j=0
fi;jtj , where ft0; . . . ; tn01g is a basis of over and f i;j 2 for all i; j. Therefore, using the above matrix representation over as a template, any element d 2 D can now be represented in the matrix form (4) at the bottom of the page. 
The set of all matrices of the type (4), with the n 2 elements fi;j 2 forms a division algebra. Using (4) as a rate-n design over , we can get a full-rank STBC for n transmit antennas by letting the n 2 variables take values from a signal set which is a finite subset of . Further, this code is called full rate, which means the symbol rate is n symbols per channel use since n 2 symbols f i;j ; 0 i; j < n 0 1 are transmitted in n channel uses. An STBC-scheme can be constructed using the above design by considering a family of signal sets that are subsets of .
Proposition 1: Let C be a full-rate STBC constructed from a cyclic division algebra ( = ; ; ) with codeword matrices of the form (4).
Then, the coding gain of the code C is equal to [30] .
Constructing a cyclic division algebra involves finding 2 satisfying condition (2) which is quite difficult. In [9] , the authors overcome this difficulty by choosing = , transcendental over which will ensure that ( ()= ();;) is a division algebra. While this method does yield full-rank STBCs, the coding gain given by the expression in Proposition 1 tends toward zero as the size of the signal set (any subset of ) keeps increasing. This was first observed by Belfiore et al. in [21] , where they are able to construct STBCs with nonvanishing determinant property for some specific values of n t (equal to 2; 3; and 4). In order to get nonvanishing determinant codes from cyclic division algebras, they propose the following.
1) The element satisfying condition (2) should belong to , the algebraic integer ring in .
2) The basis ft0;t1;t2; ...;tn01g of over must be an integral basis, i.e., t i 2 for all i.
3) The variables f i;j should take values from , which implies that the signal sets that can be used are subsets of the algebraic integer ring .
Since the algebraic norm map N = (1) maps an algebraic integer in to an algebraic integer in , these modifications will ensure that the determinant of the design (2) is an algebraic element in . If is a discrete subset of , then there exists d min ( ): the smallest Euclidean distance between any two elements of when viewed as complex numbers. In such a case, the above modifications together with Proposition 1 ensure that the STBC using design (4) and any subset of will have a nonvanishing determinant. Therefore, STBC-schemes obtained by a family of signal sets that are subsets of and the design in (4) will have nonvanishing coding gain.
In this correspondence, we continue with this setup and construct STBCs from cyclic division algebras satisfying all the modifications mentioned above. We give a technique for finding satisfying the condition in (2), using which it is possible to get STBCs for arbitrary number of antennas by simply replacing the transcendental element with a suitable for all the codes in [9] . Doing this alone will not ensure the nonvanishing determinant property because needs to be a discrete subset of which is not true for all . This, coupled with the difficulty that finite cyclic extensions of arbitrary number field are not well known, limits the number of transmit antennas for which we are able to construct STBC-schemes with nonvanishing determinant.
Remark 4 (Recent Result):
The choice of and basis ft i g would affect the actual performance of the code. As far as nonvanishing coding gain is considered, these need to satisfy the conditions mentioned above. The codes for n t = 2; 3; 4; and 6 transmit antennas in [19] , [22] satisfy these conditions and more (as indicated in Fig. 1 , these are not covered under the general construction technique that is proposed in this correspondence). These codes are now known as perfect STBCs [31] : a class of codes which need to satisfy the four requirements for nonvanishing determinant listed earlier and more (see [31] for details). For instance, an additional requirement is that jj = 1. These additional requirements ensure a very good error probability performance, but as far as DM-G tradeoff is considered, these do not give any additional benefits. They, in fact, turn out to be restrictive because perfect STBCs exist only for nt = 2; 3; 4; and 6.
The remaining part of this correspondence is organized as follows. In the next subsection, we develop the necessary background on the ideals and their factorization in number fields. The main theorem (Theorem 1) of this correspondence is proved in Section II and in Section III, we discuss few constructions of nonvanishing determinant STBC-schemes for various number of transmit antennas and illustrate them through examples.
B. Ideal Factorization in Number Fields: A Brief Overview
In this subsection, we briefly review some important concepts from the theory of algebraic number fields which are necessary for our purposes. A number field is a finite extension of the field of rationals and it is always of the form () for some algebraic integer . The set of all algebraic integers in form a ring, called the ring of algebraic integers, and is denoted by . In general, the ring is not a unique factorization domain (UFD) for an arbitrary , but it is always a Dedekind domain, which means that
• every prime ideal in is a maximal ideal, and • every ideal uniquely factorizes into a product of prime ideals. These are two important properties that we are going to exploit in the later sections. Further, every ideal in is generated by at most two elements, i.e., every ideal is of the form ha 1 ; a 2 i, for some a 1 ; a 2 2
. The sum of two ideals + , also called the greatest common divisor (GCD) of and , is the smallest ideal containing both the ideals. The ideals and are said to be coprime if + = . The product of two ideals is the ideal generated by all finite sums of the form i a i b i ; a i 2 and b i 2 . We use the notation a and hai interchangeably to mean the principal ideal generated by a 2 .
An ideal is said to divide ideal , if there exists another ideal such that = , alternately, if . If both these ideals are principal ideals, i.e., = hai, = hbi for some a; b 2 , then the ideal division dividing is equivalent to the element a dividing b. and k i k = k k f for all i = 1; 2; . . . ; r. A prime of the form in Lemma 1 is said to be inert in , otherwise, we say it either ramifies (or is ramified) in when e i > 1 for some i = 1; 2; . . . ; r or splits in when ei = 1 for all i and r > 1. If is inert in , then = is the unique prime that lies over .
Example 1: Let = and = (i). It is well known that the primes of the form 4k + 1 split in [i] , whereas the primes of the form 4k + 3 remain prime (or inert) in [i] . Since [i] is a UFD, the factorization of elements is equivalent to the factorization of the ideals generated by the corresponding element. For example, 5 = (2+ i)(20 i), which implies the ideal h5i = h2 + iih2 0 ii in [i] , whereas h3i is itself a prime ideal in [i] .
II. MAIN RESULT: PRINCIPLE FOR FINDING SUITABLE
In Example 1, the splitting of a rational prime p in N (i)= (x + iy) and, therefore, we can say that a prime p splits in [i] if and only if p 2 N (i)= ( [i]). Because we are interested in finding an element which is not in the image of a norm map N = (1), this observation led us to the study of prime ideal factorization in arbitrary extension fields. In this section, we present our main result (Theorem 1) which is a generalization of the above argument in [i] to integer rings of arbitrary number fields. = . For any a 2 , the ideal hai is an additive subgroup To construct cyclic division algebra ( = ; ; ), Theorem 1 along with Lemma 1 suggest that we need to look for a prime ideal in that remains inert in . In general, it is not easy to find the parameters e; f; and r, let alone the factorization of an ideal p in an arbitrary number field . But in this correspondence and also in [9] , [21] , STBC constructions from cyclic division algebra ( = ; ; ) consider to be a cyclotomic extension of , for which there exist results on finding e; f; and r for any rational prime p. Further, all our constructions in this correspondence assume the field to be a quadratic extension of . For both classes of extension fields, there exist results on finding e; f; and r, which are given in the following two subsections. In this correspondence, in all the cyclic division algebras ( = ; ; ) that are used for STBC-scheme construction, we consider the field to be an imaginary quadratic extension. Thus, the signal sets used are always subsets of either a rectangular lattice or an isosceles triangular lattice. In the special case when d = 01 and d = 03, the integer ring is the Gaussian ring (square lattice) and the hexagonal lattice (equilateral triangular lattice ), respectively. is a Euclidean domain with respect to the norm map of ( p d), then it is also a UFD and hence a principal ideal domain (PID), which means all ideals are generated by single elements. In such a case, the ideal hp; x + p di in Theorem 2 is generated by ; a factor of p. For instance, the rings [i] as well as [! 3 ] are both Euclidean domains. 
A. Factorization in a Quadratic Extension of

B. Factorization in a Cyclotomic Field
III. STBC-SCHEMES WITH NONVANISHING DETERMINANT
In this section, we construct STBC-schemes with nonvanishing determinant from cyclic division algebras. We will first treat the n = 2 k antenna case separately by going through the detailed process of finding a suitable value for . The odd prime power case will be taken up in the subsequent subsection. [i] and
k . In the following theorem, we prove that p = 5 is a suitable choice.
Theorem 4: Let k be a positive integer. For n = 2 k transmit antennas, the scheme constructed using a family of M -QAM signal sets and the design (4) based on the cyclic division algebra ( (! 2 )= (i); ; 2 + i) has a nonvanishing determinant. Proof: We will continue to use the notations used in the earlier paragraph, where we already showed that the extension = is a cyclic extension of degree 2 k . It is well known that the Gaussian integer ring [i] is a discrete subset of . Therefore, it remains to prove that = 2 + i satisfies the condition (2), which follows from the argument below. 
where = 2+i. This design is a full-rank design over (i) and an STBC-scheme can be constructed for two transmit antennas using this design along with a family of M -QAM signal sets. ii) For n = 4 transmit antennas, the design takes the form X X X = a0;0 a1;3 a2;2 a3; for j; k = 0; 1; 2; 3. An STBC-scheme can be constructed for four transmit antennas using this design along with a family of M -QAM signal sets.
In the above construction, there is a restriction on the number of transmit antennas (n of the type 2 k ) because of the difficulty in constructing cyclic extension fields of arbitrary degree over (i). For designing STBCs from cyclic division algebra for n not of the type 2 k , we have to change to a different base field 6 = (i). This, in turn, means that we will have to forgo the standard QAM signal set for some nonstandard signal sets. In all cases, the procedure to find suitable would be exactly the same as we did here: to find a rational prime p such that the number of prime factors of p in is the same as the number of prime factors of p in . This will ensure f ( j ) = [ : ];
a consequence of a general theorem on factorization of ideals and a corollary to this theorem which is given in the Appendix.
B. STBC-Schemes for n = q k (q 0 1)=2 Transmit Antennas
We will now generalize the construction of the previous subsection to n = '(q k+1 )=2 number of transmit antennas, where q is a rational prime of the form 4s + 3.
Theorem 5: Let q be a rational prime of the form 4s + 3, and m = q k+1 for some arbitrary rational integer k 0 (k > 0 when q = 3). Consider the STBC-scheme for n = '(q k+1 )=2 transmit antennas that can be constructed using a family of signal sets that are subsets of 1+ p 0q 2 and the design (4) As an example of this theorem, we consider STBCs for n = 3 k transmit antennas over a constellation that is a subset of the hexagonal lattice For n = 3 transmit antennas we use f1;!9; ! 2 9 g as a basis of (!9) over (! 3 ) , and the design in (4) In both the classes of STBC-schemes that we have constructed so far, we made use of the fact that = is cyclic. With this knowledge, we used an inert prime ideal to get a satisfying condition (2) . All the proofs and techniques that we have used so far rely on a general theorem (stated in the Appendix) that actually says that existence of inert prime ideal implies that = is cyclic. We make use of this to construct STBC-schemes for n that is of the form 2 Proof: Let p = 7. Since = (! m ) is a cyclotomic extension field, any subgroup of Gal( = ) is a normal group and hence we can use the results of Corollary 1 in the Appendix. Since 7 splits into = h3 + !3ih2 0 !3i in = (!3) and there is no other subfield of , the field must be the decomposition field of p = 7. Therefore, it is enough to show that n is the multiplicative order of 7 modulo m. This is straightforward because By considering m = 91 2 k+1 and p = 5, we can give a similar proof as above, to show that ( (!m)= (i); ; 2 + i) is a division algebra of degree '(m)=2 = n = 3 1 2 k . Thus, STBC-scheme with nonvanishing determinant can be constructed using this division algebra along a family of signal sets from [i] . . We have the tower of subfields and the subgroups of Gal( = ) fixing them as shown in Fig. 3 .
Notice that the (! 36 )= (i) is cyclic with Gal( (! 36 )= (i)) = h5i. We can now say that the decomposition field of 5 in is (i) and the inertial field is itself. Thus, the ideal (2+ i) [i] remains inert in every extension between and (i) and we have: a degree 6 cyclic division algebra ( = (i); 5; 2 + i).
Similarly, (! 36 )= (! 3 ) is cyclic with Gal( (! 36 )= (! 3 )) = h 7 i and we get a sixth-degree cyclic division algebra ( = (!3); 7; 3 + !3).
D. Bound on the Coding Gain
The coding gain of an n 2 n full-rank STBC C is known [14] to be equal to
For the STBCs considered in this correspondence, we have the following result on the coding gain.
Theorem 7: Let C be an n 2 n STBC constructed using the design (4) and any of the cyclic division algebras where d = 01 or d = 0q, q is of the form 4s + 3. So, the ring of integers is either the Gaussian integer ring or some isosceles triangle lattice, and for both these lattices the minimum Euclidean distance is 1.
The need for arises when comparing the performance of two different codes that are using the same signal set. If both the codes are described through designs, then depends only on the respective designs to make sure that both codes are using the same average energy. Therefore, is independent of the signal set size, and hence the STBC-scheme constructed using our design and a family of signal sets that are subsets of either the Gaussian integer ring or the isosceles triangle lattice, has a nonvanishing determinant.
IV. CONCLUSION
In this correspondence, we have presented a general construction technique for STBC-schemes with nonvanishing determinant for the number of transmit antennas (nt) of the form 2 k or 3 1 2 k or 2 1 3 k or q k (q 0 1)=2, where q is a prime of the form 4s + 3 and s is any arbitrary integer. The proposed STBC-schemes are based on cyclic division algebras. We provide a technique for finding suitable so that the determinant of the design based on cyclic division algebra ( = ; ; ) is always a nonzero element in the integer ring of . This technique is general and can be used for any cyclic extension = of arbitrary degree. But in this correspondence, we have only been able to use this for the above mentioned values of n t , because these are the only values for which we could manage to satisfy the twin restrictions: the integer ring of should be discrete in and = should be cyclic. In a recent work [25] , the construction techniques and results of this correspondence have been used to construct cyclic division algebra based STBC-schemes with nonvanishing determinant for arbitrary number of transmit antennas. Moreover, it has been proved that all the STBC-schemes constructed in this correspondence achieve the optimal DM-G tradeoff. 
