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ABSTRACT 
Visual search is extended from the domain of polygonal figures presented on a uniform field to 
photo-Tealistic scenes containing target objects in dense, naturalistic backgrounds. The target in a 
trial is a computer-rendered rock protruding in depth from a "wall" of rocks of roughly similar 
size but different shapes. Subjects responded "present" when one rock appeared closer than the 
rest, owing to occlusions or cast shadows, and "absent" when all rocks appeared to be at the same 
depth. Results showed that cast shadows can significantly decrease reaction times compared to 
scenes with no cast shadows, in which the target was revealed only by occlusions of rocks behind 
it. A control experiment showed that cast shadows can be utilized even for displays involving 
rocks of several achromatic surface colors (dark through light), in which the shadow cast by the 
target rock was not the darkest region in the scene. Finally, in contrast with reports of experiments 
by others involving polygonal figures, we found no evidence for an effect of illumination direction 
(above vs. below) on search times. 
INTRODUCTION: ILLUMINATION DIRECTION, SEARCH ASYMMETRIES, AND 
PHOTO-REALISM 
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Perceptual biases for assuming that illumination comes from above may influence the perception 
of forms, changing domes to craters, and vice versa (Brewster, 1826; Rittenhouse, 1786; von Fie-
and!, 1938, 1949). This ancient phenomenological observation has enjoyed a recent uptick in pop-
ularity, as several visual search studies have noted asymmetries in reaction time that have been 
linked to a bias for illumination-from-above, using a variety of stimuli depicting objects that 
appear three-dimensional by virtue of shading or cast shadows. 
The interaction of a preference for illumination-from· above and the visual search paradigm leads 
to some tempting conclusions: that perception of "shape-from-shading" is a visual primitive 
(Ramachandran, 1988); that scenes containing polyhedra lit from above arc easier to search than 
those lit from below (Enns & Rensink, 1990; Sun & Perona, 1996); that the apprehension of cast 
shadows is more effortless when they point down in an image than when they point up (Rcnsink 
& Cavanagh, 1993). In this instance, the assumption of lighting fi·om above appears to be used in 
identifying which of the low-luminance areas of the scene arc shadows. According to Rensink and 
Cavanagh, a region interpreted as a shadow is "suppressed," that is, difficult to detect by object-
sensitive processing. Therefore, a lone object with a dark patch attached ncar its top is more easily 
detected among several with dark patches near their bottoms, than vice versa. (Sec Figure 1.) 
Target: 
Distractor: 
Slow Search Rapid Search 
FIGURE 1. Shadows in polygonal visual search. Shadows that appear below the object that 
casts them among shadows appearing above require more time to locate than shadows 
appearing above the casting object among shadows appearing below. (After Rensink & 
Cavanagh,l993.) 
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Our work does not dispute the effects found by the several authors just cited, but we question the 
generality of their findings, all of which are based on displays with extremely simple scene geom-
etry, involving simple objects on homogeneous backgrounds. Reichel and Todd (1990) have 
shown that the inversion of convexity and concavity experienced when a scene is rotated 180° in 
the fronto-parallel plane only occurs for that limited subclass of scenes that lack the local geomet-
rical information specifying a self-occluding contour (Koenderink &van Doorn, 1982). In other 
words, the effect only occurs for shallow hills and valleys viewed from above or for artificial 
scenes with shading gradients confined to "cut-out" regions on a homogeneous background 
(Ramachandran, 1988), not for a view of any smooth object that is sufficiently structured so that 
one part of its surface occludes another from the image viewpoint. To be sure, even the latter 
scenes may support a perceptual inversion of convexity and concavity in local regions that lack 
self-occluding contours, but the net perceptual effect of a 180° rotation of such images is not the 
simple global substitution of convexity and concavity. 
The present study asks how fragile is the idea that cast shadows arc more easily processed if con-
sistent with illumination·· from-above. Specifically, since the data reported to date are gleaned 
from highly artificial displays with geometrically regular items sparsely distributee\ on a homoge-
neous background, and with monotone polygonal shadow renderings (see Figure I), might the 
presumed bias for illumination ti·om above disappear for richer, more photo-realistic displays') In 
other words, might it be that the urge to assume an illumination direction in impoverished dis-
plays is readily sublimated to actual information specifying illumination direction in more natural 
scenes? 
To explore this question, we set out to produce visually "dense" grayscale images of scenes con-
taining cast shadows. Specifically, we employed graphical object-modeling software to produce 
cluttered scenes of rock piles, and used ray-tracing techniques to render scenes such as shown in 
Figure 2. Our experimental procedures differed somewhat from those of earlier studies, as the 
laws of geometric optics make it all but impossible to generalize the task of searching for some-
thing whose shadow is pointing "opposite" to the prevailing "shadow direction" (a !a Rensink & 
Cavanagh, 1993) to photo-realistic scenes. Nonetheless, a series of experiments with more natu-
ralistically rendered scenes leads to the conclusion that the perceptual bias for illumination--from-
above is, at least for visual search, an assumption "of last resort," perhaps employed for scenes 
lacking any other basis for conclusions, but readily jettisoned when richer information is avail-
able. 
Besides increasing the realism of the depiction of shadows, we also set out to find a task for which 
detection of cast shadows could be expected to aiel in performance. In our experiments, a target is 
defined by a depth difference relative to other objects. In an earlier visual search task involving 
shadows (Rensink & Cavanagh, 1993), participants were required to detect "odd" items in a scene 
containing black regions that might or might not appear as shadows, rather than to use shadows to 
aid in relative depth discrimination. The authors found that visual search is slower when detecting 
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dark regions attached below a polygon among dark regions attached above a polygon than vice 
versa. (See Figure 1.) If illumination is from above and the polygon is interpreted as a polyhedron 
and if it rests on a planar surface, then the dark regions below the polygon can be interpreted as 
shadow. If similar assumptions are made with illumination from below, then the clark regions 
above the polygon can likewise be interpreted as shadows. This asymmetry in visual search reac-
tion time is similar to an asymmetry found for search among shaded polygons which resemble 
differently illuminated polyhedra (Enns & Rensink, 1990). We set out to explore whether such an 
above/below asymmetry in direction of illumination is pertinent to the task of depth discrimina-
tion, aided by cast shadows. 
GENERAL METHODS 
Constructing Naturalistic Stimuli: Tools and Techniques 
Stimuli were created on a Power Macintosh 6100/60 or a Macintosh G3/266 using Strata Vision 
3D (Woodland et al., 1994). Each 3D object was first modeled by explicitly modifying wircframc 
representations of fieldstones until a craggy, realistic-looking rock shape was achieved. A granite 
texture with fine grain was then mapped onto each fieldstone. Once a sufficient collection of 
fielclstones was assembled, piles of fieldstones were assembled by packing each rock model onto 
a ledge so that it didn't overlap with another rock or the ledge--in effect, "laying the model rocks 
down" much as one would using real rocks. (Sec Figure 2.) Two advantages are gained by using 
computer rendering tools rather than real rocks: first, it is possible to accurately control many 
aspects of illumination (in some cases enabling comparisons that would be impossible to make 
using real objects and real lights), and second, one can easily construct scenes that reuse the same 
boundary, thereby allowing the creation of continuously tiled scene (Wolfe, 1994). Notice how 
the left and right boundaries and the top and bottom boundaries of the rock pile in Figure 2 are 
made out of identical rocks, thereby allowing a tile cut from this pile to seamlessly butt up against 
a second tile. By reusing the boundary region for every pile constructed for a given experiment, 
one can be certain that each tile will thus connect precisely to its neighbor, without any unnatural 
"cuts" appearing in rocks. Our tiling scheme was dictated by capacity limitations for storing com-
plex images, and was in place for Experiments 1 and 3. (See Appendix 1.) Experiment 2 was run 
later in time, on a computer with significantly greater resources, so we were able to construct 
scenes with comparable numbers of rocks as employed in other experiments without resorting to a 
periodic tiling scheme. 
The rock pile was then rendered in grayscale with 3x3 anti-aliasing, fine texture detail and ortho-
graphic projection using the Strata Vision 3D ray-tracer. Once a tile was constructed and rendered, 
the central portion is cut and imported into VSearch (Enns et al., 1990) which then randomly 
selects from among eight tiles: four non-target tiles and four target tiles. Images were gamma cor-
rected (using the "Mac Standard Gamma") and displayed on an Apple color monitor. 
FIGURE 2. Tile construction for continuous, naturalistic stimuli. First a wireframe model for a 
rock is constructed. A granite texture is then wrapped onto the wireframe. Many rocks are then 
piled together onto a ledge, an illumination model is defined, and an image is rendered. (Note 
how the two horizontal edges could be "wrapped around" a cylinder to produce a seamless 
match of rock surfaces; likewise for the two vertical edges.) A tile is then cut from the rock 
pile. 
After each of Experiments I and 3 were run, participants were asked if they realized that the 
scenes were constructed from tiles, and if so, whether they used a search strategy that exploited 
that knowledge. Fewer than half of the naive participants realized the construction method. Of 
those who did, none claimed that their searches ignored the tile boundaries (where target rocks 
could not reside because of the way a scene is assembled from tiles). 
Participants 
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All participants were graduate students in the Cognitive and Neural Systems Department at Bos-
ton University and had normal or corrected to normal vision. Participants were compensated at 
the rate of $8 per hour. The authors took part in pilot experiments only; their results were not 
included in any of the reported experirnents. Five participants ran Experiments I and 3 in a single 
sitting. One of those also ran in Experiment 2 at a later time, along with four new participants. All 
participants in all experiments were naive as to the purposes of the experiments. Only two of the 
participants hac! prior experience with visual search experiments. 
Common Procedure 
Participants were seated and used a chin rest located 60 em from the computer monitor. For each 
trial a participant reported "present" if an object in the scene was located in ti·ont of (i.e., closer to 
the participants than) other rocks in the display. Participants were instructed to respond "as rap-
idly as possible without making errors." Trials were ordered into blocks in which the main ex per-
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iment conditions were kept constant. Within each block, the number of rocks presented on a trial 
varied. In Experiment 1, either one, four, or nine tiles, as shown in Figure 3, were displayed. Note 
that tiles were abutted in a manner that yielded the impression of a continuous wall of rocks, with 
no visible rock "fi·agments" appearing at tile borders. For Experiment 2 there were, equivalently, 
scenes with a small, medium, or large number of rocks (i.e. approximately 30, 60, or 90, respec-
tively), without any tiling. Trials for Experiment 3 contained two, four or nine tiles.The number of 
trials in each block varied from experiment to experiment. (See the description for each experi-
ment.) Prior to the actual experiment, each participant performed a practice run in which the 
entire set of experiment conditions was presented; however, each block in the practice run con-
sisted of a small number of trials (roughly 1/3 of the number in the actual experiment). Since all 
participants ran all conditions, all ANOV A analyses used within-participant tests. 
EXPERIMENT 1: SHADED AND SHADOWED ROCK DISPLAYS 
In this experiment we examined the effect of the intensity of the shadow and of direction-of-illu-
mination on visual search. The darkest shadows obscure occlusion information but provide 
greater contrast than the paler, softer shadows do. 
Methods 
Product.ion of the shadows was controlled in order to realistically model a series of possible illu-
mination conditions for a real pile of rocks. In Experiment 1 the shading pattern for all cases was 
realistically rendered, but there were subtle differences between the shading due to changing illu-
mination conditions. Illumination source parameters were set so that the mean intensity over a 
non-shadowed region was nearly identical for all three conditions. (Compare the three conditions 
in Figure 3.) To ensure that these means were nearly identical, a single region of one tile was 
selected and cut from the tile, and its mean computed. Illumination parameters for the new scene 
were adjusted until the mean intensities of the same region matched. When the mean intensities 
matched, all tiles in the two experiments were visually inspected to verify that the shading pat-
terns were similar. In this experiment three light sources were present: the ambient light source, 
which was set to 25% of maximum, a parallel light ray source placed along the line of sight, and a 
second parallel light ray source placed at about 45 degrees overhead and 15 degrees to the right of 
center. For the no shadow case, all illumination came from along the line of sight 1, for the soft 
shadow case, some illumination came from above and some fi·om along the line of sight, and for 
the hard shadow case, most illumination came from above. 
1. For this experiment the name "no shadows" is somewhat misleading; shadows exist but occur 
behind the objects in the scene, so they cannot be seen by the participants. 
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We also examined whether illumination source direction could affect reaction time for stimuli 
such as ours. Illumination was either from above or below the line of sight. There are two ways to 
construct these illumination configurations; in the first the scenes can be kept constant and the 
light source can be moved, whereas in the second the light source can be kept constant and the 
image of the rendered tile subsequently inverted. For this experiment the rendered tiles were 
inverted, because the irregular rocks cast shadows of different shape and size when illuminated 
from the same angle above and below the line of sight. (See Figure 3.) It is possible (although 
unlikely) that inverting the shading patterns may affect reaction time, so the no shadow condition 
is included in both orientations to serve as a control against this hypothesis. Although the shading 
in the shadow-present regions of the hard-shadow and soft-shadow conditions differs from that of 
the no-shadow control, the difference outside of the shadowed regions is subtle. Sixteen trials 
were presented in the practice blocks, and 64 were presented in the recorded blocks, for a total of 
384 recorded trials with three blocks of 64 trials showing illumination-from-above, and three 
blocks showing illumination-from-below. 
NO SHADOWS SOFT SHADOWS HARD SHADOWS 
Above Above 
Inverted 
Below Below 
FIGURE 3. Conditions of Experiment 1. The no shadows condition provides relative depth 
cues via occlusion cues. The soft shadows condition provides relative depth cues via 
occlusion cues and the cast shadow. The hard shadows condition provides relative depth 
cues via occlusion cues everywhere but in the area of the high contrast shadow. Note that 
displays in the lower row are 180° rotations of those above. 
Results 
The results, presented in Figure 4, show no significant effect of illumination orientation (above/ 
below), F(l,4)=1.54, p>0.05. 
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FIGURE 4. Results of Experiment I. No difference is seen in reaction time between 
targets illuminated from above and targets illuminated from below, in contrast with 
other results found in polygonal visual search tasks. Compare the target present 
reaction times for hard and soft shadows (which would be expected to exhibit an 
asymmetry) with the no shadow reaction times and the target absent times (which 
would not be expected to exhibit the asymmetry). 
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An overall (within-subject) analysis of variance reveals an effect of the shadow factor, 
F(2,8)=50.77, p<0.05. Further analysis with the Tukey test examining the three conditions (no 
shadow, soft shadow, hard shadow) of the nine tile trials reveals that reaction times for both hard 
and soft shadow are significantly different from that for no shadow (Tukey, q(3,12); p< 0.05). It 
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also reveals that the differences between the hard and soft shadow reaction times for nine tiles are 
not significant (Tukey, q(3, 12); p> 0.05). 
While scenes in Experiment 1 were constructed with "tiles," as described in the introduction and 
in Appendix A, this was done for reasons of computational efficiency only, and the most natural 
unit that we have for computing reaction time slopes as a function of "number of items" is the 
rock. Note that rocks are not the only perceptual "objects" in our display, as spaces between rocks, 
with or without shadows falling upon them, are also parts or our displays. Nonetheless, we will 
refer to "time per rock" as a heuristic measure Cor comparing performance across conditions. 
While different tiles contained slightly differing numbers of rocks, 30 rocks per tile expresses a 
reasonable conversion factor in Experiment I. 
The most difficult conditions in Experiment I were the target absent conditions without shadows, 
with slopes of 14.2 and 17.9 msec/rock for the "above" and "below" illumination conditions, 
respectively. The soft shadow condition produced corresponding slopes of 7.7 and 5.6 for target 
absent conditions, while the slopes for target present were 2.0 for "above" and 2.1 for "below". 
Hard shadows produced slopes of 2.5 and 4.2 msec/rock in the target present condition, and 5.6 
and 8.3 in the target absent condition, for illumination from above and below, respectively. 
When observers made errors, they were almost exclusively failures to report a target present, with 
few false positives occurring in any condition. The highest error rates were always in the 9 tile dis-
plays, including 9.3 and 13.5 for the hard shadow displays, with illumination from above and 
below, respectively, and 1.9 and 3.7 for the corresponding soft shadow displays. Asymmetries in 
error rates across illumination conditions were for the most part negligible. ln any case, there were 
fewer errors for the illumination-fi·om .. above condition, so our results are not clue to a speed-accu-
racy trade-off. 
Discussion 
The presence of shadows in the scene significantly speeds our visual search task. In these displays 
as in the previous displays, shadows appear for all objects in the scene, including the background 
dis tractor rocks. Nevertheless, the larger shadow cast by the target rock facilitates visual search. 
Furthermore, the soft shadow, which did not hide occlusion, was not significantly faster than the 
hard shadow, which contrasted more with the background but revealed no occlusion cues. 
Note also that the direction of the illumination did not affect the participant's reaction time. This 
leads us to conclude that if shadows that appear below the objects that cast them are suppressed in 
some displays (c.f. Rensink & Cavanagh, 1993), they are not suppressed in the more realistic dis-
plays such as those presented here, at least given the task posed to participants. Also it appears 
that illumination does not need to come from above in order to be rapidly interpreted when the 
displays contain significant context for determination of illumination direction. 
Methods 
EXPERIMENT 2: SHADOWS VS. LOCAL CONTRAST, 
AND GRAVITATIONAL FRAMES 
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The results of Experiment I might leave a skeptic in doubt on two grounds. First, the use of rocks 
of identical reflectance throughout made the shadowed regions the least luminous (and perceptu-
ally darkest) regions in a scene. Perhaps our observers' strategy was merely to report "target 
present" whenever they saw a dark blob, which would not be expected to yield reaction time 
asymmetries with illumination direction. Accordingly, we set out to extend the main finding of 
Experiment I for scenes containing rocks of a variety of shades, for which many areas less lumi-
nous (and darker-appearing) than shadows would be generated. (Sec Figure 5.) 
The second doubt concerning Experiment I is that observers may not have adopted the attitude of 
looking at a wall of rocks rising vertically in front of them, but instead imagine that the monitor 
depicted a cobblestone walkway at their feet. In this case the experiment would not be testing 
anything about Illumination from above or from below, relative to the earth gravity, but rather 
incidental "directions" of illumination in a plane parallel to the ground surface. To overcome this 
objection, in Experiment 2 we included background objects in all trials with strong gravitational 
connotations. (Sec Figure 5.) 
Results 
Mean results for five naive observers for Experiment 2 are shown in Figure 6. Reaction times for 
illumination from above vs. below arc virtually indistinguishable. Per rock reaction time slopes in 
Experiment2 were 15.4 and 14.1 msec/rock for target present and 31.9 and 29.3 mseclrock for 
target absent trials, for illumination from above and below, respectively. The use of rocks of dif-
ferent reflectances thus makes the task of finding target rocks harder than was the case in Experi-
ment I. Nonetheless, observers are clearly capable of rapidly determining that a combination of 
local luminances is in fact a shadow, as opposed to a darkly pigmented object. 
Discussion 
Mean error rates across the three stimulus sizes were 6.5% and 13.7% for target-.present trials 
with illumination from above and below, respectively, with negligible error rates, as in Experi-
ment I, for target-absent trials. This difference in error rates is not large, and in any case is incon-
(a) 
(b) 
FIGURE 5. Scenes with strong gravitational cues and rocks of varying reflectances. 
Note that the shadows cast by the target rock, located in the middle right area (a) or 
the middle area (b) are not the darkest regions in the scenes. 
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sistent with at least the first-order pattern of results found by Rensink and Cavanagh, ( 1993; see 
Figure I). In their case targets illuminated from below were easier to detect than targets illumi-
nated from above, whereas we have found, if anything, a trend in the opposite direction. In the 
general discussion section we consider which differences in experimental tasks may account for 
this variation in results. 
4.0 
3.5 
3.0 
2.5 
2.0 
1.5 
1.0 
0.5 
0.0 
20 30 40 50 60 70 80 90 
number of rocks 
• above, target present El above, target absent 
--.e.-- below, target present-- .o-- below, target absent 
FIGURE 6. Results of Experiment 2. No difference is seen in reaction time between 
targets illuminated from above and targets illuminated from below. 
EXPERIMENT 3: ISOLATED SHADOW ILLUMINATION DIRECTIONS 
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We further examined the relationship between our displays and the simpler, polygonal displays 
used in earlier studies. Unlike the "illumination models" of the earlier polygonal displays (Enns & 
Rensink, 1990; Kleffner & Ramachandran, 1992; Rensink & Cavanagh, 1993; Sun & Perona, 
1996), the illumination of our photo-realistic displays for Experiments 1 and 2 was consistent 
throughout the entire scene. In the earlier displays it is almost as if each object has its own source 
of illumination, that is, as if there were a spotlight pointing directly at each of the objects that rest 
on a matte grey background. (A single illumination source will not suffice for scenes where the 
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target object is "illuminated" from a different direction than the distractors.) However, if each 
object does have its own spotlight, then there should be a border of light surrounding each object 
that is illuminated. 
To simulate the illumination conditions found in the polygonal displays of Rensink and Cavanagh 
(1993) with more realistic spotlight illumination conditions, we modeled scenes in which each 
target or distractor rock had a spotlight pointing directly at it. Additional background rocks still 
appear in the scenes, but they are not illuminated by the narrow spotlight, only by a broader 
"background" light source. Compare the three conditions illustrated in Figure 7, labeled "no 
halo," "dimmed spotlight" and "veridical spotlight." The no halo condition mimicked earlier 
polygonal display conditions, insofar as an object is accompanied by a shadow that is darker than 
the background, without any evidence, in the form of an increased luminance in the nearby back· 
ground, to indicate differential illumination of the object by a spotlight. The veridical spotlight 
condition, on the other hand, models precisely such effects. Note that the cast shadow in such dis-
plays does not result in the lowering of the luminance of the surface of a rock that is occluded 
from the spotlight by the target rock, because that part of the rock surface is illuminated by a dif-
ferent light source. Thus, these cast shadows can be thought of simply as an absence of the "halo" 
effect from the spotlight directed at the target rock. The dimmed spotlight condition is an artificial 
image manipulation that creates a spatial pattern of luminances characteristic of the veridical 
spotlight condition, but with a fixed scalar value of luminance subtracted everywhere within the 
LOCAL CUE: 
Above 
TARGET 
ILLUMINATION 
DIRECTION 
Below 
No 
Halo 
"Dimmed" 
Spotlight 
FIGURE 7. Conditions of Experiment 3. 
Veridical 
Spotlight 
outline of the halo, in order to create a shadow that appears as dark as the corresponding one in 
the no halo condition. 
Methods 
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Unlike in previous experiments, illumination for a single set of tiles could not be rendered once 
and inverted to evaluate reaction time performance for illumination from above and below. The 
tiling approach used for these experiments requires that boundary rocks be identical for all tiles in 
a scene, so each target type (illumination from above, illumination from below) must be indepen-
dently rendered using the same boundary rocks. Previous polygonal experiments used identical 
shapes and identical cast shadows for both illumination directions; in out experiment the closest 
we can come to such an artificial uniformity is to select illumination directions that cast shadows 
of approximately equal size without extending beyond the border of the tile. For this set of exper-
iments illumination was from 20 degrees above and 20 degrees below the line of sight. Each of 
the six conditions exemplified by target rocks depicted in Figure 7 were practiced with 16 trials; 
order was randomized, scene types were balanced. Figure 8 shows an illustrative example of a 
four-tile scene for this experiment. The six conditions were then presented in two blocks with 
order of conditions randomized within each block; 64 trials were presented for each condition in 
each block. Participants were instructed to find either the target rock illuminated from above or 
below, depending on the trial. 
FIGURE a. Four tile search scene from Experiment 4 with target illuminated from above. 
Left: target present. Right: target absent. 
Results 
As in the previous experiments, no effect on reaction times of the illumination angle is evident, 
F(1,4)=0.02, p>0.05. (See Figure 9.) Reaction times differ for the various rendering styles (no 
halo, dimmed spotlight, veridical spotlight), F(2,8)=7.74, p<0.05. Post-hoc analysis via Tukey 
pairwise comparison of all conditions with the same illumination angle reveals that the reaction 
times for the dimmed spotlight condition (both illumination from above and illumination from 
below conditions) are significantly faster than the veridical spotlight reaction times, Tukey 
q(6,24), p<0.05. None of the other conditions are significantly different from one another. 
no halo dimmed spotlight veridical spotlight 
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FIGURE 9. Results of Experiment 3 for three display conditions; no bias for 
illumination from above is evident. Note that the illumination direction labeled in the 
plots refers to the target item. In this experiment, dis tractors are, by definition, 
illuminated from the opposite direction. 
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Discussion. 
Error rates for target-present trials in this experiment were: 4.7% and 0.9% for "no halo" trials, 
1.9% and 0.0% for "dimmed spotlight" trials, and 7.5% and 7.3% for "veridical spotlight" trials, 
for targets illuminated from above and below, respectively. Error rates for target-absent trials in all 
conditions were negligible. Here again, their is scant evidence of an illumination-direction search-
rate asymmetry. 
Reaction time slopes per "item" arc particularly difficult to interpret in this experiment. Unlike 
Experiment I, where tiles com.posed of approximately 30 rocks were merely a computational con-
venience for image generation and storage, and Experiment 2, where no tiles existed and rocks 
were clearly the closest available analog to the conventional visual search "item," here it does 
make sense, up to a point, to treat tiles as the items. In the present experiment, there are as many 
"close" rocks as there are tiles; it is the difference in illumination direction evident in the region of 
these close rocks that dcl1ncs targets and distractors. Clearly our tile "items" are compounds that 
are much more complex than ordinarily populate visual search experiments. In any case slopes of 
32.7 and 16.5 mscc per tile were found for the no halo target-present displays, when the target 
was illuminated from above and from below, respectively, amid dis tractor tiles containing rocks 
illuminated from the opposite direction. Corresponding rates for the dimmed spotlight condition 
were 23.0 and 29.9, with those for the veridical spotlight conditions being 54.6 anc155.3, respec-
tively. Rates for all "target absent" conditions in this experiment were in excess of l 00 mscc/tile, 
indicating the relative difficulty of ruling out the presence of a "target" in conditions such as ours. 
Visual inspection of the reaction time curves for the no halo condition reveals that the slope differ--
ences arc clue almost entirely to a crossing of the curves between the two and four tile data points. 
GENERAL DISCUSSION 
Illumination Direction 
Many psychological textbooks contain a visual illusion which purports to demonstrate that, in the 
absence of other information, the human visual system is biased toward assuming that illumina-
tion is from overhead. Although the demonstration originated more than a century and a half ago 
(Brewster, 1826), the commonly prcscntccl modern image is of a moon crater that appears to be a 
circular elevation when inverted. Early in this century there was a great debate as to whether this 
bias was innate or learned (Metzger, 1936; von Ficandt, 1938). Early work (von Fieandt, 1938) 
showed that children from 4-7 years ole! exhibit the same biases that adults do, suggesting that if 
this bias is learned, then it is learned quite young. Later work with 3-, 5 , and 7-year old children 
confirmed this result (Benson &Yonas, 1973), but aclcled the caveat that children must learn how 
to interpret illumination sources in pictures. When pictures were shown rotated 90° from their 
"natural" orientation, children clicl not make the adult assumption that illumination comes from 
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the top of the photo, but when the pictures were oriented naturally, both groups made the assump-
tion that light comes from overhead. Research with chickens reared in an environment illuminated 
from below also indicates that the assumption of overhead illumination is innate (Hershberger, 
1970), although earlier work had suggested otherwise (Hess, 1947, 1950). Later work with 
humans indicated that the reference frame is determined with respect to the head; illumination 
"from above" is determined in retinal coordinates (Kleffner &Ramachandran, 1992). It is this last 
work that began to look at illumination direction in the context of visual search. 
Additional insight into assumptions of scene analysis is gained from the shape-from-shading liter-
ature (Reichel &Todd, 1990). Results from experiments in which participants are asked to deter-
mine relative location in depth support the view that the visual system is biased towards viewing 
objects from above rather than viewing objects from below. It is not unreasonable to expect a sim-
ilar pattern of results in depth discrimination experiments, such as our first two. Reichel and Todd 
suggest that much of the bias for il/wnination from above described by others can be accounted 
for by a bias towards viewing objects from above. 
Ramachandran (1988) and Kleffner and Ramachandran (1992), consistent with other visual 
search work (Enns & Rensink, 1990) have claimed that their results can be interpreted in terms of 
a perceptual bias for illumination from above. The former authors used shaded disks, which give 
rise to the interpretation of an illuminated sphere, while the latter use shaded parallelograms, 
which give rise to the interpretation of illuminated boxes. Note, however, that in order to make 
boxes appear to be illuminated from below, Enns & Rcnsink ( 1990) rotated their entire figures 
180° in the image plane, resulting in figures that also appear to be viewed from below. An alter-
nate interpretation of the experiments of both sets of authors is as follows. Depictions of many 
simple solid objects have a bistable perceptual interpretation; they can be seen as convex or con-
cave. Perhaps, on the short timescale of a visual search experiment, all objects are seen as convex-
ities, and the perception of convexity in conjunction with a bias for viewing objects from above 
enables rapid search. A solitary shaded box illuminated from below is easy to find, as an "uncx-
peeled" object, among shaded boxes illuminated from above, whereas a shaded box illuminated 
from above is hard to find among those illuminated from below. Also, we note that our observers 
were asked to detect differences in depth in a fronto-parallel display, for which there may be a 
reduced bias for illumination from above, as compared to viewing objects on a ground-plane. On 
the other hand, the displays of Ramachandran and colleagues, which ignited much of the current 
interest in illumination direction, also depict objects in fronto-parallel planes. We note also that 
Elder, Trithart, Pintilie and MacLean ( 1998) found no evidence for an above/below illumination 
asymmetry in a visual search task involving cast shadows for fronto-parallel views of simple, 
disk-shaped objects. Finally, Rensink (1998) has recently found evidence that the illumination 
direction asymmetry found by Rensink and Cavanagh (!993) depends on whether the shape of the 
shadow is consistent with viewing objects on a ground plane; the effect disappears when shadows 
are shaped so that objects appear in a fronto-parallel plane. 
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Search Rate Asymmetries 
Asymmetries in reaction times, whereby switching target and distractor features produces distinct 
differences in task difficulty, have played a pivotal role in the visual search literature. For exam-
ple, searching for a round 0 with a small gap among several complete Os is much easier than 
searching for a complete 0 among several Os with gaps (Treisman & Gormican, 1988). Evi-
dently, the terminators of the arcs on either side of the gap are closer to being fundamental visual 
features than is closure. Indeed, much of the impetus of early work in visual search was precisely 
the promise that the task could help isolate a finite set of visual features ("primitives"), i.e., those 
for which a singleton instance in a visual display would yield "pop-out," or fast search, because 
they would generate the only area of activation in a "feature map" devoted to the detection of that 
particular feature (Treisman, 1982; Treisman and Gelade, 1980.) 
The failure to find strong search-rate asymmetries in our experiments suggests that any attempt to 
characterize simple features of visual scenes as primitives for the computation of three-dimen-
sional structure, based on an assumption of illumination from above, is likely to be, at best, diffi-
cult. Such features as have been identified (e.g. clark regions attached to other regions) are 
increasingly difficult to characterize as the realism of a stimulus increases, and our best efforts to 
create photo-realistic analogs of such features did not result in findings comparable with those 
published for polygonal stimuli. 
Conclusions 
For regularly arranged, discrete stimuli, the definition of terms such as the number and the density 
of the distractors is relatively straightforward, and classification into fast/slow search can be done 
relatively easily. However, such displays only approximate the real-world task of visual search, 
where objects occlude one another, butt against one another, cast shadows on one another, and arc 
irregularly placed throughout the visual field. Unfortunately, few published experiments reveal 
what makes visual search fast or slow in a real··world visual search task. In this paper we describe 
two sets of experiments that examine, for photo-realistic images, the effect of shadows and illumi-
nation direction on visual search. We have extended the visual search paradigm into the domain of 
photo-realistic scenes. In this set of experiments we examined the effects of illumination in conc!i-
tions that were both more realistic and more varied than any experiment heretofore performed, 
and no search asymmetry due to illumination source position was found. 
One possibility is that realistic displays provide sufficient context for perception of illumination 
direction that is strong enough to override the presumption of illumination from above (Benson 
and Yonas, 1973; Hershberger, 1970; Hess, 1947,1950), whereas the polygonal displays do not. 
According to Johnston and Hawley (1993), a general characteristic of perception is the inhibition 
of expected stimuli and the facilitation of unexpected stimuli. If illumination is presumed to be 
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from above in the polygonal figures of Rensink & Cavanagh (1993), then a shadow attached to 
the top of a figure is novel and unexpected while a shadow attached to the bottom of a figure is 
familiar and expected. The asymmetry follows from the hypothesis (Johnston & Hawley, 1993). 
The failure to find an asymmetry with the realistic targets may be due to the cast shadows and 
shading in the background fixing the illumination direction and overriding the presumption of 
illumination from above when illumination comes from below. In this case shading and cast shad-
ows of the target and background are consistent with the direction of illumination, for both illumi·· 
nation from above and illumination from below. As a result, targets for both cases are equally 
expected and thus the reaction times for both cases are not significantly different. 
The main conclusions of our experiments can be characterized as follows: (I) Visual search can 
be done on photo-realistic scenes, with "per item" rates like those found for polygonal scenes. 
This occurred in our Experiment I and, to a lesser extent, in Experiment 2. (2) Observers can use 
cast shadows to speed search in a task requiring depth discrimination in fronto-parallel planes, as 
opposed to automatically "suppressing" shadows. (3) The perceptual bias for "illumination from 
above" is task-dependent and easily overridden in a visual search experiment by sufficient infor-
mation specifying illumination direction in scenes depicting objects in a fronto-parallel plane. 
2.0 
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Appendix 1: Genemting Scenes 
Two alternate approaches exist to full-screen rendering of a visual search scene. The first is to 
pre-render and save many possible scenes, and the second is to render portions of scenes that can 
be assembled in many different ways. Selecting an approach involves a trade-off between avail-
able storage space, computational capacity, and experimental flexibility. Of these options, only 
off-line tile rendering of realistic scenes was feasible given the computational capacity and persis-
tent storage available to us when the experiments were performed. 
Tile rendering reduces the experimental flexibility available to the experimenter, because each tile 
must be constructed so that when the top of one tile is butted against the bottom of another, no 
seam appears. This limits target object placement to tile interiors. Furthermore, if shadows are 
present in a scene, then neither the object nor its shadow may cross over the boundary. Multi-tile 
scenes are then constructed in a manner similar to that described by Wolfe ( 1994a), where tiles 
are selected at random, butted together and displayed in a scene. The random positioning of the 
tiles in the scene increases the number of scenes viewed by a subject to many more than the num-
ber of tiles. If a given distractor or target tile can occur in any position in a scene any number of 
times, then 
(EQ 1) 
;\ "JJ/11 c-,(11 + m) 
'm 
represents the number of possible scenes that can be constructed, where A is the number of target 
absent dis tractor tiles from which the scene is constructed, P is the number of target present tiles, 
n is the number of distractor tiles in a scene, and m is the number of target present tiles in the 
scene. If the type of tiles selected for a display is balanced, that is no tile appears more than one 
more time in a display than any other tile, then the number of possible scenes is 
(EQ 2) 
where the modular arithmetic describes the balance. For these equations, 
(EQ 3) 
c" = __ \.<'L 
,. r!(o- r)' 
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Thus a typical nine tile scene with eight distractors (n=8) selected from among four tiles (A=4) 
and one target (m=l) selected from among two tiles (P=2) could be constructed 1,179,648 possi-· 
ble ways in an unbalanced experiment, or 864 possible ways in a balanced experiment. Either 
way, it would be unlikely for a participant to see the same scene twice. Using the tiling approach 
only 49 kilobytes of storage is required, whereas if one were to construct 864 276x276 pixel gray-
scale scenes and select from among uncompressed copies of them for display, approximately 63 
megabytes would be required for scene storage. 
