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a b s t r a c t
A practical computational system is described for computing with
an algebraic closure of a field. The system avoids factorization
of polynomials over extension fields, but gives the illusion of a
genuine field to the user. All roots of an arbitrary polynomial
defined over such an algebraically closed field can be constructed
and are easily distinguished within the system. The difficult case of
inseparable extensions of function fields of positive characteristic
is also handled properly by the system. A technique of modular
evaluation into a finite field critically ensures that a unique
genuine field is simulated by the system but also provides
fast optimizations for some fundamental operations. Fast matrix
techniques are also used for several non-trivial operations. The
system has been successfully implemented within the Magma
Computer Algebra System, and several examples are presented,
using this implementation.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
This paper gives a detailed description of a practical system, implemented within the Magma
Computer Algebra System (Bosma et al., 1997), for computing with an algebraic closure of a given
base field.
An extended abstract, which tersely sketched the theoretical model underlying the system, and
whichwas restricted to extensions of the rational field only,was presented in Steel (2002). The present
paper elaborates the basic theory in much greater detail and also extends the theory significantly so
that more general base fields can be supported. In particular, function fields of positive characteristic,
which are non-perfect (and are thus difficult to dealwith), are fully supported by the extended system.
This extension builds upon some of the algorithms in Steel (2005), and is the first time that a system
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has been presented for simulating the algebraic closure of a non-perfect field. The present paper also
presents many examples of the system, using the Magma implementation.
The system works by automatically constructing larger and larger algebraic extensions of a given
base field K as needed during a computation, thus giving the illusion to the user that they are
computing with an algebraic closure of K . The defining polynomials for the extensions are not
necessarily irreducible over the virtual subfields (so the corresponding ideal generated by these
defining polynomials in a correspondingmultivariate polynomial ring is not necessarilymaximal), and
this ensures that factorization over algebraic extensions of K can be avoided. However, the defining
polynomials are automatically modified if factors of them are found during computations with the
field, thus simplifying the presentation of the field. These factors often arise naturally because of the
structure of an algorithm which is computing with the field.
A similar systemwas already proposed before: the D5 system (Della Dora et al., 1985). This system
also works by computing modulo a multivariate ideal which is not necessarily maximal. But to apply
any algorithm, which works over a generic field, to the algebraic closure of a base field via the D5
system, the algorithm must be modified to handle the branching which may occur. Such branching
arises when trying to invert a zero divisor modulo the current ideal. See further analysis of the D5
system in Dahan et al. (2006).
The system presented here avoids the need to handle the branching issue: all the roots of any
separable polynomial are returned as distinct elements of a genuine field, and any algorithm which
works over a general field need not be modified in any way to handle the separate roots.
A basic first implementation of the system, restricted to extensions of the rational field, was
released in Magma V2.8 in 2001. The extension to more general fields (including non-perfect fields)
was released in Magma V2.13 in 2006. All timings in the examples presented in this paper are for the
Magma implementation running on a 2.2 GHz Athlon 64 processor.
The paper is organized as follows.
• In Section 2, we give an overview of the system, including an example session of the Magma
implementation which illustrates the key features of the system.
• In Section 3, we present some elementary facts about inseparable polynomials, which are needed
for handling non-perfect base fields.
• In Section 4, we give the key idea of the system, which allows a genuine field to be simulated, and
we formally define the main type, called an ACF, standing for ‘‘algebraically closed field’’.
• In Section 5, we present the theoretical model needed for describing the arithmetic operations
which we can perform in an existing ACF. Addition, subtraction and multiplication are trivial, but
the algorithms for testing whether an element is zero and for inverting an element are very non-
trivial (and can cause simplifications of the field), sowepresent a specialmodel and somenecessary
technical lemmas so we can describe changes of state in the system rigorously.
• In Section 6, we present and analyze the actual algorithms for zero testing and inversion in detail.
• In Section 7, we show how one can compute the roots of a polynomial over an ACF, and thus how
an ACF is extended.
• In Section 8, we show how one can correctly compute the minimal polynomial of an element of an
ACF.
• In Section 9, we show how one can, if desired, fully simplify an ACF so that it can be presented to
the user via a genuine field presentation (that is, with a maximal relation ideal), and we show how
an isomorphic absolute field is also computed, when it exists.
• Finally, in Section 10, we present some extended examples which further show how the system
works in practice in its Magma implementation.
2. An overview of the system
2.1. Outline of the presentation
As stated above, the main type of object which we will develop in this paper will be called an
ACF, standing for ‘‘algebraically closed field’’. In the implementation, such an object will only be
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represented at any given moment by a certain finite-degree extension of the base field K , but since
the user will have the illusion that the field is algebraically closed, we will let ACF label the current
object.
An ACF A will be represented by the quotient of a rank-n multivariate polynomial ring R =
K [x1, . . . , xn] by a triangular zero-dimensional ideal I with n defining polynomials. In general, I will
not be a maximal ideal, so the quotient R/I will not be a field. However, the other key component
of A will be a certain sequence Γ of n elements in some finite field E which will allow a ‘‘modular
evaluation’’ technique to be used, and this will have two separate but critical properties:
(1) There will be a unique maximal ideal J of R containing I which is determined by I and Γ . Thus
the quotient R/J will define a unique field. J will not be known explicitly by the system, but when
performing arithmetic, the user will have the consistent illusion of working with the field R/J . A
simplification of the field may take place, in which case the current relation ideal I is replaced by
a new ideal I ′ such that J ⊇ I ′ ⊃ I , but the same unique J is defined by I ′ and Γ (so the relation
ideal moves closer to J).
(2) Some quick tests will be able to be performed in the finite field E (via Γ ), thus making some
fundamental arithmetic operations fast in practice. Interestingly, the evaluation technique was
originally developed in the implementation just for these quick tests, but then the important
ideas in point (1) were discovered and developed. See also Monagan and Gonnet (1994), where
an evaluation to a finite field is used for quick tests in arithmetic in number fields (though the
defining polynomials are always irreducible since one works in a genuine number field).
Note that as new roots of polynomials are constructed in A, the number n of variables of A may
be increased, and the corresponding relation ideal I extended appropriately, with new relations
corresponding to the new variables now included. This can only happen in the functions which
compute roots, which are in Section 7 below. So in all the other sections which present the theoretical
model, nwill in general be fixed, since no new roots are constructed.
2.2. A sample Magma session
We will now present a simple example using the Magma implementation which uses the key
features of the system, noting the illusion of a genuine field given to the user, and how simplifications
can occur. Then in the following sections, the ACF type and its algorithms will be formally described.
We define an ACF A over the rational fieldQ. At first, A has no variables or relations (so is internally
isomorphic to Q at this point). We let
f = x3 − x2 − 2x+ 1 ∈ Q[x],
which is irreducible over Q, and set L to the roots of f in A and note the effect that this has on the
defining ideal I of A.
> Q := RationalField();
> A := AlgebraicClosure(Q);
> P<x> := PolynomialRing(Q);
> f := x^3 - x^2 - 2*x + 1;
> L := Roots(f, A);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^3 - r3^2 - 2*r3 + 1,
r2^3 - r2^2 - 2*r2 + 1,
r1^3 - r1^2 - 2*r1 + 1
]
> L;
[ <r1, 1>, <r2, 1>, <r3, 1> ]
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The sequence L consists of pairs, where each pair has a root of f and its multiplicity (which is 1 in each
case, here, since f is squarefree). Note that A now has 3 variables r1, r2 and r3. Each time a new variable
is needed, it is given the output name ri where i is increased as needed (the prefix r can be changed
by the user if desired).
There are also 3 polynomials in the ri variables which define the current relation ideal I . Notice
that the polynomials are simply f (ri), for each i. As it stands, I is not a maximal ideal so the quotient
Q[r1, r2, r3]/I itself is not a field. But internally the systemhas also chosen a finite field E and associated
evaluation list Γ . The theory developed below will show that there is a unique associated maximal
ideal J ⊇ I , and one can perform arithmetic with A now and it will behave exactly like the field
Q[r1, r2, r3]/J , even though the system does not know J explicitly!
So we can perform standard arithmetic on the elements as follows, and the following operations
effectively do simple arithmetic modulo I , with no change in state of the relation ideal I of A. Even
inverting elements such as r1 + r2 has no effect.
> r1 := L[1, 1]; r2 := L[2, 1]; r3 := L[3, 1];
> r1^3;
r1^2 + 2*r1 - 1
> 1/r1, 1/r2;
-r1^2 + r1 + 2
-r2^2 + r2 + 2
> (r1 + r2)^2;
r2^2 + 2*r2*r1 + r1^2
> (r1 + r2)^3;
3*r2^2*r1 + r2^2 + 3*r2*r1^2 + 2*r2 + r1^2 + 2*r1 - 2
> 1/(r1 + r2);
1/2*r2^2*r1^2 - 1/2*r2^2*r1 - 1/2*r2^2 - 1/2*r2*r1^2 + r2 -
1/2*r1^2 + r1 + 1/2
> 1/(r1 + r2 + r3);
-6/13*r3^2*r2^2*r1^2 + 6/13*r3^2*r2^2*r1 + [23 terms] - 32/39
> a := r2^2;
> a;
r2^2;
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^3 - r3^2 - 2*r3 + 1,
r2^3 - r2^2 - 2*r2 + 1,
r1^3 - r1^2 - 2*r1 + 1
]
Now suppose that we wish to invert r1 − r2 in A. Since r1 − r2 (as a polynomial in Q[r1, r2, r3])
clearly divides
(r31 − r21 − 2r1 + 1)− (r32 − r22 − 2r2 + 1) ∈ I,
r1 − r2 is not invertible modulo I . So a simplification of A is forced, and the ideal I is replaced with an
ideal I ′ containing I , which still defines the same underlying maximal ideal J , but such that r1 − r2 is
invertible modulo I ′.
> 1/(r1 - r2);
2/7*r2*r1^2 - 1/7*r2*r1 - 3/7*r2 + 3/7*r1 - 1/7
> A;
Algebraically closed field with 3 variables
Defining relations:
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[
r3^3 - r3^2 - 2*r3 + 1,
r2^2 + r2*r1 - r2 + r1^2 - r1 - 2,
r1^3 - r1^2 - 2*r1 + 1
]
> 1/(r1 - r2) * (r1 - r2);
1
> a;
-r2*r1 + r2 - r1^2 + r1 + 2
Notice that the relation for r2 is nowof degree 2 and a, whichwas set to r22 above, has been reduced
modulo the new relation ideal. This always happen automatically, so that elements are presented
in a unique reduced form modulo the current relation ideal. But any algebraic relation amongst the
elements, which holds initially, will always hold, no matter what simplifications occur, so the system
is consistent.
One can continue with inverting the other possible differences of roots, thus forcing some more
simplifications to occur.
> 1/(r1 - r3);
2/7*r3*r1^2 - 1/7*r3*r1 - 3/7*r3 + 3/7*r1 - 1/7
> 1/(r2 - r3);
2/7*r2*r1^2 - 2/7*r2*r1 + 2/7*r2 - 1/7*r1^2 + 4/7*r1 - 2/7
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3 + r2 + r1 - 1,
r2^2 + r2*r1 - r2 + r1^2 - r1 - 2,
r1^3 - r1^2 - 2*r1 + 1
]
> r3;
-r2 - r1 + 1
Notice that the relation for r3 is now linear, so r3 no longer occurs as a variable in any elements of
the field.
Finally, if one wishes, one can fully simplify A so that its relation ideal is the maximal ideal J . Of
course, for larger examples this can be very expensive (since factorization over extension fields is
needed) and the whole point of the system is to avoid this, and often one only wishes to create roots
arbitrarily and use the arithmetic functions on expressions in the roots, with no interest in the actual
presentation of the field. But itmay be interesting or useful to see a fully simplified presentation,when
it is practical to compute it. In this example, the relations for r2 and r3 become linear, so all elements
are reduced to involve only r1. But note that a still equals r22.
> Simplify(A);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3 + r1^2 - 2,
r2 - r1^2 + r1 + 1,
r1^3 - r1^2 - 2*r1 + 1
]
> r1, r2, r3;
r1
r1^2 - r1 - 1
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-r1^2 + 2
> a;
-r1 + 2
> a eq r2^2;
true
2.3. Interpreting roots
In the system presented in this paper, care must be taken with the interpretation of the roots of
a polynomial. The roots are only defined algebraically, so while one may wish to identify them with
some particular elements of the complex field, for example, one cannot assume that the system will
use the embedding one might wish for. As an example, suppose that in a particular ACF, a is a root of
x2− 2, b is a root of x2− 3, and c is a root of x2− 6. Does c = a · b or does c = −a · b? The systemwill
make a choice between the two possibilities if the question arises (this choice is in fact predetermined
by the ideal J , which itself is predetermined by the sequenceΓ ). But the choice cannot be predicted by
the user. That is, even if we might like to interpret things as a = √2, b = √3 and c = √6 (referring
to the positive real roots in each case), it cannot be assumed that this will hold in the particular ACF.
In the following Magma session which defines a, b, c as above, we see that c is found to equal
a · bwhen that equality is tested, and the relevant defining polynomial is simplified. But in a different
session, this may not be true (it depends on the random number generator). But any relation such as
c = a ·bwhich is found to be truewill always remain truewithin the field despite any further changes
to the presentation of the field, so the system is perfectly consistent.
> A := AlgebraicClosure(Q);
> a := Sqrt(A!2);
> b := Sqrt(A!3);
> c := Sqrt(A!6);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^2 - 6,
r2^2 - 3,
r1^2 - 2
]
> a, b, c;
r1 r2 r3
> a^2, b^2, c^2;
2 3 6
> a*b eq c; // same as IsZero(a*b - c);
true
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3 - r2*r1,
r2^2 - 3,
r1^2 - 2
]
> c, c^2;
r2*r1 6
3. Inseparable polynomials
In this section we present a few elementary facts about inseparable polynomials which we will
need. Special treatment of inseparable polynomials is needed to computewith algebraic closures over
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non-perfect fields, such as rational function fields of positive characteristic. See also Steel (2005) and
Noro and Yokoyama (2004) for more information on this subject. If one wishes to consider only ACFs
defined over perfect fields, then this section may be skipped and also any references to inseparable
polynomials in subsequent sections.
Let K be a field. Recall that a polynomial f ∈ K [x1, . . . , xn] is squarefree if there is no non-constant
polynomial g ∈ K [x1, . . . , xn] such that g2 divides f . Such an f is also called separable if f remains
squarefree over any extension field of K . If K is perfect, then any squarefree polynomial is always
separable, so the concepts coincide over such fields. All finite fields and fields of characteristic zero
are perfect.
The simplest example of a polynomial which is squarefree, but not separable, is the following. Let
K be the rational function field F2(t), with one transcendental field element t , and let
f = x2 + t ∈ K [x].
Then f is squarefree (and even irreducible) over K , but if we let L be the extension field F2(
√
t), then
over L, f is no longer squarefree, but factors as (x+√t)2.
The following simple test can be used to prove that a polynomial is separable.
Lemma 3.1 (Steel (2005, Lem. 3.2)). Suppose f ∈ K [x1, . . . , xn]. If GCD(f , ∂ f∂xv ) = 1, for some v with
1 ≤ v ≤ n, then f is separable. 
Suppose K is a field of characteristic p. We will call a polynomial f ∈ K [x1, . . . , xn] purely insep-
arable (abbreviated to PI) w.r.t. xi if f is of the form
xip
e + α,
where 1 ≤ i ≤ n, e ≥ 1 and α ∈ K . (We use this terminology since, if f is irreducible over K , the field
extension of K by the inseparable f is known as a purely inseparable extension.) We will see below
that the only inseparable polynomials which need non-trivial treatment in the system will be PI.
We note here some simple properties of PI polynomials.
Lemma 3.2. Suppose f ∈ K [x] is PI. (a) For any l ≥ 0, f (pl) is also PI. (b) The factorization of f over K is
given by f = gpl for a unique irreducible g ∈ K [x], where g is PI or linear, and for some l ≥ 0.
Proof. (a) is trivial. For (b), write f = xpe + α, with e ≥ 1. Over an algebraic closure L of K , we can
factor f as (x+ β)pe for some β ∈ L. So any two monic polynomials which are irreducible over K and
both divide f are both divisible by x+β somust have a non-trivial GCD, so are equal (being irreducible
over K ). So f is divisible by a unique monic irreducible g ∈ K [x], so f = ga for some a ≥ 1. Then we
must have g = (x+ β)b, with ab = pe, so a and b are both powers of p, and g = xb + βb ∈ K [x] is PI
or linear. 
4. Definition of the algebraically closed field type
In this section we present the ACF type formally and show how a unique field is determined.
4.1. Triangular ideals
Throughout the paper, K will denote the base field over which an ACF will be constructed. Since
we will often encounter polynomial rings with varying numbers of variables, let K [0] denote K and
for n ≥ 1, let K [n] denote K [x1, . . . , xn] with the lexicographical monomial ordering with x1 < x2 <
· · · < xn (see Cox et al., 1997, Chap. 2, §2 for details on monomial orderings).
Definition 4.1. A sequence of n polynomials (f1, . . . , fn) ∈ (K [n])n is called a triangular basis if, for
1 ≤ i ≤ n:
(1) The greatest variable occurring in fi is xi.
(2) fi is monic, written as a polynomial in xi.
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The trivial sequence () is defined to be a triangular basis for K [0] = K . An ideal I of K [n] is called
triangular if it possesses a triangular basis (i.e., if it is generated as an ideal by some triangular
basis). 
As an example, let K = Q, n = 3 and f1 = x21 + 1, f2 = x32 − x1 and f3 = x23 − x1x2 + 1. Then
(f1, f2, f3) is a triangular basis in K [3] = Q[x1, x2, x3].
A triangular basis is a common way of defining an algebraic number field, assuming that each
successive polynomial is irreducible over the subfield defined by the previous polynomials. We will
use the same presentation with a triangular basis, but the whole point of the system is to avoid the
factorizations of each polynomial over the virtual subfields defined by the previous ones, since this
quickly becomes very expensive. So the polynomialswill not necessarily be irreducible over the virtual
subfields.
It is easy to see that a triangular basis of an ideal I is a Gröbner basis of I (with respect to the above
order). This means that we can form the unique normal form modulo I of an element in K [n]. This is
the only fact which we will use from the theory of Gröbner bases. See also Aubry et al. (1999), Lazard
(1992) for more discussion concerning triangular ideals.
4.2. The evaluation field
Suppose K is a base field over which we will construct an ACF. The system works correctly if one
chooses a suitable finite field E and constructs a partial homomorphism φK from K into E, where
φK is defined on a reasonably large subring of K . The mapping has to be partial in general, simply
because there be may denominators of elements of K which are not invertible when mapped to E.
These elements of K have to be accounted for properly, so makes the theory messier than it would be
otherwise, but this is not a serious concern in practice if E is reasonably large.
To handle this formally, we say that to set up an ACF over a given base field K , one must first
specify an evaluation finite field E, a subring KE of K which is a unique factorization domain (UFD),
and a natural homomorphism φK : KE → E, such that KE is the maximal subring of K on which φK can
be defined.
We now outline how this should be done in practice for the kinds of base fields which are
encountered in practice.We first choose an integer B, typically of the order of 231, so that the finite field
E will be chosen to have cardinality approximately B. Note that B does not have to be any particular
size for the system to work correctly. But is preferable to let it be of the order of the machine integer
size in practice, for the following reasons:
(1) The smaller the bound B is, the more likely it is that one can encounter an element of K which
cannot be evaluated to E because its denominator is zero under the evaluation. There are two cases
below where this can happen: in Step 4 of the algorithm IsZero (Section 6), the quick modular
test may be not possible, or the algorithm RootsSeparableOrPI (Section 7) may fail, forcing the
full simplification of the ACF to be computed (Section 9). Neither of these cases causes a failure of
the system or incorrectness, but they do cause inefficiencies.
(2) The larger the bound B is, themore expensive the arithmetic in the finite field E becomes, of course.
So it is mildly desirable that the cardinality of E is such that its elements can be machine-size
integers (for prime fields) or Zech logarithms (for non-prime fields: see Bosma et al. (1997) for
further discussion), but this is not of great importance. Making Bmuch larger (say, of order 1020)
would still enable the system towork effectively, withoutmuch loss of efficiency, andwouldmake
bad evaluations even less likely. The most common non-trivial use of the field E in practice is in
Step 4 of the algorithm ZeroTest (Section 6), which simply involves computing a univariate GCD
in E[z], so making Bmuch larger will not slow down the system too much.
We now show how the necessary E, UFD subring KE and homomorphism φK are easily chosen for
the three particular types of non-trivial base field which are of interest in practice and which we will
support explicitly in the paper. We simply choose an obvious natural homomorphism in each case:
reduce valid rationals mod p, map transcendental generators to random elements, etc.
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(1) Suppose K is the rational field Q. Let E be the finite field Fp, where p is any prime of the order of
B. Define KE to be the set of all elements a/b ∈ K such that p does not divide the denominator b.
KE is clearly a ring. Define φK : KE → E be the natural homomorphism which maps the rational
a/b to (a mod p) · (b mod p)−1 ∈ E.
(2) Suppose K is the rational function field Fq(s1, . . . , sl). If q ≥ B, then let E be Fq; otherwise, let
E be the smallest extension field of Fq whose cardinality is greater than or equal to B. Choose
l distinct non-zero random elements σ1, . . . , σl ∈ E (we assume that B > l, of course). Let
ψK : Fq[s1, . . . , sl] → E be the natural homomorphismwhichmaps si to σi. Define KE to be the set
of all elements in K such thatψK applied to the denominator is non-zero and define φK : KE → E
to be the natural extension of ψK to KE .
(3) Suppose K is the rational function field Q(s1, . . . , sl). Let E be the finite field Fp, where p is any
prime which is of the order of B. Choose l distinct non-zero random elements σ1, . . . , σl ∈ E
(again, B > l). Let ψK : Z[s1, . . . , sl] → E be the natural homomorphism which maps si to σi.
Define KE to be the set of all elements of K which can be written in the form f /g such that g has
coefficients in Z andψK (g) is non-zero, and define φK : KE → E to be the natural extension ofψK
to KE .
In cases (2) and (3), the σi elements do not actually have to be distinct or non-zero for the system
to work correctly (since φK would be a valid homomorphism in any case), but if they are, then this
reduces the chance that an evaluation at a denominator is zero.
If the field K were also to have algebraic generators, then these could simply be mapped to roots
of the corresponding polynomials in E (making E have suitable extension degree so that the roots
exist). But since the ACF type itself automatically provides algebraic generators, there is of course no
particular importance to support the case that K has algebraic generators, so we will not spell that
case out in detail here.
4.3. Determining a unique field
For the rest of the paper,we assume thatwhenwe are given a base fieldK , thenwe are also given an
appropriate evaluation finite field E and the corresponding evaluation UFD subring KE and evaluation
homomorphism φK : KE → E. Also, let K [n](E) denote KE[x1, . . . , xn], which is clearly a UFD subring of
K [n], and let φK [n] : K [n](E) → E[x1, . . . xn] be the natural extension of φK to the domain K [n].
We now present the key idea by which we are able to determine a unique field represented by
an ACF, and give the illusion to the user that they are working with a genuine field, while avoiding
explicit factorization over extension fields.
Definition 4.2. Let K , E, KE , φK be as above and suppose that Γ = (γ1, . . . , γn) is a sequence of n
elements of E.
(1) Define φΓ : K [n](E) → E to be the natural extension of φK which maps c ∈ K to φK (c) and maps
xj to γj for 1 ≤ j ≤ n. φΓ is clearly a homomorphism (the φK homomorphism coupled with an
evaluation homomorphism).
(2) Let I be a triangular ideal of K [n] with triangular basis (g1, . . . , gn). Suppose that the following
conditions hold:
C1: gi ∈ K [n](E) for 1 ≤ i ≤ n.
C2: φΓ (f ) = 0 for all f ∈ I ∩ K [n](E).
C3: For 1 ≤ i ≤ n, either gi is PI w.r.t. xi, or φK [i](∂gi/∂xi) is invertible in the residue class ring
E[x1, . . . , xi]/〈φK [i](g1), . . . , φK [i](gi)〉.
If K is the rational function field Fq(s1, . . . , sl), then for 1 ≤ i ≤ n let Jaci be the Jacobianmatrix of
(g1, . . . , gi) with respect to (s1, . . . , sl, x1, . . . , xi) and suppose also that the following condition
holds:
C4: For 1 ≤ i ≤ n, there exists an i × i minor ∆i of Jaci such that φK [i](∆i) is invertible in
E[x1, . . . , xi]/〈φK [i](g1), . . . , φK [i](gi)〉.
Then we say that I is compatible with Γ .
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(3) We note the following points on the definition of compatibility:
(a) For each 1 ≤ i ≤ n, defineψΓ ,i : K [n](E) → E[z] to be the natural extension of φK which maps
c ∈ K to φK (c), maps xj to γj for 1 ≤ j < i, maps xi to z, andmaps xj to 0 for i < j ≤ n. As in (1),
the ψΓ ,i are clearly homomorphisms. Then condition C3 easily implies that for each i, either
gi is PI w.r.t. xi, or hi = ψΓ ,i(gi) ∈ E[z] has γi as a root with multiplicity exactly one (clearly
hi(γi) = 0 for each i by C2).
(b) If no gi is PI (in particular, if K is perfect), then condition C3 easily implies condition C4, since
the gi are triangular, so Jaci will have a triangular structure with invertible elements on the
relevant diagonal. This is why C4 is only needed when K is non-perfect. Compare also C4 with
the Jacobian Criterion (Eisenbud, 1995, Sec. 16.6).
(c) The above Ci conditions match the Hi conditions in Renault and Schost (2009). 
Theorem 4.3. Let K , E, KE , φK be as above and suppose that I is an ideal of K [n] with triangular basis
(g1, . . . , gn), such that I is compatible with Γ = (γ1, . . . , γn) ∈ En. Then there is a unique maximal ideal
J of K [n] which is compatible with Γ and such that J ⊇ I . Thus K [n]/J is a field. J is also triangular, and a
triangular basis (q1, . . . , qn) of J can be constructed directly with qi ∈ K [n](E) for each i.
Proof. We perform induction on n. In the case that n = 0, I is the zero ideal of K [0] = K , and Γ = (),
so everything trivially holds by taking J to be the zero ideal (with the empty triangular basis).
Now assume that the theorem is true for n − 1. Let In−1 be the triangular ideal of K [n−1]
with triangular basis given by the restriction to K [n−1] of (g1, . . . , gn−1). By assumption, there
exists a unique maximal ideal Jn−1 of K [n−1] such that Jn−1 ⊇ In−1, and Jn−1 is compatible with
(γ1, . . . , γn−1) and has triangular basis (q1, . . . , qn−1). Let ν be the natural epimorphism from K [n]
onto (K [n−1]/Jn−1)[xn] and set g¯n = ν(gn). Factorize g¯n over the field K [n−1]/Jn−1 into powers of monic
irreducibles as:
g¯n =
k∏
i=1
u¯eii .
For each i, let ui be the unique inverse image of u¯i under ν which is reduced to normal form modulo
Jn−1. Thus
gn =
(
k∏
i=1
ueii
)
+ r,
for some r ∈ Jn−1. Now φΓ (gn) = 0 (since I is compatible with Γ ), and φΓ (r) = 0 (since Jn−1 is
compatible with (γ1, . . . , γn−1)), so we must have φΓ (ua) = 0 for some a with 1 ≤ a ≤ k. If gn is
PI, then k = 1 by Lemma 3.2(b), so a is unique. Otherwise, if there were b 6= a with φΓ (ub) = 0,
then γn would be a root of both ψΓ ,n(ua) and ψΓ ,n(ub) (which both have positive degree in z) and
since ψΓ ,n(r) = 0, ψΓ ,n(ua) · ψΓ ,n(ub)would divide ψΓ ,n(gn), which would contradict the condition
in Definition 4.2(3) (a) that γn is a root of ψΓ ,n(gn)with multiplicity exactly one. Thus a is unique.
As for evaluating the φΓ and ψΓ ,n maps in the above, the only issue is that the evaluation of these
maps at the denominators of the ui factors and r must not vanish. In the case that K = Q, condition
C3 of the compatibility definition and Weinberger and Rothschild (1976, p.342) or Abbott (1998, 2.6)
ensures that the φΓ andψΓ ,n maps can be evaluated at the ui, since the relevant discriminants which
may arise in the denominators cannot evaluate to zero. In the case that K = F(s1, . . . , sl), (Renault
and Schost, 2009, Cor. 2) shows that under the C3 and C4 assumptions, the φΓ and ψΓ ,n maps can
be evaluated at the ui. Finally, the maps can be evaluated at r in all cases, since they can be at gn, by
assumption, and r = gn − (∏ki=1 ueii ).
Thus if we let J be the ideal of K [n] generated by Jn−1 (lifted to K [n]) and qn = ua, then K [n]/J ∼=
(K [n−1]/Jn−1)[xn]/〈q¯n〉, with q¯n = u¯a irreducible, so K [n]/J is a field and J is maximal. Also, appending
qn to (q1, . . . , qn−1) (lifted to K [n]) yields a triangular basis of J with qi ∈ K [n](E) for each i, and J is easily
seen to be compatible with Γ . The uniqueness of J follows from the uniqueness of Jn−1 and qn. 
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We will denote the ideal J of Theorem 4.3, uniquely determined from I and Γ , by J(I,Γ ). We are
now able to define our ACF object formally.
Definition 4.4. Suppose that I is an ideal of K [n] with triangular basis (g1, . . . , gn) such that I is
compatible with Γ = (γ1, . . . , γn) ∈ En, and let J = J(I,Γ ). An ACF A is defined to be the
quotient (K [n]/I)/(J/I). By the Third Isomorphism Theorem, A is of course isomorphic to K [n]/J so
by Theorem 4.3, A is a field. We call E themodular evaluation field of A and n the rank of A. We also
define the trivial ACF to be (K [n]/I)/(J/I) where n = 0, I and J are the zero ideals of K [0] = K , and
Γ = (); this is clearly isomorphic to K . 
Since J is uniquely determined from I and Γ , J will be used extensively in our theoretical
presentation and analysis and A will present the illusion to the user of acting like K [n]/J . Because of
the way A is defined, an element a of A will have the theoretical form (r + I) + J/I , where r ∈ K [n].
Clearly a is the zero element of A if and only if r ∈ J .
In the implementation, however, J will not be constructed explicitly since we wish to avoid
factorization over successive extensions, but I and Γ will be the information which is known and
used, so that is why we present A as the theoretically redundant quotient (K [n]/I)/(J/I). The element
a ∈ A will be represented by r ∈ K [n], kept reduced modulo I . The fundamental difficulty is that we
may have r ∈ J , so a is zero in A, but r 6∈ I , and we need to detect this situation without knowing J
explicitly.
5. The theoretical model for arithmetic in an ACF
5.1. Presentation
Let A = (K [n]/I)/(J/I) be an ACF. We wish to perform the fundamental arithmetic operations
in A without explicitly using the maximal ideal J , as it is not known in the implementation. The
fundamental operations are: addition, subtraction, multiplication, the testing of whether an element
is zero or not, and inversion. These operations clearly suffice to represent a field effectively; other
operations are easily derived from them. For example, testing equality of two elements is done by
testing whether their difference is zero, and so on.
An element of A is represented as polynomial in K [n], reduced modulo the current relation ideal I .
The basic operations of addition, subtraction and multiplication are handled easily, since we simply
do the operation in K [n] and reduce modulo I in each case, and no simplification of A need take place.
However, the testing of whether an element is zero or not and the inverting of an element can cause
a modification of the relation ideal I , thus giving a simplification of the presentation of the field.
In the implementation, we work with one ACF A, and modify it in place whenever there is a
simplification: the ideal I is replaced with the new ideal I ′ (where J ⊇ I ′ ⊃ I), and all the elements
of A are reduced modulo I ′. We keep a list of pointers to all hitherto computed elements of Awithin A
itself, so that we can reduce them at this point (this is easily managed).
However, it is extremely difficult to describe such a system with a rigorous theoretical model,
because of the changes of state of A upon a simplification. We thus use the following approach. In our
model, each arithmetic function for a field A (which could cause a simplification) will return a new
field A′ = (K [n]/I ′)/(J/I ′) which is equivalent to A, and the result(s) will be with respect to A′. So A′
will represent the same field as A, but the ideal I ′ associated with A′ will now allow one to perform
the desired operation trivially without knowing J . This approach allows us to represent rigorously the
way that simplifications (bringing the ideal I closer to J) will occur, without having to worry about the
field or its elements changing state within the course of an algorithm.
We now present a series of technical lemmas so we can use the concepts of equivalence and
subfield rigorously within this model. They are not deep or essential for understanding the way the
system works, but are rather needed for the proofs of correctness for the zero testing and inverse
algorithms in Section 6 below. Those algorithms can cause simplifications, and we handle this fact
rigorously by constructing equivalent ACFs.
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5.2. Evaluation in an ACF
Recall from Definition 4.2 that φΓ is the natural map from K [n](E) to the evaluation field E, given
by φK and the sequence Γ of evaluation points. The following lemmas and corollary simply establish
that φΓ lifts to a natural partial map on A in the obvious way.
Lemma 5.1. Let J be an ideal of K [n] with triangular basis (q1, . . . , qn) such that qi ∈ K [n](E) for 1 ≤ i ≤ n
and such that J is compatible with Γ ∈ En. The cosets of K [n]/J can each be written uniquely in the form
r + J , where r is in normal formmodulo J, so let (K [n]/J)(E) be the set of elements of (K [n]/J)whose unique
coset representatives are in K [n](E). Then (K [n]/J)(E) is a subring of K [n]/J and there is a natural well-defined
homomorphism φΓ /J : (K [n]/J)(E) → E given by (r + J) 7→ φΓ (r).
Proof. (K [n]/J)(E) is clearly a ring, since the sum or product of two of its elements can be reduced
to normal form modulo J without introducing a bad denominator (since the qi, forming a triangular
[Gröbner] basis of J , are monic and are in K [n](E)). Since J is compatible with Γ , φΓ /J is a well-defined
homomorphism. 
Lemma 5.2. Let A = (K [n]/I)/(J/I) be an ACF with Γ ∈ En and J = J(I,Γ ). Let A(E) be the set of all
elements a in A such if a = (r + I)+ J/I , where r is in normal form modulo J, then r ∈ K [n](E). Then A(E)
is a subring of A, and φΓ can be extended to be a well-defined homomorphism from A(E) to E. Also, for any
element a ∈ A having the form (r + I) + J/I , where r is reduced modulo I (but not necessarily reduced
modulo J), then if r ∈ K [n](E), then a ∈ A(E) and the homomorphism can be evaluated at a by using r
(without knowing the normal form of r modulo J).
Proof. Since A ∼= K [n]/J , A(E) is clearly a ring isomorphic to (K [n]/J)(E) and the extension of φΓ is well-
defined, by Lemma 5.1. Also, just as in the previous proof, if a = (r+ I)+ J/I with r ∈ K [n](E) and with
r reduced modulo I , then the normal form of r modulo J must also be in K [n](E) (because the monic
elements of the triangular [Gröbner] basis of J lie in K [n](E)), so a ∈ A(E). Since J ⊇ I and both ideals
are compatible with Γ , the last statement is correct. 
Corollary 5.3. Let A, Γ , E and J be as in the last Lemma. Then φΓ extends to a natural homomorphism
from A(E)[z] to E[z]which can be evaluated without using J. So if q, g ∈ A(E)[z]with q dividing g, then the
image of q in E[z] divides the image of g in E[z]. Also, a monic factor of a monic polynomial in A(E)[z]must
also lie in A(E)[z].
Proof. The last statement follows from the Ci conditions and Renault and Schost (2009, Cor. 3), which
is analogous to the situation in Theorem 4.3 (except that the factor is in the residue ring modulo the
gi). 
5.3. Equivalence and subfields
Definition 5.4. Suppose that I and I ′ are both triangular ideals of K [n] which are compatible with
Γ = (γ1, . . . , γn) ∈ En and suppose also that J(I,Γ ) = J(I ′,Γ ) = J . Then we say that the two
ACFs A = (K [n]/I)/(J/I) and A′ = (K [n]/I ′)/(J/I ′) are equivalent. Clearly, the equivalent ACFs are
isomorphic as fields via the natural associated isomorphism ψ : A→ A′ defined by (r + I)+ J/I 7→
(r + I ′)+ J/I ′ (which is well-defined because I ⊆ J and I ′ ⊆ J). 
The key point of this definition is that the one Γ sequence (and thus also the uniquemaximal ideal
J) must be common to both ACFs for them to be considered equivalent in our model (it is insufficient
for them to be simply isomorphic as fields).
The following lemma simply makes formal the expression of an ACF A as an extension field of its
subfield An−1 which is obtained by removing the highest variable xn and its defining polynomial.
Lemma 5.5. Suppose A = (K [n]/I)/(J/I) is an ACF, where Γ = (γ1, . . . , γn) and J = J(I,Γ ), and let
(g1, . . . , gn) be a triangular basis of I. Let In−1 be the triangular ideal of K n−1 generated by the restriction
to K n−1 of (g1, . . . , gn−1), and let Γn−1 be (γ1, . . . , γn−1). Then An−1 = (K [n−1]/In−1)/(Jn−1/In−1), where
Jn−1 = J(In−1,Γn−1), is also an ACF which is a subfield of A. Also, A ∼= (An−1[xn])/〈q〉, where q is
irreducible, q divides the polynomial g in An−1[xn] corresponding to gn, and the polynomial qn ∈ K [n]
corresponding to q is in K [n](E) and φΓ (qn) = 0. Finally, g ∈ An−1[xn] is either PI, or separable.
354 A.K. Steel / Journal of Symbolic Computation 45 (2010) 342–372
Proof. It is clear that In−1 is compatible with Γn−1, so An−1 is a well-defined ACF. All of the claims
in the second last sentence follow from the construction of J in the proof of Theorem 4.3. Finally, if
gn is PI, then g is also, while if g were inseparable and not PI, then the GCD of g with its derivative
would not be one (by Lemma 3.1), so the resultant of g with its derivative would be zero, so ∂gn/∂xn
would not be invertible in the residue class ring K [x1, . . . , xn]/〈g1, . . . , gn〉, which would contradict
condition C3 of the compatibility definition (C3, which uses the residue class ring over E, implies the
similar weaker condition using the residue class ring over K ). 
Definition 5.6. We will often just say the ‘‘modular evaluation of f ’’ for f ∈ An−1(E)[xn] to mean the
element of E obtained by mapping the coefficients of f into E via Corollary 5.3 applied to the subfield
An−1, and by mapping xn to γn. 
Our final lemma simply shows that one can lift an equivalence between subfields in a natural way.
Lemma 5.7. Suppose A = (K [n]/I)/(J/I) is an ACF, where J = J(I,Γ ). Let An−1 = (K [n−1]/In−1)/
(Jn−1/In−1) be the subfield of A as in Lemma 5.5. Suppose that A′n−1 = (K [n−1]/I ′n−1)/(Jn−1/I ′n−1) is
equivalent to An−1, with associated isomorphismψn−1 : An−1 → A′n−1, and that I ′n−1 ⊇ In−1. Then there is
a natural extension field A′ = (K [n]/I ′)/(J/I ′) of A′n−1 which is equivalent to A with natural isomorphism
ψ , and such that I ′ ⊇ I .
Proof. Define I ′ to be the ideal of K [n] generated by the embedding of I ′n−1 into K n and the nth
triangular basis polynomial gn of I . Clearly I ′ ⊇ I , since I ′n−1 ⊇ In−1 and gn ∈ I . As I ′n−1 is compatible
with Γn−1, we must have J(I,Γ ) = J(I ′,Γ ), and gn and J are unchanged, so A′ is a well-defined ACF
and is equivalent to A. Defining ψ : A → A′ by (r + I) + J/I 7→ (r + I ′) + J/I ′ is easily seen to be a
well-defined isomorphism, since I ⊆ J and I ′ ⊆ J . 
6. Zero testing and inversion
The very non-trivial algorithms for zero testing and inversion are at the heart of our system.
Amazingly, testing whether an element is the zero element of the field is the most difficult operation
in the whole system (and was certainly the most difficult operation to design and implement)!
Other systems have supplied a method for inversion such that if one is in the middle of attempting
to invert an element and discovers that it is non-invertible modulo the current relation ideal, then
a simplification of the field is done at that point and branching may have to occur (in one branch,
the original element is zero and in the other branch it is non-zero and can be inverted). Our system
does not require any branching at all, but appears as a generic field to external algorithms, with no
modifications needed to the algorithms, and all conjugates of a root are automatically distinct (see
Section 7.3 below for further discussion).
Zero testing is common and critical in Computer Algebra, and occurs very frequently, for example,
in equality testing (testing whether the difference is zero) or when normalizing a polynomial so that
its leading coefficient is non-zero. Magma needs a zero testing algorithm to be supplied for all of its
ring types and this algorithm is called generically in a very large number of situations; an algorithm
will never attempt to invert an element without having called the zero testing algorithm first to check
that it is non-zero, so any inversion algorithm is guaranteed to work.
6.1. The algorithms
The crucial algorithm ZeroTest below takes an element a of an ACF A and returns a new ACF A′
which is equivalent to A but also with the important property that it is then trivial to test within A′
whether a is the zero element of A or not.
Algorithm ZeroTest(a)
Input: a, an element of an ACF A = (K [n]/I)/(J/I), with J = J(I,Γ ).
Output: An equivalent ACF A′ = (K [n]/I ′)/(J/I ′) with I ′ ⊇ I and J(I ′,Γ ) = J , with an associated
isomorphism ψ : A → A′, such that if a is the zero element of A then for all r ′ ∈ K [n] such that
ψ(a) = (r ′ + I ′)+ J/I ′, we have r ′ ∈ I ′.
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(1) If n is 0, return A and IdA (the identity map from A to A).
(2) Write a = (r + I)+ J/I with r ∈ K [n] and with r reduced modulo I .
(3) Let An−1 = (K [n−1]/In−1)/(Jn−1/In−1) be the subfield of A as in Lemma 5.5 and let f ∈ An−1[xn]
correspond to r . Let (g1, . . . , gn) be a triangular basis of I and let g ∈ An−1[xn] correspond to gn.
(4) Let E be the modular evaluation field of A. If r is not in K [n](E), skip to the next step. Otherwise, let
f¯ be the polynomial in E[z] obtained by mapping the coefficients of f into E using (γ1, . . . , γn−1)
(via Corollary 5.3 applied to An−1) and by mapping xn to z. Let g¯ be the similar polynomial in E[z]
corresponding to g . If f¯ and g¯ are coprime, then return A and IdA.
(5) An−1 is a field, and we assume by induction that we can effectively perform the Euclidean
algorithm on f and g , without using J explicitly, to obtain a field A′n−1 = (K [n−1]/I ′n−1)/(Jn−1/I ′n−1)
equivalent to An−1, with associated isomorphism ψn−1 : An−1 → A′n−1, and c ∈ A′n−1[xn]where c
is the monic GCD of f and g (moved to A′n−1[xn] via ψn−1).
(6) If c = 1 or c = g , construct A′ = (K [n]/I ′)/(J/I ′) andψ : A→ A′ from I ′n−1 and gn andψn−1 (using
Lemma 5.7) and return A′ and ψ : A→ A′.
(7) We distinguish the two cases of whether g is separable or PI, as follows:
(a) If g is not PI (and thus separable): If themodular evaluation of c is zero, then let h = c; otherwise
let h = g/c.
(b) If g is PI: Set (U, V ) to (c, g) and repeat the following while U 6= V : let L be the lower degree
polynomial of U, V and let H be the other polynomial, and replace (U, V ) by (L,H/L). After
the loop, set h = U .
(8) Let s be the element of K [n] corresponding to h. Let I ′ be the triangular ideal of K [n] with triangular
basis (g ′1, . . . , g
′
n−1, s). Return A′ = (K [n]/I ′)/(J/I ′) and the natural map ψ : A → A′ with
(r + I)+ J/I 7→ (r + I ′)+ J/I ′.
The ACF returned by IsZero makes it possible to compute the inverse of any non-zero element,
which is done by the algorithm Inverse.
Algorithm Inverse(a)
Input: a, an element of A = (K [n]/I)/(J/I)where A is an ACF returned by IsZero applied to (an earlier
form of) a, and a is not zero.
Output: An equivalent ACF A′ = (K [n]/I ′)/(J/I ′), with associated isomorphism ψ : A → A′, and an
element b′ ∈ A′ such that I ′ ⊇ I and b′ is the inverse of a′ = ψ(a) (i.e., so that a′b′ − 1 is the zero
element of A′).
(1) If n is 0, any representative of a is a constant, so return A, IdA and the (constant) inverse of a.
(2) Write a = (r + I)+ J/I with r ∈ K [n] and with r reduced modulo I .
(3) Let An−1 = (K [n−1]/In−1)/(Jn−1/In−1) be the subfield of A as in Lemma 5.5 and let f ∈ An−1[xn]
correspond to r . Let (g1, . . . , gn) be a triangular basis of I and let g ∈ An−1[xn] correspond to gn.
(4) An−1 is a field, andwe assumeby induction thatwe can effectively perform the extended Euclidean
algorithm on f and g , without using J explicitly, to obtain a field A′n−1 = (K [n−1]/I ′n−1)/(Jn−1/I ′n−1)
equivalent to An−1, with associated isomorphism ψn−1 : An−1 → A′n−1, and c, u, v ∈ A′n−1[xn]
where c is the monic GCD of f ′ and g ′ and c = u · f ′ + v · g ′ (where f ′ and g ′ are f and g moved to
A′n−1[xn] by ψn−1, respectively). Assert that c is one.
(5) Construct A′ and ψ : A → A′ from I ′n−1 and gn and ψn−1 (using Lemma 5.7) and return A′ and
ψ : A→ A′, and the element in A′ corresponding to u.
Theorem 6.1. Algorithms ZeroTest and Inverse are correct and do not explicitly use the ideal J in either
case.
Proof. We will prove the algorithms are correct by induction in parallel, since they effectively call
each other recursively. We will show that the claims on the outputs of each algorithm are correct in
all cases, and that all steps are valid and do not use J explicitly.
First of all, the casewhere n = 0 (so I = J = 0 and A is isomorphic to K ) is clearly handled correctly
in Step 1 of each algorithm: the coset representative r is always a constant.
Assume now that the algorithms are correct for fields of rank n− 1.
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In Step 2 of each algorithm, we have a polynomial r ∈ K [n] which represents a, and r is reduced
modulo I . We do not know J in practice, so r could be non-reduced modulo J , but algorithm IsZero
will effectively determine whether r is actually in J or not.
After Step 3 of each algorithm, we have A ∼= An−1[xn]/〈q〉, where q is irreducible over An−1 and
divides g , g is separable or PI, and the modular evaluation of each of q and g is zero, by Lemma 5.5.
Ignore Step 4 of ZeroTest for the moment. The application in each algorithm of the Euclidean
algorithm uses addition, subtraction, multiplication, inversion and zero testing in the subfield An−1,
all of which can be done without explicit use of J , by our induction assumption, and the results will be
returned over a subfield A′n−1 equivalent to An−1, with associated isomorphism ψn−1 : An−1 → A′n−1.
First consider IsZero. If c , the GCD of f and g , is one, then since q divides g , q cannot divide f , so
f mod q is non-zero, so since f corresponds to r , we have r /∈ J , so a is non-zero. If c = g , then f mod
g is zero, so a is the zero element of A, and after constructing A′, any r ′ representing ψ(a)will reduce
to zero modulo I ′ as I ′ contains gn corresponding to g . Thus after constructing A′ in Step 6, the claim
on the output is satisfied in both cases (trivially, in the first case).
Step 4 of ZeroTest is simply a quick test to see whether the GCD of f and g is one. Since the
coefficients of f and g can be evaluated into E, then if the GCD of f and g is non-trivial, then the
GCD of f¯ and g¯ must also be non-trivial, by Corollary 5.3. Thus if Step 4 returns, then this is equivalent
to the case that c is one in Step 6, so Step 4 is correct.
Thus if c is neither one nor g , Step 7 of ZeroTest is reached. We now show that in this step, h is set
to a multiple of q, has zero modular evaluation, and is separable or PI. We distinguish the two cases
of whether g is separable or PI, as follows.
(a) g is separable: Since c is not one, then qmust divide exactly one of c and g/c , since q is irreducible
and divides the separable g . Since c is neither one nor g , c and g/c are both proper factors of g .
Now the modular evaluation of q is zero, so the factor of g which q divides will have zero modular
evaluation. The other factor is not divisible by q, so it cannot have zero modular evaluation. (By
Corollary 5.3, the modular evaluation of these factors is possible, since they are monic divisors of
g .) Thus Step 7 must assign h to the correct factor of g which is divisible by q and which has zero
modular evaluation. (As c is monic, no inversions or zero-tests need be done if we compute the
quotient g/c , so the subfield will not change here.)
(b) g is PI: Since q is irreducible and divides g , which is PI, g must equal qp
e
for some e ≥ 0, and q
must also be PI or linear, by Lemma 3.2 (b). Also, since c divides g and is not one, we must have
that c = qm for somem ≥ 1 (m is not necessarily a power of p). The loop effectively performs the
Euclidean algorithm on the exponents of the powers of q in (U, V ): (U, V ) will be transformed
from (c, g) = (qpe , qm) to (qd, qd), where d is the GCD of m and pe. Since all the polynomials
involved are powers of q, while U 6= V one of U, V must have lower degree than the other, the
division must be exact, and the degrees must decrease so the loop will terminate. Thus h is set to
qd. If d = 1, then h = q is linear (so separable) or PI since q is either of these. Otherwise, d = pl
with l ≥ 1, and h = qpl is PI, since q is linear or PI (Lemma 3.2(a)). Now the modular evaluation of
q is zero, so h also has zero modular evaluation in any case.
In all cases, s ∈ K [n], which is assigned in Step 8 to correspond to h, must be in J , so J ⊇ I ′ ⊃ I .
Thus A′ = (K [n]/I ′)/(J/I ′) is a new well-defined ACF which is equivalent to A, as h divides g and the
modular evaluation of h is zero so I ′ andΓ define the same J uniquely. The returnedmapψ , as defined,
is easily seen to be a well-defined isomorphism because I ′ ⊃ I (and can be implemented without the
explicit knowledge of J). Finally, if a is the zero element, then qmust divide f and so also c , so either
h = c (in Step 7 (a)), or h is a power of q (in Step 7 (b)), so h is divisible by q and any r ′ representing
ψ(a)will reduce to zero modulo I ′, as I ′ contains s corresponding to h, thus verifying the claim on the
output. Thus IsZero is correct and J is not used explicitly.
Finally, consider Inverse. This is very similar, and we need only prove that the GCD c is one in
Step 4. We can assume that a is non-zero and the input field was returned from IsZero applied to a.
If that algorithm returned at any step before Step 7, then clearly the GCD c was one then, so will be
one again here. If we went through Steps 7 and 8, then since a is non-zero, g could not have been PI
(since that always yields the case that a is zero), so we must have had the case that g was separable
and q divided g/c (so a factor of g was found even though a is not the zero element: the element of A
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corresponding to g/c was the zero element). Now c was coprime with g/c , so f was coprime to g/c ,
and the polynomial corresponding to g/c was included in I ′. So the GCD must now be one in Inverse.
Thus Inverse is correct and J is not used explicitly. 
We make the following remarks on important points in the algorithms, again distinguishing the
cases for the polynomial g:
(a) g is separable: The correctness of Inverse depends strongly on the fact that we compute the
modular GCD in Step 4 of IsZero instead of just testing whether the modular evaluation of f is
zero. If wewere to do only the latter, then thiswould still suffice as a correct quick test forwhether
a is zero, but it would not detect the case that a is non-zero but the GCD c is non-trivial, so the
coprime factor g/c would not be inserted in I , so Inversewould fail on the non-zero a.
As an example, suppose the ACF A has defining ideal I = 〈α2 − 2, β2 − 8〉 ⊂ Q[α, β]
with β > α, and suppose we call IsZero on the element e of A corresponding to β − 2α. Now
(β − 2α)(β + 2α) ∈ I , and the GCD c in Step 5 will be set to β − 2α. The modular evaluation of c
will depend arbitrarily on Γ . If the evaluation is zero, then I ′ will be 〈α2 − 2, β − 2α〉 and e will
be zero in A′. Otherwise I ′ will be 〈α2 − 2, β + 2α〉 and ewill be non-zero in A′ (and simplified to
become−4α). So the simplification occurs in either case, but whether ewill be zero or not cannot
be predicted beforehand (yet things will stay consistent forever, in all cases).
(b) g is PI: To illustrate the necessity of the loop in Step 7 (b) of IsZero, let K = F3(t) and suppose an
ACF has the defining ideal I = 〈α3− t, β3+ t〉 ⊂ K [α, β], with β > α. Let e = β + α. Now e /∈ I ,
but e3 = β3 + α3 ∈ I . (This situation, where some f /∈ I , but f e ∈ I for e > 1, can only occur if K
is non-perfect.) Suppose we call IsZero on e2 = β2+ 2βα+ α2, which is reduced modulo I . Then
the GCD c will be set to e2, the irreducible qwill be e, and the (U, V ) loop will end with h = e, so
e will be in I ′, and the input will be found to be zero in A′. So the loop is needed to find the linear
(separable) e: it is insufficient in general to set h = c , since c here is e2, which is neither separable
nor PI.
6.2. Remarks on the implementation
In any implementation, the key step in the IsZero algorithm to make the whole system efficient
is the modular GCD test (in Step 4). In practice, since the evaluation finite field E is usually chosen to
have size around 231 or more, it is quite rare that Step 4 cannot be applied. When it can be applied,
the small amount of arithmetic performed in E for the univariate GCD takes very little time in practice
(and is certainly much faster than basic arithmetic in A, which involves multivariate polynomials in
a quotient ring). So when given a non-zero element the function nearly always returns quickly, with
hardly any effort spent. Without this quick test, the system is simply too naive when the rank of the
field becomes non-trivial, because computing the GCDs via the Euclidean algorithm every time a zero
test is needed can lead to huge coefficient blowup in the recursive calls (and zero testing is extremely
common in computer algebra, as pointed out above). So this is one huge practical advantage that our
system has over simpler systems which have to compute a GCD for every zero test.
The other key optimization in the Magma implementation is the use of a fast matrix technique
to perform the GCD or XGCD computations (instead of the Euclidean algorithm). When K = Q,
this technique also uses a very fast p-adic matrix nullspace algorithm, thus completely avoiding
intermediate coefficient growth. We now describe how the matrix technique works.
The element a, passed to both algorithms, iswritten as (r+I)+J/I with r ∈ K [n] andwith r reduced
modulo I . Now the quotient ring K [n]/I can be considered as a finite-dimensional vector space (since
I is a zero-dimensional ideal). Thus we can form a K -vector space monomial basisM = (m1, . . . ,md)
of K [n]/I (see Cox et al. (1997, Chap. 5, §3, Prop. 4) or Becker and Weispfenning (1993, Prop. 9.4)),
which is sorted lexicographically (with the smallest monomial 1 coming first). We then compute the
representation matrix T for the multiplication action of (r + I) on M in K [n]/I: for each i, let the ith
row of T be the vector corresponding to (r ·mi) reduced modulo I , usingM to index the columns.
For Step 5 of ZeroTest, we compute the left nullspaceN of T . IfN is zero, then r is invertiblemodulo
I , so a is non-zero and no simplification is possible (this is equivalent to the case that c = 1 in Step 6).
Otherwise, we echelonize a basis of N from the right and thus get a v in N , with v · T = 0, whose
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first non-zero entry starting from the right is as left as possible. Then because of the lexicographical
order for M , the polynomial b corresponding to v is the polynomial which annihilates r modulo I
with smallest possible leadingmonomial (w.r.t. the lexicographical order). Thus,moving b to An−1[xn],
b equals g/c , since that is the smallest monic polynomial w.r.t. the order whose product with f is
divisible by g . Thus the GCD is g/b, so we set c = g/b and then proceed in Step 7 as before.
For Step 4 of Inverse, we construct the samematrix T from r and attempt to solve the linear system
s ·T = w for the vector s ∈ K d, wherew is the vector (1, 0, . . .) in K d corresponding to the polynomial
1. If there is a solution s, then the polynomial corresponding to s, moved into A, is the inverse of a. If
there is no solution s, then there is a non-trivial left nullspace N of T and we do the same steps as
in the previous paragraph to cause a simplification of A in IsZero; this corresponds to the case in
Step 7(a) there, where the input is invertible, but the GCD c is non-trivial and h is set to g/c. Then we
start again to compute the inverse of a. Since we know that a is non-zero, there must eventually be a
solution s yielding the inverse (i.e., we can only obtain a non-trivial nullspace and a simplification a
finite number of times).
7. Extending an ACF and computing roots
We have shown how to perform arithmetic effectively with an already formed ACF, but we must
show how to build up an ACF effectively from the base field K! We first start with the trivial ACF
with no variables (see Definition 4.4), and then successively build the ACF up by computing roots of
polynomials.
7.1. Computing roots of a separable or PI polynomial
Let A = (K [n]/I)/(J/I) be an ACF, and suppose f is a monic polynomial in A[z] which is either
separable or PI. Suppose also that k is a positive integer; if f is separable, then kmay be in the range
1 ≤ k ≤ Deg(f ), while if f is PI, then kmust equal 1. The following algorithm attempts to construct a
new ACF A˜ which contains A as a subfield but also has the crucial property that it contains k distinct
roots β1, . . . βk of f . The algorithmmay fail very occasionally, but we address the case of failure below.
Algorithm RootsSeparableOrPI
Input: An ACF A = (K [n]/I)/(J/I) (with J = J(I,Γ )), a monic polynomial f ∈ A[z] and an integer k,
such that either f is separable and 1 ≤ k ≤ Deg(f ), or f is PI and k = 1.
Output: If successful, a new ACF A˜ = (K n/I˜)/(J˜/I˜) with a subfield equivalent to A, the embedding
χ : A→ A˜, and k distinct elements β1, . . . , βk of A˜which are roots of f (lifted to A˜[z]).
(1) Let χ : K [n] → K [n+k] be the natural embedding of K [n] into K [n+k] (with xi mapped to xi for
1 ≤ i ≤ n). We can extend χ to a natural embedding of K [n][z] into K [n+k][z]. Let I˜ be the ideal of
K [n+k] generated by χ(I) and the k polynomials (χ(f ))(xn+j) for 1 ≤ j ≤ k. I˜ is clearly a triangular
ideal since I is triangular and f is monic.
(2) Let E be the evaluation finite field of A. If f 6∈ A(E)[z] then FAIL. Otherwise, all the coefficients of f
can be evaluated into E, so map f to e ∈ E[z], using φΓ .
(3) Let E˜ be a minimal-degree splitting field of e over E and let e˜ be emapped to E˜[z].
(a) If f is separable: if e˜ has k distinct roots which all occur with multiplicity one, then let
δ1, . . . , δk ∈ E˜ be these distinct roots; otherwise, FAIL.
(b) If f is PI: kmust equal 1, so let δ1 be a root of e˜.
(4) Let γ˜i be γi lifted to E˜ for 1 ≤ i ≤ n and let γ˜n+j = δj for 1 ≤ j ≤ k. Let Γ˜ = (γ˜1, . . . , γ˜n+k). If
conditions C3 and C4 (if K non-perfect) in Definition 4.2 are not met, applied to I˜ and Γ˜ , then FAIL.
(5) Let A˜ = (K n/I˜)/(J˜/I˜), where J˜ = J(I˜, Γ˜ ) and Let βj = (xn+j+ I˜)+ J˜/I˜ for 1 ≤ j ≤ k. Return A˜, the
natural extension of χ to χ : A→ A˜, and the k roots β1, . . . , βk ∈ A˜.
Theorem 7.1. Algorithm RootsSeparableOrPI is correct.
A.K. Steel / Journal of Symbolic Computation 45 (2010) 342–372 359
Proof. If the algorithm succeeds, then A˜ is a well-defined ACF since I˜ is clearly compatible with Γ˜ by
construction (see the conditions in Definition 4.2).
As Γ˜ equalsΓ in its first n entries, and I˜ contains the embedding of I inK [n+k],A is clearly equivalent
to the subfield of A˜ defined by the first n variables and the first n entries of Γ˜ . As I˜ contains (χ(f ))(xn+j)
and J˜ ⊇ I˜ , clearly f (βj) is zero for 1 ≤ j ≤ k. Since the γ˜n+j (for 1 ≤ j ≤ k) are distinct by construction,
the βj must be distinct (their differences must be non-zero in A˜). 
The fact thatwe allowgeneral k inRootsSeparableOrPI (and do not always just return all the roots)
can be quite useful when one wishes, say, only one root of a polynomial and not all the conjugates of
the root, as computing all the roots will cause the field to have higher rank and a more complicated
presentation than necessary.
If RootsSeparableOrPI fails, then we proceed as follows. We first simplify A fully to obtain the
unique maximal ideal J explicitly (see Section 9 below for how this is done). J will have a triangular
basis (q1, . . . , qn). We then start from scratch with a trivial ACF having a new evaluation field E ′ and
base evaluation map φ′K (choosing a new prime if K has characteristic zero and new evaluation points
for transcendental generators) andwe then successively callRootsSeparableOrPIwith q1, q2, etc. (and
with k = 1 each time) to build up to a new ACF A′ with a different evaluation sequence Γ ′, but which
will define the same J as before (with I = J in A′). We then call RootsSeparableOrPI on f with the
original k to obtain A˜′ and the desired roots. If any of these calls to RootsSeparableOrPI fails, then we
start againwith yet another new E ′ andφ′K (failure is again unlikely in practice, if the new E ′ is suitably
large). Fortunately, RootsSeparableOrPIwill fail very rarely in practice if the original evaluation field
E is large enough (since the denominators and discriminants of typical polynomials, evaluated into E,
are unlikely to be zero).
In theMagma implementation, when given a separable or PI polynomial f ∈ A[z] and k, to compute
k roots of f we also first do the following optimizations before calling the above algorithm.
(1) If f is linear of the form z − a, then we can return a immediately, of course (kwill equal 1).
(2) For each of the current generators αi = (xi + I)+ J/I of A, for 1 ≤ i ≤ n, we test whether f (αi) or
f (−αi) is zero (using IsZero). If so, then αi or−αi is a root, respectively. This picks up the common
case that one asks for the roots of the same polynomial several times during the course of some
external algorithm, and avoids the creation of many redundant polynomials (but is not actually
necessary for correctness, as equality testing with earlier roots of the same polynomial would be
handled by the system as is). Note that if we use the negative generators −αi in this test, then
we must also check using IsZero that each new root is distinct from the other roots, since it is
possible, for example, that−α2 = α1. If l roots are found this way (we limit l by k, of course), then
we need only extend the relation ideal with k− l new copies of f , instead of k copies of f .
7.2. Computing roots of an arbitrary polynomial
Finally, the roots with multiplicities of a general polynomial in A[z] are also computed as follows.
Algorithm RootsArbitrary
Input: An ACF A, and an arbitrary non-constant polynomial f ∈ A[z].
Output: A list of the roots of f , with the multiplicity attached to each root.
(1) Subfunction GetRoots(f (z))
{
(a) Let d(z) be the derivative of f (z).
(b) If d(z) is zero then:
(i) K must be of characteristic p > 0. Write g(z) = r(zpe)with emaximal (emust be at least
1).
(ii) First note that to compute a peth root of any element a ∈ A, where e ≥ 1, we can simply
call RootsSeparableOrPI on the PI polynomial zp
e − a with k = 1. (This is the only case
in the whole system where RootsSeparableOrPI is passed a PI polynomial, and the ACF
relation ideal is extended by a PI polynomial.)
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(iii) Now let s(z) be the polynomial in A[z] whose ith coefficient is a pe-root of the ith
coefficient of r(z), using the method in (ii) on each coefficient. So f (z) = s(z)pe .
(iv) Recursively call GetRoots on s(z) to obtain a list L, multiply all multiplicities in L by pe,
and return L.
(c) Let g(z) be the GCD of f (z) and d(z). If g(z) is one, then f (z) is separable (by Lemma 3.1), so
call RootsSeparableOrPI on the monic associate of f (z), with k equal to the degree of f (z),
and return the roots as a list, attaching multiplicity 1 to each.
(d) Recursively call GetRoots on g(z) and then recursively call GetRoots on f (z)/g(z) and return
the concatenation of the results.
}
(2) Call GetRoots on f to obtain a list L.
(3) Collect all equal roots in L, adding up the multiplicities for each common root, and return L.
Note that this algorithm does not assume any internal structure of A, but is an ‘‘external’’ use
of all the ACF machinery above. That is, it only assumes that A is a field and that one can call
RootsSeparableOrPI on separable or PI polynomials overA. These callswill generally cause extensions
of A, and according to the theoretical model, one would replace A by its extension A˜ each time and
move the existing roots and polynomials to A˜, of course. But in the implementation, we only use the
one A which is internally extended, so RootsArbitrary indeed only makes an external use of the
system.
Theorem 7.2. Algorithm RootsArbitrary is correct.
Proof. The subfunction GetRoots is similar to algorithm SeparableFactorization in Steel (2005,
Sec. 3). Steps (a), (b), (d) form a very standard recursive squarefree decomposition algorithm; the
recursion must stop, since in step (d), g(z) is not one and has smaller degree than f (z) (since the
derivative d(z)must have smaller degree).
Step (b) is only needed when K is non-perfect: since f (z) is non-constant, its derivative can only
be zero if the characteristic p divides all exponents of f (z), so one can indeed write f (z) as s(z)p
e
and
GetRoots is then called on s(z) (with smaller degree, so termination is ensured), and themultiplicities
clearly need only be scaled by pe. (See Section 10.3 below for an example in which PI polynomials
occur, so Step (b) is needed.)
Clearly RootsSeparableOrPI is only passed separable or PI polynomials and the multiplicities of
the result are easily seen to be correct. 
Of course, there is also a more efficient iterative method for the separable decomposition (which
the Magma implementation uses) to handle the case that a separable polynomial divides f several
times (and which removes the need for the collection of equal roots at the end), but we present this
recursive algorithm for simplicity of exposition. One can also easily add a bound k to RootsArbitrary
to limit the number of desired roots, just as for RootsSeparableOrPI (theMagma implementation has
an optional parameter Max for this, for the function Roots).
As a final optimization, if all coefficients of f lie in the base field K , we can first factorize f over
K (which will be much easier in practice than factorizing over an extension of K ) and then apply
RootsArbitrary to each irreducible factor of f . This effectively gives a pre-simplification of the ACF
in that its defining relations will be ‘‘less reducible’’.
Note that the factorization of a general polynomial f over an ACF is trivially reduced to calling
RootsArbitrary and then constructing the corresponding linear factors for each root (and attaching
the relevant multiplicities).
7.3. Simple defining polynomials
Oneof the key features of our system is that even though the polynomials in I , defining the roots of a
polynomial f returnedbyRootsSeparableOrPI, are simply copies of f written in eachnewvariable, the
modular evaluation feature ensures that the roots are distinct. In this way, the defining polynomials
in I are simple and sparse if f is, at least to begin with.
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A direct algebraic way to ensure distinct roots does not share this simplicity. Suppose that we are
given f (x) ∈ K [x], and we wish to have an extension of K in which α and β are roots of f but also
distinct. One way is to let the defining polynomials be f (α) and g(β, α) = f (β)−f (α)
β−α . But the defining
polynomial g for β is more complicated than the simple f (β). This method can be generalized for
computing more roots of f , but each successive defining polynomial becomes worse at each step.
As an example to illustrate this point, say we asked for the roots, in an ACF A over Q, of f =
x10 + x + 1. A splitting field of f has absolute degree 10! = 3628800. But the relation ideal I of A
simply has 10 copies of f in 10 variables for its defining polynomials.
> A := AlgebraicClosure();
> P<x> := PolynomialRing(A);
> L := Roots(x^10 + x + 1);
> L;
[
<r1, 1>,
<r2, 1>,
...
<r10, 1>
]
> A;
Algebraically closed field with 10 variables
Defining relations:
[
r10^10 + r10 + 1,
r9^10 + r9 + 1,
...
r1^10 + r1 + 1
]
Now if wewere to invert an expression involvingmany of the roots, then of course the result could
be a huge expressionwhichmight be impractical to represent. However, as long asweworkwith each
root separately, it will be just as if wework in K [x]/〈f 〉 in each case, which is quite practical. If we take
two of the roots, then the inverse of their sum is reasonably compact, but computing the inverse of
their difference will force a simplification and is more ‘‘messy’’, yet computable.
> a := L[1,1]; b := L[2, 1]; a, b;
r1 r2
> 1/(a + b);
-1/2*r2^9*r1^9 - 1/2*r2^9 - 1/2*r2^8 + 1/2*r2^7*r1 -
1/2*r2^6*r1^2 + 1/2*r2^5*r1^3 - 1/2*r2^4*r1^4 + 1/2*r2^3*r1^5
- 1/2*r2^2*r1^6 + 1/2*r2*r1^7 - 1/2*r1^9 - 1/2*r1^8 - 1/2
> 1/(a - b);
-430467210/9612579511*r2^8*r1^9 + [88 similar terms] +
810000000/9612579511*r2^8*r1^3 +
> 1/(a + b);
-r2^8 - r2^6*r1^2 - r2^4*r1^4 - r2^2*r1^6 - r1^8
> A;
Algebraically closed field with 10 variables
Defining relations:
[
r10^10 + r10 + 1,
...
r3^10 + r3 + 1,
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r2^9 + r2^8*r1 + r2^7*r1^2 + r2^6*r1^3 + r2^5*r1^4 +
r2^4*r1^5 + r2^3*r1^6 + r2^2*r1^7 + r2*r1^8 + r1^9 + 1,
r1^10 + r1 + 1
]
The point is that the defining polynomials for the roots stay simple and sparse for as long as
possible, and will only become ‘‘messy’’ if the user does something which forces this to happen.
Furthermore, for another polynomial f of degree 10, this may never happen anyway, as the absolute
splitting field degree may be quite small. In contrast, the method mentioned in the second paragraph
abovewould just notwork for a degree 10 polynomial because the defining polynomialswould simply
have too many terms. So our system has the advantage of allowing distinct roots of relatively high
degree polynomials to be constructed and for which many computations may be practical.
8. Computing minimal polynomials
In this section we show how to compute the minimal polynomial of an ACF element a over the
base field K . Since we are always giving the illusion to the user that A is a genuine field, the result is
always the unique irreducible polynomialm(x) ∈ K [x] such thatm(a) = 0.
8.1. The algorithm
AlgorithmMinimalPolynomial(a)
Input: a, an element of an ACF A = (K [n]/I)/(J/I)with J = J(I,Γ ).
Output: A new ACF A′ = (K [n]/I ′)/(J/I ′) equivalent to A, with associated isomorphism ψ : A → A′,
and an irreducible polynomialm(x) ∈ K [x] such thatm(ψ(a)) is the zero element of A′ (orm(a) is the
zero element of A).
(1) Write a = (r + I)+ J/I with r ∈ K [n].
(2) Compute the minimal polynomialM ∈ K [x] of (r + I) in the quotient ring K [n]/I .
(3) FactorizeM over K as
∏k
i=1 g
si
i where each gi is irreducible over K .
(4) For each i = 1, . . . , k, let e = gi(a) and call ZeroTest on e to obtain A′ and ψ : A→ A′ and then
test whether ψ(e) is the zero element of A′ (without using J); if so, return A′, ψ : A → A′ and gi
(i.e., return at the first successful i).
Theorem 8.1. AlgorithmMinimalPolynomial is correct, and does not explicitly use J.
Proof. Since M(r + I) is zero in K [n]/I , M(a)must also be zero in A, since I ⊆ J . But since A is a field
and M(a) = 0, exactly one irreducible factor of M over K must be the minimal polynomial of a over
K . Thus for exactly one i in Step 4, gi must be the minimal polynomial of a so the evaluation gi(a)will
be discovered to be the zero element when moving to A′ (without using J explicitly, by Theorem 6.1),
and gi will be correctly returned at that point. 
In the Magma implementation, the minimal polynomial of (r + I) in K [n]/I is again computed by
a fast matrix technique: one could compute the minimal polynomial of the representation matrix T
of r (see Section 6.2), but it is more efficient to compute the powers of r modulo I and write these
as vectors until a dependency is found (this is similar to the FGLM algorithm (Faugère et al., 1993)).
Again, a fast p-adic nullspace algorithm avoids intermediate coefficient growth when K = Q.
Note also that if m(x) is the value returned, then in the implementation m(a) will be represented
exactly as the zero polynomial after the call, since IsZero has been called onm(a) and the polynomials
representing elements are reduced modulo I .
8.2. An example
We illustrate the minimal polynomial algorithm in the Magma implementation. Let r1, r2, r3 be
square roots of 6, 10, 15, respectively, in an ACF A over Q.
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> A := AlgebraicClosure(RationalField());
> r1 := Sqrt(A!6);
> r2 := Sqrt(A!10);
> r3 := Sqrt(A!15);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^2 - 15,
r2^2 - 10,
r1^2 - 6
]
Computing theminimal polynomial of individual elements or sums of two elements gives expected
answers, but does not cause any simplification of the field.
> _<x> := PolynomialRing(RationalField());
> MinimalPolynomial(r1);
x^2 - 6
> MinimalPolynomial(r1 + r2);
x^4 - 32*x^2 + 16
> MinimalPolynomial(r1 + r3);
x^4 - 42*x^2 + 81
> Evaluate($1, r1 + r3);
0
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^2 - 15,
r2^2 - 10,
r1^2 - 6
]
Let I be the current ideal of relations of A. The minimal polynomial over Q of a = r1 + r2 + r3 in
Q[r1, r2, r3]/I is x8 − 124x6 + 3366x4 − 27964x2 + 57121. This factors as:
(x4 − 62x2 − 240x− 239) · (x4 − 62x2 + 240x− 239),
which shows that I is not a maximal ideal. The function MinimalPolynomial will evaluate each
of these factors at a and test whether each result is zero. In this particular session, the latter factor
evaluates to zero, so a simplification of the field is done automatically using that factor, as we can
now see. But as always, any previous algebraic relations amongst the elements are still valid.
> MinimalPolynomial(r1 + r2 + r3);
x^4 - 62*x^2 - 240*x - 239
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3 - 1/2*r2*r1,
r2^2 - 10,
r1^2 - 6
]
> r3;
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1/2*r2*r1
> r3^2;
15
> MinimalPolynomial(r3);
x^2 - 15
9. Simplifying an ACF and computing an absolute field
Let A = (K [n]/I)/(J/I) (with J = J(I,Γ )) be an ACF, and suppose we wish to simplify A fully
to obtain a genuine field presentation for it in its current state; that is, we wish to compute the
ideal J explicitly, so that I = J in the equivalent simplified ACF. This may be very expensive, of
course; the whole point of the system is to avoid factorizations over extension fields, and necessary
simplifications are automatically foundduring the running of an algorithmusing the field. But the fully
simplified presentation may still be desired by the user, and is necessary in the rare case of failure in
the Algorithm RootsSeparableOrPI. The full simplification algorithm works as follows:
(1) Suppose K is a perfect field. We build a chain of extension fields of K , by fully factoring each
successive polynomial of the triangular basis of I over the previous subfield constructed. For each
factorization, we select the irreducible factor which evaluates to zero at Γ (there must always
be exactly one), and the final list of factors gives a triangular basis of J . This follows the proof of
Theorem 4.3 exactly.
Each successive factorization is done by a variant of Trager’s algorithm (Trager, 1976), which
reduces to univariate factorization over K . In the Magma implementation, the base fields of
interest in this paper are handled as follows.
(a) For K = Q, the factorization over Z at the base level is done by the standard Berlekamp–
Zassenhaus (BZ) algorithm (Knuth, 1998, p. 452) coupled with the fast combination algorithm
of van Hoeij (2002).
(b) For K = Q(s1, . . . , sl), we use the very standardmapping to multivariate factorization over Q.
(2) Suppose K is a non-perfect field. Trager’s algorithmwill often notwork as is, here, sincewe cannot
in general obtain a primitive element at each step (see Steel (2005, Sec.4)). So we first try to use
the method above and if it fails (i.e., if a shape basis cannot be found after several tries of random
substitutions), we instead compute the primary decomposition of I using the algorithm in Steel
(2005, Sec. 5). Since I is zero-dimensional, each prime component must be maximal. So for each
maximal component Pi, we test whether it is compatible with Γ (i.e., we evaluate all polynomials
in its basis via Γ and test whether these evaluations are all zero) until we find a component P
which is compatiblewithΓ . Thismust equal J , since it is the uniquemaximal idealwhich definesA.
In either case, before doing the full simplification, the Magma implementation uses a fast
method to obtain a partial simplification: if α1, . . . , αn are the generators of A, then the algorithm
MinimalPolynomial is called on each αi and then also on αi+ αj for 1 ≤ i < j ≤ n. All the results are
discarded, but elements of J will often be found, and thus the relation ideal simplified. This often finds
most of the necessary simplifications, and takes advantage of the fast matrix techniques so is quite
fast. (Whether the base field is perfect or not is irrelevant for the success of this technique.)
To compute an absolute field L = K [z]/〈f 〉 such that A is isomorphic to L, we first fully simplify A
to get J , then put J into normal position or shape lemma form (see Becker and Weispfenning (1993,
Sec. 8.6) for example). This gives not only an absolute field L, but also an isomorphism from A to L. A
modification of the FGLM algorithm (Faugère et al., 1993) can be used, which again uses fast p-adic
matrix techniques in the implementation when K = Q. Of course, we can only compute an absolute
number field in practice when the absolute degree is not too large (say, up to about 1000). This is all
only possible if (1) above succeeds. If K is non-perfect, then an isomorphic absolute fieldmay not even
exist. For example, if K = F2(t, u) and I = J = 〈α2+ t, β2+u〉, then K [α, β]/I is a field but possesses
no isomorphic absolute field (see Steel (2005, Sec. 4)).
We also note that the abovemethod could be improved by using ideas fromRenault and Yokoyama
(2006).
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10. Extended examples
These extended examples illustrate further how the system performs in its Magma implementa-
tion.
10.1. Computing varieties of ideals
This example illustrates how one can compute the affine variety of an ideal defined over Q, such
that the points in the variety lie in an algebraic closure of Q. The Cyclic-6 roots ideal I is generated
by 6 polynomials in 6 variables over Q. The Gröbner basis (GB) w.r.t. the lexicographical order has 17
polynomials (computed in 0.05 s).
> Q := RationalField();
> P<a,b,c,d,e,f> := PolynomialRing(Q, 6);
> B := [
> a + b + c + d + e + f,
> a*b + b*c + c*d + d*e + e*f + f*a,
> a*b*c + b*c*d + c*d*e + d*e*f + e*f*a + f*a*b,
> a*b*c*d + b*c*d*e + c*d*e*f + d*e*f*a + e*f*a*b + f*a*b*c,
> a*b*c*d*e + b*c*d*e*f + c*d*e*f*a + d*e*f*a*b +
> e*f*a*b*c + f*a*b*c*d,
> a*b*c*d*e*f - 1];
> I := Ideal(B);
> time Groebner(I);
Time: 0.050
> #GroebnerBasis(I);
17
The variety of I is the set of all solutions to the system of equations implied by I . We create an ACF
A over Q and then compute the variety V of I over A, by successively computing roots of polynomials
in the GB. Only RootsArbitrary is called, plus basic arithmetic, so no factorization over an extension
of Q is done. This takes 0.4 s and there are 156 elements in the variety.
We print a couple of typical elements of V , then note that the ACF currently has rank 28, and the
defining relations of A have degrees 1, 2, 4 or 8.
> A := AlgebraicClosure(Q);
> time V := Variety(I, A);
Time: 0.410
> #V;
156
> V[100], V[156];
<r11 - r9, -r9, -r11, -r11 + r9, r9, r11>
<r28^3 + 2*r28^2*r9 - 2*r9, -r28^3 - 2*r28^2*r9 + 2*r9, r9, -r28,
r28, -r9>
> A;
Algebraically closed field with 28 variables
Defining relations:
[
r28^4 + 2*r28^3*r9 - 2*r28*r9 + 1,
r27 + r25,
r26^3 - r26^2*r25 + 2*r26^2*r9 + r26*r25^2 - 2*r26*r25*r9 -
r25^3 + 2*r25^2*r9 - 2*r9,
r25^4 - 2*r25^3*r9 + 2*r25*r9 + 1,
r24^4 + 2*r24^3*r9 - 2*r24*r9 + 1,
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r23^8 + 4*r23^6 - 6*r23^4 + 4*r23^2 + 1,
r22^8 + 4*r22^6 - 6*r22^4 + 4*r22^2 + 1,
r21^8 + 4*r21^6 - 6*r21^4 + 4*r21^2 + 1,
r20^2 - r20*r11*r9 - r20*r11 - 2*r20 + r11*r9 + 1,
r19^2 + r19*r11*r9 - r19*r11 + r19*r9 - r19 - r11*r9,
r18^2 + r18*r11*r9 + r18*r11 - r18*r9 - r18 - r11*r9,
r17^2 - r17*r11*r9 - r17*r11 - 2*r17 + r11*r9 + 1,
r16^2 + r16*r11*r9 - r16*r11 + r16*r9 - r16 - r11*r9,
r15^2 - r15*r11*r9 + r15*r11 - 2*r15 + r11*r9 + 1,
r14^2 - r14*r11*r9 + r14*r11 - 2*r14 + r11*r9 + 1,
r13^2 + r13*r11*r9 + r13*r11 - r13*r9 - r13 - r11*r9,
r12 + r11 - r9,
r11^2 - r11*r9 - 1,
r10 + r9,
r9^2 + 1,
r8 + 4/15*r3^3 + r3^2 + 4*r3 + 1/15,
r7 - 4/15*r3^3 - r3^2 - 4*r3 - 16/15,
r6^2 + 16/15*r6*r3^3 + 4*r6*r3^2 + 16*r6*r3 + 64/15*r6 +
4/15*r3^3 + r3^2 + 4*r3 + 1/15,
r5^2 - 16/15*r5*r3^3 - 4*r5*r3^2 - 16*r5*r3 - 4/15*r5 -
4/15*r3^3 - r3^2 - 4*r3 - 16/15,
r4^2 + 16/15*r4*r3^3 + 4*r4*r3^2 + 16*r4*r3 + 64/15*r4 +
4/15*r3^3 + r3^2 + 4*r3 + 1/15,
r3^4 + 4*r3^3 + 15*r3^2 + 4*r3 + 1,
r2^2 + 4*r2 + 1,
r1^2 + 4*r1 + 1
]
Suppose we wish to see a simpler presentation of the field. We first call the procedure Simplify
with the Partial option, which performs the pre-simplification of only computing minimal
polynomials of generators and sums of pairs of generators. This takes only 0.22 s and modifies the
ACF to have only 3 quadratic defining polynomials, while all the other defining polynomials become
linear (so their variables are eliminated from any coordinates of the solutions).
We then prune the field, which simply involves removing the variables which have linear defining
relations and these relations. Then the elements of V printed above now only contain expressions in
the 3 remaining variables of Awhich have non-trivial relations.
> time Simplify(A: Partial);
Time: 0.220
> Prune(A);
> A;
Algebraically closed field with 4 variables
Defining relations:
[
r4^2 + 5/3*r4*r2*r1 + 19/3*r4*r2 - 1/3*r4*r1 - 5/3*r4 - r2*r1
- 4*r2,
r3^2 - 1/3*r3*r2*r1 - 5/3*r3*r2 + 2/3*r3*r1 - 2/3*r3 + r2*r1
+ 4*r2 + 1,
r2^2 - r2*r1 - 4*r1 - 1,
r1^2 + 4*r1 + 1
]
Wenow fully simplify the field and prune again, noting that one of the quadratic relations becomes
linear. (The partial simplification and pruning above does not need to be done by the user, but is done
here simply as an illustration.)
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> time Simplify(A);
Time: 0.020
> A;
Algebraically closed field with 4 variables
Defining relations:
[
r4 - 2/3*r3*r2*r1 - 7/3*r3*r2 - 2/3*r3*r1 - 4/3*r3 +
4/3*r2*r1 + 14/3*r2 + 1/3*r1 - 1/3,
r3^2 - 1/3*r3*r2*r1 - 5/3*r3*r2 + 2/3*r3*r1 - 2/3*r3 + r2*r1
+ 4*r2 + 1,
r2^2 - r2*r1 - 4*r1 - 1,
r1^2 + 4*r1 + 1
]
> Prune(A);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^2 - 1/3*r3*r2*r1 - 5/3*r3*r2 + 2/3*r3*r1 - 2/3*r3 + r2*r1
+ 4*r2 + 1,
r2^2 - r2*r1 - 4*r1 - 1,
r1^2 + 4*r1 + 1
]
> V[100];
<2/3*r2*r1 + 7/3*r2 + 2/3*r1 + 4/3, 4/3*r2*r1 + 14/3*r2 + 1/3*r1
+ 2/3, 2/3*r2*r1 + 7/3*r2 - 1/3*r1 - 2/3, -2/3*r2*r1 - 7/3*r2
- 2/3*r1 - 4/3, -4/3*r2*r1 - 14/3*r2 - 1/3*r1 - 2/3,
-2/3*r2*r1 - 7/3*r2 + 1/3*r1 + 2/3>
It then takes virtually no time to find an absolute polynomial for the ACF, which is f = x8 +
4x6 − 6x4 + 4x2 + 1. Thus we discover that if we were to start again with the degree-8 number
field K = K [x]/〈f 〉, then the variety of the ideal over an algebraic closure of K could in fact be fully
constructed over K . We can even convert A into absolute form (so it is presented as a simple number
field).
> RQ<z> := PolynomialRing(Q);
> time AbsolutePolynomial(A);
Time: 0.000
z^8 + 4*z^6 - 6*z^4 + 4*z^2 + 1
> Absolutize(A);
> A;
Algebraically closed field with 1 variable
Defining relations:
[
r1^8 + 4*r1^6 - 6*r1^4 + 4*r1^2 + 1
]
> V[100];
<1/8*r1^7 + 1/4*r1^6 + 3/8*r1^5 + r1^4 - 11/8*r1^3 - 7/4*r1^2 +
7/8*r1 + 1/2, 1/4*r1^7 + 3/4*r1^5 - 11/4*r1^3 + 7/4*r1,
1/8*r1^7 - 1/4*r1^6 + 3/8*r1^5 - r1^4 - 11/8*r1^3 + 7/4*r1^2
+ 7/8*r1 - 1/2, -1/8*r1^7 - 1/4*r1^6 - 3/8*r1^5 - r1^4 +
11/8*r1^3 + 7/4*r1^2 - 7/8*r1 - 1/2, -1/4*r1^7 - 3/4*r1^5 +
11/4*r1^3 - 7/4*r1, -1/8*r1^7 + 1/4*r1^6 - 3/8*r1^5 + r1^4 +
11/8*r1^3 - 7/4*r1^2 - 7/8*r1 + 1/2>
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10.2. Puiseux expansions
A Puiseux expansion is a formal power series expansion of an algebraic function.Magma contains a
functionPuiseuxExpansionwhich, given a bivariate polynomial f (x, y) ∈ K〈〈y〉〉[x] and a precision
p, computes all Puiseux expansions of f of precision p. Each solution si(y) is a Puiseux series in y
of precision at least p, such that f (si, y) = 0 up to the precision. Thus an algebraic curve can be
parameterized by such a series.
The algorithm to compute the expansions (see Walker (1978)) works over an algebraically closed
field and successively takes roots of various polynomials as needed, so it works well with the ACF
type. Here we compute the Puiseux expansions of f = (x2 − y2 − 1)3 + xy+ 1 up to precision 3 over
an ACF defined over Q (much higher precisions are easily handled in similar time but we use a small
precision here to save space).
> A := AlgebraicClosure();
> S<y> := PuiseuxSeriesRing(A);
> P<x> := PolynomialRing(S);
> f := (x^2 - y^2 - 1)^3 + x*y + 1;
> time S := PuiseuxExpansion(f, 3);
Time: 0.020
> S;
[
r1*y + (19/333*r1 - 1/111)*y^3 + O(y^4),
r2*y + (19/333*r2 - 1/111)*y^3 + O(y^4),
r3 + (1/6*r3^2 - 1/6)*y + (-23/108*r3^3 + 13/24*r3)*y^2 + O(y^3),
r4 + (1/6*r4^2 - 1/6)*y + (-23/108*r4^3 + 13/24*r4)*y^2 + O(y^3),
r5 + (1/6*r5^2 - 1/6)*y + (-23/108*r5^3 + 13/24*r5)*y^2 + O(y^3),
r6 + (1/6*r6^2 - 1/6)*y + (-23/108*r6^3 + 13/24*r6)*y^2 + O(y^3)
]
> A;
Algebraically closed field with 6 variables
Defining relations:
[
r6^4 - 3*r6^2 + 3,
r5^4 - 3*r5^2 + 3,
r4^4 - 3*r4^2 + 3,
r3^4 - 3*r3^2 + 3,
r2^2 + 1/3*r2 - 1,
r1^2 + 1/3*r1 - 1
]
We notice that there are 6 solutions, divided into 2 branches, where the first branch has 2 conjugate
solutions, while the second has 4. We now verify that f evaluated at each expansion in S is zero up to
the precision.
> [Evaluate(f, p): p in S];
[
O(y^5), O(y^5), O(y^3), O(y^3), O(y^3), O(y^3)
]
Since there are not too many defining relations, out of interest we fully simplify A and see that an
absolute polynomial for it has degree 16. After the simplification, the expressions in S only use the 3
variables of A.
> time Simplify(A);
Time: 0.030
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> A;
Algebraically closed field with 6 variables
Defining relations:
[
r6 + r5,
r5^2 + r3^2 - 3,
r4 + r3,
r3^4 - 3*r3^2 + 3,
r2 + r1 + 1/3,
r1^2 + 1/3*r1 - 1
]
> Prune(A);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
r3^2 + r2^2 - 3,
r2^4 - 3*r2^2 + 3,
r1^2 + 1/3*r1 - 1
]
> AbsolutePolynomial(A);
x^16 + 16/3*x^15 - 716/9*x^14 - 11144/27*x^13 + 178186/81*x^12 +
2729368/243*x^11 - 18594224/729*x^10 - 290390672/2187*x^9 +
923025019/6561*x^8 + 1651551512/2187*x^7 - 312673888/2187*x^6 -
1153541168/729*x^5 - 104861738/2187*x^4 + 953607448/729*x^3 -
767976572/729*x^2 - 85687576/81*x + 3330444529/729
> S;
[
r1*y + (19/333*r1 - 1/111)*y^3 + O(y^4),
(-r1 - 1/3)*y + (-19/333*r1 - 28/999)*y^3 + O(y^4),
r2 + (1/6*r2^2 - 1/6)*y + (-23/108*r2^3 + 13/24*r2)*y^2 + O(y^3),
-r2 + (1/6*r2^2 - 1/6)*y + (23/108*r2^3 - 13/24*r2)*y^2 + O(y^3),
r3 + (-1/6*r2^2 + 1/3)*y + (23/108*r3*r2^2 - 7/72*r3)*y^2 + O(y^3),
-r3 + (-1/6*r2^2 + 1/3)*y + (-23/108*r3*r2^2 + 7/72*r3)*y^2 + O(y^3)
]
10.3. Function fields of small characteristic
This example shows the peculiaritieswhich can occurwith non-perfect fields.We construct an ACF
A over the rational function fieldK = F2(t, u), and compute the roots of f = (x2+t)(x2+x+u) ∈ K [x].
Note that f is squarefree overK but not separable, since it is divisible by (x+√t)2, using an appropriate
extension of K .
> F<t,u> := FunctionField(GF(2), 2);
> A := AlgebraicClosure(F);
> P<x> := PolynomialRing(A);
> f := (x^2 + t)*(x^2 + x + u);
> f;
x^4 + x^3 + (t + u)*x^2 + t*x + t*u
> Lf := Roots(f);
> A;
Algebraically closed field with 3 variables
Defining relations:
[
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r3^2 + r3 + u,
r2^2 + r2 + u,
r1^2 + t
]
> Lf;
[
<r2, 1>,
<r3, 1>,
<r1, 2>
]
Wenote that r1 is a root of f withmultiplicity 2 and the relation for r1 is PI (r1 represents the squareroot
of t). We continue by computing roots of the more complicated polynomial g = (x4+ t)(x2+u)(x4+
x2 + u)(x3 + x+ t), and note that the field A thereby gains several new variables and relations.
> g := (x^4 + t)*(x^2 + u)*(x^4 + x^2 + u)*(x^3 + x + t);
> Lg := Roots(g);
> A;
Algebraically closed field with 13 variables
Defining relations:
[
r13^3 + 1/t*r13^2*r5*r1 + 1/t*r13^2*r4 + 1/t*r4*r1,
r12^3 + 1/t*r12^2*r5*r1 + 1/t*r12^2*r4 + 1/t*r4*r1,
r11^3 + 1/t*r11^2*r5*r1 + 1/t*r11^2*r4 + 1/t*r4*r1,
r10^3 + r10 + t,
r9^3 + r9 + t,
r8^3 + r8 + t,
r7^2 + r1,
r6 + 1/t*r5*r1 + 1/t*r4,
r5^2 + t*u + t + u^2,
r4^2 + t*u^2,
r3^2 + r3 + u,
r2^2 + r2 + u,
r1^2 + t
]
> Lg;
[
<r8, 1>,
<r9, 1>,
<r10, 1>,
<r11, 2>,
<r12, 2>,
<r13, 2>,
<r7, 4>
]
We now note that some of the roots of f equal the square of some of the roots of g . These equality
tests (which call IsZero) cause some simplifications of A.
> {t[1]: t in Lf} meet {t[1]^2: t in Lg};
{
r2,
r1,
r3
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}
> A;
Algebraically closed field with 10 variables
Defining relations:
[
r13 + 1/t*r5*r1 + 1/(t*u)*r4*r3*r1 + 1/(t*u)*r4*r1 + 1/t*r4,
r12 + 1/t*r5*r1 + 1/(t*u)*r4*r2*r1 + 1/(t*u)*r4*r1 + 1/t*r4,
r11^3 + 1/t*r11^2*r5*r1 + 1/t*r11^2*r4 + 1/t*r4*r1,
r10^3 + r10 + t,
r9^3 + r9 + t,
r8^3 + r8 + t,
r7^2 + r1,
r6 + 1/t*r5*r1 + 1/t*r4,
r5^2 + t*u + t + u^2,
r4^2 + t*u^2,
r3^2 + r3 + u,
r2^2 + r2 + u,
r1^2 + t
]
We finally fully simplify and prune A and note the original roots, now written in the reduced set
of generators. Notice also that original repetitions of each relation (for several roots of the same
inseparable factor) have been removed, though this does not always happen in general, of course.
> Simplify(A); Prune(A);
> A;
Algebraically closed field with 6 variables
Defining relations:
[
r6^2 + r6*r5 + r5^2 + 1,
r5^3 + r5 + t,
r4^2 + r1,
r3^2 + t*u + t + u^2,
r2^2 + r2 + u,
r1^2 + t
]
> Lf;
[
<r2, 1>,
<r2 + 1, 1>,
<r1, 2>
]
> Lg;
[
<r5, 1>,
<r6, 1>,
<r6 + r5, 1>,
<1/t*r3*r1 + u/t*r1 + 1, 2>,
<1/t*r3*r1 + r2 + u/t*r1 + 1, 2>,
<1/t*r3*r1 + r2 + u/t*r1, 2>,
<r4, 4>
]
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