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Abstract 
Edwards, Andrea L. (Ph. D., Biochemistry, University of Colorado, Boulder) 
Riboswitch Elements Contributing to Structural Stabilization and Ligand Specificity 
 
Thesis directed by Associate Professor Robert T. Batey 
 
Riboswitches are regulatory mRNA elements most commonly found in the 5ʹ′ 
leader region of bacterial mRNA transcripts. They are able to regulate expression of the 
downstream gene product by virtue of their ability to form one of two mutually exclusive 
secondary structures in a ligand dependent manner. Riboswitches recognize a diverse 
array of ligands, ranging in complexity from magnesium ions to amino acids and nucleic 
acid precursors to whole tRNA molecules. The aptamer domain of the riboswitch acts a 
receptor to bind the target ligand with extremely high specificity as to avoid responding 
to ligand analogs subtly different from the cognate ligand. The mechanism by which the 
binding event is transduced into a change in gene expression is thought to involve 
stabilization of a metastable aptamer domain for a given amount of time. The element of 
time is critical because riboswitches have evolved under the kinetic constraints inherent 
to the process of transcription. That is, ligand must bind and stabilize the aptamer 
domain before the terminator stem in the expression platform is fully transcribed. 
Because the act of ligand binding is at the heart of the riboswitch mechanism, it is 
crucial to understand how ligand binding specificity is achieved and how ligand binding 
stabilizes the aptamer domain. 
To further define the rules governing ligand binding specificity determinants for 
riboswitches in general, I have shown how the S-adenosylhomocysteine (SAH) 
riboswitch achieves a >1,000-fold specificity for SAH over the closely related compound 
S-adenosylmethionine, and I have shown how ligand specificity can be swapped for the 
purine riboswitch using a rational, structure-based mutagenesis approach. Through 
these studies I have also shown how SAH binding directly stabilizes the aptamer 
domain, providing further evidence for a generalized regulatory mechanism by 
riboswitches. Furthermore, through structure-based mutagenesis I have shown that only 
one nucleotide substitution in the purine riboswitch is required to switch ligand 
specificity from favoring guanine to 2ʹ′deoxyguanosine. This result provides evidence for 
a model of molecular evolution dating back to the 1960s, which postulates a sequence 
landscape in which every functional RNA (or protein) can be accessed by starting with 
one sequence on the grid and ending with another by making a series of mutations that 
do not abrogate activity. Finally, I have undertaken an investigation into the evolutionary 
relationship between three known classes of SAM riboswitches. Through this ongoing 
research, I hope to highlight the modular nature of tertiary architecture and its role in 
stabilizing a biologically functional ligand binding core. 
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Chapter 1 – Introduction 
 
Every living organism must be able to sense environmental stimuli and convert 
these input signals into appropriate cellular responses. Many of these responses are 
mediated by transcription factors that bind DNA and coordinate the activity of RNA 
polymerase or of proteins that elicit allosteric effects on their regulatory targets. In the 
early 1970s, researchers began to recognize that regions of mRNA transcripts have a 
regulatory role in the expression of downstream gene products (Jackson & Yanofsky 
1973). By the early 1990s, several new regulatory mechanisms had been discovered 
that center on the action of RNA (Arnaud et al. 1996; Aymerich & Steinmetz 1992; 
Houman et al. 1990; Lu et al. 1996; Oda et al. 2000; Wray & Fisher 1994). One classic 
example of regulation by RNA (often referred to as riboregulation) was discovered by 
Charles Yanofsky, who described the regulation of tryptophan biosynthesis at the 
mRNA level through the coupling of translation and transcription (Babtizke & Yanofsky 
1993; Otridge & Gollnick 1993; Shimotsu et al. 1986; Yanofsky et al.1996). Since then, 
many diverse RNA-based regulatory mechanisms have been discovered, including one 
that regulates interference and epigenetic regulation by long, noncoding RNA in 
eukaryotes (Costa 2007; Mattick 2001). 
Genetic regulation by RNA is widespread in bacteria. One common form of 
riboregulation in bacteria is the use of ribonucleic acid sequences encoded within 
mRNA that directly affect the expression of genes encoded in the full transcript 
(called cis-acting elements because they act on the same molecule they're coded in). 
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These regulatory elements are known as riboswitches (Barrick & Breaker 2007). 
Riboswitches are cis-acting elements commonly found in the 5ʹ′-leader region 
(sometimes referred to in the literature as the 5ʹ′-untranslated region (5ʹ′UTR)) of mRNAs 
that exert their regulatory control over the transcript by directly binding a small molecule 
ligand, the effector (Figure 1) (McDaniel et al. 2003; Mironov et al. 2002; Nahvi et al. 
2002; Winkler et al. 2002a; Winkler et al. 2002b).  The typical riboswitch contains two 
distinct functional domains (Figure 2). The effector molecule is recognized by an 
aptamer domain, which adopts a compact three-dimensional fold to scaffold the ligand 
binding pocket (Winkler & Breaker 2003).  As with proteins, these RNA receptors must 
discriminate between chemically related metabolites with high selectivity in order to elicit 
 
A typical bacterial mRNA transcript controlled by a riboregulatory element such as a riboswitch is 
composed of three sections: The 5ʹ′ untranslated region (5ʹ′UTR), the protein-coding region 
beginning with the start codon (AUG) and ending with a stop codon (UAA), and the 3ʹ′ untranslated 
region (3ʹ′UTR) 
Figure 1: The anatomy of a riboswitch 
 3 
the appropriate regulatory response.  A second domain, the expression platform, uses 
the self-complementary sequences to create a secondary structural switch that 
interfaces with the transcriptional or translational machinery.  Regulation is achieved by 
virtue of a region of overlap between these two domains, known as the switching 
sequence, whose pairing directs folding of the RNA into one of two mutually exclusive 
structures that represent the on and off states of the mRNA (Figure 2).  
The above model of the riboswitch immediately suggests two fundamental 
questions regarding their regulatory mechanism.  First, how does RNA create a binding 
pocket that achieves both high affinity and specificity for the effector molecule?  This 
requires knowledge of the atomic-level structure of the RNA-ligand complex.  The 
 
Figure 2: Riboswitch Domains 
 
A riboswitch can adopt different secondary structures to effect gene regulation depending on 
whether ligand is bound. This schematic is an example of a riboswitch that controls 
transcription. When metabolite is not bound (-M), the expression platform incorporates the 
switching sequence into an antiterminator stem-loop (AT) and transcription proceeds through 
the coding region of the mRNA. When metabolite binds (+M), the switching sequence is 
incorporated into the aptamer domain, and the expression platform folds into a terminator 
stem-loop (T), causing transcription to abort. aptamer domain (red), switching sequence 
(purple), and expression platform (blue). 
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second pertinent question is: how is effector binding communicated to the expression 
platform to yield a regulatory outcome?  This requires knowledge both of potential 
ligand-induced conformational changes in the aptamer and the cotranscriptional folding 
pathway of the mRNA.  Given that transcriptional attenuation is the predominant mode 
of regulation for riboswitches (Barrick & Breaker 2007), they must rapidly adopt the 
requisite conformations in order to act prior to escape of polymerase beyond its 3’-
boundary.  Thus, the above questions must be considered in the context of RNA folding.  
While most of this chapter will focus upon the mechanism of transcriptional regulation, it 
has been suggested that tight coupling of transcription and translation in bacteria may 
impart the same temporal constraints on translation (Link & Breaker 2009). 
 
 
Table 1: Structure of riboswitches 
Riboswitch PDB References 
Purine   
     Guanine 1U8D, 1Y27 (Batey et al. 2004; Serganov et 
al. 2004) 
     Adenine 1Y26 (Serganov et al. 2004) 
     2’-deoxyguanosine 3DS7 (Edwards & Batey 2009) 
S-adenosylmethionine (SAM)   
     SAM-I 2GIS (Montange & Batey 2006) 
     SAM-II 2QWY (Gilbert et al. 2008) 
     SAM-III 3E5C (Lu et al. 2008) 
Thiamine pyrophosphate (TPP)   
     Bacterial (E. coli) 2GDI, 2HOJ (Edwards & Ferre-D'Amare 2006; 
Serganov et al. 2006) 
     Eukaryotic (A. thaliana) 2CKY (Thore et al. 2006) 
Lysine 3DOU, 3DIL (Garst et al. 2008; Serganov et al. 
2008) 
Flavin mononucleotide (FMN) 3F2Q (Serganov et al. 2009) 
Magnesium 2QBZ (Dann et al. 2007) 
glmS (ribozyme) 2NZ4, 2Z75 (Cochrane et al. 2007; Klein & 
Ferré-D'Amaré 2006) 
Pre-Q1 3FU2, 2KFC, 
3GCA 
(Kang et al. 2009; Klein et al. 
2009; Spitale et al. 2009) 
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Figure 3: Global architecture of the purine riboswitch 
 
 
 
 
 
 
 
(A) The secondary structure of the aptamer domain of the Bacillus subtilis xpt-pbuX guanine 
riboswitch, drawn to reflect its tertiary architecture. Base interactions are depicted using the 
nomenclature of Leontis and Westhof (Leontis & Westhof 2001). Nucleotides that are >95% 
conserved in phylogeny are highlighted in red. (B) Crystal structure of the guanine riboswitch 
showing the organization of paired (P), loop (L), and joining (J) regions. The ligand is shown in 
cyan. 
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Constructing an RNA receptor: the basic architectural building blocks.  
Sequence and structural analyses of over ten riboswitch aptamer domains in complex 
with their effectors (Table 1) have revealed these RNAs are organized using many of 
the same architectural principles observed in other large RNAs (Hendrix et al. 2005; 
Leontis et al. 2006).  The sequence of the aptamer domain of the purine riboswitch, one 
of the simplest aptamers, contains three conserved helical elements (P1, P2 and P3) 
(Figure 3a) that are present in all ~500 identified sequences (Mandal et al. 2003).  
These helices are organized into higher order structures by two principles (Batey et al. 
1999; Holbrook 2008).  First, they form sets of coaxial stacks in which two or more 
individual helices form a single pseudo-continuous helix, exemplified by the P1 and P3 
stack (Figure 3b) (Batey et al. 2004; Serganov et al. 2004).  Second, helices and helical 
stacks tend to be arranged in a parallel configuration (Figure 3b).  This architectural 
behavior is manifest in almost all RNAs containing three or more helices (Holbrook 
2008). 
 RNA helices are further organized through sequence motifs that adopt a variety 
of secondary structural elements: terminal loops, internal bulges and loops, and multi-
helix junctions (Batey et al. 1999; Hendrix et al. 2005).  One of the most common RNA 
motifs is the GA3 tetraloop, a terminal loop whose first nucleotide is a guanosine 
followed by three adenosine residues (Varani 1995).  This tetraloop presents a stack of 
the adenosines for recognition by other RNA motifs, such as the tetraloop receptor 
(Cate et al. 1996; Jaeger et al. 1994; Murphy & Cech 1994) (Figure 4a), which was 
recently identified in a subclass of the di-cyclic guanosine monophosphate riboswitches 
(Sudarsan et al. 2008).  Interaction between the loop and the receptor serves to anchor 
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the two helices together in a side-by-side arrangement, facilitating parallel packing.  
Variations of this terminal loop-internal loop theme are observed in the structures of the  
 
lysine (Figure 4b) and thiamine pyrophosphate (TPP) riboswitches to achieve similar 
structural outcomes (Garst et al. 2008; Serganov et al. 2008; Serganov et al. 2006; 
Thore et al. 2006).  Other common RNA building blocks that have been identified in 
riboswitches include kink-turns (K-turns) (Blouin & Lafontaine 2007; Winkler et al. 2001), 
kissing-loop interactions (Blouin & Lafontaine 2007), sarcin-ricin loops (Grundy et al. 
2003; Sudarsan et al. 2003), T-loops (Barrick & Breaker 2007), and pseudoknots 
(A) AA, emphasizing the docking of the three adenosine residues into the minor groove of the 
receptor.  (B) Mimicry of the tetraloop-tetraloop receptor interactionthe conserved found in the 
lysine riboswitch (C) emphasizing the -formed by the s()  Lysine is shown in cyan.  (D)  that 
serve to organize the three-helix bundle 
Figure 4: Organization of the lysine riboswitch 
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(McDaniel et al. 2005).  Multi-helix junctions also represent an important component of 
many riboswitches but their sequences and structures are diverse, reflecting unique 
requirements for positioning the flanking helices or hosting sites of activity (Montange & 
Batey 2008). 
The lysine riboswitch, one of the largest of the known riboswitches, illustrates 
how these architectural themes are used to establish a complex global fold.  The 
aptamer domain of the Thermotoga maritima lysine riboswitch is organized as a bundle 
of three coaxially-stacked sets of helices: P1/P2a, P2b/P3, and P4/P5 (Garst et al. 
2008; Serganov et al. 2008) (Figure 4c).  The helical stacks are arranged in a parallel 
fashion by variants of the kink-turn, kissing-loop, tetraloop-tetraloop receptor and sarcin-
ricin loop motifs (Figure 4d).  The P2 helix contains two internal loops: a canonical 
sarcin-ricin loop in the center of P2 and an unconventional kink-turn motif.  The sarcin-
ricin loop serves to help establish a receptor for the docking of the terminal loop L4, 
which forms a tetraloop-like structure (Figure 4b), thereby arranging P4 parallel to P2.  
The non-canonical kink turn near the terminus of P2 bends the helix to direct the 
terminal loop L2 towards L3, which creates a kissing-loop interaction.  This brings the 
P3 helix in parallel to P2 and P4, establishing the overall structure. 
The importance of these architectural motifs for function is highlighted by studies 
in which altering these sequences renders a riboswitch non-functional under 
physiological conditions.  Deletion of the L2-L3 interaction in the purine riboswitch 
results in a ~1000-fold decrease in affinity for guanine (Gilbert et al. 2007; Lemay et al. 
2006a; Stoddard et al. 2008).  Mutation of the kink-turn or kissing-loop interaction in the 
B. subtilis lysC lysine riboswitch debilitates ligand-dependent transcription termination in 
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vitro (Blouin & Lafontaine 2007).  Studies of the SAM-I riboswitch show similar results 
(Heppell & Lafontaine 2008; McDaniel et al. 2005; Winkler et al. 2003). 
Recognition of effector molecules by riboswitch receptors 
Following proper folding, the aptamer domain must accomplish two 
interconnected tasks: specific recognition of the effector and coupling binding to a 
regulatory outcome.  The first objective requires that the RNA effectively discriminates 
between closely related compounds in the cell.  For example, the purine riboswitches 
achieve over a 10,000-fold level of discrimination between guanine and adenine 
(Mandal et al. 2003; Mandal & Breaker 2004), while the lysine riboswitch discriminates 
between lysine and ornithine, amino acids that differ by a single methylene group in 
their side chain, by at least 5,000-fold (Garst and Batey, unpublished data). These 
levels of discrimination are not unique to riboswitches. Most RNAs that have been 
naturally or artificially selected to bind a target ligand achieve similar levels of 
 
 
Recognition of guanine (cyan) by a pocket of conserved pyrimidine residues (green).  The ligand 
interacts with the RNA primarily through hydrogen bonding interactions (black dashed lines) 
between pyrimidine 51 and 74 The binding pocket for adenine-binding riboswitches is nearly 
identical except that the ligand interacts with a uridine residue at position 74.  (cyan) s recognized 
through interactions with two cytosine residues (green)  Note the shift of C51 relative to U51 to 
accommodate the 2’-deoxyribose moietyLysine (cyan) recognition by nucleotides in the the lysine 
riboswitch binding pocket (green).  A(purple sphere) partially mediates the interaction between the 
carboxylate group and the RNA 
Figure 5: Details of ligand-riboswitch interactions 
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discrimination for their cognate ligand. For example, the group I intron recognizes nearly 
every functional group on its cognate ligand, guanosine, resulting in exquisite specificity 
for guanosine over adenosine and other closely related analogs (Bass & Cech 1984).  
 The purine riboswitch family is divided into three classes that are defined by its 
effector molecule: guanine/hypoxanthine, adenine, or 2’-deoxyguanosine (Kim & 
Breaker 2008).  This family of aptamers shares a common conserved secondary and 
tertiary structure.  In each class, the effector is bound using a pocket formed by the 
three-way junction (Kim et al. 2007; Mandal et al. 2003; Mandal & Breaker 2004).  
Within the junction are five base triples between nucleotides that define the local 
architecture of the binding pocket (Figure 3a).  At the center is a base triple involving 
the ligand and two pyrimidine residues that serve to specifically recognize the 
nucleobase (Figure 5a) (Batey et al. 2004; Noeske et al. 2005; Serganov et al. 2004).  
Every functional group in the ligand is directly recognized through hydrogen bonding 
interactions, in part explaining the ability of the RNA to achieve a high specificity for this 
compound.  Surprisingly, the nucleobase does not completely stack upon the bases 
above or below it, a feature common to other riboswitches that recognize nucleobase-
containing effectors (Gilbert et al. 2008; Montange & Batey 2006; Serganov et al. 2009; 
Serganov et al. 2006; Thore et al. 2006). 
 Purine specificity is achieved through the identity of two pyrimidine residues that 
participate in a base triple with the ligand.  Nucleotide 74 forms a Watson-Crick pair with 
the ligand, allowing the RNA to discriminate between adenine and guanine/ 2’-
deoxyguanosine (Batey et al. 2004; Mandal et al. 2003; Mandal & Breaker 2004; 
Serganov et al. 2004).  This position is always uridine in adenine riboswitches and 
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always cytosine in guanine/2’-deoxyguanosine riboswitches (Figure 5a).  Similarly, the 
Watson-Crick face of nucleotide 51 is used to discriminate between nucleobases 
(adenine and guanine) and nucleosides (Edwards & Batey 2009).  Residue 51 is always 
uridine in guanine and adenine riboswitches and cytosine in 2’-deoxyguanosine 
riboswitches (Figure 5b).  This cytosine shifts towards nucleotide 74 such that it opens 
up the binding pocket to allow for the presence of the 2’-deoxyribose sugar moiety 
(Edwards & Batey 2009).  Thus, small sequence changes to the aptamer can generate 
riboswitches that respond to chemically distinct effectors. 
Like the purine riboswitch, the lysine riboswitch fully encapsulates its ligand 
within a binding pocket that directly interacts with all of the effector’s polar functional 
groups (Garst et al. 2008; Serganov et al. 2008).  The main chain atoms of lysine are 
recognized through minor groove interactions with invariant G-C and G•U pairs, along 
with a potassium ion (Figure 5c).  The positively-charged amino group of the side chain 
is recognized through an electrostatic interaction with a non-bridging phosphate oxygen 
positioned at the opposite end of the pocket.  Discrimination between lysine and 
ornithine is likely due to the inability of a shorter ornithine side chain to position its 
amino group adjacent to the non-bridging phosphate group.  The ability of the effector to 
form this electrostatic interaction is also the basis for discrimination against other 
abundant amino acids such as serine and aspartate that could sterically fit in this 
pocket. 
A distinct challenge faced by RNA is recognition of negatively charged moieties.  
Instead of directly contacting negative charges presented by ligands, aptamers tend to 
use metal cations as a bridge.  For example, the phosphate groups of TPP and flavin 
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mononucleotide (FMN) are coordinated by Mg2+ ions to mediate RNA contacts 
(Serganov et al. 2009; Serganov et al. 2006; Thore et al. 2006).  Similarly, the 
carboxylic acid moiety of lysine interacts with the RNA via a potassium cation (Figure 
5c) (Serganov et al. 2008). The SAM-I and SAM-II riboswitches represent an exception 
in which the carboxylic acid moiety interacts directly with the Watson-Crick face of a 
guanine and adenine residue, respectively (Gilbert et al. 2008; Montange & Batey 
2006). 
 
 
Table 2: Ligand Burial by Riboswitches  
Ligand % Burial 
Guanine 98 
Adenine 98 
preQ1 92 
Lysine 100 
SAMI 74 
SAMII 64 
SAMIII 77 
TPP 79 
FMN 88 
SAH 74 
 
These structures highlight what appears to be a general feature of the majority of 
riboswitch aptamer-ligand interactions: the ligand is highly solvent inaccessible, buried 
within the core of the RNA.  On average, riboswitches bury 84% of the metabolite 
surface area (Table 2), which is greater than the solvent inaccessible surface area of 
ligands bound to artificial aptamers (71%) (Edwards et al. 2007).  At first glance, this 
might be attributed to the need to discriminate between closely related metabolites that 
may exist in the cell (Gilbert & Batey 2005).  However, in vitro selected RNAs can easily 
achieve comparable specificities for their ligands without the need for extensive burial.  
The theophylline aptamer is capable of binding its cognate purine with an affinity that 
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rivals the adenine riboswitch, capable of discriminating against caffeine by >10,000-fold 
(Jenison et al. 1994). 
 
Ligand binding induces conformational changes in the receptor 
A more likely reason for extensive ligand burial is related to interdomain 
communication in the riboswitch.  Solvent inaccessibility of the effector molecule implies 
that the aptamer must adopt a flexible “open” state that allows the ligand entry into the 
pocket, followed by a conformational change that encapsulates the ligand.  This 
phenomenon, referred to as an induced fit binding mechanism, is a common feature of 
RNA binding reactions, such as in RNP assembly (Williamson 2000).  Conformational 
changes in the riboswitch aptamer domain are used to couple ligand binding to folding 
of a downstream structure in the expression platform (see Chapter 2) that in turn 
instructs the transcriptional or translational machinery. 
The inherent flexibility of RNAs in the absence of a ligand typically precludes 
crystallographic examination of these states.  Instead, they are studied in solution using 
techniques such as chemical probing and NMR spectroscopy, which provide information 
on conformational dynamics at the global and local levels.  NMR studies of both the 
pbuE and xpt-pbuX purine aptamers show that in the absence of ligand, nucleotides in 
the three-way junction are completely disordered even at ambient temperatures as 
indicated by the absence of peaks for corresponding nucleotides (Noeske et al. 2007a; 
Noeske et al. 2007b).  This is consistent with the high degree of reactivity in these 
regions identified by in-line probing (Mandal et al. 2003) and SHAPE chemistry 
(Stoddard et al. 2008).  Both NMR and chemical probing data indicate the J1/2 and J2/3 
regions of the aptamer domain are disordered in the absence of the effector (Figure 4a) 
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(Noeske et al. 2007b; Ottink et al. 2007a; Stoddard et al. 2008), suggesting that these 
elements form a flexible lid that closes around the docked ligand. 
Addition of the appropriate purine nucleobase induces structure in the three-way 
junction, as evidenced both by the appearance of new peaks in NMR spectra (Noeske 
et al. 2005) and a >15 °C change in the Tm of these nucleotides by NMIA probing 
(Stoddard et al. 2008).  Along with formation of intermolecular interactions between the 
ligand and RNA, these data reveal formation of RNA-RNA interactions in the junction.  
Importantly, a subset of these ligand-dependent interactions involves formation of two 
base triples between J2/3 and the 3’-side of the P1 helix (Stoddard et al. 2008).  
Formation of these interactions was proposed to stabilize incorporation of the switching 
sequence into the receptor domain, serving as the basis for the communication of 
binding to the signal transduction domain (Batey et al. 2004). This was further 
supported by force spectroscopy of the pbuE aptamer, in which an additional ~2.2 pN of 
force was required to make the P1 helix bistable in the presence of adenine, providing 
direct evidence for adenine induced stabilization of this helix (Greenleaf et al. 2008). 
Ligand-induced folding of the lysine riboswitch is similar to that of the purine 
riboswitches in many respects.  Small angle X-ray scattering (SAXS), which provides a 
measure of the global conformation in solution (Lipfert & Doniach 2007; Putnam et al. 
2007), demonstrates that the lysine aptamer is largely pre-organized by Mg2+, while 
NMIA chemical probing data reveal that a subset of nucleotides in the five-way junction 
remains disordered under these conditions (Garst et al. 2008).  In the presence of 
saturating lysine concentrations, these nucleotides become nonreactive to NMIA, 
indicating that lysine induces local order to the junction.  Interestingly, this RNA 
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crystallizes well in the absence of lysine, allowing the free state of this aptamer to be 
characterized (Garst et al. 2008; Serganov et al. 2008).  In contrast to the solution 
studies, the structures of the free and bound state were nearly identical.  The ability of 
the lysine riboswitch to adopt the bound configuration in the absence of ligand suggests 
that we have yet to fully elucidate how ligand-induced conformational changes are 
efficiently communicated to the expression platform. 
 While the purine and lysine aptamers appear to undergo localized conformational 
changes upon binding ligand, others exhibit more dramatic structural organizations.  For 
example, studies of the TPP riboswitch using site-specific labeling with the fluorescent 
reporter 2-aminopurine (2AP) revealed both the ligand binding pocket and a terminal 
loop-helix interaction fold with comparable rates upon addition of ligand (Lang et al. 
2007).  However, a 7-fold disparity between the folding rate of the loop-helix interaction 
and the top of the P1 helix was measured, indicating that the free state of the TPP 
aptamer is largely disordered and ligand-induced organization of the RNA propagates 
from the periphery to the central junction. Similarly, fluorescence and NMR 
spectroscopic analyses of the preQ1 (a biosynthetic precursor of the queuosine 
nucleoside found in the anticodon of many tRNAs) riboswitch revealed that the free 
state of this RNA folds into a hairpin structure with a highly disordered single stranded 
3’-tail (Kang et al. 2009; Rieder et al. 2009).  Addition of preQ1 is required for 
association of the hairpin loop with the 3’-tail to complete the pseudoknot structure. 
Transduction of the ligand binding signal is achieved by structural stabilization of 
the aptamer domain 
 As mentioned in the previous section, ligand binding effectively captures one of 
the structural states that the aptamer domain samples in the free state. This occurs 
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because ligand binding stabilizes hydrogen-bonding networks and stacking interactions 
in the aptamer domain, lowering the free energy of the bound-state folded conformation. 
As a result, the switching sequence gets trapped in the aptamer domain, disallowing 
strand invasion by the competing sequence in the expression platform. When ligand is 
not bound, the aptamer domain essentially exists in a metastable state so that strand 
invasion by the expression platform can easily be accomplished (Figure 6) (Stoddard et 
al. 2010).   
 
 
 
Figure 6: Switching mechanism by the SAM-I riboswitch 
 
 
 
 
The SAM-I riboswitch samples a variety of similar conformational states prior to binding SAM 
inside the cell. Therefore, it exists in a metastable state. SAM binding stabilizes the aptamer 
domain, in a way that likely raises the transition state energy for strand invasion by the 
expression platform such that structural switching cannot happen on the timescale of 
transcription. This figure was taken from (Stoddard et al. 2010) 
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The model shown in Figure 6 accounts for the role of tertiary interactions that are 
found in almost every riboswitch characterized to date. In vitro selection has shown us 
that very short motifs (on the order of 20-30 nt) can bind a ligand with high affinity and 
specificity. Therefore, the reason why nature has evolved relatively long (most 
riboswitches average ~100 nts in length) aptamers with elaborate architectural motifs is 
because riboswitches must function under physiological temperatures and cation 
concentrations. Tertiary architecture motifs and coaxial stacking allow the riboswitch to 
sample folded states that closely resemble the ligand bound state, thereby stabilizing a 
pre-formed binding pocket that allows efficient ligand binding in the cell. In the following 
chapter, I will discuss how ligand binding by the S-adenosylhomocysteine (SAH) 
riboswitch directly stabilizes the aptamer domain structure, likely restricting 
conformational dynamics of the RNA. 
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Chapter 2 – Structural basis for recognition of S-
adenosylhomocysteine by riboswitches 
Summary  
As described in Chapter 1, ligand binding by riboswitches is central to the 
riboswitching mechanism. Therefore one of the major areas of research in the Batey lab 
is to understand the rules that govern specific, high affinity binding by riboswitch 
aptamer domains. For example, structural characterization of S-adenosylmethionine 
(SAM) recognition by the SAM-I class of riboswitches has played a key role in detailing 
the mechanism by which the SAM-I riboswitch regulates gene expression (discussed in 
Chapter 1). Discovery of a riboswitch class that specifically recognizes S-
adenosylhomocysteine (SAH), a compound that differs from SAM by only one methyl 
group, immediately raised questions about the problem of discriminating against the 
slightly larger SAM molecule.  Therefore, I determined the structure of this RNA in 
complex with SAH to understand the basis of SAH-dependent regulation by this RNA.  
This structure reveals an unusual pseudoknot topology that creates a shallow groove on 
the surface of the RNA that binds SAH primarily through interactions with the adenine 
ring and methionine main chain atoms and discriminates against SAM through a steric 
mechanism. Chemical probing and calorimetric analysis indicate the unliganded RNA 
can access bound-like conformations that are significantly stabilized by SAH to direct 
folding of the downstream regulatory switch. Strikingly, we find that metabolites bearing 
an adenine ring, including ATP, bind this aptamer with sufficiently high affinity such that 
normal intracellular concentrations of these compounds may influence regulation of the 
riboswitch. 
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Introduction 
 S-adenosyl-(L)-methionine (SAM), one of the most utilized molecules in biology, 
serves as the primary methyl group donor in a diverse array of chemical reactions 
(Fontecave et al. 2004). Because of its central role in cellular homeostasis, the 
intracellular SAM concentration is strictly controlled by a variety of regulatory 
mechanisms. In many bacteria, the primary means of regulation are SAM-responsive 
riboswitches. These are cis-acting RNAs commonly found in the 5'-untranslated region 
(UTR) of bacterial mRNAs that directly bind SAM with high affinity and specificity to 
control transcription or translation (Grundy & Henkin 1998; Kazanov et al. 2007; 
Mironov et al. 2002; Winkler et al. 2003). The importance of this mode of SAM 
regulation in bacteria is underscored by the discovery that there are at least six classes 
of SAM sensitive regulatory elements distributed across a broad spectrum of bacterial 
clades (Wang & Breaker 2008; Weinberg et al. 2010). 
The byproduct of methylation by SAM, S-adenosyl-(L)-homocysteine (SAH) is a 
potent competitive inhibitor of many SAM-utilizing enzymes (Figure 7) (Ueland 1982). 
At elevated concentrations, SAH is toxic and must be degraded by SAH hydrolase 
(ahcY) to adenosine and homocysteine as part of the SAM regeneration cycle (Loenen 
2006). Recently, riboswitches that upregulate expression of SAH hydrolase or 5-
methyltetrahydrofolate-homocysteine methyltransferase (metH), another SAM recycling 
enzyme, were identified in proteobacteria and actinobacteria (Wang et al. 2008). These 
riboswitches promote expression of the mRNA via an SAH-stabilized conformation that 
either prevents formation of a rho-independent transcriptional terminator or exposes the 
Shine-Dalgarno sequence to permit ribosome binding (Wang et al. 2008). Intriguingly,  
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Figure 7: Typical SAM metabolic cycle in eubacteria 
 
 
 
 
Names of genes from Escherichia coli (strain K-12) or Pseudomonas syringae are given in 
parentheses following each enzyme. Shaded boxes identify open reading frames (ORFs) that are 
located immediately downstream of an SAH element, while open boxes identify ORFs that sometimes 
reside downstream of (and possibly in the same operon as) the SAH hydrolase gene ahcY when an 
SAH element is present. THF is tetrahydrofolate. This figure was taken from (Wang et al. 2008). 
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the SAH riboswitch has been shown to be capable of regulating gene expression in 
human cells as an engineered ribosomal frameshifting pseudoknot (Chou et al. 2010). 
To properly regulate SAM metabolism, both SAM- and SAH-binding riboswitches 
must discriminate between these closely related compounds with high fidelity. The 
SAM-I riboswitch achieves a 550-fold level of discrimination for SAM over SAH through 
an electrostatic mechanism in which carbonyl oxygens in two universally conserved A-U 
pairs are placed adjacent to SAM's positively charged sulfonium ion (Montange & Batey 
2006; Montange et al. 2010). Two other classes of SAM-sensing riboswitches whose 
structures have been solved in complex with SAM display similar mechanisms of 
selective binding (Gilbert et al. 2008; Lu et al. 2008). SAH riboswitches must be able to 
achieve equivalent levels of discrimination between these compounds. Comparison of 
the binding affinities of the Dechloromonas aromatica metH SAH riboswitch for SAM 
and SAH indicates that this RNA preferentially binds SAH with 1000-fold higher affinity 
(Wang et al. 2008). 
To determine the basis for ligand recognition and specificity by this regulatory 
RNA, we have solved the crystal structure of the SAH riboswitch aptamer domain from 
the plant pathogen Ralstonia solanacearum (Rso) in complex with SAH. This riboswitch 
is found upstream of ahcY and appears to control expression at the transcriptional level 
by promoting formation of a transcriptional antiterminator.  The structure of its aptamer 
domain reveals an uncommon pseudoknot architecture with SAH bound to a cleft 
formed at the interface between the three helices that define the conserved secondary 
structure. Discrimination arises from packing of SAH's sulfoether moiety against the 
RNA such that SAM's additional methyl group creates a steric clash that precludes high 
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affinity binding. Features of the RNA structure not predicted by a previous study (Wang 
et al. 2008) were validated by characterizing the SAH-binding activity of a set of mutants 
using isothermal titration calorimetry (ITC). Chemical probing and calorimetric analyses 
suggest that the free state of the riboswitch aptamer domain can access bound-like 
conformations, particularly at lower temperatures or higher magnesium concentrations. 
SAH binding stabilizes the overall RNA structure suggesting a regulatory mechanism in 
which SAH induces limited local conformational changes but significantly stabilizes 
helical elements of the aptamer to preclude an alternative secondary structure that 
involves the 3'-helix of the aptamer. Regulation by SAH may be further complicated by 
the ability of the RNA to bind ATP with an equilibrium dissociation constant (KD,app) 
>100-fold lower than its typical cellular concentration (Bennett et al. 2009), suggesting 
that adenine-bearing metabolites may act as competitive inhibitors of this riboswitch in 
vivo. 
 
Results 
RNA crystallization and structure determination 
 To obtain crystals of the riboswitch-SAH complex, we screened ten of the 
smallest phylogenetic variants, all of which lacked a non-conserved helix (P3) that is 
absent from 34% of known sequences (Wang et al. 2008). A sequence from R. 
solanacearum (Rso) that regulates the ahcY gene yielded initial hits in crystallization 
trials and this sequence was modified to produce crystals that improved diffraction 
quality. Several modifications of this RNA were made to promote crystallization and to 
solve the structure (Figure 8). The first contains a truncated P2 helix and a U13C point 
mutation that yielded diffraction to 2.8 Å (Crystal A, Table 3) and a suitable iridium (III)  
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hexamine derivative for obtaining phase information. Higher resolution data (2.18 Å, 
Crystal B, Table 3) were obtained by changing the tetraloop sequence engineered in L2 
from GAAA to GAGA (sequence shown in Figure 8 and Figure 9a). Both sets of data 
yielded electron density maps of sufficient quality to build a model that contained the 
SAH ligand and all residues of the RNA except for four residues involved in a domain 
swap (nucleotides 39-42); crystallographic statistics are presented in Table 3. 
 To verify that these alterations from the wild type sequence did not significantly 
perturb the binding activity, we measured the affinity of these RNAs for SAH by 
 
 
Figure 8: Comparing RNA constructs 
 
 
 
 
Comparison of the wild type Ralstonia solanacearum UW551 SAH riboswitch aptamer domain 
sequence (left) to the sequence used for crystallization of the RNA-SAH complex (right). The 
secondary structure reflects the pairing observed in the crystal structure; the red shape denotes 
SAH. 
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isothermal titration calorimetry (ITC). The sequence containing all of the alterations 
used to obtain the highest resolution dataset has a slightly higher affinity for SAH as 
compared to wild type RNA (32 versus 18 nM for the wild type and crystal sequences, 
respectively). These affinities are similar to those measured for SAH riboswitches from 
D. aromatica and P. syringae as measured by in-line probing (Wang et al. 2008), 
demonstrating that the binding characteristics of the Rso SAH riboswitch is 
representative of other phylogenetic variants. 
Structure of the SAH riboswitch bound to SAH  
 The conserved secondary structure of the SAH riboswitch adopts a fold classified 
as an "LL-type" pseudoknot (Han & Byun 2003) (Figure 9A), a far more infrequent type 
than the classic "H-type" pseudoknot employed by the SAM-II (Gilbert et al. 2008) and 
pre-Q1 (Kang et al. 2009; Klein et al. 2009; Spitale et al. 2009) riboswitches. The three 
helices are arranged such that P2 and P4 coaxially stack and P1 lies perpendicular to 
them (Figure 9b, c). The coaxial stack between P2 and P4 is facilitated by formation of 
helix P2b that is largely comprised of non-canonical base pairing interactions between 
highly conserved nucleotides (U14·A29, C16-G31, A17·C28, and A18·C29; Figure 10a) 
in joining regions J2/1 and J4/2. Adenosine residues from J1/4 dock into the minor 
groove of P1, providing a structural anchor that stabilizes the overall topology, a 
common means of stabilizing RNA tertiary architecture (Nissen et al. 2001; Xin et al. 
2008). The only other known structure of an LL-type pseudoknot is found in the hepatitis 
delta virus ribozyme, but a second internal pseudoknot (P1.1) further constrains the 
organization of the helices with respect to one another such that they are all oriented 
parallel to one another (Ferre-D'Amare et al. 1998). Thus, the SAH riboswitch aptamer 
likely represents the true architecture of an isolated LL-type pseudoknot. 
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Table 3: Data collection and refinement statistics 
 Crystal A Crystal B 
Data collection   
Space group R32 C2 
Cell dimensions   
    a, b, c (Å) 104.6, 104.6, 109.8 93.8,103.2, 69.2 
    α,  β, γ  (°) 90, 90, 120 90, 97.9, 90 
Resolution (Å) 69.89 - 2.94 (3.10-2.94)* 69.06 - 2.18 (2.33-2.18)* 
Rp.i.m. 0.061 (0.491) 0.030 (0.203) 
Mn (I/ σI) 10.4 (2.1) 13.5 (3.7) 
Resolution (Å @ I/σI = 2) 2.8 2.18 
Completeness (%) 99.8 (99.9) 93.1 (90.5) 
Redundancy 12.4 (12.3) 6.4 (5.0) 
Wavelength (Å) 1.1051 0.9795 
   
Refinement   
Resolution (Å) 25.8 - 2.8 23.0 - 2.18 
No. reflections 10101 32745 
Rwork / Rfree 21.8/25.1 23.5/24.5 
No. atoms   
    RNA 1080 3235 
    Ligand 26 78 
    Ions 53 105 
    Water -- 575 
B-factors   
    RNA 83.7 49.9 
    Ligand 79.6 43.3 
    Ions 57.6 56.4 
    Water -- 44.3 
r.m.s. deviations   
    Bond lengths (Å) 0.002 0.002 
    Bond angles (°) 
PDB Accession Code 
0.657 
3NPN 
0.590 
3NPQ 
 
 In the crystal lattice, each RNA is involved in a domain swap with a neighboring 
molecule such that the last three nucleotides on the 3'-side of the P1 helix are paired 
with the 5'-side of the P1 helix of the adjacent RNA (Figure 11). Because of the 
topological constraint of connecting P1 to P4, the fraying of P1 that permits the domain 
swap may reflect its structure in solution. To address this, we probed the RNA's 
structure using selective 2’-hydroxyl acylation analyzed by primer extension (SHAPE)  
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Figure 9: Structure of the SAH aptamer 
 
 
 
 
 
(a) The secondary structure of the modified sequence of the Rso SAH riboswitch is shown with paired 
regions P1, P2, and P4 (blue), joining region J4/2 (orange), J2/1 (green), and J1/4 (cyan). The SAH 
ligand is depicted as a red icon and nucleotides that are disordered or involved in a domain swap are 
colored grey. Base interactions are represented using the notation of Leotis and Westhof. (b) Cartoon 
representation of the aptamer tertiary architecture is shown with the color scheme used in (a). SAH is 
shown in red and the dots represent the van der Waals surface of SAH. Grey dots depict nucleotides 
that could not be modeled into the electron density map. (c) The tertiary structure from (b) rotated 90° 
to emphasize that the adenine ring from SAH participates in the P2/P4 coaxial stack. 
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Figure 10: SAH recognition 
 
 
 
 
 
(a) The SAH binding pocket is shown with a color scheme consistent to Figure 1 with the 
exception that SAH is colored salmon. Hydrogen bonds are shown as black dotted lines and the 
black arrow shows the distance between the sulfur on SAH and O4’ of A29. (b) This orientation 
shows the top down view of SAH in the binding pocket emphasizing the sheared G15⋅ASAH pair 
along with the hydrogen bonding interactions that G15 makes with the phosphate backbone. The 
orange mesh around SAH represents a “prime-and-switch” map, a means of reducing model bias 
contoured at 1.0 σ to demonstrate that the presence and placement of the ligand is strongly 
supported by the crystallographic data. (c) The left panel shows SAH bound in the deep cleft 
created by the Rso riboswitch aptamer, and the right panel shows SAH bound to a similar cleft 
created by the Mesembryanthemum crystallinum phenylpropanoid and flavonoid O-
methyltransferase The surface representation shown in blue depicts the van der Waals surface of 
the RNA or protein. 
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(Merino et al. 2005). This method interrogates RNA structure using N-methylisatoic 
anhydride (NMIA) that reacts with 2'-hydroxyl groups within residues that can sample 
the C2’-endo sugar-pucker conformation (Gherghe et al. 2008). We probed both the 
wild type and crystallized Rso aptamer sequences in the presence and absence of 
SAH. Within the P1 helix of both RNAs, the 2’-hydroxyls of the last two base pairs are 
more reactive than the rest of the helix, indicating the end of the 5'-end of the helix is 
frayed (Figure 11b). These data reveal the P1 helix is partially melted, thereby 
increasing the effective length of the J1/4 linker. Notably, phylogenetic variants show 
highly divergent lengths of J1/4, with the majority containing an additional helix, P3, 
within J1/4 that may further facilitate pseudoknot formation (Wang et al. 2008). 
SAH recognition and discrimination against SAM 
SAH is located within a cleft created by the minor grooves of P2b and P1. The 
binding site is lined by a cluster of highly conserved residues (>98% conservation 
among all known SAH riboswitches (Wang et al. 2008)) that form hydrogen bonding 
interactions with the adenine ring and the methionine main chain atoms of SAH (Figure 
10A). The adenine ring intercalates between the nucleobases of A29 and C16 and 
forms a sheared G·A pair with G15 (Figure 10b). The α-amine of SAH is close to N3 
and a non-bridging phosphate oxygen of G30, indicating that this moiety forms a 
charge-charge interaction at the intermolecular interface. The carboxylate oxygens form 
hydrogen bonding interactions with the 2’-hydroxyl groups of G47 and G31 (Figure 
10a). It is important to note that the contacts between the homocysteine main chain 
atoms and RNA are slightly different in the three protomers in the asymmetric unit. 
Likely, the ligand does not form all of the possible hydrogen bonding interactions with 
the RNA as shown, but rather only a majority at any given time. 
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 In the observed structure, SAH is 74% solvent inaccessible, with the 2’-OH, 3’-
OH, and sugar edge of adenine projecting away from the RNA. Previously, it was found 
that alteration of these groups in SAH derivatives and analogs severely impair binding 
(Wang et al. 2008). We speculate that these effects reflect the sensitivity of the RNA to 
a change in sugar pucker of SAH as a result of 2'- or 3'-deoxy substitutions or 
weakening of base stacking by a 3-deaza substitution or addition of a 2-amino group. 
Another analog tested contains an arabinose sugar rather than ribose (Wang et al. 
2008).  While this sugar maintains the C3'-endo pucker, as observed in 9-β-D-
arabinofuranosyladenine (Sundaralingam 1975), it also is severely impaired in binding.  
Modeling of this sugar into the structure indicated that the 2'-hydroxyl group would 
sterically clash with A29, explaining why this compound binds the riboswitch poorly. 
 
Figure 11: Domain swapped dimer of the SAH riboswitch 
 
 
 
 
 
(a) Nucleotides 36-38 form base pairing interactions with nucleotides 1-3 of an adjacent molecule. 
Nucleotides 39-42 could not be clearly built into the electron density map, but the breaks in the chain 
are sufficiently close (double arrow) to allow for these nucleotides. Inspection of the lattice indicated no 
other possible way to connect two breaks with a spacing of less than 20 Å distance between them. 
Note that the architecture of the domain swap is a Holliday junction with no unpaired nucleotides in the 
four-way junction. (b) NMIA chemical probing of a crystallization construct, left, and the wild type RNA, 
right, sequence (Supplementary Figure 1) shows that the last two nucleotides in P1 are frayed in 
solution regardless of SAH binding. Nucleotides 32 – 38 from the left panel correspond to positions 46 
– 52 in the right panel. 
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Interestingly, unlike the ligand binding pockets of other riboswitches that are extensively 
buried within the core of the RNA, this site is reminiscent of surface-accessible active 
sites often found in protein enzymes that use SAM as a cofactor (Kopycki et al. 2008) 
(Figure 10C). 
Discrimination between SAH and SAM is mediated by interactions between the 
ligand's sulfoether moiety and the RNA backbone. The sulfur atom of SAH is in van der 
Waals contact with O4’ of A29 (3.2 Å, Figure 10A). SAM chemically differs from SAH 
only by the presence of a methyl group on the sulfur atom and the associated positive 
charge (sulfonium cation). To illuminate how SAM might occupy this binding pocket, we 
superimposed it upon SAH (Figure 12). If SAM binds this RNA in the same 
conformation as SAH, a steric clash would occur between the methyl group on SAM 
and the ribose C4’ of A29 and N7 of G31. This suggests that the primary mechanism for 
discrimination between SAH and SAM is by steric occlusion of the latter. 
Mutational analysis verifies base-pairing interactions in the binding pocket. 
The secondary structure of the SAH riboswitch was predicted from an alignment 
of 68 non-redundant sequences using the covariation model in CMfinder, an algorithm 
that predicts base pairs with 79% accuracy (Yao et al. 2006). Overall, the structure 
agrees well with this analysis. However, there are base pairs within the core that could 
not be accurately predicted due to a lack of sufficient covariation. For example, two 
predicted base pairs in the P4 helix (U14-G47 and G15-C46) are not present in the 
current structure. Instead, these four bases participate in interactions that line the 
binding pocket and form direct contacts with SAH. Moreover, we identified a base pair 
between C16 and G31 not predicted due to the 100% conservation of these 
nucleotides. 
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Figure 12: Superposition of SAH and SAM 
 
 
 
 
 
 
(a) Close-up of the ligand binding pocket with SAH (mauve) and SAM (magenta) aligned. The 
chemical difference between the two compounds is the presence of a methyl group (epsilon) on 
SAM as well as a positive charge on the sulfur atom. Note the projection of the methyl group 
towards the base of G31. (b) Backside of the binding pocket, with SAM, A29 and G31 shown as 
van der Waals spheres. The methyl group of SAM sterically clashes with C4' of A29 and N7 of 
G31 if it is superimposed upon SAH, indicating SAH/SAM discrimination is through a steric 
mechanism. 
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Table 4: Binding affinity measurements of SAH binding pocket 
mutants 
RNA/Mutation KD, app (µM) Krel (KD/KD,wt) 
Wild Type 0.032 ± 0.004 1 
G30-C46 pair   
G30A  60 ± 10 1900 
G30A/C46U 13 ± 2 410 
C46G 14 ± 1 460 
G30C/C46G 0.16 ± 0.03 5 
G31-C16 pair   
G31U 3 ± 1 93 
G31U/C16A 0.5 ± 0.2 16 
A29•U14 pair   
A29U 10 ± 1 320 
A29U/U14A 1.1 ± 0.2 36 
P4 helix   
G10C/C51G, 
C11G/G50C, 
G12C/C49G 
0.06 ± 0.006 1.9 
G10A/C51U, 
C11U/G50A, 
G12A/C49U 
0.02 ± 0.005 0.6 
 
We verified each unpredicted base pairing interaction around the SAH binding 
pocket using a compensatory mutagenesis strategy with the wild-type Rso SAH 
aptamer. The apparent binding affinity (KD,app) of each RNA for SAH was measured 
using ITC (Table 4). Single point mutations that disrupt the G30-C46 and G31-C16 
Watson-Crick pairs that flank SAH strongly disrupt binding activity, and in both cases 
the compensatory mutation yielded a moderate (~5 to 10-fold) improvement in SAH 
affinity. Interestingly, ~7% of known sequences contain guanosine at both positions 30 
and 46, suggesting that a G30·G46 pair is tolerated. The affinity of a C46G mutant was 
found to be the same as the G30A/C46U construct, consistent with the observed 
phylogenetic conservation pattern at this position. In one sequence from a Frankia 
 33 
species the C30-G46 transversion is observed. Introduction of this variation in the 
context of the Rso sequence shows near wild-type binding affinity. The other base pair 
flanking the binding pocket, A29-U14, does not form a canonical Watson-Crick base 
pair; nevertheless, transversion of both positions gives a 10-fold recovery of activity 
relative to that of the A29U mutation. 
Unusually, the G10-C51 pair in the P4 helix is best modeled in a wobbled 
conformation in all three protomers in the asymmetric unit. In modeling the RNA 
structure, this cytosine was not assumed to be protonated, but nonetheless consistently 
adopted a pairing type that requires the cytosine N3 to be protonated in order to 
establish a hydrogen bond with guanosine O6.  Moreover, this pair is part of a stretch of 
three contiguous pairs in the center of the P4 helix that has near 100% phylogenetic 
conservation despite having no obvious role in SAH binding. To test their potential 
importance, we mutated this region of the P4 helix such that the G10-C51, C11-G50, 
and G12-C49 base pairs are either transversed or changed to A-U pairs (with purine-
pyrimidine identity preserved). In both cases, SAH binding affinity was near wild type 
(Table 4). These data suggest that the identity and orientation of the pairs in the P4 
helix are not important for SAH binding, but rather for the regulatory function. We 
speculate that the G10-C51 wobble may have a critical destabilizing effect on this helix 
that facilitates the alternative secondary structure switch involving its 3'-side and 
downstream sequences. 
 
Magnesium dependent folding of the riboswitch aptamer. 
The central feature of riboswitches is the ability to fold into two mutually exclusive 
structures, dependent upon whether a ligand has bound to the aptamer. Therefore, to 
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further understand SAH-dependent regulation by this RNA, the magnesium and SAH  
 
Figure 13: MgCl2 stabilizes the P2b helix 
 
 
 
MgCl2 stabilizes the P2b helix. (a) NMIA chemical probing shows that nucleotides in the P2b helix 
become protected as a function of MgCl2 concentration. Addition of SAH in the absence of MgCl2 
results in a similar and more intense protection pattern (right). (b) Cobalt (III) hexamine is found 
adjacent to the A18⋅C27 and A17⋅C28 base pairs in the crystal structure, suggesting the presence 
of a metal cation binding site. Hydrogen bonds are shown as grey dotted lines. 
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dependent folding of the riboswitch must be determined. We can observe the unfolding 
of this RNA with nucleotide resolution by probing its structure using NMIA chemistry as 
a function of temperature or magnesium concentration. For example, investigation of 
the unfolding of the guanine riboswitch aptamer domain in the presence and absence of 
its effector generated a clear map of the nucleotides involved in a conformational 
change involved in both ligand burial as well as directing the downstream secondary 
structural switch (Stoddard et al. 2008). 
At 20 °C, the NMIA reactivity pattern of the RNA was mostly unaffected by the 
presence of magnesium or SAH; the primary exception was J2/1 within the core of the 
SAH binding pocket. All three helical elements were protected from NMIA reactivity, 
while the joining regions and L2 showed the most reactivity to NMIA. These data 
indicate that the Watson-Crick paired helical elements of the pseudoknot are 
established without MgCl2 or SAH, but that the P2b helix and the P2/P4 coaxial stack 
are not well structured and there is little interhelical organization. Addition of MgCl2 to a 
physiologically relevant concentration (1 mM MgCl2 in 100 mM NaCl) in the absence of 
SAH shows a highly localized change in the NMIA reactivity of A29, C28, and C27 
(Figure 13a). This region of the RNA contains two A-C pairs and the U14-A29 pair that 
comprise the P2b helix.  
The reactivity of U14, A17, and A18 also decrease, albeit to a lesser extent. 
Thus, magnesium appears to promote formation of the P2b helix, one of the primary 
sites of interaction with SAH. Calorimetric titrations of SAH into the RNA at varying 
magnesium ion concentrations shows that the favorable enthalpic contribution and 
entropic penalty both diminish with increasing magnesium. These data suggest that the 
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degree of conformational change in the RNA upon SAH binding diminishes with 
increasing magnesium concentration (Table 5), substantiating a limited magnesium-
induced stabilization of the aptamer. 
 
Table 5: Effect of MgCl2 on SAH binding 
[MgCl2] 
(mM) 
Kd (nM) Krela ΔH 
(kcal/mol) 
TΔS 
(kcal/mol)b 
10 32 ± 4 1.0 -24 ± 2 -14 ± 3 
1 90 ± 10 2.8 -21 ±1 -12 ± 1 
0.1 240 ± 80 7.5 -37 ± 1 -28 ± 1 
0 260 ± 10 8.1 -42 ± 4 -33 ± 5 
1 M NaCl,  
0 mM 
MgCl2 
80 ± 40 2.5 -41 ± 4 -31 ± 4 
 
aKrel = Kd,10mM / Kd,0mM 
bAll mesurements were taken at 30 °C 
 
Inspection of the crystal structure reveals a highly ordered cobalt (III) hexammine 
cation positioned within the major groove adjacent to the A17•C28 and A18•C27 pairs 
(Figure 13b), consistent with the observation that metal binding facilitates P2b 
formation. Notably, high monovalent cation concentrations (1 M NaCl) allows the RNA 
to bind SAH with roughly the same affinity as that observed under 1 mM MgCl2 (Table 
5). To exclude the possibility of low concentrations of a contaminating divalent 
stabilizing the RNA, we also performed a titration in 1 M NaCl with 1 mM EDTA; the 
observed KD under these conditions did not change (data not shown). These data 
suggest that P2b contains a non-specific high affinity metal ion binding site occupied by 
a magnesium ion under physiological conditions. Since cobalt (III) hexammine does not 
completely mimic hexa-hydrated magnesium with respect to how it specifically interacts 
with the RNA (Batey & Doudna 2002; Juneau et al. 2001), magnesium could 
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preferentially occupy a slightly different position at this site. Despite the importance of 
metal ions for facilitating local folding of the P2b helix, addition of SAH in the absence of 
magnesium still induces strong NMIA protections at these positions in P2b, 
demonstrating specific magnesium binding is not essential for SAH recognition. 
 
 
 
Figure 14: Temperature dependent NMIA reactivity of the SAH 
riboswitch aptamer domain 
 
 
 
 
(a) Sequencing gel with secondary structure elements labeled and colored as in Figure 1. Sequencing 
lanes are labeled G and A for guanosine and adenosine positions respectively. The temperature 
gradient is depicted as a black triangle above the gel with each lane representing a 5 °C increase in 
temperature from 20 – 70 °C. The left half of the gel shows reaction without SAH (-SAH) while the 
right side shows reactions with SAH (+SAH). Control reactions in which the NMIA reactant was 
omitted are labeled -NMIA -SAH (without SAH) and -NMIA +SAH (with SAH). (b) The difference in TM 
(TM,+SAH – TM,-SAH) are colored onto the tertiary structure. A negative value is shown in black, and a 
difference of < 5 °C, 5 – 10 °C, 10 – 15 °C, 15 – 20 °C, or > 20 °C is colored blue, green, yellow, 
orange, or red, respectively. Blue dots correspond to nucleotides that could not be modeled into the 
electron density, and SAH is shown in magenta. 
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SAH dependent folding of the riboswitch. 
To examine the SAH dependent folding of the riboswitch, NMIA probing was 
performed between 20 and 70 °C at 6 mM MgCl2 for the wild type Rso ligand binding 
domain (Figure 14a). For each nucleotide position, the band intensity versus 
temperature can be fit to a two-state binding model such that the transition melting 
temperature (TM) can be confidently calculated for nearly every position in the RNA 
using established methods (Stoddard et al. 2010; Stoddard et al. 2008; Wilkinson et al. 
2005). In the unliganded RNA, nucleotides in J4/2, J1/4, and the P4 helix display clear 
melting transitions, with an average TM of 49±2 °C (Figure 14a). In the presence of 
saturating SAH (500 µM), all of these nucleotides show a marked increase in their 
apparent melting transition (≥70 °C). Thus, SAH has a significant stabilizing effect not 
only upon the RNA structure around the binding pocket, but also secondary structural 
elements including the P4 helix (Figure 14b). 
To provide another means of assessing ligand associated conformational 
changes in the RNA, we used ITC to measure the temperature dependence of the 
binding. In particular, a temperature dependent heat capacity change, ∆CP = (∆H/∆T), 
can be diagnostic of coupled equilibria involving conformational flexibility of the unbound 
macromolecule (Bruzzese & Connelly 1997; Ladbury 1995). An observed temperature 
dependence of ∆CP is evidence for changes in how the ensemble of free-state 
conformers is populated as the temperature changes. Furthermore, several studies 
have generated a relationship between the sign of ∆CP and the polarity of surface area 
buried upon binding; positive and negative values are correlated with polar and non-
polar groups buried from water, respectively. Significant differences between measured 
and calculated values are generally associated with conformational changes due to an 
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"induced fit" binding mechanism (Murphy & Freire 1992; Spolar & Record 1994). 
Measurement of ∆H over a broad temperature range (5 - 60 °C) by ITC reveals  
that the SAH riboswitch has two separate temperature regimes for heat capacity 
 
Figure 15: Calorimetric analysis of ligand binding by the SAH 
riboswitch 
 
 
 
 
Isothermal titration calorimetry reveals two different heat capacity regimes. The graph shows the 
change in binding enthalpy (ΔH, kcal/mol) plotted against temperature (K). A trend line is drawn 
through the data in each temperature regime, and the slope of this line defines the heat capacity 
change (ΔCP). 
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(Figure 15). At low temperatures, a ∆CP,obs of 0.24±0.01 kcal/mol·K is observed (Figure 
15) suggesting that the largest contribution to the heat capacity change is the burial of 
the polar groups on the amino acid main chain atoms from bulk solvent. Our 
experimental value is reasonably close to ∆CP,calc obtained from the methods by Record 
and Spolar (Spolar & Record 1994) (0.085 kcal/mol·K) and Freire (Murphy & Freire 
1992) (0.1 kcal/mol·K) that use the change in solvent accessible surface area assuming 
a rigid binding mechanism (no conformational changes during binding). The ~2.5-fold 
discrepancy between ∆CP,obs and ∆CP,calc is likely due to a combination of two factors. 
First, the model compound datasets used to calculate ∆CP,calc behave differently than 
naturally occurring RNA-ligand interactions and may not be sufficient for accurate 
calculation of ∆CP,calc for this application (Mikulecky & Feig 2006). Secondly, the RNA 
likely undergoes subtle conformational changes during SAH binding and does not fit a 
strict lock-and-key binding mechanism. The close agreement between ΔCP,obs and  
ΔCP,calc, under a low temperature range supports the SHAPE data, suggesting that at 
temperatures below 25 °C and under a saturating magnesium concentration (>6 mM) 
the free RNA frequently samples bound-like states which are represented by the crystal 
structure and binding induces a limited conformational change. 
ITC data taken between 25 - 60 °C (Figure 15) reveal an increasingly 
enthalpically driven binding event and the ΔCP,obs = -1.6±0.2 kcal/(mol·K) suggesting 
that at higher temperatures burial of apolar groups is the most significant contribution to 
the heat capacity change. In light of NMIA chemical probing at temperatures >25 °C, we 
support a model in which at higher temperatures the free RNA increasingly populates 
states in which the P2b helix and P2/P4 coaxial stack are broken. SAH likely initially 
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productively interacts with bound-like states of the RNA in which P2b and the P2/P4 
stack are formed and stabilizes them, driving the ensemble population of RNA towards 
structured states. The large, negative value of the observed heat capacity change could 
thus be explained in part as due to formation of stacking interactions formed in the P2b 
helix and P2/P4 coaxial stack. This model is consistent with observations of the lysine 
and SAM-I riboswitches (Garst et al. 2008; Stoddard et al. 2010). 
 
Adenosine analogs can bind the SAH riboswitch 
All of the hydrogen bonding interactions between SAH and the RNA are 
mediated through the adenine ring and the main chain atoms of methionine. Thus, this  
 
Table 6: Binding affinity of adenine bearing compounds to the SAH 
riboswitch 
Ligand KD, app 
(µM) 
Intracellular conc. 
(µM)(Bennett et al. 
2009) 
Relative 
Concentration 
(Intracellular conc/KD) 
SAH 0.032 ± 0.004 18* 562.5 
Adenine 13.4 ± 0.3 1.5 0.1 
Adenosine 140 ± 3 0.13 0.001 
ATP 100 ± 20 9600 96 
NAD+ 150 ± 30 2600 17.3 
SAM >25** 180 7.2 
*We estimate that [SAH] is 10-fold lower than intracellular [SAM] 
**This value is taken from reference (Bennett et al. 2009). 
 
RNA could be thought of as having two distinct binding pockets, one for the adenine 
ring and one for the amino acid main chain. To determine whether adenine or 
methionine productively binds this RNA, we tested the binding of each by ITC. While 
adenine binds weakly to the RNA (~10 µM affinity), we detected no binding by 
methionine or glycine. This is consistent with previous equilibrium dialysis 
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measurements (Wang et al. 2008). 
Interestingly, the binding of adenine was significantly tighter than the effective 
intracellular concentrations of adenine-bearing metabolites in the cell such as ATP or 
NAD+ (9.6 and 2.6 mM, respectively) (Bennett et al. 2009). To further explore this issue, 
we tested the binding of other biologically relevant adenine containing compounds 
(Table 6). Adenine and adenosine bind with nearly identical affinity (13 µM and 14 µM, 
respectively). However, the measured intracellular concentration for Escherichia coli 
has been shown to be around 1.5 µM and 130 nM, respectively (Bennett et al. 2009). 
Therefore, these compounds are unlikely to influence gene regulation by SAH. 
Conversely, the measured KD for ATP binding is observed to be 100 µM, 
significantly lower than the intracellular concentration of ATP. This suggests that in vivo 
ATP could act upon the SAH riboswitch. NAD+ also has a sufficiently high affinity for the 
riboswitch such that it too might be expected to bind the riboswitch in the cell (Table 6). 
In addition, the measured affinity for SAM is observed to be >25 µM (Wang et al. 2008), 
and we estimate that it is close to our observed ATP binding affinity of 100 µM. These 
data, however, do not indicate whether binding of these compounds activate gene 
expression like SAH or act as competitive inhibitors to SAH binding. To provide some 
insight into this issue, we looked at the ability of adenine to stabilize the RNA, including 
the P4 helix using NMIA probing. Not surprisingly, we found that adenine binding 
protects nucleotides in J2/1 from NMIA modification, indicative of productive binding. 
However, adenine had a marginal effect on the stability of the RNA (average TM of 
nucleotides in P4 and J1/2 is 49±2 °C and 52±3 °C in the absence and presence of 
adenine, respectively; data not shown). Therefore, adenine bearing compounds such as 
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ATP and NAD+ may act as competitive inhibitors of SAH binding. The degree of 
competitive inhibition by ATP can be calculated using standard definitions for IC50 and 
competitive binding (Goodrich & Kugel 2007). Assuming that the riboswitch is under 
thermodynamic control, and given the intracellular concentrations of ATP and SAH 
(estimated to be 10-100 fold lower than SAM) and their affinities for the SAH riboswitch, 
we estimate that activation by SAH could be diminished by 10-40%. 
 
Discussion 
The SAH riboswitch family is unique among riboswitches because it appears to 
exclusively upregulate gene expression in response to the buildup of its effector, SAH 
(Wang et al. 2008). Nonetheless, the mechanism by which the SAH riboswitch 
transduces ligand binding into a regulatory response is similar to other riboswitches 
(Fuchs et al. 2006; Ontiveros-Palacios et al. 2008; Wickiser et al. 2005b). Following 
transcription of the aptamer domain, the riboswitch reaches a folding branch point, each 
leading to formation of one of two mutually exclusive hairpin structures in the 
downstream expression platform (Figure 16). The above structural and biophysical 
studies represent this timepoint in the life of the riboswitch, which often has a 
programmed pause site to allow the aptamer to interrogate the cellular environment 
(Garst & Batey 2009; Wickiser et al. 2005b). While cotranscriptional folding and SAH 
binding are certain to differ from our model derived from biochemical and structural 
data, it is highly likely that many of the features of this model are consistent with the 
biological process. 
Our data support a model in which physiological magnesium and temperatures  
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Figure 16: Model of gene regulation by the SAH riboswitch 
 
 
 
 
 
 
 
 
Blue cylinders represent the P1, P2, and P4 helices, and J4/2, J2/1, and J1/4 are shown in orange, 
green, and grey, respectively. In the absence of Mg2+ and SAH, the pseudoknot secondary structure 
is formed, the junction regions are dynamic (represented by dashed lines), and the P2b helix is not 
stably formed (left). In the presence of physiological magnesium concentrations (0.5 – 1 mM Mg2+), 
P2b helix formation becomes more favorable (shown as orange cylinders extending the P2 and P4 
helices) but the J2/1 and J1/4 regions remain dynamic. SAH binding is supported in the presence or 
absence of magnesium; the structures of each are equivalent. SAH binding promotes a stable P2b 
helix and P2/P4 coaxial stack and the J2/1 and J1/4 regions become structured. Stabilization of the 
P4 helix determines the fate of the regulatory switch that either occludes or exposes the Shine-
Dalgarno sequence (SD, red) for translational regulators in the absence or presence of SAH, 
respectively. 
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promote formation of the P2b helix and the P2/P4 coaxial stack, but other elements 
such as the adenosine-minor triple interactions between J1/4 and P1 do not appear to 
be established (Figure 16). The unliganded SAH riboswitch appears to sample a broad 
range of conformationally unique states, with magnesium biasing the ensemble towards 
bound-like states some of which are likely to be binding-competent conformations of the 
aptamer. Interaction of SAH with the RNA stabilizes the entire aptamer domain, both 
secondary and tertiary structural elements (Figure 14b). In particular, the P4 helix 
appears to be significantly stabilized, as assessed by its thermal stability. This helix is 
proposed to participate in a secondary structural switch in which the 3'-strand can form 
an alternative hairpin that either occludes the Shine-Dalgarno sequence to prevent 
translation of the message or creates a rho-independent transcriptional terminator to 
abort transcription (Figure 16) (Wang et al. 2008). This model is consistent with a 
common theme amongst the majority of riboswitches in which ligand binding directly 
establishes or stabilizes a structural element in the aptamer that is involved in a 
secondary structural switch (Batey et al. 2004; Garst & Batey 2009). 
Another central feature of riboswitches is their ability to discriminate between 
chemically related metabolites. Previous studies of SAM-binding riboswitches 
demonstrated that discrimination between SAM and SAH is due to electrostatic 
interactions with the positively charged sulfonium ion of SAM (Gilbert et al. 2008; Lu et 
al. 2008; Montange et al. 2010). These studies have revealed that the SAH riboswitch 
achieves a similar level of discrimination between these compounds by employing a 
steric mechanism that excludes the methyl group on SAM. However, a potential 
challenge to the specificity of the SAH riboswitch for its effector in vivo is the 
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observation that adenine and adenine-bearing compounds are able to bind with 
micromolar affinities. In particular, both ATP and NAD+ bind the aptamer domain with 
sufficiently high affinities that they would be expected to bind the riboswitch and thereby 
affect gene regulation. This assumes that the SAH riboswitch, or at least a subset 
thereof, is under thermodynamic control in which ligand binding is sufficiently fast to 
reach equilibrium before a regulatory decision is made. 
Whether ATP and other compounds affect regulation by the SAH riboswitch 
would depend upon their ability to influence the downstream regulatory switch. Our 
NMIA chemical probing data with adenine suggests that binding of this moiety alone 
does not significantly stabilize the P4 helix. Thus, other cellular metabolites that are 
present in high concentration could act as competitive inhibitors of SAH, requiring 
higher levels of SAH to achieve activation of gene expression. If this is the case, then it 
is likely even more potent competitive inhibitors can be developed that target the SAH 
riboswitch. Given their presence in medically important pathogens such as 
Pseudomonas aeruginosa and that they regulate a process that is important for 
removing a potent toxin (Wang et al. 2008), the SAH riboswitch presents itself as a 
strong candidate for future efforts towards the development of novel antimicrobial 
agents (Blount & Breaker 2006). To this end, I have used the DOCK and AutoDock 
virtual docking programs to find candidate drug targets for screening using SHAPE. I 
have also developed a FRET assay for high-throughput screening of small molecules 
that change the regulatory function of the SAH riboswitch. 
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Methods 
RNA synthesis and purification. 
The RNA constructs used in this study were synthesized by in vitro transcription 
with T7 RNA polymerase and purified using previously described methods (Kieft & 
Batey 2004). Briefly, RNAs were transcribed using standard conditions and the product 
RNA purified on a 12% denaturing polyacrylamide gel. The RNA was eluted from the 
gel and concentrated/exchanged into 0.5x T.E. buffer with a 3,000 MWCO centrifugal 
filter device. The concentration was calculated from the absorbance at 260 nm and the 
calculated molar extinction coefficient. 
Isothermal titration calorimetry (ITC). 
The affinity of each RNA for SAH, adenine, ATP, and NAD+ was measured using 
ITC following previously described methods (Gilbert & Batey 2009). RNA samples were 
prepared by dialyzing into a buffer containing 100 mM NaCl, 100 mM K+-HEPES pH 
8.0, and 10 mM MgCl2 for approximately 16 hours at 4 °C; samples for magnesium-
dependent studies were dialyzed against the same buffer but with the appropriate 
MgCl2 concentration. To test if elevated NaCl concentration could rescue ligand binding 
characteristics in the absence of MgCl2, the RNA was dialyzed against 1 M NaCl and 
100 mM K+-HEPES pH 8.0. Following dialysis, the small molecule (all purchased from 
Sigma-Aldrich as dry powders) was dissolved in an aliquot of dialysis buffer and 
degassed at the appropriate temperature for ten minutes. 20–50 µM RNA was loaded 
into the sample cell while 200 µM – 1 mM ligand was loaded into the syringe of the 
calorimeter. Each experiment was performed at the appropriate temperature with a 10–
15 µL injection volume at a rate of 0.5 µL s-1 and a reference power of 5 µcal s-1. Data 
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were fit with Origin ITC software (Microcal Software Inc.) to a single-site binding model 
to determine the apparent association constant, Ka. 
To obtain the heat capacity change (ΔCp), the average ITC-determined ΔHºobs 
was plotted against the experimental temperature. The data were fit to a linear equation 
for two separate temperature regimes: 5 – 20 °C and 25 – 60 °C, with the observed heat 
capacity change at constant pressure calculated as the slope of the fitted line. 
Chemical probing with NMIA. 
RNA samples were prepared as described previously with the addition of 5’ and 
3’ structure cassettes flanking the RNA sequence, and the NMIA modification reaction 
was carried out following established protocols (Mortimer & Weeks 2009). 2.0 pmols of 
RNA in 12 µL 0.5x T.E. buffer were incubated for 2 min at 90 °C, immediately placed on 
ice, and incubated for 5 min. Following RNA refolding, 6 µL of 3.3x folding buffer (333 
mM K-HEPES, pH 8.0, 20 mM MgCl2, and 333 mM NaCl) or 6 µL 3.3x folding buffer 
containing 1.7 mM SAH or 6.7 mM adenine (for a final concentration of 500 µM and 2 
mM, respectively) were added to each sample and the RNA was incubated on ice for 
approximately 5 min. Each reaction was split into two 9 µL aliquots in thin-walled PCR 
tubes and incubated at the desired temperature for one minute. The temperature 
dependence of the pKa of HEPES buffer between 20 and 70 °C is not sufficient to alter 
the reactivity of NMIA or significantly influence RNA structure (Stoddard et al. 2008). 1 
µL of 130 mM NMIA in DMSO or neat DMSO was then added to each aliquot and the 
samples were incubated for five NMIA half-lives. Reactions performed in the absence of 
magnesium were later supplemented with 3 mM magnesium to allow for efficient 
reverse transcription. 
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Immediately following modification, the samples were subjected to a reverse 
transcription reaction. 3 µL of 32P 5’-end labeled DNA oligomer was added to each 
modified RNA sample. Reaction mixtures were incubated at 65 °C for five minutes, 35 
°C for five minutes, and finally incubated at 53 °C for one minute to prepare for reverse 
transcription. Each sample was mixed with 6 µL of enzyme reaction buffer containing 
250 mM KCl, 167 mM Tris-HCl, pH 8.3, 16.7 mM DTT, 1.67 mM each dNTP, and 0.33 
units of Superscript III reverse transcriptase (Invitrogen). The reverse transcription 
reaction was incubated at 53 °C for ten minutes, and was stopped by the addition of 1 
µL of 4.0 M NaOH followed by five minutes incubation at 95 °C. The samples were then 
quenched with 29 µL acid stop mix and incubated at 95 °C for five minutes. The 
reactions were resolved on a 12% denaturing polyacrylamide gel, electrophoresed at 75 
W for three hours and imaged using a Typhoon PhosphorImager (Molecular Dynamics). 
X-ray crystallography, structure solution, and refinement. 
Crystallography constructs of Rso were prepared for crystallization by 
exchanging the RNA into 10 mM K+-HEPES pH 7.5 buffer containing 1.0 mM SAH. 
Crystallization trials were set up using the hanging drop/vapor diffusion method in which 
1 µL of the complex was mixed with 1 µL of mother liquor and incubated at 25 °C. The 
Rso-SAH complex crystallized in conditions containing 50 mM Na-cacodylate, pH 6.5, 
12 mM CoCl2, 150 mM Mg(OAc)2, 20 mM cobalt hexammine and 10% PEG-4000 
(Crystal A) or 50 mM Na-cacodylate, pH 7.0, 2.5 mM spermine, 0.9 mM spermidine, 9 
mM MgCl2, 2.5 mM cobalt hexammine, and 5% PEG-400 (Crystal B). For crystals used 
for collecting phase information, the cobalt hexammine was substituted for iridium 
hexammine (Keel et al. 2007). Prior to data collection, the crystals were exchanged into 
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mother liquor supplemented to 20% PEG-4000 or PEG-400 and frozen in liquid 
nitrogen. A complete dataset at the iridium peak wavelength was taken at the National 
Synchrotron Light Source at the Brookhaven National Laboratory (Crystal A). The data 
were processed in the R32 space group with mosflm and scala of the CCP4 suite. 
Intensity statistics analysis by phenix.xtriage revealed no additional pseudo symmetry 
(translational or rotational) or twinning and significant anomalous signal to 4.0 Å. Iridium 
heavy atom location, refinement, phasing, and density modification were accomplished 
via hkl2map. The resulting experimental density map showed continuous density for the 
tetraloop and some helical regions. The MRSAD technique was used to improve the 
experimental phases for modeling the binding pocket. Iterative rounds of model building 
and MRSAD were used to construct the binding pocket. Refinement via phenix.refine 
converged to an Rwork of 21.1% and Rfree of 26.5% at 3.0 Å resolution. Residues 39-42 
between P1 and P4 were disordered and not modeled. 
Structure solution and refinement. 
 A complete dataset at the iridium peak wavelength was taken at the National 
Synchrotron Light Source at the Brookhaven National Laboratory (Crystal A). The data 
were processed in the R32 space group with mosflm and scala of the CCP4 suite 
(Collaborative Computational Project 1994). Intensity statistics analysis by 
phenix.xtriage (Adams et al. 2002) revealed no additional pseudo symmetry 
(translational or rotational) or twinning and significant anomalous signal to 4.0 Å. Iridium 
heavy atom location, refinement, phasing, and density modification were accomplished 
via hkl2map (Davis et al. 2004). The resulting experimental density map showed 
continuous density for the GAGA tetraloop and several nucleotides in helical regions. 
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MRSAD was used to improve the experimental phases for completion of the model 
(Schuermann & Tanner 2003). Refinement via phenix.refine converged to an Rwork of 
21.8% and Rfree of 25.1% at 2.8 Å resolution. Nucleotides 39-42 between P1 and P4 
were disordered and the structure includes a domain swap of nucleotides 36-39, base 
pairing with P1 of an adjacent molecule. 
High resolution refinement with pseudosymmetry. 
 A high resolution dataset extending to 2.18 Å (Crystal B) was collected at 
beamline X25 at BNL-NSLS. While Crystal B was isomorphous to Crystal A, refinement 
of the model via phenix.refine in the R32 space group lead to an unacceptable Rwork and 
Rfree (> 0.30), despite acceptable merging statistics in scala. The true space group was 
found to be monoclinic, supported by low R-factors after rigid body refinement, and 
improved agreement between symmetry related intensities after integration and merging 
(Table 3, Mn(I/σI) and Rp.i.m. at 2 Å resolution). Refinement of the atom positions and 
anisotropic displacement parameters was accomplished in phenix.refine using strict 
non-crystallographic symmetry, a TLS model encompassing each chain, and a twin law 
for a single twin domain (-1/2h-1/2k-l,-1/2h-1/2k+l,-1/2h+1/2k, refined twin fraction = 
0.530). In spite of accounting for pseudo symmetry in the high resolution set, no 
additional nucleotides could be build to account for the disorder between P1 and P4. 
The final refinement statistics are presented (Table 3). Analysis of the refined model in 
molprobity (Davis et al. 2004) indicate all helical base pairs obey known stereochemical 
and geometry restraints with the exception of the C51:G10 pair. These nucleotides form 
a noncanonical G:C wobble as previously observed in domain E of the Thermus flavus 
5S rRNA (Perbandt et al. 2001). 
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Accession codes. 
Protein Data Bank: Coordinates and structure factors for the SAH riboswitch have been 
deposited with accession numbers 3NPN and 3NPQ. 
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Chapter 3 - A structural basis for the recognition of 2’-
deoxyguanosine by the purine riboswitch 
Summary 
In order for riboswitches to function under physiological conditions, they must be 
able to bind the cognate ligand with high specificity so that a regulatory response is not 
elicited in the case that a closely related ligand analog binds the aptamer. In Chapter 2, 
I showed that the SAH riboswitch discriminates against SAM (an SAH analog that 
differs by only one methyl group) by steric occlusion. In this chapter, I will show that 
structural analysis can be used to rationally design a mutation strategy that allows a 
switch in ligand binding specificity. This analysis provides further evidence for a long 
standing hypothesis about molecular evolution that it is possible to traverse a path from 
one functional sequence to another without the loss of function by only making small 
mutations along the way (Smith 1970). In this chapter I will focus on the riboswitch 
family, which regulates aspects of purine biosynthesis and transport and contains three 
distinct classes that specifically recognize guanine/hypoxanthine, adenine, or 2’-
deoxyguanosine.  Structural analysis of the guanine and adenine classes revealed a 
binding pocket that almost completely buries the nucleobase within the core of the 
folded RNA.  Thus, it is somewhat surprising that this family of RNA elements also 
recognizes 2’-deoxyguanosine.  We have used a combination of structural and 
biochemical techniques to understand how the guanine riboswitch could be converted 
into a 2’-deoxyguanosine binder and the structural basis for 2’-deoxyguanosine 
recognition. These studies reveal that a limited number of sequence changes to a 
guanine-sensing RNA are required to cause a specificity switch from guanine to 2’-
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deoxyguanine and impart an altered structure for accommodation of the additional 
deoxyribose sugar moiety. 
 
Introduction 
As I mentioned in Chapter 1, the purine riboswitch family, containing the 
guanine(Mandal et al. 2003) and adenine(Mandal & Breaker 2004) classes (G/A 
binders), has emerged as an important model system for studying the mechanistic basis 
of gene expression regulation by these RNA elements (reviewed by Kim and 
Breaker(Kim & Breaker 2008)).  Biochemical and phylogenetic analysis of this family 
indicated that the metabolite-binding aptamer domain folds into a three-way junction 
structure(Mandal et al. 2003; Mandal & Breaker 2004).  Crystal and NMR structures of 
this domain bound to hypoxanthine or adenine revealed a compact fold in which the 
nucleobase is buried within the three-way junction(Batey et al. 2004; Noeske et al. 
2005; Serganov et al. 2004).  Discrimination between guanine and adenine is achieved 
through Watson-Crick pairing with a pyrimidine at position 74 (Figure 1A)(Barrick & 
Breaker 2007).  Analysis of the binding pocket by NMR(Ottink et al. 2007b), 
fluorescence(Rieder et al. 2007), and chemical probing techniques(Stoddard et al. 
2008) revealed a partially organized binding pocket in which a set of nucleotides in J2/3, 
one of the three strands of the three-way junction, acts as a flexible “lid” to completely 
enclose the ligand following its initial docking with pyrimidine 74(Gilbert et al. 2006b; 
Stoddard et al. 2008) .  Thus, a limited RNA folding event results in complete 
encapsulation of the ligand and recognition of every functional group on the nucleobase 
by the RNA. 
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In this light, the discovery of a third class of purine riboswitch in Mesoplasma 
florum that is responsive to 2’-deoxyguanosine (dG), which contains an additional sugar 
moiety, is surprising(Kim et al. 2007). Four dG riboswitches, comprised of two 
subclasses (1-A/B and 2-A/B), were demonstrated to control the expression of a 
ribonucleotide reductase gene (1-A) and a phosphate transporter (2-A).  Although there 
are a number of sequence differences between the dG binding class and the G/A 
binders, the secondary structure as well as 64% of the most conserved nucleotides 
(defined as nucleotides whose sequence identity is 95% conserved within the 
guanine/adenine classes) are preserved among G/A and dG binders, strongly 
suggesting that these RNAs have a common three-dimensional structure (Figure 17b 
and d)(Kim et al. 2007). While both subclasses of dG riboswitches can bind 2’-
deoxyguanosine with greater affinity than guanine, the 1-A/B subclass displays a 
greater selectivity (~100-fold) than the 2-A/B subclass (~2-10 fold)(Kim et al. 2007).  
The 2-A/B subclass also displays weaker specificity for related compounds such as 3’-
deoxyguanosine and guanosine, suggesting that these RNAs are more promiscuous in 
their binding than the 1-A/B class(Kim et al. 2007). 
Some of the observed differences between the G/A and dG classes are likely not 
involved in generating changes in effector specificity.  For instance, an invariant U22-
A52 pair within the three-way junction of the guanine/adenine classes can be changed 
to a C-G pair, as observed in the dG class, without significant loss in ligand affinity or 
changes in the RNA’s structure(Gilbert et al. 2007).  Conversely, other differences are 
likely integral to the specificity switch such as the identity changes of U47 and U51, 
nucleotides essential for proper G/A nucleobase recognition.  In part, these changes 
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likely allow for structural differences between the classes that would accommodate the 
larger size of 2’-deoxyguanosine. 
 
 
 
Figure 17: Secondary structure of riboswitch aptamer domains 
used in this study 
 
 
 
The secondary structure of the xpt riboswitch is shown with the ligand highlighted in green.  Solid 
lines represent base pairing interactions while dotted lines denote non-Watson Crick interactions. 
B) The secondary structure of the M. florum I-A 2’-deoxyguanosine riboswitch aptamer domain.  
Nucleotide positions that diverge between the guanine and the 2’-deoxyguanosine riboswitch 
classes are shown in blue.  C) The secondary structure of the xpt-pbuX guanine riboswitch 
aptamer domain is shown.  Nucleotides highlighted in yellow are positions that were mutated in 
the process of converting the native guanine aptamer into a 2’-deoxyguanosine specific aptamer.  
The series begins with GdG-1, which contains the U51C mutation denoted by “1(C)” with a line 
pointing to the mutated position.  Each subsequent mutation builds upon the previous mutant in 
the series with each base change labeled.  A total of seven constructs were made and are 
illustrated as described. D) A sequence alignment of the B. subtilis xpt-pbuX G aptamer, the 
constructs used in this study, and the M. florum I-A and II-A dG aptamers is shown.  In the xpt 
sequence, positions highlighted in red are >95% conserved among other known G/A riboswitches; 
these positions are also highlighted in A).  For constructs GdG-1 through -6, nucleotides shown in 
bold are positions that have been mutated with respect to the xpt aptamer, and for constructs 
dGG-1 and -2 positions shown in bold are changed with respect to the I-A aptamer. Nucleotides 
that correspond to paired regions P1, P2, and P3 are boxed in blue, green, and orange, 
respectively.  The J1/2, J2/3, J3/1, L2, and L3 regions are indicated with a black bar above the 
corresponding sequence positions. 
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The extensive mutational analyses performed on G/A riboswitch classes(Gilbert 
et al. 2007; Lemay & Lafontaine 2007; Lemay et al. 2006b; Mulhbacher & Lafontaine 
2007) provide a rationale for an exploration of the sequence requirements that confer 
dG specificity.  To achieve this, we have converted the Bacillus subtilis xpt-pbuX 
guanine riboswitch aptamer domain (henceforth referred to as xpt) into the dG aptamer 
domain from the M. florum I-A riboswitch by constructing a series of hybrid purine 
riboswitch aptamer domains.  In these RNAs, sequence changes that are present in a 
naturally occurring dG aptamer have been introduced into the ligand binding pocket and 
peripheral elements of the xpt aptamer.  The affinity for guanine and 2’-deoxyguanosine 
was measured for each RNA in the series using isothermal titration calorimetry (ITC) to 
determine the basis for discrimination between these two compounds.  Furthermore, 
their solution structure was chemically probed in the presence or absence of these 
compounds to examine whether each RNA adopts a conformation similar to the wild 
type G or dG riboswitches.  This analysis shows that nucleotides responsible for 
inducing a specificity switch from G to dG are different from those responsible for 
imparting high affinity for dG.  Crystallographic analysis of one of these hybrid 
sequences in complex with 2’-deoxyguanosine provides a structural basis for how the 
RNA’s structure is altered to allow for specific recognition of the additional deoxyribose 
sugar.  Together, these data suggest how the G and dG riboswitch classes could have 
easily diverged from a common ancestral sequence into distinct riboswitch classes via a 
small set of sequence changes. 
Results 
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Mutations in a guanine-sensor yields 2’-deoxyguanosine binding RNAs.   
Comparison of the xpt G and M. florum dG riboswitches revealed over 39 
sequence differences between them scattered throughout their common secondary 
structure (Figure 17a and 1b)(Kim et al. 2007).  While many of these differences lie in 
the paired regions and therefore are likely to have a minimal impact upon ligand 
specificity and affinity, the terminal loops and three way junction differ at many positions 
that are >95% conserved within the G/A classes.  Of these, we reasoned that 
differences in nucleotides that are most proximal to the ligand have the greatest impact 
upon ligand specificity. 
To convert from G to dG specific binding, we changed the identity of nucleotides 
closest to the ligand in the three-way junction (constructs GdG-1 through GdG-4).  
Then, we included changes observed in the loop-loop interaction (GdG-5A), the P2 helix 
(GdG-5B), or both (GdG-6) (Figure 17c and 1c; Figure 18).  This strategy was further 
guided by previous mutational analyses of the xpt G riboswitch(Gilbert et al. 2007; 
Lemay & Lafontaine 2007; Mulhbacher & Lafontaine 2007) along with a recent study 
showing that the loop-loop interaction is not essential for productive ligand 
binding(Stoddard et al. 2008).  For example, the first altered sequence, GdG-1, 
introduces the U51C mutation, a nucleotide directly responsible for ligand recognition in 
the guanine/adenine classes.  This nucleotide was chosen to start the series, as its 
conformation in the crystal structure of the G-bound xpt RNA would have to be 
significantly altered to accommodate the 2’ -deoxyribose moiety.  Each successive 
change builds upon the last RNA construct (Figure 17c and 1d) until the sequence is 
fully converted into the M. florum I-A riboswitch(Kim et al. 2007); the naming of each 
construct is in the numerical order of the change introduced. 
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Figure 18: Secondary structures of the purine riboswitch 
mutation series 
 
 
Each secondary structure is shown along with its name.  Nucleotides shown in black are 
identical among all shown sequences.  Red positions denote a change that is made to the 
wild-type xpt-pbuX guanine riboswitch in order to systematically convert it into the M. florum 
2ʼ-deoxyguanosine I-A aptamer.  Each mutation that was presented in a particular construct 
was preserved when creating the subsequent construct.  The constructs are named 
hierarchically such that larger numbers correspond to a construct containing a greater 
number of mutations.  The series was constructed and labeled in the following order: GdG-1 
< GdG-2 < GdG-3 < GdG-4 < GdG-5A; GdG-5B < GdG-6, with GdG-1 having the least 
number of mutations and GdG-6 having the most mutations. 
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A single point mutation confers a specificity switch.   
Utilizing isothermal titration calorimetry (ITC), a technique that has been used 
extensively to analyze ligand binding to the purine riboswitch(Gilbert et al. 2007; Gilbert 
et al. 2006a; Gilbert et al. 2006b; Stoddard et al. 2008), we have measured the 
apparent equilibrium dissociation (KD) constants associated with binding G or dG for 
each construct in the series (Table 7).  Specificity is defined as the ratio of the apparent 
Table 7: Isothermal titration calorimetric (ITC) data 
RNA KD,dGa ±  errorb 
(µM) 
KD,Ga ±  errorb 
(µM) 
Krel 
(KD,G / KD,dG) 
Wild-type G-box 
B. subtilis xpt-pbuX 
12 ± 1 0.005 ± 0.002 0.0004 ± 0.0001 
xpt Core Mutations    
GdG-1 9.0 ± 0.1 42 ± 9 5 ± 1 
GdG-2 5.0 ± 0.8 60 ± 20 12 ± 4 
GdG-3 39 ± 1 1200 ± 700 30 ± 20 
GdG-4 54 ± 4 n.d.c N/A 
xpt Peripheral 
Mutations 
   
GdG-5A 87 ± 4 n.d.c N/A 
GdG-5B 0.20 ± 0.02 40 ± 6 200 ± 20 
GdG-6 0.068 ± 0.003 4.8 ± 0.4 71 ± 7 
Wild-type dG-box 
M. florum I-A 
0.06 ± 0.01 5.3 ± 0.5 90 ± 20 
I-A Core Mutations    
dGG-1 5.0 ± 0.2 1.9 ± 0.1 0.41 ± 0.02 
dGG-2 4.0 ± 0.5 0.43 ± 0.06 0.11 ± 0.01 
aApparent dissociation constant.  
bAbsolute error (calculated using the propagation of error method).  
cNo detectable binding. 
 
dissociation constant for G over dG (KD,G/KD,dG = Krel), and higher selectivity for dG is 
observed when Krel has a value greater than 1.  The xpt RNA has a Krel = 0.0004 
reflecting a high specificity for G over dG, and the I-A aptamer has a Krel = 90, reflecting 
a modest selectivity for dG over G (Table 7).  Only a single base change in the xpt 
guanine riboswitch is sufficient to impart a selectivity switch because the U51C mutation 
gives the RNA a 5-fold higher affinity for dG over G, a value that is 12,500 fold higher 
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than the Krel of xpt and 18-fold lower than the Krel of the I-A aptamer.  Notably, this 
specificity swap is entirely driven by the loss in affinity for guanine (8,400-fold), as both 
the xpt and GdG-1 sequences have nearly identical affinities for dG.  Although this point 
mutation results in an RNA construct that binds both ligands with relatively low affinities, 
a clear preference for dG is consistently observed.  Thus, conversion between the two 
classes of purine riboswitch can be effected through a single sequence change to the 
xpt G aptamer that significantly diminishes guanine affinity. 
As a further measure of binding specificity for dG versus G, the structure of 
several RNAs were chemically probed using N-methylisatoic anhydride (NMIA) in a 
method termed “SHAPE chemistry”(Merino et al. 2005; Wilkinson et al. 2005; Wilkinson 
et al. 2006).  This compound reacts with the 2’-hydroxyl group of ribose sugars that 
adopt the C2’-endo conformation(Vicens et al. 2007), which generally reflects local 
dynamics of the backbone(Merino et al. 2005).  The adduct created by reaction with 
NMIA is subsequently detected as a reverse transcriptase stop during primer extension 
as visualized on a sequencing gel (Figure 19).  For each sequence examined, the RNA 
was probed at 25 °C with NMIA in the absence of ligand, 10 µM guanine, 100 µM 2’-
deoxyguanosine, or 100 µM 2’-deoxyadenosine (as a negative control).  Additional 
reactions were performed for each construct in the absence of NMIA to control for 
modification independent stops during reverse transcription.  A complete unaltered gel 
image is shown in Supporting Figure S2 (GdG-1 through GdG-3 and GdG-6 are shown 
in S1; data is not shown for GdG-4).  For clarity, select regions corresponding to J1/2 
and J2/3 that directly interact with the ligand are shown in Figure 19. 
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The reactivity patterns for the xpt and GdG-1 RNAs are consistent with a 
specificity switch by the U51C sequence change.  In the absence of a ligand, these two 
RNAs have an identical pattern of chemical reactivity, indicating that the point mutation 
does not alter the secondary structure or the L2-L3 tertiary interaction or cause the RNA 
to locally misfold in the three-way junction (Figure 19a, Figure 20).  Consistent with 
previous studies(Stoddard et al. 2008), addition of 10 µM guanine induces a distinct 
protection pattern in J1/2 and J2/3 in the xpt guanine riboswitch along with a single  
 
Figure 19: SHAPE chemistry reveals ligand specificity and 
suggests an altered conformation in the binding pocket 
 
 
 
RNA was incubated in the presence (+) or absence (-) of 130 mM NMIA and in the presence or 
absence (-) of ligand (10 µM guanine (G), 100 µM 2’-deoxyguanosine (dG), or 100 µM 2’-
deoxyadenosine (dA)) prior to the reverse transcription reaction. Bands corresponding to the J1/2 
and J2/3 regions of the binding pocket are labeled to the right of the image. The sequencing 
reactions are labeled “A” or “C” for adenosine and cytosine sequencing, respectively.  Note that 
the nucleotide position modified by NMIA is offset by one position in the 5’ direction with respect to 
the sequencing lanes.  A) The B. subtilis xpt-pbuX guanine riboswitch aptamer domain and two 
mutation variants (GdG-1 and GdG-3) are shown.  B) The M. florum 2’-deoxyguanosine riboswitch 
aptamer domain I-A is shown. 
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Figure 20: SHAPE chemistry raw data 
 
 
 
 
 
Purified and re-folded RNA was incubated at 25 °C in the presence (+) or absence (-) of 130 mM 
NMIA and in the presence or absence (-) of ligand (10 µM guanine (G), 100 µM 2ʼ-
deoxyguanosine (dG), or 100 µM 2ʼ-deoxyadenosine (dA)).  Following chemical modification, each 
RNA species was subjected to a reverse transcription reaction using a 32P 5ʼend labeled DNA 
oligomer.  DNA extension products were then resolved on the 12 % denaturing acrylamide gel 
shown.  The RNA constructs that were structurally probed are as labeled at the bottom of the gel 
image.  Regions of the RNA are labeled on either side of the gel as J1/2, J2/3, J3/1, L2, and L3. 
The sequencing reactions are labeled “A” or “C” for adenosine and cytidine sequencing, 
respectively. 
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enhancement in reactivity of U48, which is flipped out into solvent in the bound form.  
No guanine-dependent protection pattern is observed for GdG-1, consistent with a KD,G 
= 5.0 µM observed with ITC.  On the other hand, both RNAs are able to bind 2’-
deoxyguanosine as evidenced by a similar protection pattern in J1/2 and J2/3 when 
modified with NMIA in the presence of 100 µM 2’-deoxyguanosine.  Notably, in 
comparison to J1/2, the J2/3 region of both RNAs remains moderately reactive in the 
presence of 2’-deoxyguanosine suggesting that this loop does not adopt the same 
conformation as observed in the xpt-guanine/hypoxanthine crystal structures(Batey et 
al. 2004; Serganov et al. 2004), likely reflecting its accommodation of the ribose ring.  
Both RNAs show no change in reactivity upon addition of 100  µM 2’-deoxyadenosine, 
indicating that the G- and dG-dependent changes reflect specific binding by these 
compounds. 
Because a single point mutation imparts a ligand specificity switch in the xpt 
aptamer, we were curious to find what sequence requirements would create a 
complementary ligand specificity switch in the M. florum I-A dG aptamer.  Thus, we 
placed a C51U mutation in the I-A sequence (construct dGG-1; Figure 17d), and 
measured a Krel = 0.41 using ITC (Table 7).  Thus, a complementary point mutation at 
position 51 is sufficient to confer a modest selectivity switch from dG to G in the I-A 
aptamer.  However, unlike the GdG-1 sequence, the selectivity switch in dGG-1 is 
almost entirely driven by a 90-fold drop in dG binding affinity as only a 3-fold increase in 
G binding affinity is observed.  We speculated that an A47U mutation in the context of 
dGG-1 might improve G binding affinity, as this mutation would likely stabilize U51 in the 
binding pocket (refs 14, 16, and 22).  Therefore, we constructed this RNA (construct 
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dGG-2; Figure 17d) and used ITC to measure a Krel = 0.11, which is almost entirely 
driven by a 4-fold increase in G binding affinity (Table 1).   
 
Further changes in the ligand-binding pocket do not improve 2’-deoxyguanosine 
affinity.   
A point mutation at position 51 in either the xpt G aptamer or the I-A dG aptamer 
is sufficient to impart a ligand specificity switch. However, just as the C51U mutation in 
the I-A aptamer does not produce the ligand binding characteristics observed for the xpt 
G aptamer, the U51C mutation does not account for the high affinity to dG and 
specificity for dG versus G that is observed in two out of the four naturally occurring M. 
florum dG riboswitches (variants I-A/B)(Kim et al. 2007).  Thus, other differences in the 
ligand-binding pocket between the G/A and dG riboswitches are responsible for 
achieving the higher specificity and affinity observed for the wild-type I-A riboswitch.  
Thus, base changes were introduced into GdG-1 in order to convert the ligand-binding 
pocket of the guanine riboswitch class to that of the M. florum 2’-deoxyguanosine 
riboswitch (GdG-2, -3, and -4; Figure 17c, d, and Figure 18).  Examination of these 
constructs by ITC and SHAPE chemistry revealed that the wild type M. florum dG 
binding characteristics are not restored, even when the entire sequence of the ligand 
binding pocket is converted (GdG-4) (Table 7; SHAPE data not shown).  In fact, as an 
increasing number of changes are introduced, the binding affinity for both G and dG 
sharply drops while the specificity for dG only moderately increases (Table 7).  This 
behavior is somewhat surprising in that several changes were introduced into the RNA 
where they had a negligible effect on ligand-binding affinity and structure of the xpt 
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riboswitch(Gilbert et al. 2007). Therefore, the added binding affinity of the M. florum I-A 
aptamer must also require differences in the peripheral elements of the riboswitch. 
 
Increased ligand binding affinity stems from changes observed in peripheral 
elements.   
The M. florum I-A riboswitch differs from the B. subtilis xpt riboswitch with 
regards to the lengths and sequence composition of the P2 and P3 helices along with 
the terminal loops(Kim et al. 2007) (Figure 17a, b, and d).  The lengths of the P2 and 
P3 helices are 7 and 6 base pairs, respectively, in xpt, whereas this pattern is reversed 
(P2 is 6 base pairs and P3 is 7 base pairs) in the I-A aptamer.  This change in helical 
length may impact the association of the L2 and L3 terminal loops, which are critical for 
high affinity binding of ligand to the G/A classes(Batey et al. 2004; Lemay et al. 2006a; 
Mandal et al. 2003).  Moreover, the sequence composition of the P2 and P3 helices has 
only 31% sequence homology in these regions between the xpt and I-A aptamers(Kim 
et al. 2007).  Finally, the terminal loops differ such that highly conserved residues in L2 
and L3 critical for establishing the loop-loop interaction in the G/A classes are altered in 
all four of the M. florum dG riboswitches(Kim et al. 2007) (Figure 17a, b, and d).  Given 
that the NMIA reactivity pattern for these two loops is extremely different between xpt 
and M. florum I-A (Figure 18), an alternative L2-L3 interaction is likely.  In particular L2 
from M. florum I-A is highly reactive to NMIA, suggesting a weakened interaction with 
L3.  Taken together, these changes have the potential to greatly influence the ligand 
binding affinity. 
We constructed two new RNAs that built upon GdG-4 in which changes were 
introduced to the terminal loops and the helix lengths (GdG-5A) or to only the base of 
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the P2 helix (GdG-5B).  An additional RNA was constructed in which the mutations in 
both GdG-5A and GdG-5B were combined to yield GdG-6 (Figure 17c, d, and Figure 
18).  GdG-5A has very similar ligand binding characteristics in comparison to GdG-4, as 
it shows a modest drop (1.6-fold) in dG binding affinity and no detectable improvement 
in G binding affinity (Table 7).  Therefore, changing the P2 and P3 helix lengths as well 
as replacing the L2 and L3 loops of the GdG-4 RNA with those found in the I-A aptamer 
does not account for the heightened improvement in dG binding affinity observed in the 
I-A aptamer.  Conversely, GdG-5B shows a dramatic improvement in ligand binding 
characteristics in comparison to all of the previously described constructs in our series, 
as it binds dG with KD of ~200 nM (compared to ~60 nM for the M. florum I-A riboswitch) 
and has a ~200-fold greater specificity for 2’-deoxyguanosine over guanine (versus a 
Krel of 90 observed in the M. florum I-A aptamer) (Table 7).  Thus, the sequence 
composition of the first four bases in the P2 helix has a great affect on ligand binding 
affinity.   
Finally, GdG-6 shows that all ligand binding characteristics are restored to those 
observed in the I-A aptamer when the helix lengths, the sequence composition of the 
terminal loops, and the base of the P2 helix is changed to represent M. florum I-A.  In 
this construct, we observe ~68 nM ligand binding affinity and ~71-fold higher specificity 
for 2’-deoxyguanosine over guanine, values that are almost identical to that of the M. 
florum I-A riboswitch (Table 7).  Notably, GdG-6 shows almost 10-fold improvement in 
G affinity, leading to a slightly lowered specificity as compared to GdG-5B.  Thus, the 
precise helical lengths and the terminal loop sequences confer a modest increase in 
ligand binding affinity for dG only in the context of the M. florum I-A P2 helix, and these 
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peripheral elements act together to achieve the wild-type I-A binding characteristics.  
Taken together, our data show that alterations in P2 proximal to the three-way junction 
appear to exert the greatest effect upon dG binding affinity while the alternative loop-
loop interaction only provides a small improvement.  Thus, while the U51C change in 
the three-way junction is sufficient to confer specificity to 2’-deoxyguanosine, further 
changes in P2 are needed to enhance affinity and specificity. 
 
Structural characterization of the purine riboswitch bound to 2’-deoxyguanosine 
reveals a conformational change in J2/3.   
To further our understanding of how dG is accommodated into the binding pocket 
and how specific sequence alterations in the xpt guanine riboswitch facilitate specific 
recognition of dG, we sought to crystallize this ligand in complex with the xpt aptamer or 
one of the GdG RNAs.  The rationale for using these RNAs is that they might still be 
able to crystallize under the same conditions as the original xpt guanine riboswitch by 
preserving the identity of nucleotides that make key lattice contacts, particularly around 
the L2-L3 interaction(Batey et al. 2004).  It is important to note that they will not 
represent a definitive model of the global structure of a ligand-bound wild-type dG 
aptamer because the peripheral elements of natural dG aptamers are markedly different 
and influence ligand binding affinity and specificity.  Thus, we will not obtain a structural 
model depicting the altered loop-loop interaction present in naturally occurring dG 
aptamers, nor will we be able to fully understand how the composition of the P2 helix 
effects the structure of the binding pocket.  However, because our GdG constructs are 
more selective toward dG binding over G binding, we reason that the structure of any 
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one of our constructs can inform us about how the purine riboswitch is able to 
accommodate the 2’-deoxyribose moiety and discriminate against G. 
Screening these constructs in the presence of dG revealed that GdG-1, GdG-3, 
and -4 crystallized under the previously established conditions(Batey et al. 2004).  The 
GdG-3 complex yielded crystals that diffracted X-rays to 1.85 Å, but the space group 
changed from C2 to P1 with two molecules per asymmetric unit.  Using the xpt RNA 
bound to hypoxanthine (PDB ID 1U8D) as a molecular replacement search model, we 
were able to calculate an interpretable electron density map and independently build the 
two protomers each containing a bound dG molecule in the asymmetric unit.  The data 
collection and refinement statistics for the final model are presented in Table 8. 
Table 8: Crystallographic statistics 
Data Collection  
Spacegroup: P1 
a, b, c (Å) 35.14, 41.83, 64.81 
α ,  β ,  γ  (°) 86.55, 81.16, 89.64 
Wavelength (Å) 1.5418 
Resolutiona (Å) 20-1.85Å (1.92 – 1.85 Å) 
% Completeness: 94.0 (91.4 ) 
Average redundancy: 3.56 (3.57) 
〈Ι〉 /〈σ(Ι)〉: 8.4 (3.4) 
Rmergeb: 7.5% (29.7%) 
Refinement  
Resolution (Å) 20 – 1.85 (1.92 -1.85) 
Number of reflections:  
Total 29,005 (93.5%)c 
Working 26,111 (84.1%) 
Test set 2,894 (9.3%) 
Rxtald: 20.0 (26.8) 
Rfree: 25.9 (35.2) 
r.m.s.d. bonds (Å) 0.0209 Å 
r.m.s.d. angles (°) 2.047° 
Luzzati coordinate errore (Å 0.31 Å 
Sigma-a coordinate errore (Å) 0.23 Å 
Average B-factor (Å2) 34.41 
aNumbers in parenthesis correspond to the highest resolution shell. 
bRmerge=•|Ι−<Ι>|/•Ι , where I is the observed intensity and <I> is the average intensity of multiple 
measurements of symmetry related reflections. 
cPercentage of the theoretical maximum number of reflections. 
dRxtal = •|Fο€−€ |Fχ| | /• |Fο| , Rxtal from the working set and Rfree from the test set. 
eCross-validated 
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While the global fold of the complex is similar to that of xpt-hypoxanthine 
complex, there are significant differences within the three-way junction (Figure 19, 
Figure 20).  The most important difference is the positioning of C51, which is shifted 
relative to the U51 of the xpt-guanine complex (Figure 21a).  C51 interacts with the 
minor grove face of dG via hydrogen bonds between C51(N4) and dG(N3) and between  
 
 
 
Figure 21: X-ray crystal structure of the binding pocket of GdG-3 
bound to 2 ʹ′-deoxyguanosine 
 
 
 
 
 
 
In panels A-C), the GdG-3 aptamer is colored green while in C) the xpt riboswitch is orange.  
Molecular model images of GdG-3 shown in A-C) are from protomer A of the asymmetric unit.  In 
panels A) and B) images are taken from a simulated annealing omit map contoured to 1σ and 
calculated with the 2’-deoxyguanosine ligand omitted. The dG ligand is colored magenta and 
oxygen atoms from dG, C74 (forming a Watson-Crick pair with dG), and C51 (contacting the minor 
groove face of dG) are colored blue while the nitrogen atoms are colored red. Panel A) shows a 
stereoview of the ligand binding pocket, and in B) the image shown in A) is rotated ~90 ° to the 
left.  In C) an overlay of GdG-3 bound to dG (cyan) with the xpt aptamer bound to hypoxanthine 
(red) is shown.  All images were prepared in PyMOL(DeLano 2002). 
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Figure 22: The 2 ʹ′deoxyribose moiety participates in H-bonding 
interactions with the P1 helix 
 
 
 
In all figures, the left panel shows a model of xpt-pbuX guanine riboswitch bound to guanine (12), 
and the right panel shows a model of 2ʼ-deoxyguanosine bound to the GdG-3 construct.  The 
ligand is shown in red and nucleotides from the J1/2, J2/3, J3/1, and P1 regions are shown in 
cyan, green, yellow, and black, respectively. The nitrogen atoms in all nucleotides are shown in 
blue while the oxygen atoms are shown in salmon.  Atoms within hydrogen bonding distance are 
denoted with a dashed black line. In A) the ligand binding pocket is shown as viewed from above 
the RNA. In B) and C) the ligand binding pocket is shown as viewed from below the RNA, and only 
the 2ʼ-deoxyribose moiety of dG is highlighted in thick red lines.  A) In order to accommodate the 
2ʼ-deoxyribose moiety, C51 is shifted toward the exocyclic amine of the purine ring and A47 is 
rotated away from the binding pocket as compared to the position of U51 and U47 in the guanine 
bound structure.  B) The 2ʼ-deoxyribose moiety participates in stabilizing the C50•(U75-A21) base 
triple immediately below the binding pocket.  C) The 5ʼOH group of dG participates in stabilizing 
the A76-U20 pair of the P1 helix and replaces pyrimidine 49 that is rotated out of the binding 
pocket as compared to its position in the guanine bound aptamer.  All images were prepared in 
PyMOL(DeLano 2002). 
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C51(N3) and dG(N2).  Because the wild-type xpt riboswitch can also bind dG, albeit 
with highly reduced affinity, we postulate that U51 can bind dG in a tautomeric (enol) 
form, such that its O4 and N3 atoms can provide the necessary hydrogen bonding 
pattern for productive binding. 
 
To accommodate the sugar moiety of dG, residues A47, U48, and C49 in J2/3 
are rotated out of the binding pocket relative to what is observed in the xpt structure 
(Figure 19b-c; Figure 21b-c)(Batey et al. 2004; Serganov et al. 2004).  The positions 
of these three nucleotides are different in each of the two protomers.  In molecule A, the 
electron density around these nucleotides is weakly defined and the bases make a 
series of hydrogen bonding contacts to a neighboring molecule in the lattice (Figure 
23A).  The electron density around these residues in protomer B is absent, indicating 
that these nucleotides are conformationally disordered (Figure 23).   
 
 
Figure 23: J2/3 adopts two different conformations in the unit cell 
 
 
 
In both images nucleotides 46-50 of the J2/3 region are shown in green with the 2FO-FC map, 
contoured to 1σ shown in brown.  The nucleotides of the nearest symmetry mate are shown in 
black.  A)  J2/3 of molecule A in the unit cell.  B)  Molecule B of the unit cell. 
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Figure 24: The largest changes in nucleotide position are observed 
in the J2/3 region of the ligand binding pocket 
 
 
 
 
Least-squares analysis was performed on the superposition of the C4ʼ atoms of the xpt aptamer 
bound to HX and GdG-3 bound to dG (molecule A of the asymmetric unit) in LSQMAN (ref.). The 
r.m.s.d. values calculated for each C4ʼ atom are shown as a bar graph with positions of the joining 
regions and terminal loops labeled and highlighted with a black bar. 
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The apparent conformational flexibility of nucleotides 47-49 in J2/3 in the dG bound 
state is consistent with the NMIA chemical probing pattern (Figure 19a). 
This structure reveals that changes in the positions of nucleotides 47-49 and 51 
in J2/3 create space within the three-way junction to accommodate the 2’-deoxyribose 
moiety (Figure 21b; Figure 22b-c).  The result of this spatial reorganization is that a 
part of the extensive hydrogen bonding network between J2/3 and P1 observed 
surrounding the ligand in the G/A classes is lost; only the base triple between C50 and 
the A21-U75 base pair at the top of the P1 helix is preserved (Figure 21b; Figure 22b-
c).  Part of this network is restored through interactions between the RNA and the 2’-
deoxyribose sugar.  Specifically, to replace the xpt U49•(U20-A76) base triple, the 5’-
hydroxyl group of the 2’-deoxyribose sugar sits within hydrogen bonding distance of the 
N3 from A21 and A76 (2.7 and 3.0 Å, respectively) (Figure 22c).  A further interaction is 
made between the 2’deoxyribose O4’ and the C50(N3), but the 3’-hydroxyl group of the 
sugar appears not to be directly contacted (Figure 22b). 
 
Discussion 
The biochemical and structural studies presented reveal that the purine 
riboswitch requires a change in identity of the nucleotide at position 51 from uridine to 
cytidine (U51C) to cause a selectivity switch from guanine to 2’-deoxyguanosine.  
However, this single point change does not confer the observed specificity for dG in the 
M. florum I-A/B sequences; rather this reflects the weaker specificities of the II-A/B 
class(Kim et al. 2007).  When other sequence differences within the three-way junction 
between the G/A and dG classes are introduced into the GdG series, the RNA does not 
converge upon the wild type M. florum I-A behavior.  While there is a moderate increase 
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in selectivity, affinity for both guanine and 2’-deoxyguanine decreases significantly.  
Therefore, the three-way junction is the primary, but not the sole determinant, for ligand 
binding affinity or specificity. 
The peripheral region of this RNA, specifically the base pairs in P2 proximal to 
the three-way junction, plays a key role in influencing affinity and specificity. It is unclear 
whether the identity or the composition of the base pairs in this region of the RNA is 
more important. However, the likely mechanism for the effect of the P2 helix is the 
increased stability of pairing interactions in this part of the RNA.  We observed that in 
previous NMIA probing of the xpt riboswitch that bases 25-27 and 45 in the unbound xpt 
riboswitch aptamer domain—also seen in GdG-1 through -4—show enhanced NMIA 
modification in comparison to the other paired regions(Stoddard et al. 2008).  In 
contrast, these nucleotides are not reactive toward NMIA in either the M. florum I-A 
RNA or GdG-6.   
We hypothesize that alteration of the first two pairs of the P2 helix to a more 
stable pairing arrangement serves to further preorganize the unbound three-way 
junction such that it pays a lower entropic penalty for ligand binding, translating into 
higher affinity.  In fact we found that, in the context of the GdG-5A construct, dG binding 
affinity increased approximately 45-fold when the C27-A44 mismatch is stabilized with 
an A44G point mutation (data not shown).  This effect was also clearly observed in an 
NMR study of the unbound xpt RNA, in which the A44G point mutation was necessary 
to sufficiently stabilize the three-way junction for subsequent structural analysis(Ottink et 
al. 2007b).  Conversely, the peripheral loop-loop interaction has only a moderate 
influence on improving dG binding with respect to the base of the P2 helix.  This may 
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result from the loop-loop interaction forming an alternative conformation with respect to 
that of the xpt RNA, as demonstrated by chemical probing with NMIA (Figure 18). This 
provides further evidence that the loop-loop interaction plays a role in affinity but is not 
absolutely required for a productive ligand-RNA interaction.  Given that the L2-L3 
interaction provides a significant amount of binding energy in the xpt-ligand 
interaction(Stoddard et al. 2008), it was unexpected to find that the L2-L3 tertiary 
contact is arranged disparately and may be poorly organized in the dG riboswitch.  
From the GdG-3 structure, it is not clear how the M. florum I-A and I-B 
sequences discriminate between guanosine and 2’-deoxyguanosine.  Modeling a ribose 
sugar with a C3’-endo sugar pucker does not appear to cause a steric clash between 
the 2’-hydroxyl group and any part of the RNA (data not shown).  However, the GdG-3 
RNA does appear to be slightly more specific to 2’-deoxyguanosine with respect to 
guanosine as observed by ITC data revealing a three-fold higher binding affinity for 2’-
deoxyguanosine versus guanosine (KD,rG = 121 ± 8 µM).  Thus, the GdG-3 structure 
may be more representative of the M. florum II-A and II-B aptamers that exhibit reduced 
discrimination between these two compounds compared to the I-A and I-B 
aptamers(Kim et al. 2007). 
 
The role of a conformationally flexible J2/3.   
Previous studies have shown that the J2/3 linker acts as a flexible lid that 
encapsulates the ligand only after it initially docks with the three-way junction(Gilbert et 
al. 2006b; Stoddard et al. 2008).  It is possible that nature exploited this property to 
evolve a 2’-deoxyguanosine aptamer in which the highly dynamic nucleotides in the 
J2/3 region of the RNA-bound form adopt a conformation different from the G/A classes 
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in order to accommodate the bulky 2’-deoxyribose moiety.  Although our structural 
model of GdG-3 bound to dG does not represent a wild-type M. florum dG aptamer due 
to differences in critical peripheral elements, such as the sequence composition of P2, it 
may represent an evolutionary intermediate between the G/A classes and the dG class.  
The inherent flexibility of J2/3 reported here may give the purine riboswitch family the 
flexibility to bind diverse compounds through minor sequence changes using the basic 
three-way junction structural scaffold. 
Flexible regions in protein and RNA receptors are widely recognized as important 
functional elements because of their essential role in the induced-fit mechanism of 
ligand recognition(Leulliot & Varani 2001; Williamson 2000).  Moreover, flexible regions 
of proteins have become increasingly targeted during structure-based drug design 
projects.  For instance, the specificity pocket of aldose reductase, an enzyme central to 
late-onset diabetic disorders, houses several amino acid residues with flexible side 
chains capable of accommodating inhibitory compounds with a wide array of shapes 
and sizes(Klebe et al. 2004; Steuber et al. 2007).  Analogously, the flexibility of J2/3 
could be exploited in the search for antimicrobial compounds that target the purine 
riboswitch(Blount & Breaker 2006) as this region can clearly change in conformation 
when challenged with different compounds. 
 
Implications for evolution of novel RNAs.   
The similar secondary structures of the guanine, adenine, and 2’-
deoxyguanosine riboswitch classes strongly suggest that these RNAs are evolutionarily 
related paralogs.  Only one base change (C74U) is required to swap specificity from G 
to A(Gilbert et al. 2006b; Mandal et al. 2003; Mandal & Breaker 2004).  In this study, we 
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have analogously shown that the pyrimidine at position at 51 is the principle determinant 
of specificity for G versus dG.  Therefore, from an evolutionary standpoint, there is a 
small barrier between the three classes in the purine riboswitch family.  Thus, we 
hypothesize that a small number of base changes occurred in an ancestral RNA 
sequence that resulted in the emergence of the guanine and 2’-deoxyguanosine specific 
riboswitch classes.  Specifically, the identity of position 51 as U or C, in the context of 
C74, was required to confer ligand specificity to G or dG. In the context of C51 a small 
number of further changes at the base of P2 and nucleotides involved in the loop-loop 
interaction were required for optimizing 2’-deoxyguanosine binding affinity.  All other 
observed changes must have accumulated through neutral genetic drift or provide only 
a modest functional gain. 
This model is analogous to the proposed evolutionary ties between other RNAs.  
For example the GIR1 branching ribozyme(Nielsen et al. 2005) may have derived from 
the group I splicing intron through a small number of base changes which slightly 
altered the core structure, leading to strand exchange and the formation of a double 
pseudoknot(Beckert et al. 2008).  In fact, like the ligand specificity of the purine 
riboswitch, branching activity of GIR1 can be changed into splicing activity upon 
mutation of only one base at the catalytic center(Beckert et al. 2008).  Another, more 
dramatic, example was illustrated by the discovery of a sequence that can adopt two 
dramatically different folds and functions, that of the class I ligase and the HδV 
ribozymes(Schultes & Bartel 2000).  This RNA exists at a position in sequence space 
such that mutating only two of four key residues is sufficient to completely commit the 
ribozyme to function as either a ligase or an endonuclease.  It is very possible that we 
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will see other instances of riboswitch classes evolving new classes of specificity via 
small changes in their core.  Thus, like proteins, a limited set of structural scaffolds can 
be used to generate RNAs of diverse functions. 
 
Materials and Methods 
RNA synthesis and purification.   
The RNA constructs used in this study were synthesized by in vitro transcription 
with T7 RNA polymerase and purified using previously described methods(Doudna 
1997; Gilbert et al. 2006b).  Briefly, RNAs were transcribed in reactions containing 40 
mM Tris-HCl, pH 8.0, 10 mM DTT, 0.01% Triton X-100, 2 mM spermidine-HCl, 4 mM 
each NTP, 36 mM MgCl2, 0.25 mg/mL T7 RNA polymerase, 1.0 mL of 0.5 µM dsDNA 
template, and 1 unit/mL inorganic pyrophosphatase.  The product RNA was ethanol 
precipitated and purified on a 12% denaturing polyacrylamide gel.  The RNA was eluted 
from the gel using the crush-and-soak method into 10 mM K+-HEPES, pH 7.5 buffer.  
Each sample was concentrated with a 10,000 MWCO centrifugal filter device (Amicon, 
Ultra-15) to a final volume of approximately 500 µL.  The concentration was calculated 
from the absorbance at 260 nm and the calculated molar extinction coefficient.  
 
Isothermal titration calorimetry (ITC).   
The affinity of each RNA for guanine and 2’-deoxyguanosine was measured 
using previously described methods(Doudna 1997; Gilbert et al. 2007; Gilbert et al. 
2006b).  RNA samples were prepared for ITC by dialyzing an appropriate amount of 
RNA in 20 mM MgCl2, 100 mM KCl, and 50 mM K+-HEPES pH 7.5 for approximately 16 
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hours at 4 °C.  Following dialysis, 2’-deoxyguanosine (Sigma-Aldrich) or guanine (Fluka) 
was dissolved in an aliquot of dialysis buffer.  All samples were then degassed at 25 °C 
for ten minutes and loaded into the calorimeter syringe or sample cell.  Experiments 
measuring the interaction between RNA and 2’-deoxyguanosine were set up with ~50 
µM RNA in the sample cell and ~500 µM 2’-deoxyguanosine in the syringe to yield a c-
value ranging from 0.5 to 140(Tellinghuisen 2007; Turnbull & Daranas 2003; Wiseman 
et al. 1989).  Similarly, experiments measuring the RNA-guanine interaction were set 
with 5 to 15 µM guanine in the sample cell (due to the poor solubility of guanine) and 
100 µM RNA in the syringe; the c-value for these experiments ranged from 0.07 to 
1100.  Each experiment was performed at 30 °C, a reference power of 5 µcal s-1, and a 
titration of either thirteen 20 µL injections (for titrations of 2’-deoxyguanosine into RNA) 
or ten 25 µL injections (for titrations of RNA into guanine) at a rate of 0.5 µL s-1.   Data 
was fit with Origin ITC software (Microcal Software Inc.) to a single-site binding model to 
determine the apparent association constant, Ka. 
 
Chemical probing with NMIA.   
RNA samples were prepared as described previously with the addition of 5’ and 
3’ structure cassettes flanking the RNA sequence, and the NMIA modification reaction 
was carried out following established protocols(Wilkinson et al. 2006). 2.0 pmols of RNA 
in 12 µL 0.5x T.E. buffer were incubated for 2 min at 90 °C, immediately placed on ice, 
and incubated for 5 min.  Following RNA refolding, 6.0 µL of 3.3x folding buffer (333 mM 
K-HEPES, pH 8.0, 20 mM MgCl2, and 333 mM NaCl) or 6.0 µL 3.3x folding buffer 
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containing 10 µM guanine, 333 µM 2’-deoxyguanosine, or 333 µM 2’-deoxyadenosine 
were added to each sample and the RNA was incubated at room temperature for 
approximately 10 min. After this time, each reaction was split into two 9 µL aliquots in 
thin-walled PCR tubes and incubated at 30 °C for 2.0 min.  1.0 µL of 130 mM NMIA in 
DMSO or neat DMSO was then added to each aliquot and the samples were incubated 
for five NMIA half-lives.  Because the xpt RNA has an extraordinarily high binding 
affinity for guanine with respect to the other RNA constructs examined, it was necessary 
to account for the possibility that the dG sample is contaminated with trace amounts of 
guanine.  Therefore, prior to folding the RNA, 2.0 pmols of the xpt RNA harboring the 5’ 
and 3’ structure cassettes was supplemented with 60.0 pmol of xpt RNA lacking the 
structure cassettes. 
Immediately following modification, the samples were subjected to a reverse 
transcription reaction.  3.0 µL of 32P 5’-end labeled DNA oligomer was added to each 
modified RNA sample.  Reaction mixtures were incubated at 65 °C for five minutes, 35 
°C for five minutes, and finally incubated at 52 °C for one minute to prepare for reverse 
transcription.  Each sample was mixed with 6.0 µL of enzyme reaction buffer containing 
250 mM KCl, 167 mM Tris-HCl, pH 8.3, 16.7 mM DTT, 1.67 mM each dNTP, and 0.33 
units of superscript III reverse transcriptase (Invitrogen, Inc.).  The reverse transcription 
reaction was incubated at 52 °C for five minutes, and was stopped by the addition of 1.0 
µL of 4.0 M NaOH followed by five minutes incubation at 90 °C.  The samples were then 
quenched with 29.0 µL acid stop mix and incubated at 90 °C for five minutes.  The 
reactions were resolved on a 12% denaturing polyacrylamide gel, electrophoresed at 55 
W for four hours and imaged using a Typhoon PhosphorImager (Molecular Dynamics). 
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X-ray crystallography.   
GdG RNA constructs were prepared as described previously and exchanged into 
10 mM K+-HEPES pH 7.5 buffer containing 2.0 mM 2’-deoxyguanosine.  Crystallization 
trials were set up using the hanging drop/vapor diffusion method in which 2.0 µL of the 
complex was mixed with 2.0 µL of mother liquor and incubated at 25 °C.  The GdG-3 
complex crystallized in conditions containing 10 mM K+-HEPES pH 7.5, 11.9 mM 
cobalt(III)hexammine, 22% PEG 2K, 660 mM ammonium acetate.  To cryoprotect, 30% 
2-methyl-2,4-pentanediol was added to the mother liquor, the crystal soaked for 5 
minutes and was flash frozen in liquid nitrogen.  Diffraction data was collected to 1.85 Å 
resolution in-house using R-AXIS IV++ detector on an RU-200/Confocal blue optic 
source (Rigaku MSC).  Data collection statistics are shown in Table 1. 
Data was indexed, integrated and scaled using D*TREK(Pflugrath 1999) 
according to a P1 spacegroup and a resolution limit of 1.85 Å.  An electron density map 
was calculated using the molecular replacement method in CNS(Brunger et al. 1998) 
using the guanine riboswitch RNA (PDB ID 1U8D) as the search model in which 
hypoxanthine and solvent molecules were removed.  To achieve a clearly interpretable 
2Fo-Fc map, two protomers had to be placed in the unit cell, at which time clear density 
was observed for the majority of the RNA for each molecule.  After several rounds of 
simulated annealing from 5000 K in 25 K steps to minimize model bias, a number of 
nucleotides in J2/3 (46 – 51) were removed from the model because no clear electron 
density was observed in that region of the 2Fo-Fc map.  These nucleotides, along with 
the ligand and solvent molecules were rebuilt for each of the two protomers using CNS 
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and the Pymol graphical interface for manual adjustments.  The model was further 
refined by combined energy minimization/simulated annealing and B-factor refinement 
in CNS until the Rfree no longer decreased.  The final model has a working 
crystallographic R-factor of 20.0% and Rfree of 25.9% (refinement statistics are shown in 
Table 2).  The coordinates and structure factors have been deposited in the RCSB 
database under the identifier 3DS7. 
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Chapter 4 - Comparative genomics and phylogenetic analysis 
of the SAM-I riboswitch family 
Summary 
As detailed in the previous chapters, riboswitch RNAs are exquisitely tuned for 
the ability to specifically recognize a cognate ligand in the cellular milieu. In Chapter 2, I 
described how the SAH riboswitch achieves >1,000-fold specificity over SAM by steric 
occlusion of the methyl group, and in Chapter 3, I showed how structural analysis 
allowed me to rationally design a specificity swap from guanine to 2ʹ′-deoxyguanosine in 
the purine riboswitch. As a final chapter, I would like to investigate the role of peripheral 
elements in ligand binding and the switching mechanism. My hypothesis is that 
structural elements in the periphery decrease the energetics of the aptamer domain, 
allowing it to only sample folded states that closely resemble the bound state prior to 
transcription of the expression platform. I aim quantify the energetic contribution of 
structural elements for members of the SAM-I riboswitch family using a structure-based 
mutagenesis strategy similar to that described in chapter 2. Furthermore, I hypothesize 
that peripheral architecture distal from the binding pocket, such as the pseudoknots in 
SAM-I riboswitch family, tunes the energetic barrier for strand invasion by the 
expression platform such that a secondary structural switch is easily established in the 
absence of ligand and disallowed in the presence of ligand. I will begin to answer this 
question by bioinformatically characterizing wild-type sequences and carefully binning 
each according to a set of emerging rules that govern riboregulation by these RNAs.  
 85 
 
Introduction 
Structural analysis coupled with mutagenesis of riboswitch aptamer domains has 
provided invaluable insight into the mechanisms used to achieve ligand specificity and a 
high affinity binding interaction (Garst et al.). Although ligand binding specificity is 
critical, it fulfills only a partial requirement for successful regulatory activity by these 
mRNA elements. Riboswitches function as regulatory devices, and as such they have 
evolved under the kinetic restrains inherent to the process of transcription (Figure 25) 
(Wickiser et al. 2005a; Wickiser et al. 2005b). That is, ligand must bind and stabilize the 
 
 
 
Figure 25: Riboswitches operate under kinetic constraints 
 
 
 
 
This cartoon shows a kinetically controlled riboswitch that regulates mRNA transcription. RNA 
polymerase (orange circle) transcribes the aptamer domain of a riboswitch (black) prior to 
transcription of the expression platform. A pause site (purple star) causes RNA polymerase to stall 
on the DNA template (green). 
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aptamer domain before the terminator stem in the expression platform is fully 
transcribed. This means that a balance exists among the rates of RNA polymerization 
(20-80 nucleotides/second) (Ryals et al. 1982), ligand binding, and possible secondary 
structural rearrangements that occur in the event that ligand does not bind (Garst & 
Batey 2009). The obvious disconnect between aptamer binding affinity, transcription T50 
observed in vitro, and the T50 observed in vivo (Tomsic et al. 2008) underscores the fact 
that careful consideration must be paid to the biophysical aspects of the switching 
mechanism in order to fully understand how riboswitches achieve gene regulation and 
how to manipulate them for future biosensor applications. This requires experimentation 
in the context of whole riboswitches not excluding the expression platform.  
How do elements of the riboswitch communicate in order to transduce the ligand 
binding signal? In order for a riboswitch to regulate gene expression, there must be a 
crosstalk between the aptamer domain and the expression platform. Clearly this 
crosstalk primarily involves, but is not necessarily limited to, the switching sequence that 
interacts with either the aptamer or expression platform depending on whether or not 
ligand is bound to the RNA (see chapter one). It is often the case that tertiary 
architecture elements play a strong role in signal transduction by riboswitches as they 
directly stabilize the aptamer for ligand binding during the “sensing phase” of the 
riboswitch mechanism (Chapter 1, Figure 6) (Blouin & Lafontaine 2007; Heppell & 
Lafontaine 2008; Stoddard et al. 2008). Moreover, it has been established that 
transcriptional pause sites strongly influence the ability of a riboswitch to undergo ligand 
dependent regulation, and given the temporal restraints imposed on riboswitches, it is 
likely that pause sites are a required component for many riboswitches (Wickiser et al. 
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2005b). Do elements of the aptamer domain beyond the switching sequence covary 
with elements of the expression platform and if so will delineating these covariation 
patterns help us predict the efficiency of a given combination of riboswitch parts 
(aptamer, switching sequence, expression platform, and pause sites)? To date there 
has not been a detailed investigation regarding the relationship between the aptamer 
and expression platform conservation patterns observed in phylogeny. Fortunately, 
there are thousands of sequences of naturally occurring riboswitch aptamer domains 
listed in the Rfam database (Griffiths-Jones et al. 2003) and a new software script that 
easily pulls corresponding expression platform sequences from genbank using 
PyCogent (Knight lab, unpublished results) (Knight et al. 2007). In this chapter, I will use 
the SAM-I riboswitch family to show that it is possible to analyze the folds of riboswitch 
expression platforms in silico so that we can begin to correlate riboswitch regulatory 
efficiency with helical length constraints, the extent that the switching sequence 
overlaps with the aptamer domain, and existence, location, and strength of RNA 
polymerase pause sites.  
Results 
Defining the SAM-I riboswitch family 
With such great variability in the riboswitch sequence dataset, it is pertinent to 
define what elements of the riboswitch are expected to play the largest role in signal 
transduction, and identify a candidate for scrutiny that will embody all aspects of 
sequence and structural variability expected to impart the widest range of switching 
efficiency. Sequence and structural elements for all riboswitches can be organized 
based on their phylogenetic conservation. The most conserved nucleotides are those 
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required for ligand recognition, while those that make up the peripheral elements, 
surrounding the riboswitch core, are less conserved (Barrick & Breaker 2007). Tertiary 
structure motifs (see Chapter 1) have sequence elements that are slightly lower in 
conservation than those in the binding pocket, as they are required for aptamer 
stabilization and thus directly tied to riboswitch regulatory activity (Garst et al.). Helical 
elements, constituting the bulk of peripheral elements often vary greatly in length and 
sequence composition and these variable helices are thought to contribute little to the 
switching mechanism. Finally the sequence elements in the expression platform are the 
least well conserved often varying dramatically among members of the same riboswitch 
class (Barrick & Breaker 2007).  
The SAM-I and cobalamin riboswitch families exemplify the dramatic sequence 
and structural variation that can occur surrounding one highly conserved binding pocket 
(Vitreschak et al. 2003; Weinberg et al. 2008; Weinberg et al. 2010), and because there 
are hundreds to thousands of known representatives within each class either of these 
families would be a good candidate for this investigation. In the case of the cobalamin 
family members, surrounding peripheral elements may impart different ligand binding 
specificities (Batey lab, unpublished results) while in the case of SAM-I riboswitch 
family, it seems that diverging peripheral elements have little effect on the ligand binding 
specificity (Weinberg et al. 2008). Instead, the diversity of peripheral architectures in the 
aptamers may reflect the variety of switching mechanisms used by members of the 
SAM-I riboswitch family. Therefore, I will look at the SAM-I riboswitch family for this 
investigation. Because the switching mechanisms utilized by members of the SAM-I  
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Figure 26: Representative sequences from the SAM-I family 
 
 
Each sequence is an example of a member of the SAM-I, -IV, or –VI riboswitch class. The 
examples were chosen because they have all produced diffraction quality crystals. In the case of 
SAM-I these crystals lead to the three dimensional structure determination. The P1, P2, P3, P4, 
and P5 helices are colored pink, blue, light purple, and dark purple respectively. PK-1 is colored 
red while PK-2 is colored green. The highly conserved nucleotides that make up the ligand 
binding pocket are shown boxed in yellow. The crystals to the right diffract to 8 Å and 11 Å for 
SAM-IV and SAM-VI, respectively. 
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riboswitch family tend to reflect the genetic background in which they are found (Barrick 
& Breaker 2007; Rodionov et al. 2004), it is tempting to speculate that the obvious 
structural divergence between members of the SAM-I family not only plays a role in the 
switching mechanism but also reflects the phylogenetic relationship between classes. 
Therefore, special attention will be given to the possibility that the classes are related to 
a common ancestral sequence that subsequently diverged into the separate classes 
that we observe today.  
I define members of the SAM-I riboswitch family to include those having a highly 
conserved ligand-binding pocket in which nearly all nucleotides in the binding pocket 
that lie within 5 Å of the bound SAM molecule are identical (Figure 26). This includes 
the SAM-I, SAM-IV, and SAM-I/IV-variant (henceforth referred to as SAM-VI) (Grundy & 
Henkin 1998; Weinberg et al. 2008; Weinberg et al. 2010). Outside of this “core” there 
are marked variations in the conservation of secondary structural elements, and these 
variations are what divides members of the SAM-I riboswitch family into separate 
classes (Figure 26, Table 9). Because of the highly conserved core common to all 
members, it is tempting to speculate about the evolutionary relationship between 
members of this riboswitch family and ask how an RNA sequence might traverse the 
structural landscape from one class to the next. In this chapter, I will use comparative 
genomics to analyze the possible phylogenetic relationship between members of the 
SAM-I riboswitch family and propose a possible origin and evolutionary history for these 
aptamers. Subsequently, I will detail the switching mechanisms used by each class and 
look for themes in riboswitch regulation exemplified by the SAM-I riboswitch family. 
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Table 9: Classes within the SAM-I riboswitch family 
 SAM-I SAM-IV SAM-VI 
P4 helix +/- +/- +/- 
PK-1 + + - 
PK-2 - + + 
2° 
Structure* 
 
  
* Illustrations represent the majority of sequences in each class. 
   
Evolutionary relationship between members of the SAM-I riboswitch family 
The most highly variable regions of the aptamer domains for members of the 
SAM-I riboswitch family are the P2, P3, P4, and P5 helices (Table 9, Figure 27), nearly 
all elements peripheral to the ligand binding core. The SAM-I and SAM-IV riboswitches 
contain a conserved kink-turn motif or internal loop midway through the P2 helix that 
facilitates formation of a conserved pseudoknot interaction (PK-1) between the terminal 
loop of P2 (L2) and the junction between P3 and P4 (J3/4) (Heppell & Lafontaine 2008; 
Winkler et al. 2001) whereas neither this internal loop in P2 nor the PK-1 interaction is 
predicted to exist in SAM-VI. Instead SAM-VI and SAM-IV contain a different 
pseudoknot (PK-2) between the terminal loop of P3 (L3) and the sequence 3ʹ′ of P5 
(Weinberg et al. 2008; Weinberg et al. 2010). Variants of SAM-I riboswitches commonly 
contain large insertions in the P3 helix above the binding site while the SAM-IV and –VI 
classes rarely do. Finally, the SAM-I and SAM-VI classes commonly contain a P4 helix 
located in the junction region between the P3 and P1 helices. The SAM-IV class is not 
predicted to contain this helix; rather it along with the SAM-VI class contains a 
conserved P5 helix 3ʹ′ to P1. 
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Identifying helices within the SAM-I, SAM-IV and SAM-VI classes that are likely 
functionally analogous is necessary in order to build multiple sequence alignments 
(MSAs) because the act of aligning structures implies homology relationships at the 
 
Figure 27: Nucleotide conservation among the SAM-I family 
 
 
Shannon entropy plot for the global alignment of the SAM-I, -IV, and –VI riboswitches. The 
nucleotide information (bits) for each position is represented by the height of each symbol while 
the width is scaled by the fraction of symbols in the alignment column (such that columns with 
many gap characters are thin). The highly variable insertions in P3 that are present in a subset of 
SAM-I sequences have been removed. The Weblogo 3.0 webserver (Crooks et al. 2004) was 
used to create this figure. The information score for each position, with units of bits, is calculated 
by !!"#$%$"!(!) = !! − !! where !! represents the uncertainty (units of bits) at each position given 
the expected frequency of each nucleotide (0.25) for a random sequence and !! represents the 
uncertainty at each position given the base frequency represented in the alignment. !!(!) =−∑ !(!, !) log! !(!, !)!!!! . (Schneider et al. 1986) 
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functional or topological levels (Brown et al. 2009). Structural biology provides a great 
handle for attempting accurate MSAs. The crystal structures for members of the SAM-I 
riboswitch family suggest that the internal bulge in the P2 helix of SAM-IV is functionally 
analogous to the kink-turn in SAM-I as it likely acts to create a sharp turn in P2 allowing 
L2 to form the pseudoknot with J3/1 (Figure 26), and consequently these regions have 
been aligned. Moreover, the P4 helices from the SAM-I and SAM-VI riboswitches are 
likely similar architectural features, which consequently have been aligned. Finally, the 
P5 helices together with PK-2 from SAM-IV and SAM-VI likely serve the same purpose 
and have been aligned. Interestingly, the SAM-I riboswitch family often forms a 
terminator helix proximal (<10 nts) to the P1 helix and may be topologically similar to the 
P5 helix of SAM-IV and SAM-VI (Barrick & Breaker 2007). Due to a high degree of 
variability in this region of SAM-I riboswitches, this terminator helix has been omitted 
from the MSA.  
Maximum-likelihood and Bayesian calculation methods (Felsenstein 1981; Price 
et al. 2009; Ronquist & Huelsenbeck 2003) were chosen to infer trees as these methods 
have been shown to most accurately predict the true tree for a set of sequences that 
have undergone simulated evolution (Hall 2005) and to compare results calculated from 
different methods (For a lengthy discussion on these phylogenetic methods see 
Appendix 1). Unfortunately, Bayesian statistics as implemented in MrBayes did not 
converge on a tree topology and therefore was not refined. Instead, neighbor-joining as 
implemented by FastTree was chosen as a second approach because it has been 
shown to be the fastest and most scalable method for inferring phylogenies among a 
large number of sequences (Desper & Gascuel 2002; Saitou & Nei 1987; Studier & 
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Keppler 1988). In order to control for artifactual topological features that derive from 
explicitly aligning secondary structures that may not be homologous, two MSAs, 
comprised of sequences from all classes with <90% redundancy, were constructed for 
phylogenetic inference. The first set of trees were constructed using maximum-
likelihood (Figure 28a) and neighbor-joining (Figure 28b) from a MSA that includes all 
sequence elements of the riboswitches excluding highly variable insertions at the top of 
P3 in SAM-I riboswitches and positions in which >70% gap characters were present. 
This MSA was edited in order to exclude the P4 helix from all sequences, and was then 
used to construct a tree by maximum-likelihood (Figure 28c) or neighbor-joining 
(Figure 28d). All trees shown in Figure 28 are unrooted phylograms, so the branch 
lengths are scaled to sequence divergence between tips. Notably, the branching pattern 
at the base (center) of each tree is poorly resolved and would be most appropriately 
represented as a starburst topology.  
In each phylogenetic reconstruction, the SAM-IV class forms one highly-diverged 
clade that could be used as an outgroup to infer ancestry among sequences. Similarly, 
sequences from the SAM-I class cluster together independent of whether or not the P4 
helix is included in the MSA (Figure 28). I note that sequences of SAM-I that lack a P4 
helix always appear scattered throughout the tree, suggesting that the SAM-I riboswitch 
has lost the P4 helix many independent times through evolution. Because these 
sequences are at the tips of branches, I conclude that they are more recently evolved 
and do not represent ancient sequences that bridged evolution between any of the three 
classes as was postulated in recent work (Weinberg et al. 2008). In contrast, sequences 
from the SAM-VI class clearly fall into one or two orthology groups depending on the  
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Figure 28: Phylogenetic relationship between the SAM-I, SAM-IV, 
and SAM-VI riboswitch classes 
 
 
 
 
FastTree was used to create all phylogenetic trees shown under the general-time-reversible model 
of nucleotide evolution. The trees shown in (A) and (B) were built from a MSA of sequences from 
the SAM-I, SAM-IV, and SAM-VI classes that are <90% redundant and include all structural 
elements excluding the highly variable P3 insertions that are present in SAM-I. Positions 
comprised of >70% gap characters were omitted from the alignment. Trees shown in (C) and (D) 
were built from the same MSA as in (A) and (B) however the P4 helix was omitted. (A) and (C) 
were built using maximum-likelihood while trees in (B) and (D) were built using neighbor-joining.  
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presence of the P4 helix in the MSA. When the P4 helix is included in the alignment, 
SAM-VI aptamers are split into two orthology groups (groups 1 and 2 in Figure 28a and 
groups 1ʹ′ and 2ʹ′ in Figure 28b), suggesting that the SAM-VI aptamer independently 
evolved twice. However, when the P4 helix is excluded from the alignment, SAM-VI 
aptamers fall into one orthology group (group 3 and 3ʹ′, Figure 28c-d), leading to the 
more parsimonious conclusion that a single evolutionary event led to the emergence of 
this class.  
 
 
Figure 29: The SAM-VI riboswitch class diverged from the SAM-I 
class 
 The phylogenetic tree was built in FastTree (Price et al. 2009; Price et al. 2010) under the general-
time-reversible model of evolution using maximum-likelihood. The coloring scheme is the same as in 
Figure 28. The evolutionary history of SAM-VI riboswitches can be inferred by using the SAM-IV class 
as an outgroup. In this way, it is plausible to interpret that the SAM-VI riboswitches have diverged from 
members of the SAM-I class. 
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To completely rule out the possibility that the existence of two orthology groups 
for the SAM-VI riboswitch is an artifact of miss-aligning the sequences, I have omitted 
25 sequences (~2% of all sequences) from the alignment based on lack of clustering 
within a well-defined clade or seemingly random placement within a clade from a 
separate class. The resulting tree (Figure 29) clearly reveals that the SAM-VI riboswitch 
evolved only once and has diverged from the SAM-I class. To further validate this 
observation, mutagenesis strategies coupled with functional assays will be designed 
based on the phylogenetic tree shown in Figure 29. My current hypothesis is that the 
evolution of SAM-VI from SAM-I occurred with the fewest possible changes in 
nucleotide sequence and that each sequence along the evolutionary path retained 
functionality.  
Just as with the vitamin B12, FMN, and T-box regulatory elements (Vitreschak et 
al. 2008; Vitreschak et al. 2002; Vitreschak et al. 2003), it is clear that members of the 
SAM-I riboswitch family have coevolved with the genes that they regulate (Figure 30). 
This is apparent from comparing the topology of a tree built from the riboswitch with a 
tree built from the corresponding gene or genes that it regulates. As a first 
approximation the trees appear to be similar suggesting coevolution that is expected to 
occur between a protein and its regulatory element. However, I intend to show that the 
topologies of riboswitch trees and those of their respective genes are statistically similar 
in two ways using methods implemented by PyCogent. The goal is to show that they are 
more similar than one would expect from comparing trees created from random 
sequences (Knight et al. 2007). The first method compares the similarity of components  
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of subsets within the tree, and the second compares the similarity of tip distances 
between the two trees. 
In further support of this point, horizontal transfer events of the SAM-I riboswitch 
seem to have involved genetic transfer of the complete transcriptional unit comprised of 
both the riboswitch and the coding regions, in agreement with “selfish-operon” model of 
genetic evolution in bacteria (Figure 30). Notably, this has been shown for the RB 
operon containing the FMN riboswitch (Vitreschak et al. 2002). For example, the metK 
operon was likely transferred from the Bacillus/Clostridium group of the firmicutes to  
 
 
Figure 30: Coevolution of SAM-I and metK 
 
 
 
The tree topology for the SAM-I riboswitches that regulate MetK is similar to that observed to the 
MetK protein itself, reflecting coevolution of the riboswitch and its downstream gene. The DNA 
sequences for MetK proteins were aligned using codon based alignment with the Guidance 
webserver, and trees were build using profile-based neighbor joining in FastTree.  
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members of the Fusobacteria (Figure 30). This will be further supported when I show 
the SAM-I riboswitch tree annotated with the gene names together with genome codes, 
as I expect to observe that there are some branches of the phylogenetic tree that are 
occupied heavily by SAM riboswitches that control orthologous genes. 
Regulatory mechanisms employed the SAM-I riboswitch family 
 Comparative genomics and phylogenetics has previously been used to delineate 
expression platform functional patterns observed in phylogeny (Barrick & Breaker 
2007). In general, the types of regulatory mechanisms employed by riboswitches are 
restricted to separate branches on the tree. Firmicutes are rampant users of 
transcription attenuation mechanisms that respond to a wide range of regulatory signals 
including regulatory proteins, tRNAs, temperature, and, through the use of riboswitches, 
small molecules (Naville & Gautheret 2009). As a result, we find riboswitches that use 
transcriptional regulators largely exist in phylotypes that frequently use this mode of 
regulation, such as the firmicutes (Barrick & Breaker 2007). Similarly, translational 
regulation by riboswitches is frequent is other organisms like the actinobacteria. 
Consistent with these observations, the SAM-I riboswitches, which are found 
primarily in firmicutes, regulate at the transcriptional level by forming rho-independent 
transcription terminators when bound to SAM. In contrast, the SAM-IV riboswitches, 
found primarily in actinobacteria, regulate at the translational level by forming a Shine-
Dalgarno occluding stem when bound to SAM (Figure 31) (Weinberg et al. 2008). 
Although the phylogenetic context for SAM-VI riboswitches is largely unknown, it is clear 
that there are three distinct types of this class (Figure 32). One type is markedly SAM-I- 
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Figure 31: Secondary structure and regulatory mechanism of 
SAM-I and SAM-IV riboswitches 
 
 
 
The secondary structures for SAM-I and SAM-IV riboswitches are shown representative of the 
ligand bound (left) and free states (right). Notably, the expression platform is predicted to 
change structure depending on whether ligand is bound. The conservation observed in the 
expression platform is noticeably low reflecting the fact that these structures represent all 
sequences of the SAM-I and SAM-IV classes. 
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Figure 32: The secondary structure and switching mechanisms 
used by three types of SAM-VI riboswitch 
 
 
 
Three representatives of the SAM-VI class are shown, and each represents the ligand bound 
state. The SAM-I-like subset uses a dual transcriptional-translational mechanism in which the 
Shine-Dalgarno sequence is sequestered into the 3’ side of a rho-independent terminator stem. 
The SAM-IV-like sequence regulates at the translational level, and the far more rare SAM-IV-
hybrid uses an alternative dual transcriptional-translational mechanism in which a terminator 
stem forms when ligand is bound, and a Shine-Dalgarno sequestering stem exists regardless of 
the bound state. 
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like in that it can contain a P4 helix and regulates at the transcriptional level whereas 
the other is SAM-IV-like in that it lacks the P4 helix and regulates at the transcriptional 
level. The third type seems to be a hybrid because it lacks a P4 helix and controls 
expression at the transcriptional level.  
As previously mentioned, it is clear that the expression platform is not nearly as 
well conserved as the aptamer domains. However, there are important regulatory 
signals within the expression platform that are utilized for regulation of several or all 
genes across the genomes of particular phylotypes. These elements have loosely 
conserved sequences and architectural features. For example the Shine-Dalgarno 
ribosome binding site is a purine rich stretch of ~6 nucleotides that lies 5-10 nucleotides 
upstream of the start codon and the rho-independent transcriptional terminator is an 
RNA hairpin followed by a stretch of 5-8 pyrimidine residues (Chan et al. 1997). These 
elements are markers for expression platforms and have been used to classify 
riboswitches into functional types based on the distance that the aptamer sits from the 
start codon.  
When a subset of sequences from the SAM-I MSA is chosen based on the 
position of the expression platform, it is obvious that a much higher degree of 
conservation exists (Figure 32). This suggests that within each of the 5 major regulatory 
groups (Barrick & Breaker 2007), there may be subtypes of expression platform. For 
example, there are likely terminator and antiterminator stems of varying stability, 
affecting their ability to invade the P1 helix and induce a secondary structural switch. 
One major goal of my efforts in using comparative genomics to study the expression 
platform is to find whether or not there are significant subtypes within the expression 
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platform and if these cluster together with regulation of particular gene types. For 
example, I can imagine that characteristics in the expression platform that impart only a 
small change in gene expression upon ligand binding, or are weak regulators, are those 
that control efflux pumps or transporters, while those that exhibit a strong response to 
ligand binding are catabolic regulators. 
 It is possible that architectural features present in the expression platform 
do not impart a strong regulatory response (Batey lab unpublished results). It has been 
shown that one major signal that is required for riboswitch function in perhaps the 
majority of cases is the RNA polymerase transcriptional pause site (Wickiser et al. 
2005b). These signals vary greatly at the primary sequence level, likely corresponding 
to varying strength such that different signals cause the polymerase to be stalled for 
short ~1s or long 10-20s periods of time. Because riboswitches operate under kinetic 
constrains, the identification putative pause signals is a good starting point for 
identifying riboswitches with different ligand response ranges. As a first approximation, I 
have searched for pyrimidine rich stretches between the aptamer and 3ʹ′ portion of the 
terminator stem not excluding the terminal loop of SAM-I riboswitches.  
Crystallization of the SAM-IV and SAM-VI riboswitch class aptamer domains 
 To gain perspective on how the SAM-IV and SAM-VI classes communicate with 
the downstream expression platform and understand how different architectural features 
in the aptamer domain impart a regulatory response when SAM binds to an identical 
binding pocket, I am actively pursuing the crystal structures of the SAM-IV and SAM-VI 
riboswitch classes. To date, I have explored the crystallization of ~30 SAM-IV variants 
with ~10% crystallizing. The winning construct to date diffracts to ~8 Å at the BNL 
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synchrotron light source (Figure 26). Although I have screened ~20 sequence variants 
of this construct around the crystallization conditions with which the parent sequence 
crystallizes, included a wide range of additives under this condition, and tried all other 
commercial screens we have in house, none have resulted in varied crystal morphology 
or diffraction limit. Similarly, >35 SAM-VI variants have been screened, with one 
successful construct that diffracts to ~11 Å (Figure 26). As a result, twelve new 
constructs have been designed in which subtle sequence changes have been 
introduced to the parent sequence, and are ready for crystallization trials. The method 
of creating several mutations to the parent sequence is aided by knowledge of 
sequence variation present in phylogeny. Therefore, helices with that do not have 
strong length constrains are varied as well as sequence elements in joining regions. 
This method has worked remarkably in the past, and I am confident that searching 
enough sequence variants will result in a construct that both crystallizes well and 
diffracts to high resolution. 
Conclusions and Future Directions  
The phylogenetic relationship between members of the SAM-I riboswitch family 
has been explored through careful construction of sequence alignments and analysis of 
trees produced from two different tree-building algorithms (maximum-likelihood and 
neighbor-joining). The MSAs were constructed such that helices, looped regions, 
tertiary motifs, and binding pocket elements were aligned among all sequences, and the 
highly variable insertion in the P3 helix of SAM-I was omitted. It is clear that the SAM-IV 
riboswitch forms a clade that is significantly diverged from an ancestral sequence that 
may have preceded all three classes. In contrast, the SAM-VI riboswitch class appears 
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to have diverged from the SAM-I class and is more recently evolved. The phylogenetic 
data presented also show that extant sequences of the SAM-I class that have lost the 
P4 helix are not representative of relics that may have evolved into SAM-IV or SAM-VI. 
Instead, they are independently and recently diverged sequences, and it remains to be 
tested whether they are functional.  
If the SAM-I, SAM-IV, and SAM-VI riboswitches are truly orthologs, then the 
common ancestral sequence likely consists of only the core set of nucleotides and the 
minimal set of peripheral elements required to impart structural stability. This 
hypothetical and minimal SAM riboswitch could have functioned as a promiscuous 
binder of adenine bearing compounds, a ribozyme that partnered with short peptides to 
use SAM in methylation reactions, or a primitive regulatory element. I aim to test 
whether a minimal SAM riboswitch aptamer is able to bind SAM and cause a change in 
the regulatory response in order to provide evidence that this sequence may or may not 
have existed. Furthermore, I will use the phylogenetic tree as a guide to test the impact 
of adding or subtracting different peripheral elements on binding energetics using a 
minimal SAM riboswitch as a starting point. 
Without crystal structure of the SAM-IV and SAM-VI classes in hand, these 
alignments must be considered only an approximation of the best alignment that can be 
constructed under the current rules for aligning RNA sequences. In the future, it will be 
useful to not only include secondary structure information in the alignment, but also 
tertiary structure information with the use of isostericity matrices (Knight lab unpublished 
results). Moreover, aligning these RNA aptamers based on “corresponding” structural 
elements as outlined for the RNA alignment ontology, is expected to more accurately 
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reflect the homology of sequence and structural elements (Brown et al. 2009). Although 
this methodology has not yet been established, the SAM-I, -IV, and –VI riboswitch 
aptamers may be useful targets for optimization of the proposed alignment strategy. 
 The peripheral elements of the SAM-I, -IV, and –VI aptamers does not seem to 
impart different ligand binding characteristics in the way that classes within the Ado-
cobalamin family does. Although, it is possible that rearrangements of helical motifs 
around a common binding pocket may impact switching efficiency, it seems that these 
variations observed among members of the SAM-I riboswitch family arose through the 
course of evolution simply as different answers to the organism’s need to stabilize the 
core and not as a means to tune the switching efficiency. This conclusion is drawn from 
the above phylogenetic analysis as well as observations that the downstream 
expression platform and genes regulated coevolve with the corresponding riboswitch. 
Instead, it is likely that the strength and position of pause sites is the most important 
feature of riboswitch efficiency because riboswitches must operate under the kinetics of 
transcription. Therefore, identification of putative pause sites will be the bioinformatics 
goal of future work on this topic. 
Methods 
Phylogenetic analysis 
Each alignment of SAM-I, SAM-IV, and SAM-VI aptamers was downloaded from 
Rfam (Griffiths-Jones et al. 2003) or (Weinberg et al.) and used to create a covariance 
model for the respective riboswitch using Infernal 1.0 (Nawrocki et al. 2009). 
Subsequently, each alignment was filtered to contain sequences with < 90% sequence 
identity by comparing all pairwise alignments and removing redundant sequences 
 107 
(defined as having > 90% sequence identity) using the 
http://expasy.org/tools/redundancy/ webserver. Each returned set of sequences was re-
aligned to its respective covariance model calculated from the initial alignments, and the 
resulting MSAs were trimmed such that columns containing > 70% gap characters were 
removed. Finally, all alignments were assembled into one file and manually re-aligned 
using the RALEE RNA alignment editor (Griffiths-Jones 2005). The resulting MSA in 
which the entire aptamer domains are aligned to each other was either input directly into 
a phylogeny calculation program or trimmed to contain sequence elements highlighted 
in blue in figure x prior to calculating the trees. Trees were calculated using either the 
maximum-likelihood method implemented in PHYLIP, which uses a distance matrix, or 
FastTree, which uses sequence profiles (Felsenstein 1981; Price et al. 1995) or using 
the Baysian approach in MrBayes (Ronquist & Huelsenbeck 2003). 
Analysis of riboswitch expression platforms 
 A python script that implements methods in the PyCogent package (Knight et al. 
2007) was used to pull the sequences of aptamer domains along with downstream 
sequences of specified lengths from genbank records using accession numbers of 
riboswitch sequences deposited in Rfam (Griffiths-Jones et al. 2003) or the downloaded 
supplementary material from (Weinberg et al. 2010). The python script was written by 
Jeremy Widmann of the Knight lab. Covariation models (cm) were built from alignments 
of specific aptamer domains downloaded from Rfam and the aptamer + expression 
platform sequences then aligned to the corresponding cm using modules provided in 
Infernal 1.0.2 package (Nawrocki et al. 2009). Different length fragments of the 
expression platform sequences were excised from the resulting alignments and fed into 
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CMfinder (Yao et al. 2006) that searches for similar structures among a set of unaligned 
sequences and outputs the alignment together with its corresponding cm. The resulting 
sequences were manually inspected for markers of rho-independent transcription 
terminators or Shine-Dalgarno sequestering stems. The most promising sequences 
were then appended back onto their respective aptamer domains, the resulting 
alignment was used to construct a cm that was then used to search the remaining set of 
sequences using varying lengths of expression platforms. In general shorter lengths 
gave more hits at this stage whereas longer lengths give more hits at the previous 
stage. The best alignments were properly annotated and used to draw aesthetically 
pleasing secondary structures that represent sequence homology among all sequences 
in the alignment using R2R (Weinberg & Breaker). 
Crystallography of the SAM-IV and SAM-VI riboswitch classes 
 RNAs were prepared by in vitro transcription of dsDNA templates 
generated by PCR as previously described in chapters two and three. Briefly, 8% 
denaturing acrylamide gel electrophoresis was used to purify the RNA from 
unincorporated nucleotides and aborted transcripts. The gel slices containing the 
desired RNA construct were visualized by UV shadowing, excised from the gel and 
eluted into 1X TBE overnight at 4 °C. The next day, 10,000 MWCO Amicon filters 
(Fisher) were used for buffer exchange into 0.5X T.E. and the RNA was concentrated to 
200-500 µM. Immediately prior to crystallization the RNA was heated at 65 C for 5-10 
minutes, allowed to cool to room temperature for 10-15 minutes, and cooled on ice for 5 
minutes. SAM was added to a final concentration of 2 mM and varying concentrations of 
MgCl2 was added (0-100 mM). Crystallization screens were set up in the 96-well plate 
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format using the Phoenix dropsettor in a 1:1 ratio of RNA to mother liquor using the 
sitting drop technique and trays were incubated at 20-30 °C. Winning constructs were 
then subjected to further screening in 24-well plates using the hanging drop method.  
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Appendix 1: Phylogenetic methods 
 
Disclaimer 
The reader is encouraged to consult a standard phylogenetic text that will go into 
much greater detail about the methods used in Chapter 4 and described in several 
sections of this appendix. For example, I have adapted discussions by (Felsenstein 
2004) in many of the following sections, providing concise descriptions on methods 
directly relevant to Chapter 4. However, there are many more methods that the reader 
should consider when thinking about building trees and inferring the evolutionary 
relationship among a set of sequences. 
The True Tree and the Inferred Tree 
 The sequence of mutation events that has lead to the biological sequences we 
observe in nature is unique. That is, each molecule we are interested in has evolved by 
one path (which is not to say that the path that was taken is the only possible path or 
that similar molecules evolved by similar paths). Therefore, there is only one true tree 
that represents the evolutionary history of the molecule of interest. Joseph Felsenstein 
and many others have shown that it is physically impossible to build and examine every 
possible rooted or unrooted, bifurcating or multifurcating, labeled tree for more than 10 
species(Felsenstein 2004). Therefore, it is important to remember that there is never 
any guarantee that the tree we are looking at is the same as the true tree. Instead we 
are always building and examining inferred trees. 
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A Distance Matrix Versus a Profile 
 There are three key ingredients necessary for phylogenetic predictions: 1) a set 
of alignment sequences 2) an evolutionary model and 3) a statistical method for finding 
a “winning” tree. The first step is to take the aligned sequences and compute the 
differences between all pairs of sequences. These differences can either be stored in a 
distance matrix or as a profile. The distance matrix can be viewed as a table containing 
one column and one row for each sequence in the alignment and is filled in with the 
distances between all pairs of sequences. Each cell in the table (matrix) represents the 
proportion of sites that are different between all pairs of sequences. We can compute a 
different distance matrix for each inferred tree during optimization by adding up all the 
branches connecting two sequences. A more recent approach has been developed for 
storing a sequence profile at each node rather than storing a distance matrix. In this 
case, a profile represents the nucleotide frequency at each position between a pair of 
sequences, and the profile for an internal node represents the weighted average of 
nucleotide frequencies (such as that represented in an entropy plot; Figure x in Chapter 
4) of its children’s profiles. 
Some methods, such as Minimum Evolution and its cousin Neighbor-Joining aim 
to find the best tree by finding the shortest distance between each of the tips, and these 
methods are commonly used for very large (>10,000) sequence datasets because they 
are the fastest and most scalable methods for inferring trees. I did not choose either of 
these methods because my data set is relatively small (~1500 sequences of ~160 nts in 
length), and other methods are more accurate. I implemented maximum-likelihood and 
Bayesian analysis with MEGA5 and MrBayes, respectively. In each case a distance 
matrix was used to compute the first tree that was then refined using the respective 
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statistical method (discussed later in this appendix). Furthermore, and I implemented 
maximum-likelihood by storing profiles at internal nodes rather than a distance matrix 
using FastTree. I chose this method as a first approximation (before pursuing MEGA5 
or MrBayes) because of its ability to generate high quality trees in a matter or seconds 
(compared to hours for MEGA5 or MrBayes). I was also curious to compare the results 
of two independent maximum-likelihood methods. Figures for the best trees are shown 
in Chapter 4.  
Evolutionary models 
 Before attempting a phylogenetic reconstruction, it is useful to think about the 
different models for sequence evolution that are available and decide which is most 
appropriate for the analysis. Evolution is essentially a hidden Markov process. A Markov 
process is one in which the progression from one state to the next is independent of any 
previous states that may have been sampled. A hidden Markov process is one in which 
the beginning and all intermediate states are unknown. That is, a change that occurs at 
a specific position in a gene is only dependent on the current state (sequence) and the 
evolutionary pressure that is being applied now. It does not depend on the previous 
states that have been sampled. Because we have no record of previous states or 
evolutionary pressures that existed and are now gone, it is difficult to predict the 
evolutionary changes that occurred to give rise to sequences of extant molecules. We 
try to compensate by comparing the sequences at hand and estimating branch lengths 
between them that represent the nucleotide substitution rate over time. In doing so, we 
adopt some mathematical model that describes the nucleotide substitution rates. From 
that model we can estimate the net probability that a given branch length will result in a 
substitution of a particular type (nucleotide transition or transversion), and apply these 
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probabilities to optimize the tree using a particular statistical method (discussed later in 
the Statistical Approaches section). 
Jukes-Cantor 
 The model by Jukes and Cantor (Jukes 1969)is the simplest model of evolution 
at the nucleotide level. It assumes that all positions change at the same rate and that 
the rate of change from one nucleotide to the next is equal (Figure x). It is important to 
remember that the rate of nucleotide substitution is not the same as the mutation rate. 
The rate of nucleotide substitution describes the rate at which one type of nucleotide 
replaces another in the event of a mutation. If a mutation occurs, and the site is 
replaced by an identical nucleotide (A→A; a neutral mutation), then the mutation rate is 
equal to the substitution rate. Using this assumption, we expect an equal frequency 
(0.25) of each base in a sequence. 
I used this assumption during my first tree building exercises because it is the 
least computationally time consuming, and I wanted to test whether I would see a strong 
clustering for classes in the SAM-I riboswitch family. Because sequences in each class 
cluster using this oversimplified model of evolution under the maximum-likelihood 
approach (refer to Chapter 4), I am confident to appropriately account for rate variations 
 
Figure 33: Simple models of DNA evolution 
 
Simple models of DNA evolution. (a) The 
Jukes-Cantor model describes a constant 
rate of change between all nucleotides. (b) 
The Kimura two-parameter model accounts 
for different rates of transitions ! and 
transversions !. 
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among different sites in each class in order to gain a more accurate estimate of 
sequence phylogeny. 
Kimura two-parameter model 
 The Kimura two-parameter model (K2P)(Kimura 1980) allows for differences in 
the rate of nucleotide transitions and transversions in the event of a substitution (Figure 
33). The bookkeeping now involves accounting for the overall rate of substitution 
overtime and the fraction of substitutions that lead to transitions versus transversions. 
There will be one change, at rate !, resulting in a transition and two changes, at rate !, 
resulting in a transversion (Figure x). The total rate of change is ! + 2!, and the ratio of 
transitions to transversions is given by: ! = !2! 
Given enough time, it will be equally likely to end up with a purine or a pyrimidine. The 
equilibrium frequencies for all four nucleotides is the same as with the Jukes-Cantor 
model, !! = !! = !! = !! = 0.25. The Jukes-Cantor model is a particular case of the 
K2P model in which ! = ! and ! = 1/2. 
 To express the transition probabilities (note: this is the mathematical sense of the 
word transition in which we refer to changing from one state to another; it has nothing to 
do with the biological sense of purine to purine or pyrimidine to pyrimidine change) in a 
meaningful way, we consider each position in the sequence as having an overall rate of 
change equal to 1 per unit time. In this way, we are scaling the branch lengths between 
sequences to the expected nucleotide substitutions per position. Then, ! + 2! = 1 and 
the individual transition and transversion rates are as follows: 
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! = !! + 1 
! = 12 1! + 1 
 
Tamura-Nei model, F84, and KHY 
 The Jukes-Cantor and K2P models offer simplified computation (and therefore 
take less time) with the tradeoff of using unrealistic evolutionary models. I did not use 
the K2P model; instead, I went from Jukes-Cantor straight to Tamura-Nei (Tamura & 
Nei 1993) and the general time-reversible model (covered in the next section) in order 
to account for different sites along the sequence having different rates of change. 
Therefore, these models allow us to assume the more realistic observation that the four 
bases having different frequencies in our sequences. The F84 (Kishino & Hasegawa 
1989) an HKY (Hasegawa et al. 1985) models extend K2P to account for asymmetric 
nucleotide frequencies in subtly different ways, and both F84 and KKY are special 
cases of the Tamura-Nei model. 
 Under the Tamura-Nei model, there are two types of events that can lead to a 
base substitution. A type I event replaces the nucleotide with the same type of base by 
randomly selecting from a pool of that kind of base (purine or pyrimidine). A type II 
event replaces a position with a nucleotide drawn randomly from a pool of all four 
bases. For example, if an A is being replaced it has a constant probability of being 
replaced during a type I event !! in which it can be replaced by an A or G drawn 
randomly from a pool of purines, and it has a constant probability of being replaced 
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during a type II event ! in which it can be replaced by A, C, G, or T drawn randomly 
from a pool of all four bases. 
 There is some frequency ! at which each base exists in the pool, and the purine 
and pyrimidine pools contain the same ratio of A and G frequencies as that found in the 
overall pool. The probability of each type of event happening in an infinitesimally small 
unit of time !" is !!!" and !"# when starting from a purine and !!!" and !"# when 
starting from a pyrimidine. Table 11 shows the instantaneous probabilities per unit time 
(rates) of the 12 possible base substitutions. If !! = !! it is the F84 model, and if !! !! = !! !! it is the HKY model. 
Table 10: Instantaneous rates of change in the Tamura-Nei model 
End state: A G C T 
Beginning 
state: 
    
A − !!!! !! + !!! !!! !!! 
G !!!! !!+ !!! − !!! !!! 
C !!! !!! − !!!! !!+ !!! 
T !!! !!! !!!! !!+ !!! − 
 
General time-reversible model 
 All the models that have been discussed so far and are commonly used are time-
reversible, meaning that we are making the assumption that the probability of starting at 
state ! at the end of one branch and ending at state ! at the other end of the branch is 
the same as the probability of going from state ! to state !. Mathematically this is stated 
as: !!Prob ! !, ! = !!Prob ! !, !  
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Because there is no directionality under this assumption, we cannot tell whether state ! 
or state ! is the ancestral state. There is no biological reason for using the time-
reversible model; it is simply mathematical convenience. The reversibility assumption is 
also the basic reason why we cannot place the root of the tree, assigning an ancestral 
state to the sequences. Instead it is common to infer unrooted trees (where no ancestral 
state is assumed) and we only assess the relationship between sequences. In other 
words, from an unrooted tree, we can only determine that one sequence, A, is more 
related to another sequence, B, than to a third sequence, C, by measuring the branch 
lengths separating the tips. 
Table 11: The general time-reversible model of DNA evolution 
End state: A G C T 
Beginning 
state: 
    
A − !!! !!! !!! 
G !!! − !!! !!! 
C !!! !!! − !!! 
T !!! !!! !!! − 
 
 The instantaneous rates of change for the most general-time reversible (GTR) 
model is shown in Table 12. From this table, we can make a rate matrix ! from which 
the transition probability matrix ! can be calculated using: ! ! = !!! 
In this case ! is the branch length. The matrices are used to compute distances. For 
example we could use some numerical optimization scheme to compute the likelihood 
for ! for a particular pair of sequences. If the base at site ! is !! in one sequence and !! 
in another, then the likelihood (covered in the next section) is: ! = !!!!!!!! !!  
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The value for ! that maximizes the likelihood will be the winner. 
Statistical Approaches  
When a phylogeny is inferred the differences between all pairs of sequences is 
computed and combined with an evolutionary model that estimates the rates of 
nucleotide substitution along the length of the molecule and a statistical approach (such 
as maximum-likelihood or Bayes theorem) to estimate a set of branch distances 
between nodes and tips that best predicts the sequences in the alignment. In this 
section I will describe the two approaches that I used to build the phylogenetic trees 
shown in Chapter 4. I selected the maximum-likelihood and Bayesian methods because 
they have been shown to most accurately estimate phylogeny for a set of sequences 
that were generated through simulated evolution and therefore the inferred trees could 
be directly compared to the true tree.  
Maximum-likelihood 
The maximum-likelihood method uses standard statistical measures to evaluate 
a model of evolution and compute an inferred phylogeny. The basic idea is to maximize 
the likelihood that the model fits the data (in phylogeny the model is the branch lengths, 
representing sequence divergence between representatives, that separate tips on a 
given tree and data are the sequences in the alignment). In phylogenetics, likelihood is 
a value calculated by summing or multiplying probabilities that particular sequences 
existed at the nodes. The method of maximum likelihood estimation is applied in many 
other instances through other calculations. For example, if a first year graduate student 
is interested in knowing how many papers they are likely to publish during their six 
years of graduate school, they don’t have to worry about asking every disgruntled sixth 
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year student in their department. Rather they can take a small, random sample. 
Assuming the number of papers is normally (Gaussian) distributed with an unknown 
mean and variance, the student can estimate the number of papers they will produce 
(and the associated error) by fitting the mean and variance as parameters to the 
distribution that is most likely to have produced the dataset.  
To get a bit more specific for the case of estimating the phylogenetic relationship 
between sequences we consult the laws of conditional probability. We know that given 
any two hypotheses !!and !! about a set of data !: 
 
Prob ! ! = Prob !  and  !Prob ! = Prob ! ! Prob !Prob !  
Therefore, Prob !! !Prob !! ! = Prob ! !!Prob ! !! Prob !!Prob !!  
 
This formula is referred to as the odds ratio of Bayes theorem and represents the odds 
ratio in favor of hypothesis 1 over hypothesis 2. The first ratio to the right of the 
equivalency sign represents the probability of the data given the two hypotheses, and 
the second is referred to as the prior probabilities of the two hypotheses before we look 
at the data. When Bayesian statistics is used, valid prior probabilities are estimated and 
used with equations such as the one shown above to infer valid posterior probabilities of 
the various hypotheses. In contrast, when we use the maximum-likelihood approach, we 
try to maximize the likelihood of the probability of the data given the hypothesis Prob ! ! . This may not be the hypothesis that has the largest posterior probability. 
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However, if we have a large amount of data, the first ratio to the right of the equivalency 
sign dominates the expression and this maximum likelihood estimate becomes more 
likely to be the best estimate. When we compute the likelihood of a given tree, we are 
essentially testing the hypothesis that given a branch of length ! (the hypothesis), we 
will arrive at state ! (the data) if the state at the start of the branch is !. 
Suppose that we have a set of aligned RNA sequences with ! sites (Figure 34). 
We are given a phylogeny with branch lengths, and an evolutionary  
model that allows us to compute the transition probabilities !!" ! , the probability that 
state ! will exist at the end of a branch of length !, if the state at the start of the branch is !. Two assumptions are central to computing the likelihoods: 
1. Evolution in different sites (on the given tree) is independent (the Markovian 
model of evolution). 
2. Evolution in the different lineages is independent. 
The first assumption allows us to equate the likelihood of the tree built for the whole 
sequence to the product of the likelihoods for trees at each site: 
 
Figure 34: An example of phylogenetic analysis 
 
 
 
(1) 1                   j      
(1) G G A U C G G A A A C G A U C C 
(2) G G A U C G G A A A U G A U C C 
(3) G G A U C G G A A A U G A U C C 
(4) G G A U C G G A A A U G A U C C 
(5) G G A U C G G A A A A G A U C C 
 
a) b) 
Evolution of site !. For the calculations shown in the text, assume that we have the aligned RNA 
sequences shown in (a) for five operational taxonomic units (OTUs), and we want to evaluate 
the tree shown in (b) that gives the data at a single site ! and the branch lengths !!. 
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! = Prob ! ! = Prob ! ! !!!!!  
where ! !  is the data at the !th site. This assumption simplifies our calculation because 
we only need to know how to compute the likelihood at a single site. To calculate the 
likelihood for a tree at a given site (such as that shown in figure x for site !) we have to 
consider all the possible mutation events by which the nucleotides present at the tips of 
the tree could have evolved from the ancestral state. So the likelihood for a particular 
site is the summation of the probabilities of every possible reconstruction of ancestral 
states, given some model of base substitution. In our example, all possible nucleotides 
A, G, C, and U could have occupied nodes !, !, !, and ! during evolution so, there are 4! = 256 possible evolutionary paths for position !. The likelihood for each path is 
calculated by multiplying the likelihood of the starting position (in our case !) with the 
product of the likelihood for each possible mutation: !!"#! = !!× !!"#$%!!"  = ! ! → ! ! ! → ! ! ! → C ! ! → U ! ! → U ! ! → ! ! ! → ! ! ! → !  
And the likelihood of a phylogeny for site ! is given by the summation over the 
likelihoods for each path: !! = !!"#!! = !!"#!! + !!"#!! +⋯+ !!"#!!"# 
Then the likelihood of phylogenetic tree for the whole sequence is the product of the 
likelihood for each position: !!"#$"%&" = !!"#!  !"#$%$"&  ! 
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The goal is to maximize the value for !!"#$"%&" because we want the tree that has the 
highest probability of being correct given our data (sequences at the tips and our 
evolutionary model). The most accurate model for evolution will take into account 
variable mutation rates at given positions. For example there might be no variation at 
positions that bind ligand, slight variation for important structural features like the kink-
turn or pseudoknot, and high variation for regions that do not interact with the rest of the 
molecule (such as P4 in the SAM-I riboswitch family). Taking these effects into account 
by including the possibility for variable rates among sites has been shown to improve 
the accuracy of the tree. In this respect, bad evolutionary models will give rise to 
unreliable trees. Although this method is computationally intensive, it has been shown to 
be one of the most accurate along with Bayesian calculations.  
Bayesian Phylogenetics 
 In the previous section, I introduced the odds ratio form of Bayes’ theorem, and 
from that discussion it should be apparent that Bayesian phylogenetics and maximum-
likelihood are related methods. The difference lies in the prior distribution of the quantity 
being inferred. In our case, that quantity is the tree. The basic idea is that, using 
Bayesian statistics we estimate the distribution of the trees (branch lengths separating 
leafs) given the data (multiple sequence alignment). In contrast, maximum-likelihood 
tries to predict the data given a tree. I will not go into a lengthy discussion on Bayesian 
statistics here. Instead I will briefly discuss how Bayes’ theorem is applied to 
phylogenetics. There is no approach that uses only Bayesian statistics for inferring 
trees. Instead, the best methods use Bayesian approaches to find trees and then the 
trees are optimized using maximum-likelihood. It is common to compare the results from 
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maximum-likelihood and Bayesian statistics when deciding on how much to believe your 
tree. This may be in part due to the observation that maximum-likelihood and Bayesian 
statistics are the most accurate methods. This is why I choose to use and compare both 
approaches in Chapter 4. 
 The program MrBayes, which I used and is the most widely cited method for the 
application of Bayesian statistics to phylogenetics, uses a Markov Chain Monte Carlo 
method for predicting the best starting point for tree refinement. That is, given a set of 
parameter that describe the evolutionary model we wish to use (described in previous 
sections) the program selects trees at random and then makes probability statements 
about the true tree. For example, if 96% of trees from the posterior distribution of trees 
have sequences from the SAM-IV riboswitch class clustered in a monophyletic group 
(clade), then we say that the probability that SAM-IV riboswitches form a monophyletic 
group is 96%. The uncertainty in this estimate decreases with the number of trees that 
are sampled. We note that this is reflected in the use of the name of a gambling casino, 
the Monte Carlo, as the namesake for this method. 
 The other half of the method’s name is an eponym Markov, for the Russian 
mathematician Andrey Markov, because the algorithm for applying Bayesian statistics is 
a Markov chain. That is each step only depends on the current state and not on any 
previous state that may have been sampled. The short description of this algorithm 
(called the Metropolis algorithm) is as follows: 
1. Select a tree !! at random. 
2. Pick another tree !! that is a neighbor of the current tree. 
3. Find the ratio of the two trees: ! = !! !!. 
4. If ! ≥ 1, accept the new tree as the current tree. 
5. If ! < 1, pick a random fraction between 0 and 1. If it is less than !, accept 
the new tree as the current tree. 
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6. If not, reject !! and return to the original tree !!. 
7. Repeat steps 2 – 6. 
The process can continue on forever. Along the way the acceptance ratio ! is 
calculated. This essentially involves computing the likelihood of the two trees, which I 
described in the previous section. When the error between likelihood measurements 
reaches a desired low threshold, say 0.01, we stop the calculations. In MrBayes, the 
algorithm looks for clade probabilities to assess tree topology. That is, it computes the 
frequencies that particular sequences form monophyletic groups among the trees that 
have been sampled. 
Neighbor-Joining 
 The neighbor-joining method (Saitou & Nei 1987) is a clustering method that can 
begin with either a distance matrix or a set of profiles. FastTree implements neighbor-
joining by starting with profiles whereas traditional algorithms use a distance matrix. 
Essentially, some method of calculating the pairwise differences between all sequences 
needs to be implemented. Then neighbor-joining works by clustering pairs of sequences 
that are least diverged from one another. The algorithm conceptually works in the 
following way: 
1. Calculate a rate matrix given a model for nucleotide evolution and a distance 
matrix (or set of profiles). 
2. Group the pair of sequences (i and j) with the lowest rate of change together and 
create a node to join them. 
3. Calculated the distance between each sequence and the new node. Consider 
every sequence both within and outside the pair of sequences (i and j) connected 
by the new node. 
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4. Remove the sequences that are connected by the new node (i and j) from 
consideration, and treat the new node as a tip. 
5. Repeat steps 1-4 until there are no more than two nodes (or tips). Then join the 
last two nodes. 
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Appendix 2: Biochemical and biophysical techniques 
 
Applying isothermal titration calorimetry to riboswitch-ligand interactions 
Introduction to the method 
 Isothermal titration calorimetry (ITC) is an equilibrium technique that can be used 
to directly extract all of the thermodynamic parameters corresponding to a binding, 
folding, or enzymatic reaction. This chapter includes detailed instructions for how to 
apply ITC to completely characterize ligand binding to a riboswitch. A major advantage 
of using ITC is that the apparent binding affinity (KD) and observed change in enthalpy 
(ΔH) and entropy (ΔS) associated with ligand binding can be measured under a wide 
variety of conditions without the need to fluorescently or radioactively label either the 
RNA or the ligand. Importantly, ITC can be used in conjunction with other methods 
(such as chemical probing or small-angle X-ray scattering (SAXS)) to develop a model 
describing RNA conformational dynamics associated with ligand binding.  
 A diagram of the typical microcalorimeter that is used for measuring minute 
quantities of heat released or absorbed during a titration experiment is shown in Figure 
35. The sample cell and the reference cells are connected by an electronic feedback 
circuit, allowing controlled heating elements to keep the reference cell at the same 
temperature as the sample cell during the course of a chemical or biochemical reaction. 
To monitor ligand binding to a riboswitch aptamer, the ligand (titrant) is typically added 
in small increments (5-20 µL) to a solution of the RNA (titrate) while the 
microcalorimeter monitors the energy input as a function of time that is required to  
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maintain the sample and reference cells at the same temperature (Figure 35a). Along 
the course of a titration, the instrument plots a curve of the relative power required to 
keep both cells at the same temperature versus time. Each injection results in a 
deflection of this curve from the baseline as the instrument compensates for the heat 
(!!) absorbed or released by a given injection. The heat associated with each increment 
of the titration (ΔH) can be calculated along with the binding energy (ΔG) and entropy 
 
Figure 35: Isothermal titration calorimetry 
 A) A typical microcalorimeter is comprised of two cells, a reference cell and a sample cell. The sample 
cell is filled with either ligand or RNA depending on which is most appropriate for the experiment, and 
the reference sample is filled with sterile H2O. The sample cell is held at a constant temperature that is 
specified by the user. When a change in heat occurs in the sample cell, the instrument adjusts the 
temperature of the reference cell in order to keep both the reference cell and the sample cell at the 
same temperature. The amount of power required to keep the reference cell at the same temperature 
as the sample cell along the course of the reaction is read as the output signal, which is then used to 
compute the change in enthalpy, entropy, and free energy. This figure is adapted from (Feig 2007) B) 
An example of typical ITC data. The power versus time curve is shown in the top panel for a titration of 
100 µM xpt-pbuX guanine riboswitch into a solution of 10 µM guanine at 30 °C in 20 mM MgCl2, 100 
mM KCl, and 50 mM K+HEPES pH 7.5. The bottom panel shows the injection enthalpy plotted versus 
the ratio of reactants (black squares) and the curve fit (red line) that was used to extract the ΔH, Ka, 
and n-value (molar ratio of RNA:ligand). 
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(ΔS) by integrating the area under each peak in the power versus time curve (Figure 
35b).  
Several excellent reviews are available along with standard biophysics texts that 
describe exactly how each thermodynamic parameter is extracted from ITC data, and 
the reader is encouraged to consult the literature for a detailed discussion on this topic 
(Ladbury & Chowdhry 1996; Mizoue & Tellinghuisen 2004; Wiseman et al. 1989). 
Briefly, the following equation is used to fit raw ITC data to obtain ΔH, Ka, and n: 
!! = !!!Δ! !2 ! − !! − 4!!!!! !/!  
where 
! = 1+ !!!!! + 1!!!!!  
Therefore, the heat evolved (qi) is a function of the binding stoichiometry (n), the total 
concentration of titrate A (AT), the total concentration of titrant B (BT) the binding 
enthalpy (ΔH), and the cell volume (V). The product !!!!! is referred to in the literature 
as the c-value, and in general the most accurate data is collected when the c-value is 
kept between 1 and 1,000 (the c-value can be modulated by adjusting the concentration 
of titrate in the cell) (Tellinghuisen 2005a; Tellinghuisen 2007; Turnbull & Daranas 
2003). However, accurate and reproducible data can be collected for c-values that are 
much lower than 1 by increasing the volume of titrant injected and correspondingly 
decreasing the number of injections during the experiment (Tellinghuisen 2008). All of 
the ITC experiments reported in Chapters 2 and 3 were performed on a MicroCal VP-
ITC microcalorimeter. Although the instructions provided here are specific to this model, 
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only minor protocol adaptations would be required to use the same samples on more 
advanced models such as the iTC200 from MicroCal. 
Experimental considerations 
 There are a few key considerations to take note of when designing an ITC 
experiment: 1) minimize the number of injections, 2) maximize the concentration of 
titrate in the cell, and 3) prepare the titrant concentration such that at the end of the 
titration ! ! ! ! = [6.4 (!!.!)]+ 13 !. Joel Tellinghuisen has determined these 
guidelines empirically, and they result in accurate data because the amount of heat 
change upon injection (signal to noise ratio) is maximized when these guidelines are 
 
Figure 36: Sample ITC data for high and low affinity interactions 
 
This figure shows raw ITC data from experiments detailed in chapter 3. In the far left panel the wild-
type xpt-pbuX guanine riboswitch (xpt) from Bacillus subtilis was titrated into a solution of 10 µM 
guanine (due to the low solubility of guanine). The second panel shows an experiment in which 2ʹ′-
deoxyguanosine (dG) was titrated into a solution of 5 µM xpt RNA. Finally, the last panel shows an 
experiment in which 50 µM dG was titrated into 5 µM of the C51U mutation of the xpt riboswitch (GdG-
1). 
 144 
closely followed (Tellinghuisen 2005a; Tellinghuisen 2005b; Tellinghuisen 2006). When 
the c-value drops below 1 (i.e. for low-affinity interactions, ≥20 µM), it is extremely 
important to increase the injection volume in order to maximize the signal. Examples of 
high and low affinity interactions are shown in Figure 36.  
 
 For proteins and nucleic acids, it is important to remember that these 
macromolecules undergo conformational motions that are often critical to function. 
Therefore, the sample under investigation is comprised of a distribution of folded states 
that is specific to the buffer conditions and temperature. Each time an aliquot of the 
ligand is injected into an equilibrated solution of RNA a subset of the riboswitch 
aptamers will bind to the ligand perturbing the equilibrium distribution of folded states 
(Figure 37). By Le Chatelier’s Principle, the RNA molecules that remain in the free-state 
must re-equilibrate following a ligand binding event. Therefore, the heat evolved (or 
absorbed) by the system results from a combination of ligand binding and RNA folding 
events (Figure 37). It is possible to qualitatively interpret enthalpy changes by 
Figure 37: Equilibrium distribution of folded states in solution 
 
It is important to remember that the 
change in heat observed along the 
course of a titration is a convolution of 
several processes. Specifically, 
introduction of a ligand into the sample 
cell results in a binding event for some 
fraction of the RNAs in the solution. This 
binding event results in a re-equilibration 
of folded states for the fraction of RNA 
that remains in the free-state. The 
evolution of heat observed results from 
both processes, and cannot be 
deconvoluted from a single experiment. 
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considering data from techniques that assess RNA folding in the free and bound states 
in combination with ITC results. The model reported in Chapter 2 was proposed by 
considering both chemical probing data from SHAPE chemistry and ITC as a function of 
temperature. 
Experimental setup 
 ITC often requires relatively high concentrations of RNA. For this reason, it is 
practical to prepare RNA using 12.5 mL in vitro transcription reactions in the same 
manner as if preparing RNA for crystallography. The reader is encouraged to consult a 
standard text on RNA preparation by in vitro transcription for X-ray crystallography for 
detailed protocols on RNA synthesis and purification (Edwards et al. 2009). For ITC, it is 
best to prepare enough RNA for at least three replicate experiments that will be run on 
the same day. The working volume for the VP-ITC sample cell and syringe is 1.45 mL 
and 0.28 mL, respectively, and in order to remove all air bubbles and fill the sample cell 
properly, it is advisable to prepare 2.2 mL of titrate and 0.8 mL of titrant per experiment. 
If the ligand is highly insoluble, then ITC will work best if the RNA is prepared in a high 
enough concentration to be injected into a solution of the ligand. In most cases, the 
ligand is soluble enough such that concentrations exceeding 100 µM are readily 
prepared and can be titrated into a solution of the RNA. Before preparing RNA for ITC 
consider whether the RNA will be the titrant or titrate in order to prepare an appropriate 
amount for the experiment.  
The RNA and the ligand must be prepared in exactly the same buffer in order to 
minimize heat derived from diluting buffer components. For best results, the RNA 
should be dialyzed into the desired buffer overnight at 4 °C. Following dialysis and 
 146 
immediately prior to ITC, an appropriate amount of the ligand to be titrated should be 
dissolved into the dialysis buffer. The most reproducible results for a series of 
experiments are obtained by carefully preparing 1 L of a 10x stock of the desired ITC 
buffer using volumetric glassware. This stock solution is also very useful for obtaining 
initial datasets for RNA-ligand interactions that have never been tested and there is no 
time available for dialysis. That is, one can simply add 1/10th volume of the 10x stock 
ITC buffer to an aliquot of the RNA and dissolve the ligand in a diluted aliquot of the 
buffer and immediately setup and run the ITC experiment. Following this preliminary 
run, it is advisable to follow up with extensive dialysis of the RNA before setting up an 
ITC experiment for publication.  
 There are a few key parameters that need to be set before running the 
instrument (Feig 2007; Gilbert & Batey 2009). First, the volume of titrant to be injected 
should be optimized in order to achieve a high signal to noise. For highly exothermic 
processes (ΔH ≤ -10 kcal/mol is expected), a volume of 5-10 µL per injection is suitable. 
However, for weak binding interactions it is common to observe very small changes in 
enthalpy ((ΔH ≥ -10 kcal/mol), and under these circumstances injection volumes of 15-
25 µL are best. Note that the volume of the initial injection is usually not accurate due to 
mechanical backlash in the motorized syringe. Therefore, the volume of the first 
injection should be set to a low volume, usually 2.0 µL. Another critical parameter to set 
is the temperature of the experiment. For RNA molecules (and many proteins) 
increasing the temperature above 25 °C results in significant breathing motions sampled 
by the free-state. Therefore, the heat derived from RNA folding should be strongly 
considered when interpreting data taken from temperatures exceeding 25 °C. Also, the 
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temperature directly affects the reaction kinetics, and for low temperatures (below 20 
°C) the time allowed for equilibration between injections may need to be substantially 
increased (5 minutes or more may be required). Finally, the differential power (the 
power input between the reference cell and the sample cell required to keep them at the 
same temperature) needs to be set at a constant magnitude. For most reactions a 
differential power of 5 µcal/sec is sufficient, if the differential power is increased then the 
result is a highly noisy baseline. However for highly exothermic reactions (ΔH ≤ -25 
kcal/mol) the differential power should be increased to 10 µcal/sec to avoid negative 
compensation, a situation in which the instrument cannot sufficiently attenuate the 
power feedback to the reference cell to compensate for the heat evolved in the sample 
cell (Mizoue & Tellinghuisen 2004). 
Selective 2’-hydroxyl acylation analyzed by primer extension (SHAPE) 
Introduction to the method 
 It is critical to understand how macromolecular motions contribute the function of 
an RNA (or protein) in order to develop accurate mechanistic models. An extremely 
useful set of techniques for monitoring conformational motions in nucleic acids takes 
advantage of the chemical reactivity of diverse functional groups present on the 
macromolecule (Ehresmann et al. 1987). These methods are broadly referred to as 
chemical probing, and are invaluable when coupled with structural information from X-
ray crystallography. Several reagents are useful for monitoring solvent accessibility of 
either the backbone or nucleobase portions of the molecule (Ehresmann et al. 1987). 
However, this chapter will focus solely on probing RNA backbone dynamics monitored 
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by 2ʹ′-hydroxyl reactivity with the electrophile N-methylisatoic anhydride (NMIA) (Figure 
38).  
 
The Weeks laboratory tested several electrophiles for reactivity with the ribose 
2ʹ′hydroxyl position, and they have shown that the nucleophilicity of the ribose 2ʹ′hydroxyl 
is sensitive to the electronic influence of the adjacent 3ʹ′-phosphodiester group 
(Chamberlin et al. 2002; Merino et al. 2005; Wilkinson et al. 2005).  
Specifically, when the ribose sugar adopts a C2ʹ′-endo conformation rather than the 
more stable C3ʹ′-endo conformation adopted in the A-form helix, the pKa of the 
2ʹ′hydroxyl decreases leading to increased reactivity with electrophiles such as NMIA 
(Figure 38). The product of reactivity between a 2ʹ′hydroxyl group and NMIA is a stable 
2ʹ′-O-adduct that will cause an RNA dependent DNA polymerase (reverse transcriptase) 
to abort the reverse transcription reaction. Therefore, reactivity by NMIA is read out as 
stops in extension of a radio-labeled primer by reverse transcriptase. Each primer 
extension product is visualized as a band on a denaturing acrylamide gel. The 
Figure 38: The chemical mechanism for SHAPE chemistry 
 
(A) NMIA reacts preferentially with the 
2ʹ′-hydroxyl group to form a stable 2ʹ′-O-
ester adduct on ribose sugars that 
sample the 2ʹ′-endo conformation. 
Nucleotides that are flexible sample 
this sugar pucker more frequently than 
nucleotides that are structurally rigid. 
(B) Inactivation of NMIA via hydrolysis. 
This figure was taken from (Wilkinson 
et al. 2006). 
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advantage of SHAPE chemistry is that NMIA reactivity is insensitive to base identity and 
therefore allows for single nucleotide resolution. 
 A powerful approach for SHAPE chemistry is to monitor NMIA reactivity as a 
function of temperature (Stoddard et al. 2008; Wilkinson et al. 2005). A plot of band 
intensity (interpreted as NMIA reactivity) versus temperature can be fit to an equation 
describing a two-state transition, and the melting temperature (TM; the temperature at 
which half of the RNA exists in the folded state and half exists in the unfolded state) can 
be calculated for each nucleotide in the RNA (Figure 39). In this way the free-state of a 
riboswitch aptamer domain can be monitored and compared to the bound-state. The 
structural stability imparted by ligand binding can be directly quantified for each element 
of the aptamer including the switching sequence. 
Figure 39: Temperature dependent NMIA reactivity profile 
 
 
The reactivity profiles for position U14 of 
the SAH riboswitch from Ralstonia 
solanacearum (Rso) in the absence (-SAH; 
circles) and in the presence of SAH (+SAH; 
squares) are shown with the resulting data 
fits (solid lines). This position resides 
above the ligand- binding pocket and in the 
P4 helix that also houses the switching 
sequence. The stabilization of this 
nucleotide by >20 °C illustrates how SAH 
binding to this aptamer can impart a 
regulatory switch by directly stabilizing the 
ligand-bound state of the aptamer. 
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Experimental considerations 
 The most important consideration for successful SHAPE chemistry is to have a 
very pure RNA sample. Every degradation product that still contains an intact 3’ end will 
be extended during the reverse transcriptase reaction and will be perceived as bands 
on the gel in the same was as stops that are due to NMIA modification. To control for 
RNA degradation, it is always advisable to include a sample of the RNA that has been 
incubated at the desired temperature (and for the appropriate amount of time) in the 
absence of NMIA. When probing an RNA in the presence of ligand for the first time, it is 
also advisable to setup a mock reaction that includes the ligand and does not include 
NMIA. This way any ligand dependent degradation of the RNA will be readily detected. 
It is also important to adjust the reagent concentrations such that only one NMIA 
molecule will react with one RNA molecule. In order for this, adjust the reagent 
concentrations such that there is an excess of RNA. If there is a case in which the RNA 
becomes modified multiple times, then it will appear as though the RNA is more reactive 
at the 3’ end leading to inaccurate data interpretation. In this respect, it is advantageous 
that NMIA reacts with water (Figure 38b) causing the reaction to be self-limiting. The 
standard published protocols for SHAPE chemistry have outlined the appropriate 
working concentrations for NMIA and RNA, and they typically do not need to be 
adjusted (Wilkinson et al. 2006). 
 Finally, it is important to keep in mind that SHAPE chemistry is a bulk study. 
Therefore, the banding pattern observed on a gel represents an ensemble of folded 
states in solution. If one set of nucleotide positions tends to be more reactive than 
others in a particular experiment, then the appropriate interpretation is that the majority 
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of RNA molecules in solution sample a state that allows that subset of nucleotides to 
access the C2’-endo ribose sugar pucker. Put another way, if a subset of nucleotides on 
an RNA frequently sample a conformation that results in NMIA reactivity, then the 
energy landscape describing the RNA structure has energetic barriers that are relatively 
easily traversed from a folded state (unreactive) to an unfolded state (reactive) with the 
unfolded state being the lower energy state (reflected by the observation that it is more 
frequently sampled). 
Experimental setup 
 In practice the experimental guidelines that have been extensively published by 
the Weeks laboratory are simple and highly reproducible (Wilkinson et al. 2006). The 
reader is advised to consult published protocols for a detailed description on how to 
setup and run the SHAPE chemistry experiment. A wide range of buffer conditions and 
temperature are tolerated during the NMIA reaction. However, if any buffer conditions 
are used outside of the recommended standard folding conditions (100 mM HEPES, pH 
8.3, 20 mM MgCl2, and 100 mM NaCl) then the reaction should be precipitated in 
ethanol and re-suspended in 0.5x T.E. prior to continuing with the primer extension 
reaction. On the other hand, if the standard folding buffer is used then the reaction can 
be input directly into the extension reaction without ethanol precipitation and MgCl2 
should be omitted from the enzyme buffer solution. 
 
