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Abstract 
A new iterative method is proposed for the solution of nonlinear systems. The method does not use explicit derivative 
informations and at each iteration automatically selects one of two distinct iterative schemes: a direct search method 
and a damped approximate Newton's method. So, the method is referred as Switching-Method. It is shown that the 
method is a global method with quadratic onvergence. Numerical results show the very good practical performance of 
the method. 
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1. Introduction 
We consider the numerical solution of nonlinear systems 
F(x) = O, (1) 
where F is a given function from R n to R n. The most common iterative methods used to solve (1) 
show severe difficulties to converge when starting away from a solution x*. But for many applica- 
tions, very good initial guesses are not available. Therefore, global methods, i.e. methods able to 
converge ven if the starting point is not sufficiently close to x*, have received a significant amount 
of attention in past and recent years [2]. Further, in numerous real applications and in most problems 
of scientific interest, the jacobian J(x) of F(x) is not practically computable or it is expensive to 
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obtain. Of course, such situations require derivative-free algorithms where only informations about 
the given function are used. 
The purpose of this paper is to introduce and analyse a fast and globally convergent method where 
explicit computation of the jacobian matrix is not required. 
The proposed method combines elements of two different iterative schemes. A slowly convergent 
global method is matched with a fast local one. At each iteration suitable tests automatically select 
which of these two schemes is to be used and this feature qualifies our method as Switching- 
Method. 
The paper is organized as follows. Section 2 outlines the basic approach we have taken to develop 
the Switching-Method and gives a formal statement of the resulting algorithm. In Section 3 we 
discuss its convergence properties. In particular, the global convergence of the Switching-Method 
is proved. Moreover, it is shown that Switching-Method provides finite-difference approximations to
the Jacobian matrix and converges q-quadratically to a solution of F(x)  ----- 0. In Section 4 we close 
with some significative numerical results. The proposed method was tested on a great amount of 
nonlinear systems. In particular, all nonlinear systems given in the collections [3], were solved. The 
important point is that highly accurate results have been obtained independently of the closeness of 
the starting point to the solution. 
2. The Switching-Method 
The Switching-Method originates from basic ideas commonly used to obtain globally convergent 
modifications of Newton's method (see [2] and the references cited therein). In fact we match a 
slowly convergent global method with a fast local one in order to take advantage of both. Our 
aim is to produce a global method with q-quadratic onvergence using only function evaluations 
to compute approximate solution values. A further goal of our strategy is to obtain finite-difference 
approximations to the Jacobian matrix with proper finite-difference stepsizes automatically chosen. 
These purposes have been reached by using two particular iterative schemes: the first is a Direct 
Search method (see [6,7]) using the coordinate directions which will be denoted as the DS-Method. 
The second one is a Damped finite-difference Newton's method [2] which will be denoted as the 
DN-Method. 
First, we describe the DS-Method and the DN-Method separately and then we give a formal 
statement of the proposed Switching-Method at the end of this section. We use the Euclidean vector 
norm and the spectral matrix norm, both of which we denote by I1' II. Further, we denote by ej the 
j th  unit coordinate vector in R ~. 
The DS-Method belongs to the class of direct search methods for the unconstrained minimization 
problem 
min f (x ) ,  (2) 
where f : g~n ~ ~. Starting from a given x (°) E R n, the method generates a sequence {x (i)} such 
that f (x  (i+1)) < f (x  (i)) for i >t 0. If x (i) is the current iterate, x (i+l) is obtained by comparing f -  
values at 2n trial points around x u). More precisely, we compute the function values at 2n trial 
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points 
~j = x u) + eo)ej and ~,+;=x u) - e(Oej, j=  1, . . . ,n,  (3) 
where the steplength e (i) > 0 is given. These function informations are used to distinguish the trial 
point ~ corresponding to the smallest function value. The point ~ is accepted as the new iterate xu+~) 
if the simple decrease condition 
f (~)  < f (x  (i)) (4) 
is satisfied; otherwise, the steplength e(i) is reduced (halved) and 2n new trial points around x (i) are 
checked. 
The DN-Method is a well-known method to solve nonlinear systems and can be described in the 
following way. Let ~ be a fixed real constant such that 0 < ~ < ½. If x o) is the current iterate, the 
next approximation x (~+~) is given by 
X (i+1) : X (i) -~ ~,(i)s(i), (5 )  
where 2 0), 0 < 2 u) ~< 1, is a damping factor such that 
IlF(x(i+~)]] 2 ~< (1 - 2~)]lF(x(°)l[ 2. (6) 
In (5), s ") is the solution of the linear algebraic system 
HU)s ~0 = -F (x  ~0), (7) 
where the iteration matrix H o~ is defined by 
HU)ej = +[F(x u) ± ~(;)ej) - F(x(°)]/e O), j = 1, . . . ,n.  (8) 
Here ~u) is a given positive scalar and the sign can be arbitrarily chosen. 
We remark that, from both theoretical and practical points of view, it is fimdamental that unit 
damping factors are used whenever possible. So, at each iteration, the value 2 o) = 1 in (5) is checked. 
If (6) is not satisfied, then a backtracking procedure along the direction s <~) is used to obtain an 
acceptable damping factor. 
It is possible to match the DN-Method and the DS-Method to obtain a method where all the 
function informations gained by one of these schemes are exploited when a switch to the other one 
occurs. In particular, the proposed Switching-Method is based on the following idea. Let be x u) 
given. If the matrix H (0 is invertible and (6) is verified then the iteration of the DN-Method is 
successful and x u+~) is accepted as new iterate. Otherwise, an iteration of the DS-Method is tried to 
minimize the function 
f (x )  = ½11F(x)ll =. (9) 
Note that in this scheme it is convenient to use (8) according to the following rule: if [[F(x (o + 
e(Oej)[[ < []F(x (o - e(°ej)[[ then the sign plus is used, otherwise the sign minus is chosen. 
We give now a formal statement of an iteration step of the Switching-Method. The rule used to 
modify the steplength e(o ensures the quadratic onvergence of the method, as it is shown in the 
next section. 
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0. Given x (o, e (i) 
1. For j : 1,. . . ,n do 
Compute ~j = x (° + e(~)ej and ~n+j  = X(i)  - -  ~.(i)ej 
If IIF( J)ll < [IF(~.+j)ll, then 
Set ~ = Cj and p = ~(i) 
else 
Set ~ = ~,+j and p = _~(o 
endif 
Compute H(i)ej = (F( ~) - F(x(O) )/p 
2. Try to compute x(g+l) by DN-Method 
3. If the DN-Method is successful, then 
Compute ~(i+1) = min{e(i), iix(i+l) _ x(i)ll ' ]]F(x(i+l))ll} 
Go to step 7 
endif 
4. Compute ~ s.t. IIF(¢)ll = min{llF( :)ll, IIF( .+j)ll, J = 1 .... ,n} 
5. If IIF(¢)ll < [[F(x"))ll, then 
Set x (i+1) = ~ and e(i+~) = e(i) 
Go to step 7 
endif 
6. Set e(o = 80)/2 and go to step 1 
7. End of iteration step. 
3. Convergence results 
In this section the convergence analysis of the Switching-Method is presented. First of all, the 
properties of the DS-Method are established for the general unconstrained minimization problem 
min f(x), 
where f : R n --~ ~. These results are obtained by using classic arguments of convergence analysis 
for coordinate search methods (see [6, 7]). 
Throughout the following x (°) E ~n is a given vector and C(x ~°)) is the level set of f (x)  at x (°) 
defined by 
C(x °) = {x E R': f (x)  <~ f(x(°))}. 
The global convergence of the DS-Method will be now proved. 
Theorem 3.1. Let x (°) E ~" be such that C(x (°)) is bounded. Assume that f (x)  is continuously 
differentiable on an open set containing C(x (°)) and that in C(x (°)) there exists a finite number 
of critical points of f(x). Then, the sequence {x (0} generated by the DS-Method converges to a 
critical point x* E C(x(°)). 
Proof. It is easily seen that the DS-Method finds a critical point of f (x)  after a finite number of 
iterations or it constructs an infinite sequence {x u)} such that f (x  (i+1)) < f (x  u)) and an infinite 
S. Bellavia et at/Journal of Computational and Applied Mathematics 71(1996) 83-93 87 
sequence of steplengths {gi)}. Since C(x °) is compact, for any fixed ~(i) > 0 the method can only 
visit a finite number of points. So, only a finite number of iterations can be performed before the 
steplength is halved. Let s E SC{0,1,2 .... } be the indices of iterations where the steplength is 
halved, that is where 
f (x  (s) :k ~(s-1)ej) >/f(x(S)), j = 1,...,n. (10) 
Then, the steplengths ~(s), s E S, form a subsequence of {~(o} which converges to zero. Since, by 
construction, {e(o} is monotonically decreasing and bounded from below by zero, it follows that 
~(;) ~ 0 for i ~ c~. Hence ]Ix (~+1) - x(;)l] --~ 0 for i ~ c~. 
Since C(x °) is compact, {x (0} admits a subsequence onvergent to a point x* E C(x°). Denote by 
R the set of indices of the iterates of such a subsequence. We note that for each r E R there exists 
a finite integer l = lr >f 0 such that s = r + l E S and x (s) = x (r) + e(s-1)d, where d E ]~" is a linear 
combination of l coordinate vectors. From the convergence of {x (')} to x* and {e (i)} to zero, the 
convergence of {x (s)} to x* follows. By (10) and mean-value theorem we obtain 
:ke(s-1)v'T f(x(~) 4- e(~-l)tej)ey >1 O, j = 1,...,n, 
where t = tj is such that 0 < t < 1. By the continuity of the gradient on C(x °) we have 
±~7T f(x*)ej >~ O, j = 1,...,n, 
that is ~TTf(x *) = 0. In other words, all accumulation points of {x (~)} are critical points. Since 
C(x °) contains only a finite number of such points and since [Ix (;+1) - x(O[[ ~ 0 as i ~ ~,  from 
Th. 1.3.66 of [6] the convergence of {x (°} to a critical point follows. [] 
The convergence properties of the Switching-Method will be now stated under the following 
assumptions: 
(i) x (°) E R" is such that the set C(x(°))= {x E Rn: IIF(x)l[ IIF(x(°))ll} is bounded and contained 
in a convex open set D. 
(ii) F(x) is twice continuously differentiable in D. 
(iii) The Jacobian J(x) of F(x) is nonsingular and J(x) -l is continuous in D. 
(iv) The set X = {x* E C(x ~°)) : F(x*) = 0} contains a finite number of points. 
It follows from assumptions (ii) and (iv) that for any x* EX there exist positive constants L, 7, P 
such that for all x and y in the closed ball B(x*, p) we have 
and 
[[J(x) - J(y)l l  ~< L l Ix  - yII (11) 
IIF(x)l[ ~< ~llx - x*[I. (12) 
We note that the Switching-Method finds a solution of the given problem F(x)= 0 in a finite 
number of iterations or it constructs an infinite sequence {x (i)} such that IiF(x(i+l))[I < IiF(x(O)] I. 
In fact, if x (° is the current iterate and F(x (i)) # O, the next iterate x (i+x) can be obtained by the 
DN-Method or by the DS-Method. In the first case, the condition (6) ensures decrease in IiF(x)II . In 
the second case, since f (x )  = ½1IF(x)II 2, we have 7 f (x  (0) = Jt(x(O)F(x (i)) # 0 and the decrease 
in IIF(x)H is ensured by the proved properties of the DS-Method .
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We state now the global convergence of the Switching-Method. In the remainder of this section 
Hi - l  denotes the matrix [H(O] -1. 
Theorem 3.2. Under assumptions (±)-(iv) the sequence {x (i)} constructed by the Switching-Method 
converges to a point x* EX. 
Proof. The result is a direct consequence of Theorem 3.1 if there exists an integer M > 0 such 
that x (g) is obtained by the DS-Method for all i >/M. Otherwise, let I be the infinite set of indices 
such that, for iCI,  x (~+1) is computed by the DN-Method. Since the sequence {IIF(x('))II 2} is strictly 
decreasing and bounded from below by zero, and since (6) holds for i E I, we easily deduce that 
IIF(x('))ll ~ 0 as i ~ ~.  Further, for i E I the matrices /_/-1 exist and are uniformly bounded. 
Next, we have that [Ix (i÷1) -x(~)ll ~ 0 for i ~ ~ either because e(i) ~ 0 for i ---, oo, or because 
IIF(x(;))[I ~ 0 for i ~ ~.  This fact and the assumption (iv) complete the proof. [] 
We state now that, for i sufficiently large, x (g+l) is obtained by the DN-Method with damping 
factor 2 (~) = 1 and that the Switching-Method converges q-quadratically to a solution of F(x) = O. 
Theorem 3.3. Let {x (0} be a convergent sequence generated by the Switching-Method. Then, under 
assumptions (±)-(iv), there exists an integer M > 0 such that for i >>. M. 
X ( i+1) = X ( i )  - -  Hi-IF(x(±)). (13) 
Further, {x (i)} converges q-quadratically. 
Proof. Since e (~) ~ 0 and x (~) ~ x* C X as i ~ 0% there exists M1 > 0 such that for i > M1 we 
have s (0 < p/2 and x (~) C B(x*,p/2). Let be i >M1. By construction, for any j = 1,2,. . . ,n we have 
/o1 H(°e; = ± }.,[F(x (~) ± e(~)e;) - F(x(~))] = J (x (~) ± te(i)e;)e; dt. 
It follows that 
I 1 
[[g(i)ej - a(x(~))e:ll <~ I lJ(x (i) ± te(')e:)ej - J(x('))esll dt 
and then, by using (11), IIH(i)e s -J(x('))ejll <<. 0.5L~'). It follows that 
liB(;) - j(x(i)) l  I ~ o,  i --~ c~.  (14)  
Then, from assumption (iii) and the perturbation lemma [5], it follows that there exists an integer Mz 
su-zh that for i > M2 the inverse matrices Hi -1 exist and are uniformly bounded. From assumption 
(ii) it follows that 
~= IIg(x)ll = = J~(x)J(x) + W(x), 
where W(x) is a continuous map from D into the space of the square matrices of order n and 
W(x)=O for xEX.  Let J~(t)=J(x (~) - tH:-XF(x(°)) and W~(t)= W(x (0 - ttl~-aF(x(i))) for t C [0, 1]. 
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Then, by using the Taylor expansion we obtain 
l i E (2  - nT F(x(O))ll 
= IIF(x(O)ll = - 2(JT(x(i))F(x(O))THi-IF(x (0) 
fo +2 (1 - t)(Hi-lF(x(i)))T(Ji(t)TJ,.(t) + Wi(t))Hi-lF(x (0) dt 
= (1 - 2Q )llF(x(O)ll =, 
where 
1 [FT(x(i))ff(x(i))Hi_lF(x(i)) 
Q,. -  i iF(x(O)l[2 
(15)  
_ rj01(1 _ t)(llJ~(t)H~-IF(xO))[[ 2 + FT(x(i))I_i_lWi(t)Hi_,F(x(i)))dtJ.1 (16) 
i for i---~¢x~ since Wi(t) ~ O, Ji(t)Hi -1 ---~I and J(x(O)Hi -1 ---~I. So, given any ~ C (0, ½) Now, Qi ~ -i 
there exists M t> M2 s.t. x (i+1) given by (13) satisfies (6). 
To prove q-quadratic onvergence, we note that the iteration matrices H o) are finite-difference 
approximations of the Jacobian matrices with difference steplengths e (°. Further, from step 3 of the 
algorithm it follows that e(;)~< [IF(x(O)ll for i >M.  Then, the result follows from Theorem 5.4.1. of 
[2]. [] 
4. Numerical results 
In this section we discuss some aspects of our implementation f the Switching-Method and we 
give some results showing the numerical performance of the proposed method. 
First of all, we specify the algorithm used in the DN-Method to compute the damping factor 2 (o 
at each iteration step. As we have stated at Section 2, we start with 2 (0 -- 1 and we compute ~ = 
x 0) +s  o) where s (i) solves (7). If ~ fails to satisfy the criterion (6), 2 (0 is halved until an acceptable 
= x o) + 2O)s (o is found. If more than three bisections of 2 (;) are required, the DN-Method is not 
successful. The results given here were obtained with ~ = 0.0125 in (6). 
Further, we specify the used stopping criteria. Each run was terminated if I IF(x")) l l  ~< 10 -9 or if 
[Ix(,+1)_ x(i)lt < 10-91[x(O11 + 10 -9. 
Remark that failure was declared if the steplength e (;) was reduced below V/-~m, where em is the 
used machine precision (era ~-- 10-16). 
The Switching-Method was extensively tested on a collection of well-known test problems in- 
cluding the nonlinear systems given by Mor6 in [3] and [4]. All computations were performed on 
a IBM RISC 6000 by a code written in Double Precision FORTRAN77. For linear algebra the 
package LINPACK was used. For each problem, we used several starting vectors x (°) and several 
initial steplengths e (°). Depending on the used x (°) and e (°), the starting method was the DS-Method, 
but the switch over the DN-Method occurred after a finite number of iterations. 
To show the typical behaviour of the proposed Switching-Method we give some results obtained 
with four significative test problems: the extended Rosenbrock function, the Brown function, the 
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extended Powell singular function and the distillation column test problem. In the given tables n 
is the dimension of the problem, N is the total number of performed iterations, NDS (NDN) is the 
number of iterations performed by DS-Method (DN-Method), IIF(N)II is the norm of F(x )  at the 
computed solution and IIF(°)ll is the norm of F(x )  at the starting point. 
Problem 1. The extended Rosenbrock function in n variables, with even n, is given by 
F2 i - l (x )= 10(X2i--X2i-1) i=  1,.. . ,n/2.  
F2i(x) = 1 - x2i-I 
The problem F(x )  = 0 admits the solution x* = (1, 1 .... ,1) a'. It is known that this is a very hard 
problem and that the standard starting vector x (°) -- xs = (-1.2, 1.0,- 1.2, 1.0 . . . . .  -1.2, 1.0) T causes 
difficulties to the better nonlinear solvers. 
We solved this problem with increasing values of n from n=2 to n=300 and we used several 
starting points including xs. In particular, we used the initial points x (°) --x~ j) = 10Jx~, j = 1,2, 3 to 
test the Switching-Method when starting away from the solution (see Table 1 ). 
The Switching-Method converges to the solution x* for all used x (°). By starting with x (°) = x~ ), 
j > 0, the method performs at most N = 4 iterations, while the choice x (°) --x~ requires more 
iterations as it is shown in Table 2. 
Problem 2. The Brown function in n variables is given by 
{ n F1 (x) = - 1 + IIj=l xj 
n Fi(x)  = xi + Ej=I Xj - -  (n + 1) i = 2 , . . . ,  n. 
Table 1 
[IF(x(°))ll for the extended Rosenbrock function 
n IIF(xs)ll IIF(x~))ll IIF(x~2))ll IIF(x~3))ll 
2 0.49(+1) 0.14(+4) 0.14(+6) 0.14(+8) 
100 0.35(+2) 0.95(+4) 0.10(+7) 0.10(+9) 
300 0.60(+2) 0.16(+5) 0.17(+7) 0.17(+9) 
Table 2 
Extended Rosenbrock function starting from 
X (0) = Xs 
~(o) n N NDS NDN [[F(N)[I 
0.1 2 9 0 9 0.0 
100 9 0 9 0.0 
300 9 0 9 0.0 
0.5 2 14 2 12 0.0 
100 64 50 14 0.0 
300 164 150 14 0.0 
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The problem F(x )  = 0 admits solutions of  the form (t5 l-n, tS,..., 6) x, where 6 is a real solution of  
n6" - (n + 1)6 "-l + 1 = 0. 
This problem was solved with increasing values of  n, 2 ~< n ~< 65, and fixed initial steplength 
e (°) = 0.1. For each n several starting points were used. Depending on the used x (°) and n the 
starting method was the DS-Method. More precisely, starting with the standard initial guess xs = 
(0 .5 , . . . ,0 .5)  T, the DS-Method was used for all n f> 5. This is shown in Table 3 for some n-values. 
Similar behaviour was obtained with the choices x (°) = 10xs and x (°) = 100xs. 
The DS-Method was also used for n < 5 when we started with x (°) = 0 (the null vector) and 
x (°) = -x~. This is shown in Table 4 
Problem 3. The extended PoweU singular function in n variables, with n multiple of  4, is given by 
F4i_3(x  = x4i_ 3 -~- 10x4i_ 2 
F4 i_2(x )  = 51/2(x4i_1 - x4i ) 
F4 i _ l (X )  = (x4/_2 _ 2x4i_1)2 
F4i(x ) = 101/2(x4i_3 - x4i) 2 
i = 1 , . . . ,n /4 .  
Table 3 
Brown function starting from x (°) = x~ 
n N NDS NON II F(u) II 
2 1 0 1 0 .2( -14)  0.500000 
3 6 0 6 0 .3( -10)  -0.434259 
5 6 I 5 0 .3( -09)  -0.579043 
7 12 6 6 0 .9( -10)  -0.655640 
10 26 15 11 0 .5( -13)  1.000000 
45 174 167 7 0 .5( -11)  0.903563 
65 269 262 7 0 .2( -12)  0.927187 
Table 4 
Brown function starting from x (°) = -xs and x (°) = 0 
n x (°) N Nos NON [IF(U)[[ 6 
2 0 7 1 6 0 .2( -13)  
-xs  7 0 7 0 .2( -10)  
1.000000 
0.500000 
3 0 10 4 6 0 .1( -13)  
-xs  1 0 1 0 .4( -13)  
-0.434259 
1.000000 
4 0 17 9 8 0 .5( -13)  
-xs  29 22 7 0 .2( -14)  
0.868877 
0.868877 
5 0 21 15 6 0 .2( -14)  0.579043 
-xs  39 33 6 0 .8( -15)  0.579043 
92 S. Bellavia et al. I Journal of Computational nd Applied Mathematics 71 (1996) 83-93 
It is known that this problem has the solution x* = (0, 0,.. . ,  0) r and that d(x*) is singular. In our 
experiments we used the standard starting vector x (°) = Xs = (3.0, - 1.0, 0.0, 1.0,..., 3.0, - 1.0, 0.0, 1.0) T 
and x (°) = x~ j) = lOJxs, j = 1,2, 3. 
The Switching-Method always converges to the solution and selects DN-Method from the begin- 
ning. In order to show the performance of the method in Table 5 we give some results obtained with 
the initial steplength 5 (0) = 0.1. In this table Ile(N)ll is the distance between the computed solution 
and x*. 
Problem 4. We give now the results obtained solving the "distillation column test problem" described 
in full detail by Mor6 in [3]. 
We solved the hydrocarbon-6 and the hydrocarbon-20 problems, which lead to nonlinear systems 
of dimension = 29 and n = 99, respectively. By using the initial values given in [3], the Switching- 
Method successfully solved these problems and gave the same results reported in [3]. 
We solved also the methanol-8 problem which is described by a nonlinear system of dimension 
n = 31. This problem is unsolved in [3] and a solution is claimed in [1]. Starting from both the 
initial guesses x (°) given in Tables 2.6 and 2.7 of [3], the Switching-Method was applied with 
e (°) = 0.01,0.05, 0.1,0.5, 1.0. In all these cases we obtained the following approximate solution: 
x = (0.092257, 0.907743, 0.182200, 0.817800, 0.284219, 0.715781, 0.305307, 0.694693, 
0.356649, 0.643351, 0.467791, 0.532209, 0.657390, 0.342610, 0.875945, 
0.124055, 107.765, 102.685, 97.7177, 96.5773, 94.2631, 89.9890, 
83.9734, 78.3216, 886.714, 910.366, 922.159, 926.077, 935.174, 
952.424, 975.019) T.
As confirmed by private communication, our results agree in all given digits with those claimed 
in [1]. 
We remark that for all used x (°) and e (°) this result was obtained by performing a very small 
number of iterations (the maximum N was N = 6). Further, only the DN-Method was selected. 
Table 5 
Extended Powell singular function 
n x (°) N IIF(°)ll IIF(N) II Ile(N)tl 
4 xs 12 0.51(+2) 0.3(-9) 0.1(-4) 
x~ 3) 24 0.51(+8) 0.4(-9) 0.2(-4) 
40 xs 11 0.16(+3) 0.6(-9) 0.3(-4) 
x~ 3) 34 0.16(+9) 0.9(-9) 0.3(-4) 
100 xs 11 0.25(+3) 0.9(-9) 0.4(-4) 
x~ 3) 35 0.25(+9) 0.2(-9) 0.2(-4) 
200 xs 12 0.36(+3) 0.6(-11 ) 0.3(-5) 
x~ 3) 35 0.36(+9) 0.3(--9) 0.3(--4) 
300 xs 12 0.44(+3) 0.7(-11) 0.4(--5) 
x~ 3) 35 0.44(+9) 0.4(--9) 0.3(--4) 
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