Abstract. Human body is an articulated object with high degrees of freedom. Despite the high dimensionality of the configuration space, many human motion activities lie intrinsically on low dimensional manifolds. Although the intrinsic body configuration manifolds might be very low in dimensionality, the resulting appearance manifolds are challenging to model given various aspects that affects the appearance such as the shape and appearance of the person performing the motion, or variation in the view point, or illumination. Our objective is to learn representations for the shape and the appearance of moving (dynamic) objects that support tasks such as synthesis, pose recovery, reconstruction, and tracking. We studied various approaches for representing global deformation manifolds that preserve their geometric structure. Given such representations, we can learn generative models for dynamic shape and appearance. We also address the fundamental question of separating style and content on nonlinear manifolds representing dynamic objects. We learn factorized generative models that explicitly decompose the intrinsic body configuration (content) as a function of time from the appearance/shape (style factors) of the person performing the action as time-invariant parameters. We show results on pose recovery, body tracking, gait recognition, as well as facial expression tracking and recognition.
Introduction
Human body is an articulated object with high degrees of freedom. Human body moves through the three-dimensional world and such motion is constrained by body dynamics and projected by lenses to form the visual input we capture through our cameras. Therefore, the changes (deformation) in appearance (texture, contours, edges, etc.) in the visual input (image sequences) corresponding to performing certain actions, such as facial expression or gesturing, are well constrained by the 3D body structure and the dynamics of the action being performed. Such constraints are explicitly exploited to recover the body configuration and motion in model-based approaches [32, 28, 13, 64, 62, 23, 34, 72] through explicitly specifying articulated models of the body parts, joint angles and their kinematics (or dynamics) as well as models for camera geometry and image formation. Recovering body configuration in these approaches involves searching high dimensional spaces (body configuration and geometric transformation) which is typically formulated deterministically as a nonlinear optimization problem, e.g. [61, 62] , or probabilistically as a maximum likelihood problem, e.g. [72] . Such approaches achieve significant success when the search problem is constrained as in tracking context. However, initialization remains the most challenging problem, which can be partially alleviated by sampling approaches. The dimensionality of the initialization problem increases as we incorporate models for variations between individuals in physical body style, models for variations in action style, or models for clothing, etc. Partial recovery of body configuration can also be achieved through intermediate view-based representations (models) that may or may not be tied to specific body parts [18, 12, 86, 33, 6, 27, 87, 22, 73, 24] . In such case constancy of the local appearance of individual body parts is exploited. Alternative paradigms are appearance-based and motion-based approaches where the focus is to track and recognize human activities without full recovery of the 3D body pose [58, 54, 57, 59, 55, 74, 63, 7, 17] .
Recently, there have been research for recovering body posture directly from the visual input by posing the problem as a learning problem through searching a prelabelled database of body posture [51, 36, 70] or through learning regression models from input to output [29, 9, 66, 67, 65, 14, 60] . All these approaches pose the problem as a machine learning problem where the objective is to learn input-output mapping from input-output pairs of training data. Such approaches have great potential for solving the initialization problem for model-based vision. However, these approaches are challenged by the existence of wide range of variability in the input domain.
Role of Manifold:
Despite the high dimensionality of the configuration space, many human motion activities lie intrinsically on low dimensional manifolds. This is true if we consider the body kinematics as well as if we consider the observed motion through image sequences. Let us consider the observed motion. For example, the shape of the human silhouette walking or performing a gesture is an example of a dynamic shape where the shape deforms over time based on the action performed. These deformations are constrained by the physical body constraints and the temporal constraints posed by the action being performed. If we consider these silhouettes through the walking cycle as points in a high dimensional visual input space, then, given the spatial and the temporal constraints, it is expected that these points will lay on a low dimensional manifold. Intuitively, the gait is a 1-dimensional manifold which is embedded in a high dimensional visual space. This was also shown in [8] . Such manifold can be twisted, self-intersect in such high dimensional visual space.
Similarly, the appearance of a face performing facial expressions is an example of dynamic appearance that lies on a low dimensional manifold in the visual input space. In fact if we consider certain classes of motion such as gait, or a single gesture, or a single facial expressions and if we factor out all other sources of variability, each of such motions lies on a one-dimensional manifolds, i.e., a trajectory in the visual input space. Such manifolds are nonlinear and non-Euclidean.
Therefore, researchers have tried to exploit the manifold structure as a constraint in tasks such as tracking and activity recognition in an implicit way. Learning nonlinear deformation manifolds is typically performed in the visual input space or through intermediate representations. For example, Exemplar-based approaches such as [77] implicitly model nonlinear manifolds through points (exemplars) along the manifold. Such exemplars are represented in the visual input space. HMM models provide a probabilistic piecewise linear approximation which can be used to learn nonlinear manifolds as in [11] and in [9] .
Although the intrinsic body configuration manifolds might be very low in dimensionality, the resulting appearance manifolds are challenging to model given various aspects that affect the appearance such as the shape and appearance of the person performing the motion, or variation in the view point, or illumination. Such variability makes the task of learning visual manifold very challenging because we are dealing with data points that lies on multiple manifolds on the same time: body configuration manifold, view manifold, shape manifold, illumination manifold, etc.
Linear, Bilinear and Multi-linear Models:
Can we decompose the configuration using linear models? Linear models, such as PCA [31] , have been widely used in appearance modeling to discover subspaces for variations. For example, PCA has been used extensively for face recognition such as in [52, 1, 15, 47] and to model the appearance and view manifolds for 3D object recognition as in [53] . Such subspace analysis can be further extended to decompose multiple orthogonal factors using bilinear models and multi-linear tensor analysis [76, 80] . The pioneering work of Tenenbaum and Freeman [76] formulated the separation of style and content using a bilinear model framework [48] . In that work, a bilinear model was used to decompose face appearance into two factors: head pose and different people as style and content interchangeably. They presented a computational framework for model fitting using SVD. Bilinear models have been used earlier in other contexts [48, 49] . In [80] multi-linear tensor analysis was used to decompose face images into orthogonal factors controlling the appearance of the face, including geometry (people), expressions, head pose, and illumination. They employed high order singular value decomposition (HOSVD) [37] to fit multi-linear models. Tensor representation of image data was used in [71] for video compression and in [79, 84] for motion analysis and synthesis. N-mode analysis of higher-order tensors was originally proposed and developed in [78, 35, 48] and others. Another extension is algebraic solution for subspace clustering through generalized-PCA [83, 82] Fig. 1. Twenty sample frames from a walking cycle from a side view. Each row represents half a cycle. Notice the similarity between the two half cycles. The right part shows the similarity matrix: each row and column corresponds to one sample. Darker means closer distance and brighter means larger distances. The two dark lines parallel to the diagonal show the similarity between the two half cycles In our case, the object is dynamic. So, can we decompose the configuration from the shape (appearance) using linear embedding? For our case, the shape temporally undergoes deformations and self-occlusion which result in the points lying on a nonlinear, twisted manifold. This can be illustrated if we consider the walking cycle in Figure 1 . The two shapes in the middle of the two rows correspond to the farthest points in the walking cycle kinematically and are supposedly the farthest points on the manifold in terms of the geodesic distance along the manifold. In the Euclidean visual input space these two points are very close to each other as can be noticed from the distance plot on the right of Figure 1 . Because of such nonlinearity, PCA will not be able to discover the underlying manifold. Simply, linear models will not be able to interpolate intermediate poses. For the same reason, multidimensional scaling (MDS) [16] also fails to recover such manifold.
Nonlinear Dimensionality Reduction and Decomposition of Orthogonal Factors:
Recently some promising frameworks for nonlinear dimensionality reduction have been introduced, e.g. [75, 68, 2, 10, 38, 85, 50] . Such approaches can achieve embedding of nonlinear manifolds through changing the metric from the original space to the embedding space based on local structure of the manifold. While there are various such approaches, they mainly fall into two categories: Spectral-embedding approaches and Statistical approaches. Spectral embedding includes approaches such as isometric feature mapping (Isomap) [75] , Local linear embedding (LLE) [68] , Laplacian eigenmaps [2] , and Manifold Charting [10] . Spectral-embedding approaches, in general, construct an affinity matrix between data points using data dependent kernels, which reflect local manifold structure. Embedding is then achieved through solving an eigen-value problem on such matrix. It was shown in [3, 26] that these approaches are all instances of kernel-based learning, in particular kernel principle component analysis KPCA [69] . In [4] an approach for embedding out-of-sample points to complement such approaches. Along the same line, our work [19, 21] introduced a general framework for mapping between input and embedding spaces.
All these nonlinear embedding frameworks were shown to be able to embed nonlinear manifolds into low-dimensional Euclidean spaces for toy examples as well as for real images. Such approaches are able to embed image ensembles nonlinearly into low dimensional spaces where various orthogonal perceptual aspects can be shown to correspond to certain directions or clusters in the embedding spaces. In this sense, such nonlinear dimensionality reduction frameworks present an alternative solution to the decomposition problems. However, the application of such approaches is limited to embedding of a single manifold.
Biological Motivation:
While the role of manifold representations is still unclear in perception, it is clear that images of the same objects lie on a low dimensional manifold in the visual space defined by the retinal array. On the other hand, neurophysiologist have found that neural population activity firing is typically a function of small number of variables which implies that population activity also lie on low dimensional manifolds [30] .
Learning Simple Motion Manifold

Case Study: The Gait Manifold
In order to achieve a low dimensional embedding of the gait manifold, nonlinear dimensionality reduction techniques such as LLE [68] , Isomap [75] , and others can be used. Most these techniques result in qualitatively similar manifold embedding. As a result of nonlinear dimensionality reduction we can reach an embedding of the gait manifold in a low dimension Euclidean space [19] . Figure 2 illustrates the resulting embedded manifold for a side view of the walker 1 . Figure 3 illustrates the embedded manifolds for five different view points of the walker. For a given view point, the walking cycle evolves along a closed curve in the embedded space, i.e., only one degree of freedom controls the walking cycle which corresponds to the constrained body pose as a function of the time. Such conclusion is conforming with the intuition that the gait manifold is one dimensional.
One important question is what is the least dimensional embedding space we can use to embed the walking cycle in a way that discriminate different poses through the whole cycle. The answer depends on the view point. The manifold twists in the embedding space given the different view points which impose different self occlusions. The least twisted manifold is the manifold for the back view as this is the least self occluding view (left most manifold in Figure 3 . In this case the manifold can be embedded in a two dimensional space. For other views the curve starts to twist to be a three dimensional space curve. This is primarily because of the similarity imposed by the view point which attracts far away points on the manifold closer. The ultimate twist happens in the side view manifold where the curve twists to be a figure eight shape where each cycle of the eight (half eight) lies in a different plane. Each half of the "eight" figure corresponds to half a walking cycle. The cross point represents the body pose where it is totally ambiguous from the side view to determine from the shape of the contour which leg is in front as can be noticed in Figure 2 . Therefore, in a side view, three-dimensional embedding space is the least we can use to discriminate different poses. Embedding a side view cycle in a two-dimensional embedding space results in an embedding similar to that shown in top left of Figure 2 where the two half cycles lies over each other. Different people are expected to have different manifolds. However, such manifolds are all topologically equivalent. This can be noticed in Figure 8 -c. Such property will be exploited later in the chapter to learn unified representations from multiple manifolds.
Learning the Visual Manifold: Generative Model
Given that we can achieve a low dimensional embedding of the visual manifold of dynamic shape data, such as the gait data shown above, the question is how to use this embedding to learn representations of moving (dynamic) objects that supports tasks such as synthesis, pose recovery, reconstruction and tracking. In the simplest form, assuming no other source of variability besides the intrinsic motion, we can think of a view-based generative model of the form
where the shape (appearance), y t , at time t is an instance driven from a generative model where the function γ is a mapping function that maps body configuration x t at time t into the image space. The body configuration x t is constrained to the explicitly modeled motion manifold. i.e., the mapping function γ maps from a representation of the body configuration space into the image space given mapping parameters a that are independent from the configuration. T α represents a global geometric transformation on the appearance instance. The manifold in the embedding space can be modeled explicitly in a function form or implicitly by points along the embedded manifold (embedded exemplars). The embedded manifold can be also modelled probabilistically using Hidden Markov Models and EM. Clearly, learning manifold representations in a low-dimensional embedding space is advantageous over learning them in the visual input space. However, our em- Frontal view manifold is the right most one and back view manifold is the leftmost one. We choose the view of the manifold that best illustrates its shape in the 3D embedding space phasize is on learning the mapping between the embedding space and the visual input space.
Since the objective is to recover body configuration from the input, it might be obvious that we need to learn mapping from the input space to the embedding space, i.e., mapping from R d to R e . However, learning such mapping is not feasible since the visual input is very high-dimensional so learning such mapping will require large number of samples in order to be able to interpolate. Instead, we learn the mapping from the embedding space to the visual input space, i.e., in a generative manner, with a mechanism to directly solve for the inverse mapping. Another fundamental reason to learn the mapping in this direction is the inherent ambiguity in 2D data. Therefore, mapping from visual data to the manifold representation is not necessary a function. While learning a mapping from the manifold to the visual data is a function.
It is well know that learning a smooth mapping from examples is an ill-posed problem unless the mapping is constrained since the mapping will be undefined in other parts of the space [56] . We Argue that, explicit modeling of the visual manifold represents a way to constrain any mapping between the visual input and any other space. Nonlinear embedding of the manifold, as was discussed in the previous section, represents a general framework to achieve this task. Constraining the mapping to the manifold is essential if we consider the existence of outliers (spatial and/or temporal) in the input space. This also facilitates learning mappings that can be used for interpolation between poses as we shall show. In what follows we explain our framework to recover the pose. In order to learn such nonlinear mapping, we use Radial basis function (RBF) interpolation framework. The use of RBF for image synthesis and analysis has been pioneered by [56, 5] where RBF networks were used to learn nonlinear mappings between image space and a supervised parameter space. In our work we use RBF interpolation framework in a novel way to learn mapping from unsupervised learned parameter space to the input space. Radial basis functions interpolation provides a framework for both implicitly modeling the embedded manifold as well as learning a mapping between the embedding space and the visual input space. In this case, the manifold is represented in the embedding space implicitly by selecting a set of representative points along the manifold as the centers for the basis functions.
Let the set of representative input instances (shape or appearance) be Y = {y i ∈ R d i = 1, · · · , N } and let their corresponding points in the embedding space be X = {x i ∈ R e , i = 1, · · · , N } where e is the dimensionality of the embedding space (e.g. e = 3 in the case of gait). We can solve for multiple interpolants f k : R e → R where k is k-th dimension (pixel) in the input space and f k is a radial basis function interpolant, i.e., we learn nonlinear mappings from the embedding space to each individual pixel in the input space. Of particular interest are functions of the form
where φ(·) is a real-valued basic function, w i are real coefficients, | · | is the norm on R e (the embedding space). Typical choices for the basis function includes thin-plate spline
This linear polynomial is essential to achieve approximate solution for the inverse mapping as will be shown.
The whole mapping can be written in a matrix form as
where B is a d × (N+e+1) dimensional matrix with the k-th row [w
The matrix B represents the coefficients for d different nonlinear mappings, each from a low-dimension embedding space into real numbers.
To insure orthogonality and to make the problem well posed, the following additional constraints are imposed
where p j are the linear basis of p. Therefore the solution for B can be obtained by directly solving the linear systems
where . Solution for B is guaranteed under certain conditions on the basic functions used. Similarly, mapping can be learned using arbitrary centers in the embedding space (not necessarily at data points) [56, 19] . Given such mapping, any input is represented by a linear combination of nonlinear functions centered in the embedding space along the manifold. Equivalently, this can be interpreted as a form of basis images (coefficients) that are combined nonlinearly using kernel functions centered along the embedded manifold.
Solving For the Embedding Coordinates
Given a new input y ∈ R d , it is required to find the corresponding embedding coordinates x ∈ R e by solving for the inverse mapping. There are two questions that we might need to answer 1. What is the coordinates of point x ∈ R e in the embedding space corressponding to such input. 2. What is the closest point on the embedded manifold corresponding to such input.
In both cases we need to obtain a solution for
where for the second question the answer is constrained to be on the embedded manifold. In the cases where the manifold is only one dimensional, (for example in the gait case, as will be shown) only one dimensional search is sufficient to recover the manifold point closest to the input. However, we show here how to obtain a closed-form solution for x * . Each input yields a set of d nonlinear equations in e unknowns (or d nonlinear equations in one e-dimensional unknown). Therefore a solution for x * can be obtained by least square solution for the over-constrained nonlinear system in 6. However, because of the linear polynomial part in the interpolation function, the vector ψ(x) has a special form that facilitates a closed-form least square linear approximation and therefore, avoid solving the nonlinear system. This can be achieved by obtaining the pseudo-inverse of B. Note that B has rank N since N distinctive RBF centers are used. Therefore, the pseudo-inverse can be obtained by decomposing B using SVD such that B = U SV and, therefore, vector ψ(x) can be recovered simply as
whereS is the diagonal matrix obtained by taking the inverse of the nonzero singular values in S the diagonal matrix and setting the rest to zeros. Linear approximation for the embedding coordinate x can be obtained by taking the last e rows in the recovered vector ψ(x). Reconstruction can be achieved by re-mapping the projected point.
Synthesis, Recovery and Reconstruction:
Given the learned model, we can synthesis new shapes along the manifold. Given a visual input (silhouette), and the learned model, we can recover the intrinsic body configuration, recover the view point, and reconstruct the input and detect any spatial or temporal outliers. In other words, we can simultaneously solve for the pose, view point, and reconstruct the input. A block diagram for recovering 3D pose and view point given learned manifold models are shown in Figure 4 . The framework [20] is based on learning three components as shown in Figure 4 -a:
1. Learning Manifold Representation: using nonlinear dimensionality reduction we achieve an embedding of the global deformation manifold that preserves the geometric structure of the manifold as described in section 2.1. Given such embedding, the following two nonlinear mappings are learned. 2. Manifold-to-input mapping: a nonlinear mapping from the embedding space into visual input space as described in section 2.2. 3. Manifold-to-pose: a nonlinear mapping from the embedding space into the 3D body pose space.
Given an input shape, the embedding coordinate, i.e., the body configuration can be recovered in closed-form as was shown in section 2.3. Therefore, the model can be used for pose recovery as well as reconstruction of noisy inputs. Figure 5 shows examples of the reconstruction given corrupted silhouettes as input. In this example, the manifold representation and the mapping were learned from one person data and tested on other people date. Given a corrupted input, after solving for the global geometric transformation, the input is projected to the embedding space using the closed-form inverse mapping approximation in section 2.3. The nearest embedded manifold point represents the intrinsic body configuration. A reconstruction of the input can achieved by projecting back to the input space using the direct mapping in Equation 3. As can be noticed from the figure, the reconstructed silhouettes preserve the correct body pose in each case which shows that solving for the inverse mapping yields correct points on the manifold. Notice that no mapping is learned from the input space to the embedded space. Figure 6 shows examples of 3D pose recovery obtained in closed-form for different people from different view. The training has be done using only one subject data from five view points. All the results in Figure 6 are for subjects not used in the training. This shows that the model generalized very well. 
Adding more Variability: Factoring out the Style
The generative model introduced in Equation 1 generates the visual input as a function of a latent variable representing body configuration constrained to a motion manifold. Obviously body configuration is not the only factor controlling the visual appearance of humans in images. Any input image is a function of many aspects such as person body structure, appearance, view point, illumination, etc. Therefore, it is obvious that the visual manifolds of different people doing the same activity will be different. So, how to handle all these variabilities. Let's assume the simple case first, a single view point and we deal with human silhouettes so we do not have any variability due to illumination or appearance. Let the only source of variability be variation in people silhouette shapes. The problem now is how to extend the generative model in Equation 1 to include a variable describing people shape variability. For example, given several sequences of walking silhouettes, as in Fig. 7 , with different people walking, how to decompose the intrinsic body configuration through the action from the appearance (or shape) of the person performing the action. we aim to learn a decomposable generative model that explicitly decomposes the following two factors: On the other hand, given an observation of certain person at a certain body pose and given the learned generative model we aim to be able to solve for both the body configuration representation (content) and the person parameter (style). In our case the content is a continuous domain while style is represented by the discrete style classes which exist in the training data where we can interpolate intermediate styles and/or intermediate contents.
This can be formulated as a view-based generative model in the form
where the image, y s t , at time t and of style s is an instance driven from a generative model where the function γ(·) is a mapping function that maps from a representation of body configuration x c t (content) at time t into the image space given mapping parameters a and style dependent parameter b s that is time invariant 2 . A framework was introduced in [21] to learn a decomposable generative model that explicitly decomposes the intrinsic body configuration (content) as a function of time from the appearance (style) of the person performing the action as time-invariant parameter. The framework is based on decomposing the style parameters in the space of nonlinear functions that maps between a learned unified nonlinear embedding of multiple content manifolds and the visual input space. Suppose that we can learn a unified, style-invariant, nonlinearly embedded representation of the motion manifold M in a low dimensional Euclidean embedding space, R e , then we can learn a set of style-dependent nonlinear mapping functions from the embedding space into the input space, i.e., functions γ s (x c t ) : R e → R d that maps from embedding space with dimensionality e into the input space (observation) with dimensionality d for style class s. Since we consider nonlinear manifolds and the embedding is nonlinear, the use of nonlinear mapping is necessary. We consider mapping functions in the form y
where C s is a d × N linear mapping and ψ(·) : R e → R N is a nonlinear mapping where N basis functions are used to model the manifold in the embedding space, i.e.,
T Given learned models of the form of Equation 9, the style can be decomposed in the linear mapping coefficient space using bilinear model in a way similar to [76, 80] . Therefore, input instance y t can be written as asymmetric bilinear model in the linear mapping space as
where A is a third order tensor (3-way array) with dimensionality d × N × J, b s is a style vector with dimensionality J, and × n denotes mode-n tensor product. Given the role for style and content defined above, the previous equation can be written as Figure,8 shows examples for decomposing styles for gait. The learned generative model is used to interpolate walking sequences at new styles as well as to solve for the style parameters and body pose. In this experiment we used five sequences for five different people 3 each containing about 300 frames which are noisy. The learned manifolds are shown in Figure 8 -b which shows a different manifold for each person. The learned unified manifold is also shown in Figure 8 -e. Figure 8 shows interpolate walking sequences for the five people generated by the learned model. The figure also shows the learned style vectors. We evaluated style classifications using 40 frames for each person and the result is shown in the figure with correct classification rate of 92%. We also used the learned model to interpolate walks in new styles. The last row in the figure shows interpolation between person 1 and person 4. The tracking is performed on three conceptually independent spaces: body configuration space, shape style space and geometric transformation space. Therefore, object state combines heterogeneous representations. The manifold provides a constraint on the motion, which reduces the system dynamics of the global nonlinear deformation into a linear dynamic system. The challenge will be how to represent and handle multiple spaces without falling into exponential increase of the state space dimensionality. Also, how to do tracking in a shape space which can be high dimensional? Figure 9 shows a graphical model illustrating the relation between different variables. The shape at each time step is an instance driven from a generative model. Let z t ∈ R d be the shape of the object at time instance t represented as a point in a ddimensional space. This instance of the shape is driven from a model in the form
where the γ(·) is a nonlinear mapping function that maps from a representation of the body configuration b t into the observation space given a mapping parameter s t that characterizes the person shape in a way independent from the configuration and specific for the person being tracked. T α t represents a geometric transformation on the shape instance. Given this generative model, we can fully describe observation instance z t by state parameters α t , b t , and s t . The mapping γ(b t ; s t ) is a nonlinear mapping from the body configuration state b t as
where ψ(b t ) is a kernel induced space, A is a third order tensor, s k is a shape style vector and × is appropriate tensor product.
The tracking problem is then an inference problem where at time t we need to infer the body configuration representation b t and the person specific parameter s t and the geometric transformation T α t given the observation z t . The Bayesian tracking framework enables a recursive update of the posterior P (X t |Z t ) over the object state X t given all observation Z t = Z 1 , Z 2 , .., Z t up to time t:
In Modeling body configuration space: Given a set of training data for multiple people, a unified mean manifold embedding can be obtained as was explained in section 3. The mean manifold can be parameterized by a one-dimensional parameter β t ∈ R and a spline fitting function f : R → R 3 , which satisfies b t = f (β t ), to map from the parameter space into the three dimensional embedding space. Modeling style shape space: Shape style space is parameterized by a linear combination of basis of the style space. A generative model in the form of Equation 13 is fitted to the training data. Ultimately the style parameter s should be independent of the configuration and therefore should be time invariant and can be estimated at initialization. However, we don't know the person style initially and , therefore, the style needs to fit to the correct person style gradually during the tracking. So, we formulated style as time variant factor that should stabilize after some frames from initialization. The dimension of the style vector depends on the number of people used for training and can be high dimensional.
We represent new style as a convex linear combination of style classes learned from the training data. The tracking of the high dimensional style vector s t itself will be hard as it can fit local minima easily. A new style vector s is represented by linear weighting of each of the style classes s k , k = 1, · · · , K using linear weight λ k :
where K is the number of style classes used to represent new styles. The overall generative model can be expressed as
Tracking problem using this generative model is the estimation of parameter α t , β t , and λ t at each new frame given the observation z t . Tracking can be done using a particle filter as was shown in [42, 43] . Figures 10 and 11 show style adaptive tracking results for two subjects. In the first case, the person style is in the training set while in the second case the person was not seen before in the training. In both cases, the style parameter started at the mean style and adapted correctly to the person shape. It is clear that the estimated body configuration shows linear dynamics and the particles are showing a gaussian distribution on the manifold.
(a) tracking of subject 2 4th frame: 
Adding More Variability: Decomposable Generative Model
In section 3 it was shown how to separate a style factor when learning a generative model for data lying on a manifold. Here we generalize this concept to decompose several style factors. For example, consider the walking motion observed from multiple view points (as silhouettes). The resulting data lie on multiple subspaces and/or multiple manifolds. There is the underling motion manifold, which is one dimensional for the gait motion. There is the view manifold and the space of different people's shapes. Another example we consider is facial expressions. Consider face data of different people performing different facial dynamic expressions such as sad, smile, surprise, etc. The resulting face data posses several dimensionality of variability: the dynamic motion, the expression type and the person face. So, how to model such data in a generative manner. We follow the same framework of explicitly modeling the underlying motion manifold and over that we decompose various style factors.
We can think of the image appearance (similar argument for shape) of a dynamic object as instances driven from such generative model. Let y t ∈ R d be the appearance of the object at time instance t represented as a point in a d-dimensional space. This instance of the appearance is driven from a model in the form
where the appearance, y t , at time t is an instance driven from a generative model where the function γ is a mapping function that maps body configuration x t at time t into the image space. i.e., the mapping function γ maps from a representation of the body configuration space into the image space given mapping parameters a 1 , · · · , a n each representing a set of conceptually orthogonal factors. Such factors are independent of the body configuration and can be time variant or invariant. The general form for the mapping function γ that we use is
where ψ(x) is a nonlinear kernel map from a representation of the body configuration to a kernel induced space and each a i is a vector representing a parameterization of orthogonal factor i, C is a core tensor, × i is mode-i tensor product as defined in [37, 81] . For example for the gait case, a generative model for walking silhouettes for different people from different view points will be in the form
where v is a parameterization of the view, which is independent of the body configuration but can change over time, and s is a parameterization of the shape style of the person performing the walk which is independent of the body configuration and time invariant. The body configuration x t evolves along a representation of the manifold that is homeomorphic to the actual gait manifold. Another example is modeling the manifolds of facial expression motions. Given dynamic facial expression such as sad, surprise, happy, etc., where each expression start from neutral and evolve to a peak expression; each of these motions evolves along a one dimensional manifold. However, the manifold will be different for each person and for each expression. Therefore, we can use a generative model to generate different people faces and different expressions using a model in the form be in the form
where e is an expression vector (happy, sad, etc.) that is invariant of time and invariant of the person face, i.e., it only describes the expression type. Similarly, f is a face vector describing the person face appearance which is invariant of time and invariant of the expression type. The motion content is described by x which denotes the motion phase of the expression, i.e., starts from neutral and evolves to a peak expression depending on the expression vector, e. The model in Equation 18 is a generalization over the model in equations 1 and 8. However, such generalization is not obvious. In section 3 LLE was used to obtain manifold embeddings, and then a mean manifold is computed as a unified representation through nonlinear warping of manifold points. However, since the manifolds twists very differently given each factor (different people or different views, etc.) it is not possible to achieve a unified configuration manifold representation independent of other factors. These limitations motivate the use of a conceptual unified representation of the configuration manifold that is independent of all other factors. Such unified representation would allow the model in Equation 18 to generalize to decompose as many factors as desired. In the model in Equation 18 , the relation between body configuration and the input is nonlinear where other factors are approximated linearly through multilinear analysis. The use of nonlinear mapping is essential since the embedding of the configuration manifold is nonlinearly related to the input.
The question is what conceptual representation of the manifold we can use. For example, for the gait case, since the gait is one dimensional closed manifold embedded in the input space, it is homeomorphic to a unit circle embedded in 2D. In general, all closed 1 D manifold is topologically homeomorphic to unit circles. We can think of it as a circle twisted and stretched in the space based on the shape and the appearance of the person under consideration or based on the view. So we can use such unit circle as a unified representation of all gait cycles for all people for all views. Given that all the manifolds under consideration are homeomorphic to unit circle, the actual data is used to learn nonlinear warping between the conceptual representation and the actual data manifold. Since each manifold will have its own mapping, we need to have a mechanism to parameterize such mappings and decompose all these mappings to parameterize variables for views, different people, etc.
Given an image sequences y a t , t = 1, · · · , T where a denotes a particular class setting for all the factors a 1 , · · · , a n (e.g., a particular person s and view v ) representing a whole motion cycle and given a unit circle embedding of such data as x a t ∈ R 2 we can learn a nonlinear mapping in the form
Given such mapping the decomposition in Equation 1 can be achieved using tensor analysis of the coefficient space such that the coefficient B a are obtained from a multi-
Given a training data and a model fitted in the form of Equation 18 it is desired to use such model to recover the body configuration and each of the orthogonal factors involved, such as view point and person shape style given a single test image or given a full or a part of a motion cycle. Therefore, we are interested in achieving an efficient solution to a nonlinear optimization problem in which we search for x * , a * i which minimize the error in reconstruction
or a robust version of the error. In [41] an efficient algorithms were introduced to recover these parameters in the case of a single image input or a sequence of images using deterministic annealing. In this section we show an example of learning the nonlinear manifold of gait as an example of a dynamic shape. We used CMU Mobo gait data set [25] which contains walking people from multiple synchronized views 4 . For training we selected five people, five cycles each from four different views. i.e., total number of cycles for training is 100=5 people × 5 cycles × 4 views. Note that cycles of different people and cycles of the same person are not of the same length. Figure 12-a,b show examples of the sequences (only half cycles are shown because of limited space). The data is used to fit the model as described in Equation 19 . Images are normalized to 60 × 100, i.e., d = 6000. Each cycle is considered to be a style by itself, i.e., there are 25 styles and 4 views. Figure 12 -f shows the four view vectors. Figure 13 shows example of using the model to recover the pose, view and style. The figure shows samples of a one full cycle and the recovered body configuration at each frame. Notice that despite the subtle differences between the first and second halves of the cycle, the model can exploit such differences to recover the correct pose. The recovery of 3D joint angles is achieved by learning a mapping from the manifold embedding and 3D joint angle from motion captured data using GRBF in a way similar to Equation 21. Figure 13-c,d shows the recovered style weights (class probabilities) and view weights respectively for each frame of the cycle which shows correct person and view classification. Figure 14 shows examples recovery of the 3D pose and view class for four different people non of them was seen in training.
Dynamic Shape
Dynamic Appearance Example: Facial Expression Analysis
We used the model to learn facial expressions manifolds for different people. We used CMU-AMP facial expression database where each subject has 75 frames of varying facial expressions. We choose four people and three expressions each (smile, anger, surprise) where corresponding frames are manually segmented from the whole sequence for training. The resulting training set contained 12 sequences of different lengths. All sequences are embedded to unit circles and aligned as described in section 5. A model in the form of Equation 20 is fitted to the data where we decompose two factors: person facial appearance style factor and expression factor besides the body configuration which is nonlinearly embedded on a unit circle. Figure 15 shows the resulting person style vectors and expression vectors. We used the learned model to recognize facial expression, and person identity at each frame of the whole sequence. Figure 16 shows an example of a whole sequence and the different expression probabilities obtained on a frame per frame basis. The figure also shows the final expression recognition after thresholding along manual expression labelling. The learned model was used to recognize facial expressions for sequences of people not used in the training. Figure 17 shows an example of a sequence of a person not used in the training. The model can successfully generalizes and recognize the three learned expression for this new subject. 6 
Conclusion
In this chapter we focused on exploiting the underlying motion manifold for human motion analysis and synthesis. we introduced a framework for learning a landmarkfree correspondence-free global representations of dynamic shape and dynamic appearance manifolds. The framework is based on using nonlinear dimensionality reduction to achieve an embedding of the global deformation manifold which preserves the geometric structure of the manifold. Given such embedding, a nonlinear mapping is learned from such embedded space into visual input space using RBF interpolation. Given this framework, any visual input is represented by a linear combination of nonlinear bases functions centered along the manifold in the embedded space. In a sense, the approach utilizes the implicit correspondences imposed by the global vector representation which are only valid locally on the manifold through explicit modeling of the manifold and RBF interpolation where closer points on the manifold will have higher contributions than far away points.
We also showed how approximate solution for the inverse mapping can be obtained in a closed form which facilitates recovery of the intrinsic body configuration. The framework was applied to learn a representation of the gait manifold as an example of a dynamic shape manifold. We showed how the learned representation can be used to interpolate intermediate body poses as well as in recovery and reconstruction of the input. We extended the approach to learn mappings from the embedded motion manifold to 3D joint angle representation which yields an approximate closed-form solution for 3D pose recovery.
We show how to learn a decomposable generative model that separates appearance variations from the intrinsics underlying dynamics manifold though introducing a framework for separation of style and content on a nonlinear manifold. The framework is based on decomposing the style parameters in the space of nonlinear functions that maps between a learned unified nonlinear embedding of multiple content manifolds and the visual input space. The framework yields an unsupervised procedure that handles dynamic, nonlinear manifolds. It also improves on past work on nonlinear dimensionality reduction by being able to handle multiple manifolds. The proposed framework was shown to be able to separate style and content on both the gait manifold and a simple facial expression manifold. As mention in [68] , an interesting and important question is how to learn a parametric mapping between the observation and nonlinear embedding spaces. We partially addressed this question.
The use of a generative model is necessary since the mapping from the manifold representation to the input space will be well defined in contrast to a discriminative model where the mapping from the visual input to manifold representation is not necessarily a function. We introduced a framework to solve for various factors such as body configuration, view, and shape style. Since the framework is generative, it fits well in a Bayesian tracking framework and it provides separate low dimensional representations for each of the modelled factors. Moreover, a dynamic model for configuration is well defined since it is constrained to the 1D manifold representation. The framework also provides a way to initialize a tracker by inferring about body configuration, view point, body shape style from a single or a sequence of images.
The framework presented in this chapter was basically applied to one-dimensional motion manifolds such as gait and facial expressions. One-dimensional manifolds can be explicitly modeled in a straight forward way. However, there is no theoretical restriction that prevents the framework from dealing with more complicated manifolds. In this chapter we mainly modeled the motion manifold while all appearance variability are modeled using subspace analysis. Extension to modeling multiple manifolds simultaneously is very challenging. We investigated modeling both the motion and the view manifolds in [46] . The proposed framework has been applied to gait analysis and recognition in [39, 42, 44, 43] . It was also used in analysis and recognition of facial expressions in [40, 45] .
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