Discrete-time random motion in a continuous random medium  by Boldrighini, C. et al.
Stochastic Processes and their Applications 119 (2009) 3285–3299
www.elsevier.com/locate/spa
Discrete-time random motion in a continuous
random medium
C. Boldrighinia,∗, R.A. Minlosb, A. Pellegrinottic
a Dipartimento di Matematica, Universita` di Roma “La Sapienza”, Piazzale Aldo Moro 2, 00185 Rome, Italy
b Institute for Problems of Information Transmission, Russian Academy of Sciences, Russia
c Dipartimento di Matematica, Universita` di Roma Tre, Largo S. Leonardo Murialdo 1, 00146 Rome, Italy
Received 1 August 2008; received in revised form 17 May 2009; accepted 20 May 2009
Available online 28 May 2009
Abstract
We propose a discrete-time random walk on Rd , d = 1, 2, . . . , as a variant of recent models of random
walk on Zd in a random environment which is i.i.d. in space–time. We allow space correlations of the
environment and develop an analytic method to deal with them. We prove, under some general assumptions,
that if the random term is small, a “quenched” (i.e., for a fixed “history” of the environment) Central Limit
Theorem for the displacement of the random walk holds almost-surely. Proofs are based on L2 estimates.
We consider for brevity only the case of odd dimension d , as even dimension requires somewhat different
estimates.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction. Description of the model and statement of the results
Discrete-time random walks on Zd , d = 1, 2, . . . , in a random environment that changes in
time, and is independent in space and time, have been recently considered by several authors
(see, e.g., [3,4,7,1,6]). For such models a “quenched” Central Limit Theorem (C.L.T.) holds
almost-surely, i.e., the displacement for a fixed history of the environment has a standard
diffusive behavior with non-random parameters, almost-surely with respect to the environment
distribution. Such an almost-sure C.L.T. is obtained under a general condition of non-degeneracy,
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and does not require the random term of the transition probability to be small [4,6]. The results
in [6] are in some sense optimal, as they include a quenched invariance principle in all dimensions
d ≥ 1 and are obtained under minimal assumptions on the decay of the transition probabilities.
Further results, such as the local limit theorem, and the corrections to the leading term in the
C. L. T. expansion, which depend on the particular choice of the environment, have been obtained
under the assumptions that the random term is small [3,5].
If we want to extend such models to continuous space, as Rd , it is natural to consider
environments that are correlated in space. In the present paper we study a discrete-time random
walk on Rd , in an environment that is space correlated, but independent in time. It turns out that
we only need conditions on the two-point space correlation of the random term in the random
walk transition probabilities.
The proofs are based on an extension of the analytic methods introduced in [4], and require a
smallness condition for the random term. We only consider the case of odd dimension d = 2s+1,
s = 0, 1, . . . . The case of even dimension requires somewhat different constructions that would
considerably increase the size of the paper.
Let X t ∈ Rd be the position of a particle at time t ∈ Z1, γ = {γt , t ∈ Z1} a sequence of
independent homogeneous identically distributed random fields, with values in the space X , of
the locally finite subsets ofRd . The corresponding Borel measure onX is denoted by℘.X = XZ
will denote the space of the trajectories and P the measure on it induced by ℘. Expectations with
respect to ℘ or P are denoted by angular brackets 〈·〉.
The density of the transition probability for the r.w. X t for a fixed γ ∈ X is
pγ (X t = x |X t−1 = y) = p0(x − y)+ c¯(x − y|γt−1 − y), (1.1)
with c¯(x |·) ∈ L2(X , ℘) and 〈c¯(x |·)〉 = 0 for all x ∈ Rd . We assume for convenience that it has
the form of a product
c(x |γ ) = c(x)q̂(γ ), 〈̂q(·)〉 = 0. (1.2)
As for any choice of y ∈ Rd and γ ∈ X the expression (1.1) is a probability density, the average
p0 is also a probability density, so that
∫
p0(u)du = 1, and
∫
c(u)du = 0. The homogeneous
random walk on Rd with transition probability density p0 is called “averaged” or “annealed”
random walk.  ∈ (0, 1) is a parameter measuring the intensity of the coupling of the random
walk to the field γ , and we assume that the expression (1.1) is non-negative for all γ and
 ∈ (0, 0), for some 0 > 0. We also assume that the Fourier transform (characteristic function)
p˜0(λ), of p0, is such that | p˜0(λ)| < 1 for λ 6= 0, and that p0(u)eτ |u| and |c(u)|eτ |u|, where
|u| =∑di=1 |ui |, are integrable for some τ > 0. Hence, if Imλ = (Imλ1, . . . , Imλd), we see that
p˜0(λ) and c˜(λ) =
∫
c(u)ei(λ,u)du are analytic in the strip Wτ := {λ ∈ Cd : |Imλ| < τ }. The
Taylor expansion at the origin
log p˜0(λ) = i(λ, b)− 12 (λ, Cλ)+ · · · (1.3)
defines the “drift” b ∈ Rd and the covariance matrix C := {C jk : j, k = 1, . . . , d} of the averaged
random walk.
We further assume that the correlation function
r(x − y) := 〈̂q(γ − x )̂q(γ − y)〉 (1.4)
also satisfies the condition that r(u)eτ |u| is integrable, so that its Fourier transform r˜(λ) =∫
r(u)ei(λ,u)du is analytic in Wτ . As r is positive definite, r˜(λ) is non-negative for real λ.
C. Boldrighini et al. / Stochastic Processes and their Applications 119 (2009) 3285–3299 3287
We normalize the function q̂ by imposing r(0) = 1, so that s(λ) := r˜(λ)
(2pi)d
is the density of a
probability measure on Rd .
By assuming exponential decay for the random walk transition probabilities and for the
correlation function r we can use for the Fourier transforms the classical estimates for analytic
functions and their derivatives, which greatly simplify our proofs. For our main result, the almost-
sure quenched C.L.T. stated in Theorem 1.1, it would probably be enough, as for the independent
case in [6], to deal with functions that possess just the first two moments. One can in fact expect
that Theorem 1.1 holds even if s(λ) is not differentiable. However it is easy to see that if s(λ)
contains a δ-component the model may only exhibit a C.L.T. with random centering, instead of
an almost-sure one. We plan to deal with the case of slow decay of the correlation r in a future
paper.
We finally add a technical condition: there is a summable function M(λ) ≥ 0 such that
|s˜(λ+ iµ)| ≤ M(λ) for all λ,µ ∈ Rd with |µ| ≤ τ . This condition can be ensured by requiring
some smoothness for r(x), with integrability of the derivatives.
The probability density pT (x |γ ) of the displacement XT at time T of the random walk starting
at the origin (X0 = 0), for a fixed environment history γ ∈ X, is
pT (x |γ ) =
∫ T−1∏
t=0
(p0(yt+1 − yt )+ c(yt+1 − yt )̂q(γt − yt )) dy1 · · · dyT−1, (1.5)
with y0 = 0 and yT = x . Let µT (·|γ ) be the rescaled probability defined by its action on the
space Cb of the bounded continuous functions
µT ( f |γ ) :=
∫
Rd
f
(
x − bT√
T
)
pT (x |γ )dx, f ∈ Cb. (1.6)
Our main result is the following theorem.
Theorem 1.1. Under the assumptions above, for odd dimension, d = 2s + 1, s = 0, 1, 2, . . . , if
 is small enough, there is a subset X ⊂ X of vanishing measure P(X) = 0, such that for γ 6∈ X
the measures µT defined in (1.6) tend weakly, as T →∞, to the centered gaussian measure with
the same correlation matrix C of the “averaged random walk” in (1.3).
The proof is given in Section 2, and is based on a key lemma, which is proved in Section 3.
Some technical parts of the proofs are deferred to the Appendix.
2. Proof of Theorem 1.1
2.1. Preliminary considerations
As in [4], we separate the random part in (1.5)
pT (x |γ ) = pT0 (x)+ mT (x |γ ), mT (x |γ ) =
T∑
k=1
m(k)T (x |γ ), (2.1)
where pt0 = p0 ∗ p0 · · · ∗ p0 is the t times iterated convolution, with the convention p0(x |γ ) =
p00(x) = δ0(x). m(k)T is the sum of the terms in which the random term of (1.1) appears k times
when we “open the brackets” in (1.5).
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As a first step we write a convenient expression for m(k)T . Let Bk be the collection of the
subsets B = {(t1, x1), . . . , (tk, xk)}, k = 1, . . . , with 0 ≤ t1 < · · · < tk . The product appearing
in m(k)T of k factors depending on the environment is written as a function on Bk . For k = 1, and
B = {t1, x1} ∈ B1 we set Φ(1)(B|γ ) = Φ(1)(t1, x1|γ ) := pt10 (x1)qˆ(γt1 − x1), and for k > 1,
B = {(t1, x1), . . . , (tk, xk)} ∈ Bk ,
Φ(k)(B|γ ) = Φ(1)(t1, x1|γ )
k−1∏
i=1
hti+1−ti (xi+1 − xi ) q̂(γti+1 − xi+1), (2.2)
ht (x) = 
(
c ∗ pt−10
)
(x) = 
∫
Rd
c(x − y)pt−10 (y)dy, t ≥ 1. (2.3)
On Bk we introduce a reference measure µk by setting∫
Bk
f (B)dµk(B) =
∑
0≤t1<···<tk
∫
(Rd )k
f (t1, x1, . . . , tk, xk)dx1 . . . dxk .
If χ·(·) denotes the indicator function, we have
m(k)T (x |γ ) =
∫
Bk
Φ(k)(B|γ )χ{tk<T }(B) hT−tk (x − xk) dµk(B). (2.4)
The Fourier transform of m(k)T , by (2.2) and (2.3), is
m˜(k)T (λ|γ ) =
∫
m(k)T (x |γ )ei(λ,x)dx =
T−1∑
t=k−1
h˜T−t (λ)ϕ(k)t (λ|γ ), (2.5)
h˜t (λ) = c˜(λ)( p˜0(λ))t−1, ϕ(k)t (λ|γ ) =
∫
Bk
χ{tk=t}Φ(k)(B|γ )ei(λ,xk )dµk(B), (2.6)
which implies for the Fourier transform m˜T (λ|γ ) of mT (·|γ )
m˜T (λ|γ ) =
T−1∑
t=0
h˜T−t (λ)ϕt (λ|γ ), ϕt (λ|γ ) =
t+1∑
k=1
ϕ
(k)
t (λ|γ ). (2.7)
Consider the random functionals
ΨT ( f |γ ) :=
∫
Rd
mT (x |γ ) f
(
x − bT√
T
)
dx
= 1
(2pi)d
∫
Rd
m˜T
(
λ√
T
∣∣∣∣ γ) f˜ (λ)e−i√T (λ,b)dλ, (2.8)
where b ∈ Rd is the average drift in (1.3), f ∈ S(Rd), the space of the functions that fall off
at infinity faster than any inverse power of |x | together with all their derivatives, and f˜ (·) is the
Fourier transform of f (·), which is also an element of S(Rd).
2.2. L2-convergence
We will first prove that ΨT ( f |γ )→ 0, as T →∞ in L2(P).
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By independence in time, as 〈̂q 〉 = 0, the functions Φ(k1)(B1|·),Φ(k2)(B2|·) are orthogonal if
k1 6= k2, or if k1 = k2 but the time coordinates of B1, B2 differ. Hence 〈ϕ(k1)t1 (λ|·)ϕ(k2)t2 (λ′|·)〉 =
0 for (t1, k1) 6= (t2, k2), and, setting 〈ϕ(k)t (λ|·)ϕ(k)t (λ′|·)〉 =: R(k)t (λ, λ′) and Rt (λ, λ′) =∑t+1
k=1 R
(k)
t (λ, λ
′) = 〈ϕt (λ|·)ϕt (λ′|·)〉, we get〈
|ΨT ( f |·)|2
〉
= 1
(2pi)2d
T−1∑
t=0
∫
Rd×Rd
h˜T−t (λT )h˜T−t (λ′T )Rt (λT , λ
′
T ) f˜ (λ) f˜ (λ
′)
× ei
√
T (λ′−λ,b)dλ dλ′, (2.9)
where we write for brevity, λT := λ√T , λ′T :=
λ′√
T
. For k = 1, representing the correlation r(x)
in terms of its Fourier transform, we find
R(1)t (λ, λ
′) =
∫
pt0(x)p
t
0(x
′)r(x ′ − x)ei(λ,x)−i(λ′,x ′)dxdx ′
=
∫
s(µ)( p˜0(λ− µ) p˜0(λ′ − µ))t dµ, (2.10)
and for all k ≥ 1 we have the recurrence relation
R(k+1)t (λ, λ′) =
t−1∑
τ=k−1
∫
s(µ)(h˜(λ− µ)h˜(λ′ − µ))t−τ R(k)τ (λ− µ, λ′ − µ)dµ. (2.11)
Setting Gτ1,...,τk (λ;µ1, . . . , µk) :=
∏k−1
j=1 h˜τ j (λ−
∑ j
i=1 µi )( p˜0(λ−
∑k
i=1 µi ))τk , for any non-
negative integers τ1, . . . , τk (with the convention h˜0(λ) = 0), we get
R(k)t (λ, λ
′) =
∑
τ1+···+τk=t
∫
(Rd )k
Gτ1,...,τk (λ;µ1, . . . , µk)Gτ1,...,τk (λ′;µ1, . . . , µk)
×
k∏
j=1
s(µ j )dµ j . (2.12)
Applying the inequality |ab| ≤ 12 (a2 + b2) to h˜T−τ (λ)Gτ1,...,τk (λ; ·)h˜T−τ (λ′)Gτ1,...,τk (λ′; ·)
in (2.9), we get, setting Rt (λ) := Rt (λ, λ),〈
|ΨT ( f |·)|2
〉
≤ 2 ‖ f˜ ‖L1
(2pi)2d
T−1∑
t=0
∫
Rd
|c˜(λT )|2 | p˜0(λT )|2(T−t−1) Rt (λT )| f˜ (λ)|dλ. (2.13)
The main part of the proof is the asymptotics of Rt (λ), for large t , which we state as a lemma.
Lemma 2.1. For odd dimension d = 2s + 1, s = 0, 1, . . . , if  is small enough, the quantities
t
d
2 Rt (λ) are uniformly bounded in t ∈ Z+, λ ∈ Rd . Moreover, as t → ∞, the following
asymptotics holds in any bounded neighborhood U ⊂ Rd of the origin
Rt (λ) = q(λ)
t
d
2
(
1+ rt (λ)
t
)
, (2.14)
where q(λ) and rt (λ) are uniformly bounded for λ ∈ U and t ≥ 1, and q(λ) > q0 > 0 for all
λ ∈ U and some q0 depending on U .
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The proof of Lemma 2.1 is deferred to the following section.
We proceed to the proof of Theorem 1.1, which is done along the lines as in [4]. By Lemma 2.1
and (2.13), if C¯ := supt,λ t
d
2 Rt (λ), taking into account that, as c˜(0) = 0, the function |c˜(λ)|2|λ|2 is
bounded, we get
〈∣∣Ψ¯T ( f |·)∣∣2〉 ≤ 2 CT ‖ f˜ ‖L1
∫
Rd
|λ|2| f˜ (λ)|dλ
T−1∑
t=0
1
(t + 1) d2
. (2.15)
|λ|k f˜ (λ) is integrable for all k ≥ 0 if f ∈ S(Rd), and the right side is bounded by C1( f˜ )√
T
for
d = 1 and by C1( f˜ )T for d ≥ 3. Hence ΨT ( f |γ )→ 0 in L2(P).
2.3. Convergence a.e.
Inequality (2.15) gives convergence P-a.e. only for subsequences. For an a.s. result we use,
as in [4], an interpolation argument. We give details only for the one-dimensional case d = 1,
which has the worst estimates. The extension to d ≥ 3 is straightforward.
Let 0 < T∗ < T . We write, by (2.8), ΨT ( f |γ ) = ΨT∗,T ( f |γ )+∆(1)T,T∗( f |γ ) with
∆(1)T,T∗( f |γ ) :=
1
2pi
T−1∑
t=T∗
∫
h˜T−t (λT )ϕt (λT |γ ) f˜ (λ)e−i(λ,b)
√
T dλ.
Proceeding as for (2.15) we see that〈∣∣∣∆(1)T,T∗( f |·)∣∣∣2〉 ≤ 2 C‖ f˜ ‖L1T
∫
|λ|2| f˜ (λ)|dλ
T−1∑
t=T∗
1
(t + 1) 12
≤ C2( f˜ )
√
T −√T ∗
T
. (2.16)
As h˜T−t (λ) = h˜T∗−t (λ)( p˜0(λ))T−T∗ , and setting p˜0(λ) = p̂0(λ)ei(λ,b) we see that
ΨT∗,T ( f |γ ) =
1
2pi
T∗−1∑
t=0
∫
h˜T∗−t (λT )ϕt (λT |γ )( p̂0(λT ))T−T∗ f˜ (λ)e−i(λ,b)
T∗√
T dλ.
As |( p̂0(λT ))T−T∗ − 1| ≤ C |λ|2 T−T∗T , for some C > 0, setting ∆(2)T,T∗( f |γ ) = ΨT∗,T ( f |γ ) −
Ψ (1)T∗,T ( f |γ ) with
Ψ (1)T∗,T ( f |γ ) =
1
2pi
T∗−1∑
t=0
∫
h˜T∗−t (λT )ϕt (λT |γ ) f˜ (λ)e−i(λ,b)
T∗√
T dλ, (2.17)
we find, considering that |λ|6 f˜ (λ) ∈ L1(R), and proceeding as before,〈∣∣∣∆(2)T,T∗( f |·)∣∣∣2〉 ≤ C3( f˜ ) (T − T∗)2T 3 √T∗. (2.18)
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We further set ∆(3)T,T∗( f |γ ) := Ψ
(1)
T∗,T ( f |γ ) − ΨT∗( f |γ ), and changing variables λ → λ
√
T∗
T in
the expression (2.8) of ΨT∗ we find ∆
(3)
T,T∗( f |γ ) = ∆
(4)
T,T∗( f |γ )+∆
(5)
T,T∗( f |γ ) with
2pi∆(4)T,T∗( f |γ ) =
(
1−
√
T∗
T
)
T∗−1∑
t=0
∫
h˜T∗−t (λT )ϕt (λT |γ ) f˜ (λ)e−i(λ,b)
T∗√
T dλ,
2pi∆(5)T,T∗( f |γ ) =
√
T∗
T
T∗−1∑
t=0
∫
h˜T∗−t (λT )ϕt (λT |γ )
(
f˜ (λ)− f˜
(√
T∗
T
λ
))
e
−i(λ,b) T∗√
T dλ.
The estimate of 〈|∆(4)T,T∗( f |·)|2〉 differs from (2.15) just by the factor (1 −
√
T∗
T )
2. As for
∆(5)T,T∗( f |γ ), if
√
T∗
T ∈ ( 12 , 1), then | f˜ (λ) − f˜ (
√
T∗
T λ)| ≤ |λ|(1 −
√
T∗
T )| f˜ ′(aT∗,T λ)|, where
aT∗,T ∈ ( 12 , 1). For f ∈ S(R), |λ|| f˜ ′(aT∗,T λ)| ≤ C( f˜ )(|λ|+1)2 is integrable. We then get
〈∣∣∣∆(5)T,T∗( f |·)∣∣∣2〉 ≤ C4( f˜ )T
3
2∗
T 2
(
1−
√
T∗
T
)2
. (2.19)
For d = 1, by inequality (2.15) and a Borel–Cantelli argument, convergence a.e. holds for
the sequence of times Tk := [k2(1+η)], with η ∈ (0, 1). The right side of (2.19) for T∗ = Tk and
Tk < T < Tk+1, with k so large that TkTk+1 >
1
2 , is bounded by C( f˜ )
(
√
Tk+1−√Tk )2
T
3
2
k
, which for
large k falls off as k−(3+η). Similar estimates hold for 〈|∆(5)T,Tk ( f |γ )|2〉 and 〈|∆
(2)
T,Tk
( f |γ )|2〉.
Multiplying by the number Tk+1 − Tk − 1 ∼ 2(1 + η)k1+2η of possible choices of T ,
we get a quantity which is summable in k. Hence, again by a Borel–Cantelli argument,
supTk<T<Tk+1 |Ψ (1)Tk ,T ( f |γ )−ΨTk ( f |γ )| → 0 P − a.e., as k →∞.
We are left with |∆(1)T,Tk ( f |·)|2, which, by (2.16), falls off as k−(2+η). Multiplying by the
number of possible choices of T we get a non-summable quantity. We can then consider the
subsequence T ′j := [ j1+η], j = 1, 2, . . . . We have Tk < T ′j < Tk+1 for k2 < j < (k + 1)2,
hence for large k, the new sequence has 2k(1 + o(1)) points between Tk and Tk+1. As
k−(1+η) is summable, the usual Borel–Cantelli arguments give sup j :Tk<T ′j<Tk+1 |Ψ
(1)
Tk ,T ′j
( f |γ ) −
ΨT ′j ( f |γ )| → 0 P − a.e., as k → ∞. Therefore ΨT ′j ( f |γ ) → 0, P-a.e., as j → ∞, and
we can again apply inequality (2.16) taking T∗ = T ′j and T ′j < T < T ′j+1 to conclude that
ΨT ( f |γ )→ 0, as T →∞, P-a.e.
Hence, if f ∈ S(Rd), then the functionals µT ( f |γ ) given by (1.6) tend as T → ∞, to
the functional µ( f ) = ∫Rd g(x) f (x)dx , where µ is the centered gaussian measure on Rd with
covariance C and density g(x). As S(Rd) is dense in the Banach space C0 of the continuous
functions on Rd which tend to 0 as x → ∞, we can find by intersection a subset X ⊂ X,
of vanishing measure P(X) = 0, such that if γ 6∈ X, then limT→∞ µT ( f |γ ) = µ( f )
for all f ∈ C0. For all such γ the family of probability measures µT (·|γ ) is tight, and, as
µT ( f |γ )→ µ( f ) for f ∈ C0, the only possible weak limit is µ (see, e.g., [2]).
Theorem 1.1 is proved. 
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3. Proof of Lemma 2.1
The method of the proof is based, as in [4], on a kind of generating function,
Hα(λ) :=
∞∑
t=0
αt Rt (λ) =
∞∑
k=1
H (k)α (λ), H
(k)
α (λ) :=
∞∑
t=k−1
αt R(k)t (λ), (3.1)
where R(k)t (λ) = R(k)t (λ, λ) (see (2.10) and (2.11)) and the functions H (k)α , Hα , are first defined
for α ∈ C, |α| < 1, and then extended by analyticity.
By (2.10), taking λ = λ′, and changing the integration variable, the first term is
H (1)α (λ) =
∫
Rd
s(λ− µ) dµ
1− α| p˜0(µ)|2 . (3.2)
The iteration formula (2.11) gives H (k+1)α = TαH (k)α where the operator Tα is defined as
(Tα f ) (λ) = 2 α
∫
Rd
s(λ− µ)|c˜(µ)|2
1− α| p˜0(µ)|2 f (µ)dµ. (3.3)
Hence Hα(λ) =∑∞k=0(T kα H (1)α )(λ). Convergence of the series is proved by showing that Tα acts
as a contraction in a suitable Banach space.
The space Hτ . Let λ = (λ1, . . . , λd) ∈ Cd . We denote by Hτ , τ > 0, the space of the
bounded analytic functions in the strip Wτ := {λ ∈ Cd : |Imλ| < τ }, with norm
‖ f ‖τ := sup
λ∈Wτ
| f (λ)|. (3.4)
By our assumptions in Section 1, | p˜0(λ)|2, |c˜(λ)|2 and s(λ) belong to Hτ for some τ > 0.
Hτ -analytic functions. Let A ⊂ C be an open set and F : A → Hτ a map represented as
F(α) = fα(·) ∈ Hτ . We say that F is Hτ -analytic in A, or, equivalently, that { fα(·) : α ∈ A} is
aHτ -analytic family of functions, if F(α) is differentiable for α ∈ A in the strong sense, i.e., the
increments fα+1α(·)− fα(·)
1α
have a limit ( fα)′(·) ∈ Hτ as 1α → 0, and the limit is in the sense
of Hτ .
Remark 3.1. The expression (3.2) for H (1)α (·) defines a H τ2 -analytic family, for α ∈ Π , where
Π = C \ I is the complex plane with the cut I = (1, q¯), q¯ := supλ∈Rd 1| p˜0(λ)|2 ≤ ∞.
Proof. For α ∈ Π we have infλ∈Rd |1 − α| p˜0(λ) |2 | = m(α) > 0, hence H (1)α (λ) is analytic
in Π . The derivatives of H (1)α (λ) with respect to λ1, . . . , λd are obtained by differentiating
s(λ − µ) under the integral sign. For λ ∈ W τ
2
they can be written as Cauchy integrals over
circles of radius τ4 contained in Wτ . For λ ∈ Wτ , µ ∈ Rd , by our assumptions on the correlation,
|s(λ− µ)| ≤ M(Re(λ)− µ), and M is integrable. It follows that H (1)α (·) ∈ H τ2 for α ∈ Π , and
defines a H τ
2
-analytic family for α ∈ Π . 
The following lemma shows how the operator Tα acts on the space Hτ .
Lemma 3.2. Let d = 2s + 1 and suppose that s(µ) ∈ Hτ and f (µ) ∈ H τ2 . Then, setting Cδ =
{α ∈ C : |α| ≤ 1 + δ2 } and Uδ := {α ∈ C : |1 − α| < δ}, δ ∈ (0, 1), if δ is small enough the
following assertions hold.
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(i) {Tα f : α ∈ Cδ \ Uδ} is a H τ2 -analytic family with norm
sup
α∈Cδ\Uδ
‖Tα f ‖ τ
2
≤ 2κ1‖ f ‖ τ2 . (3.5)
(ii) For α ∈ Uδ ∩Π , the following representation holds
Tα f = (1− α)s+ 12 (Tα f )(1) + (Tα f )(2) , (3.6)
where {(Tα f )(i) : α ∈ Uδ}, i = 1, 2, are H τ2 -analytic families, with norms
sup
α∈Uδ
∥∥∥(Tα f )(i)∥∥∥ τ
2
≤ 2κ2‖ f ‖ τ2 . (3.7)
κ1, κ2 are constants depending on the parameters of the model and δ.
Proof. The proof is deferred to the Appendix, where a representation for the functions (Tα f )(i),
i = 1, 2, appearing in (3.6) is also given. 
The space Fτ . Let Fτ be the space of the Hτ -analytic families of functions F = { fα(·) : α ∈
(Cδ ∪ Uδ) ∩Π }, which for α ∈ Uδ ∩Π are represented as
fα = (1− α)s− 12 f (1)α + f (2)α , (3.8)
where { f (i)α : α ∈ Uδ}, i = 1, 2 are Hτ -analytic families for α ∈ Uδ , and satisfy the following
conditions of uniform boundedness in the norm (3.4):
sup
α∈Cδ\Uδ
‖ fα(·)‖τ := ‖F‖1 <∞,
sup
α∈Uδ
max{‖ f (1)α (·)‖τ , ‖ f (2)α (·)‖τ } := ‖F‖2 <∞.
(3.9)
Clearly Fτ becomes a Banach space when equipped with the norm
|||F ||| = ‖F‖1 + ‖F‖2. (3.10)
Lemma 3.3. Let the operator T on Fτ be defined by the relation
(TF) (α) = Tα fα, α ∈ (Cδ ∪ Uδ) ∩Π (3.11)
where Tα is given by (3.3). Then, if δ is small enough, the following assertions hold.
(i) T maps F τ
2
into itself.
(ii) If  is such that ζ := 2 max{κ1, 2κ2} < 1, then T is a contraction in F τ2 with norm
|||T ||| ≤ ζ.
Proof. For α ∈ Cδ \ Uδ we have, by assertion (i) of Lemma 3.2, ‖TF‖1 ≤ 2κ1‖F‖1.
For α ∈ Uδ , by (3.8) we have Tα fα = (1 − α)s− 12 Tα f (1)α + Tα f (2)α , and by assertion (ii) of
Lemma 3.2 the right side is again expressed in the form (3.8), i.e.,
Tα fα = (1− α)s− 12 (Tα fα)(1) + (Tα fα)(2) , (3.12)
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where {(Tα fα)(i) : α ∈ Uδ} are H τ2 -analytic families and are given by
(Tα fα)(1) =
(
Tα f (1)α
)(2) + (1− α) (Tα f (2)α )(1) , (3.13)
(Tα fα)(2) = (1− α)s
(
Tα f (1)α
)(1) + (Tα f (2)α )(2) . (3.14)
Relations (3.13) and (3.14) imply, by the inequalities of Lemma 3.2, ‖TF‖2 ≤ 22κ2‖F‖2. 
Lemma 3.4. If δ is small enough, the family K(1) := {H (1)α (·) : α ∈ (Cδ ∪ Uδ) ∩ Π } belongs to
the space F τ
2
.
Proof. As shown in Remark 3.1, H (1)α (·), for α ∈ Π , is a H τ2 -analytic family. For α ∈ Cδ \ Uδ ,
as |1− α| p˜0(µ) |2 | ≥ δ, we have
sup
λ∈W τ
2
∣∣∣∣∫Rd s(λ− µ)1− α| p˜0(µ)|2 dµ
∣∣∣∣ ≤ δ−1 sup
λ∈W τ
2
∫
Rd
|s(λ− µ)|dµ ≤ δ−1
∫
Rd
M(µ)dµ.
For α ∈ Uδ , then, by Lemma A.1 of the Appendix, H (1)α (λ) = (1−α)s− 12 z1(α; λ)+ Z1(α; λ),
with supλ∈W τ
2
|z1(α; λ)| ≤ c1‖s‖τ and
sup
λ∈W τ
2
|Z1(α; λ)| ≤ c2‖s‖τ + δ−1 sup
λ∈W τ
2
∫
Rd
|s(λ− µ)|dµ ≤ c2‖s‖τ + δ−1
∫
Rd
M(µ)dµ. 
By Lemma 3.4 the families K(k) := {H (k)α (·) : α ∈ (Cδ ∩Uδ)∩Π }, where H (k)α = T k−1α H (1)α ,
belong to the space F τ
2
, so that for α ∈ Uδ they are represented as
H (k)α (·) = (1− α)s−
1
2 zk+1(α; ·)+ Zk+1(α; ·). (3.15)
The properties of Hα that we need are summarized in the following lemma.
Lemma 3.5. Let Hα =∑∞k=0 T kα H (1)α , and K = {Hα(·) : α ∈ (Cδ∪Uδ)∩Π } be the correspond-
ing analytic family. Then K ∈ F τ
2
and it is the unique solution of the equation K − TK = K(1).
Moreover, for α ∈ Uδ , Hα is represented as
Hα(λ) = (1− α)s− 12 z(α; λ)+ Z(α; λ) (3.16)
where z(α; ·), Z(α; ·) are given as series of the functions appearing in (3.15)
z(α; λ) =
∞∑
k=1
zk(α; λ), Z(α; λ) =
∞∑
k=1
Zk(α; λ), (3.17)
which converge in the norm ‖ · ‖2, and (−1)s z(1; λ) > 0 for all λ ∈ Rd , d = 2s + 1.
Proof. All assertions of Lemma 3.5 are obvious consequences of Lemmas 3.3 and 3.4, except
the last one, which we now prove. By (A.23) in the Appendix, (3.13) and (3.15) we have
zk+1(α; λ) = (Tαzk(α; ·))(2) (λ)+ (1− α) (TαZk(α; ·))(1) (λ),
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which implies the recurrence relation
zk+1(1; λ) = (T1zk(1; ·))(2) (λ) = 2
∫
R
s(λ− µ)D(µ)zk(1;µ)dµ. (3.18)
Let d = 1 (s = 0). By Remark A.2 in the Appendix, z1(1; λ) = piJ (0)s(λ) ≥ 0. The func-
tion D(µ) = |c˜(µ)|2| p˜0(µ)|2
1−| p˜0(µ)|2 is non-negative and vanishes only at the points where c˜(µ) p˜0(µ) = 0.
This set is, by analyticity, of vanishing Lebesgue measure. Hence z2(1; λ) = piJ (0)
∫
R s(λ−µ)
D(µ)s(µ)dµ > 0, and, iterating, zk(1; λ) > 0 for all k ≥ 2.
For s > 0 it is enough to observe that, by (A.18) (−1)s z1(1; λ) = pi2J (0)s(λ). The result
then follows, as before, from the recurrence relation (3.18). 
Conclusion of the proof of Lemma 2.1. Most of the proof is much the same as for Lemma 2.1
of [4], to which we refer for more details. By the Cauchy theorem we have
Rt (λ) = 12pi i
∫
C
Hα(λ)
αt+1
dα, (3.19)
where we take as C the boundary ∂Cδ , i.e., the circle of radius R = 1+ δ2 , except that it does not
close at α = R, but avoids the cut by going along a loop C1 contained in Uδ and going around the
point α = 1. The integral over ∂Cδ is bounded, in absolute value, by sup|α|=1+ δ2 |Hα(λ)|/(1+
δ
2 )
t ,
hence it vanishes exponentially fast as t →∞. The main contribution comes from C1, where the
representation (3.16) holds. The analytic term Z(α; λ) gives no contribution. By squeezing C1 to
the interval [1, 1+ δ2 ], the contribution of the singular term reduces to the integral of the jump of
the singular part, i.e.,
Rt (λ) = (−1)
s
pi
∫ δ
2
0
us−
1
2
z(1+ u; λ)
(1+ u)t+1 du +O(R
−t ).
Performing the change of variable u = xt we find the asymptotic relation
Rt (λ) = (−1)
s
pi
0
(
s + 1
2
)
z(1; λ)
t s+ 12
+ rt (λ)
t s+ 32
. (3.20)
Here 0(·) is the Euler 0-function and, for some constant C > 0,
|rt (λ)| ≤ C
[
max
u∈[0, δ2 ]
|z(1+ u; λ)| + max
u∈[0, δ2 ]
|z′(1+ u; λ)|
]
,
where z′(α; λ) denotes differentiation with respect to α, and the maxima are finite, by the
analyticity of z(α; λ). It follows that t d2 Rt (λ) is uniformly bounded.
Taking now q(λ) = (−1)s
pi
0(s + 12 )z(1; λ), the proof of Lemma 2.1 follows by recalling that,
by the last result of Lemma 3.5, q(λ) > 0 for all λ ∈ Rd . 
Acknowledgements
R.A.M. and A.P. would like to thank the Department of Mathematics of the University of
Bielefeld, and Yu. Kondratiev in particular, for warm hospitality. The first and third authors were
partially supported by INdAM (G.N.F.M.) and M.U.R.S.T. research funds. The second author
3296 C. Boldrighini et al. / Stochastic Processes and their Applications 119 (2009) 3285–3299
was partially supported by C.N.R. (G.N.F.M.) and M.U.R.S.T. research funds, by RFFI grant no.
05-01-00449, Scientific School grant no. 934.2003.1, and CRDF research funds N RM1-2085.
Appendix
Throughout the Appendix, Π denotes the cut complex plane introduced in Remark 3.1, Cδ
and Uδ are defined in Lemma 3.2, and p˜0(λ), c˜(λ) satisfy the properties stated in Section 1.
Lemma A.1. Let f ∈ Hτ be integrable on the real axis: ‖ f ‖L1(Rd ) <∞. Then the integral
J (α; f ) :=
∫
Rd
f (µ) dµ
1− α| p˜0(µ)|2 (A.1)
is analytic for α ∈ Π . Moreover, if δ > 0 is small enough and α ∈ Uδ , the following representa-
tion holds
J (α; f ) = (1− α)s− 12 z(d)f (α)+ Z (d)f (α). (A.2)
Here (1 − α) 12 denotes the branch that is real and positive for α ∈ (−∞, 1), and the functions
z(d)f , Z
(d)
f are analytic in Uδ and satisfy the following inequalities
sup
α∈Uδ
|z(d)f (α)| ≤ c1‖ f ‖τ , sup
α∈Uδ
|Z (d)f (α)| ≤
1
δ
‖ f ‖L1 + c2‖ f ‖τ , (A.3)
for some constants c1, c2 depending on the function p˜0(µ) and on δ, τ .
Proof. The analyticity of J (α; f ) for α ∈ Π is proved as for H (1)α in Remark 3.1.
Let δ be so small that the set Sδ = {µ ∈ Cd :
∣∣| p˜0(µ)|2 − 1∣∣ < 2δ} is a simply connected
neighborhood of the origin and is contained in W τ
2
. For α ∈ Uδ we set J (α; f ) = J (r)(α; f )
+ J (s)(α; f ) with
J (r)(α; f ) =
∫
Rd\Sδ
f (µ) dµ
1− α| p˜0(µ)|2 , J
(s)(α; f ) =
∫
Sδ∩Rd
f (µ) dµ
1− α| p˜0(µ)|2 . (A.4)
J (r) is analytic for α ∈ Uδ , as |1− α| p˜0(µ) |2 | > δ, for µ 6∈ Sδ , and satisfies the inequality
sup
α∈Uδ
∣∣∣J (r)(α; f )∣∣∣ ≤ 1
δ
‖ f ‖L1(Rd ). (A.5)
We assume that δ is so small that for µ ∈ Sδ we can apply the analytic variant of the
Morse Lemma, i.e., we can find new coordinates u(µ) = (u1(µ), . . . , ud(µ)) which are analytic
functions for µ ∈ Sδ , are real for real µ, and such that
1− | p˜0(µ)|2 = u2(µ) := u21(µ)+ · · · + u2d(µ). (A.6)
The image of Sδ is S˜δ = {u ∈ Cd : |u2| < 2δ}, and, as | p˜0(µ)|2 is even, we can assume that the
map µ→ u(µ) is odd. The jacobian J (u) := | det{ ∂µ j
∂uk
}| is even and analytic in S˜δ . As | p˜0(µ)|2
is even in µ, we can suppose that f is also even.
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We proceed with the proof for d = 1, and will then give indications on how to extend the
result to any odd dimension. Setting β = 1−α
α
, and f˜ (u) := 2 f (µ(u))J (u), we find
J (s)(α; f ) = 1
α
∫
Sδ∩Rd
f (µ) dµ
β + 1− | p˜0(µ)|2 =
1
α
∫ √2δ
0
f˜ (u)
β + u2 du. (A.7)
As f˜ is even, its power series at u = 0 contains only even powers, so that f˜ (u) =: F(u2), and
F(z) is analytic in the region |z| ≤ 2δ. Adding and subtracting F(−β), we have∫ √2δ
0
F(u2)
β + u2 du = Φ(−β; F)+ F(−β)
∫ √2δ
0
du
β + u2 . (A.8)
Expanding F in power series at the origin, we find
Φ(β; F) =
∫ √2δ
0
F(u2)− F(β)
u2 − β du =
∞∑
k=1
Fk
k! pk−1(β), (A.9)
pk(β) =
∫ √2δ
0
u2(k+1) − βk+1
u2 − β du =
k∑
j=0
(2δ) j+ 12
2 j + 1 β
k− j . (A.10)
For β real and positive the integral on the right side of (A.8) is∫ √2δ
0
du
β + u2 = β
− 12
∫ √ 2δ
β
0
dx
1+ x2 = β
− 12 tan−1
(√
2δ
β
)
= pi
2
β−
1
2 − kδ(−β), (A.11)
kδ(−β) := β− 12 tan−1
(√
β
2δ
)
=
∞∑
k=0
(−β)k
(2δ)k+ 12 (2k + 1)
. (A.12)
Let δ ∈ (0, 13 ). Then, as |β|2δ ≤ 12(1−δ) , the power series in (A.12) defines an analytic function for
α ∈ Uδ . Moreover we have
|pk(β)| ≤
∫ √2δ
0
k∑
j=0
u2 j |β|k− j du ≤ √2δ
(
δ
1− δ
)k
(2(1− δ))k+1
2(1− δ)− 1 ≤ 6(2δ)
k+ 12 ,
so that Φ(β; F) can also be extended to an analytic for α ∈ Uδ .
Now setting ξ := −β = α−1
α
, the assertion of the Lemma holds with
z(1)f (α) =
pi
2
√
α
F(ξ), Z (1)f (α) = J (r)(α; f )+
1
α
(Φ(ξ ; F)− F(ξ)kδ(ξ)) . (A.13)
For the inequalities observe that if u2 = ξ , and α ∈ Uδ , then u ∈ S˜δ , so that
sup
α∈Uδ
|z(1)f (α)| ≤
pi
2(1− δ) supα∈Uδ
|F(ξ)| ≤ c1 sup
u∈S˜δ
| f (µ(u))| = c1 sup
µ∈Sδ
| f (µ)|, (A.14)
which proves the first inequality (A.3), with c1 depending only on p˜0(µ). Moreover,
|Φ(ξ, F)| ≤ √2δ sup
u2∈[0,2δ)
∣∣∣∣ F(u2)− F(ξ)u2 − ξ
∣∣∣∣ ≤ √2δ sup|z|<2δ ∣∣F ′(z)∣∣ .
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As f ′(0) = 0, we have sup|z|<2δ |F ′(z)| = sup|u|<√2δ
∣∣∣ f˜ ′(u)2u ∣∣∣ ≤ 12 sup|u|<√2δ | f ′′(u)| and
supµ∈Sδ | f ′(µ)| ≤ C
√
δ supµ∈Sδ | f ′′(µ)|. Finally, if δ is so small that Sδ ⊂ W τ2 ⊂ Wτ , by
the Cauchy formula, we have supµ∈Sδ | f ′′(µ)| ≤ 2‖ f ‖ττ 2 . It follows that
|Φ(ξ, F)| ≤ c3‖ f ‖τ , (A.15)
and it is easy to conclude the proof of the second inequality (A.3). 
Remark A.2. In the case of H (1)α considered in Lemma 3.4, the function F in relation (A.13) is
represented by F(λ; u2) = 2̂s(λ;µ(u))J (u), which implies z1(1; λ) = piJ (0)s(λ).
Extension to dimension d > 1. If d = 2s + 1 > 1 the integral for J (s) appearing in (A.7),
introducing spherical coordinates u = ρω, where ω = (ω1, . . . , ωd) is a point on the d − 1-
dimensional unitary spherical surface Σd−1 in Rd , and ρ ∈ [0, 2δ), becomes∫
u2<2δ
J (u) f (µ(u))
β + u2 du =
∫ √2δ
0
ρ2s F(ρ2)
β + ρ2 dρ,
F(ρ2) =
∫
Σd−1
J (ρω) f (µ(ρω)) σ (dω),
(A.16)
where σ(dω) is the surface element on Σd−1. F is a function of ρ2 only, because J (·) and
f (µ(·)) are even and their Taylor expansion at u = 0 contains only terms of even order.
After some simple manipulations we get the analogue of (A.8):∫ √2δ
0
ρ2s F(ρ2)
u2 + β dρ =
s−1∑
j=0
(−β)s−1− j
∫ √2δ
0
ρ2 j F(ρ2)dρ + (−β)s
∫ √2δ
0
F(ρ2)
ρ2 + β dρ.
(A.17)
Hence, by Lemma A.1 we get the representation (A.2) with
z(d)f (α) =
pi(−1)s
2αs+ 12
F(ξ) (A.18)
Z (d)f (α) = J (r)(α; f )+
1
α
(
s−1∑
j=0
(ξ)s−1− j
∫ √2δ
0
ρ2 j F(ρ2)dρ
+ ξ s (Φ(ξ ; F)− F(ξ)kδ(ξ))
)
. (A.19)
To conclude the proof we need only derive an inequality of the type (A.15). In fact the estimate
of |F ′(z)| is again done in terms of the derivatives of f (µ) with respect to the components
µ1, . . . , µd up to second order, and it is enough to observe that such derivatives can be expressed
by Cauchy integrals. 
Proof of Lemma 3.2. For α ∈ Π , by adding and subtracting the function g1(µ) = |c˜(µ)|21−| p˜0(µ)|2 ,
and setting D(µ) = g1(µ)| p˜0(µ)|2, f (λ, µ) = s(λ− µ)D(µ) f (µ), we find
(Tα f ) (λ) = α2 [I (λ; f )− (1− α) J (α; f (λ, ·))] (A.20)
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I (λ; f ) =
∫
Rd
s(λ− µ)g1(µ) f (µ)dµ. (A.21)
As c˜(0) = 0, g1(µ) and D(µ) are bounded. For α ∈ Cδ \ Uδ , as |1− α| p˜0(λ) |2 | ≥ δ, we have,
for λ ∈ W τ
2
,and some constant C depending on the parameters of the model,
|(Tα f ) (λ)| ≤ C2‖ f ‖∞
∫
Rd
M(µ)dµ,
which, as ‖ f ‖∞ ≤ ‖ f ‖W τ
2
, proves assertion (i).
For α ∈ Uδ we apply Lemma A.1 to the integral J (α; f (λ, ·)). As D(µ) and f (µ) are
even, we replace s(λ − µ) by the even function ŝ(λ, µ) = s(λ−µ)+s(λ+µ)2 , and set f¯ (λ, µ) =
ŝ(λ, µ)D(µ) f (µ), f˜ (λ, u) := 2J (u) f¯ (λ, µ(u)). For d = 1, D(·) is analytic and we set
F¯(λ, u2) := f˜ (λ, u). For d = 2s + 1, s > 0, we consider, as in (A.16), the angular average
F¯(λ, ρ2) :=
∫
Σd−1
J (ρω) f¯ (λ, µ(ρω)) σ (dω).
In both cases F¯(λ, ·) is analytic for any λ ∈ W τ
2
. The representation (3.6) holds with
(Tα f )(1) (λ) = −αz f¯ (λ,·)(α) = −2
pi
√
α
2
F¯(λ; ξ), (A.22)
(Tα f )(2) (λ) = α2
[
I (λ; f )− (1− α)Z f¯ (λ,·)(α)
]
. (A.23)
Moreover, for λ ∈ W τ
2
we have |I (λ; f )| ≤ C‖ f ‖∞
∫
Rd M(µ)dµ and, if δ is so small that
Sδ ⊂ W τ2 ,
sup
|z|≤2δ
|F¯(λ, ξ)| ≤ C‖s‖τ‖ f ‖ τ2 , sup|z|≤2δ
∣∣∣∣ ddz F¯(λ, z)
∣∣∣∣ ≤ C‖s‖τ‖ f ‖ τ2 . (A.24)
It is also easy to see that
∣∣J (r)(α; f (λ, ·))∣∣ ≤ C‖s‖Hτ ‖ f ‖∞. Here by C we denote constants
which depend on the parameters of the random walk, δ and τ .
Putting all together it is immediate to conclude that inequality (3.7) holds. 
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