ABSTRACT Haze is a common weather phenomenon, which hinders many outdoor computer vision applications such as outdoor surveillance, navigation control, vehicle driving, and so on. In this paper, a simple but effective unified variational model for single image dehazing is presented based on the total variation regularization. From the perspective of the relationship between image dehazing and Retinex, the dehazing problem can be formulated as the minimization of a variational Retinex model. The proposed variational model incorporates two 1 -norm regularization terms to constrain the scene transmission and the inverted scene radiance respectively, which can be better applied into image dehazing field. Different from the conventional two-step framework, our proposed model can simultaneously obtain the accurate transmission map and the recovered scene radiance by integrating the transmission estimation stage and the image recovery stage into the unified variational model. The entire optimization of the proposed unified variational model can be solved by an alternating direction minimization scheme. The experiments on various simulated and real-world hazy images indicate that the proposed algorithm can yield considerably promising results comparative to several state-of-the-art dehazing and enhancement techniques.
I. INTRODUCTION
Outdoor images taken in foggy and hazy days easily suffer from reduced visibility and faded colors due to the presence of the turbid media in the atmosphere, which will adversely influence many outdoor computer vision applications. Moreover, the prerequisite of high-level computer vision tasks, such as recognition, detection, tracking, classification and so on, to work well is that images or videos captured by camera have high visibility and obvious visible features. Therefore, haze removal is a crucial pre-processing stage for high-level vision tasks, and at the same time has enormous significance and value in the field of image processing and computer vision for example ocean exploration [1] , [2] , remote sensing [3] , natural image enhancement [4] and so on.
Haze removal is generally a challenging problem since the scene transmission relies on the unknown depth information which changes at different locations. Thus, earlier dehazing algorithms mainly exploit multiple images or extra information to recover the hazy image. Multiple images based dehazing methods remove the haze through handling two or more input images taken with different degrees of polarization filtered images [5] , [6] or the same scene under different weather conditions [7] , [8] . Another depth-based dehazing techniques [9] , [10] make use of scene depth information from known three-dimensional (3D) models or user inputs. However, these methods are limited in real applications because extra information or multiple input images are not always available. Therefore, restoring a clear image from a single given hazy image recently has drawn more and more attention. Some researchers aim at increasing the contrast and improving the color from the viewpoint of image enhancement such as histogram-based [11] , contrastbased [12] , fusion-based [13] , [14] Retinex-based [15] , [16] and so on. Unfortunately, enhancement-based dehazing methods cannot fully remove the haze owing to failing to consider image degradation mechanism. By contrast, physics-based dehazing algorithms first construct the haze imaging model, then estimate unknown parameters, and finally inverse the physical model to obtain the haze-free image starting from the reason of image degradation. Nevertheless, such methods usually require hand-crafted priors or assumptions to solve this ill-posed problem. Based on this characteristic, many priors or assumptions have proposed to estimate the key parameters from a single hazy image. For instance, Tan's method [17] is solely to maximize the contrast of the degraded image under the assumption that haze-free images possess higher contrast than hazy images. However, the results by Tan's method are prone to over-saturation. Fattal's method [18] removes the haze relying on the assumption that the transmission and surface shading are locally uncorrelated, but this approach may be invalid in dense haze. Motivated by dark-object subtraction technique, a novel prior knowledge-dark channel prior (DCP) is proposed by He et al. [19] based on the statistical observation and analysis on massive haze-free images, which exhibits that at least one color channel in most non-sky patches possess some pixels whose intensities are very low and close to zero. Since this prior may be invalid in the case that the scene is inherently similar to the airlight such as sky regions and the soft matting method has high computational complexity, a bunch of improved algorithms are presented to overcome these shortcomings. For reducing the complexity, classical median filter [20] , median of median filter [21] , guided filter [22] , semi-globally adaptive filter [23] and fast average filter [24] instead of the time-consuming soft matting [25] are adopted to refine the scene transmission map. Moreover, fast execution of DCP-based algorithm for video dehazing also has been investigated in [26] . For improving the dehazing performance, boundary constraint and contextual regularization [27] , gradient residual minimization constraint [28] , segmentation-based strategy [29] , [30] , depth-aware non-local total variation regularization constraint [31] , naturalness preserved based haze removal method [32] and the viewpoint of haze density information based estimation approach [33] are proposed for achieving the accurate transmission map. In addition, some new priors, namely color attenuation prior [34] , color-line prior [35] and haze-line prior [36] , are also subsequently put forward for reliable transmission estimation. Apart from the traditional atmospheric scattering model, some improved and effective haze imaging models [37] - [40] are proposed to overcome the limitations of the conventional atmospheric scattering model. Specifically, He et al. [37] take the effects of multiple scattering into consideration and present a effective image degradation model under inclement weather based on the atmospheric point spread function (APSF). Ju et al. [38] first fully analyze the weaknesses of the classical atmospheric scattering model and then design the improved atmospheric scattering model through redefining the global atmospheric light as scene incident light which changes between each separate scene. Furthermore, on the basis of previous work [38] , Ju et al. [39] take the spatially inhomogeneous atmosphere case into account and provide a more reliable atmospheric scattering model (RASM) for image dehazing. By combining the gamma correction and the conventioanl atmospheric scattering model mathematically, a novel and effective dehazing model, namely gamma-correction-based dehazing model (GDM) [40] , is proposed for visibility restoration in hazy weather. These improved atmospheric scattering models give researchers more thinking and inspiration on the traditional physical model under inclement weather, which plays a valuable role in the field of image enhancement. Meanwhile, the related dehazing methods based on these derived physical models also can enhance the quality of hazy image to some extent. However, these proposed improved models still cannot represent the real-world situation and the corresponding model solution may become more complicated. In this paper, like most famous literatures, the classical atmospheric scattering model will be employed for simplification.
In summary, the mentioned above methods almost follow the conventional two-stage framework: estimate the transmission map first and then recover the scene radiance. Unfortunately, any error in the estimated scene transmission at a pixel will negatively impact the final recovered scene radiance at the same position.
Recently, with the popularity of GPU, machine learning based techniques are gradually applied into image dehazing field. Tang et al. [41] investigate four haze-relevant features and exploit Random Forest to learn a regressing model for estimating the transmission. On the basis of this method, Kim et al. [42] simplify the random forest only using single-scale haze-relevant features that can reduce the computational complexity significantly. Cai et al. [43] construct an end-to-end convolutional neural network (CNN) system which learns the mapping relations from a hazy image to its transmission. In [44] , a multi-scale deep neural network containing a coarse-scale net and a fine-scale net is built for predicting the initial transmission and refining it, respectively. Li et al. [45] reformulate the atmospheric scattering model for integrating the transmission and the airlight into a new variable, and then establish an all-in-one dehazing network to provide the clean image. Considering the influence of the atmospheric light, Li et al. [46] set up a cascade CNN that aims at estimating the global atmospheric light and the transmission jointly. In addition, the latest residual-based deep CNN technique also has been brought into image dehazing field [47] . Although these leaning-based methods can produce impressive dehazed results, they depend heavily on a large number of annotated training examples due to its data-driven property.
Despite remarkable progress on single image dehazing, most of existing methods only focus on estimating the scene transmission and then directly recover the scene radiance. Such traditional two-step framework may lead to inaccurate recovery of the scene radiance once any errors occur in the estimated scene transmission. Intuitively, a unified strategy that can estimate the scene transmission and scene radiance simultaneously and accurately should be considered. For this VOLUME 7, 2019 reason, in this paper, we develop a simple but effective unified variational model for single image dehazing based on total variation regularization. The main contributions of our work are three-fold:
(1) Starting from the perspective of the correlation between image dehazing and Retinex, we formulate the dehazing problem as the minimization of a variational Retinex model which incorporates both the scene transmission constraint and the inverted scene radiance constraint. (2) Different from the general two-stage dehazing framework, the proposed variational model unifies the transmission estimation and the scene radiance recovery into one formula which can achieve the accurate scene transmission and the prominent dehazed result in a simultaneous manner. (3) For suppressing halo artifacts, the total variation regularization is introduced to constrain the scene transmission map which can effectively smooth the unwanted textures except at depth discontinuities. The reminder of the present paper is structured as follows. Section II briefly describes the related theoretical background and analysis, including atmospheric scattering model and Retinex theory. Then the detailed representation and solution of our proposed unified variational model are provided in Section III. Section IV gives extensive experimental results and analysis. Finally, we conduct our conclusions and future work in Section V.
II. THEORETICAL BACKGROUND AND ANALYSIS

A. ATMOSPHERIC SCATTERING MODEL
Based on Koschmieder's law [48] , the widespread used atmospheric scattering model in computer vision and image processing community can be regarded as a per-pixel convex combination of the haze-free image J (x) and the global atmospheric light A:
where x denotes the spatial coordinates of each pixel, I (x) is the observed hazy image and J (x) is the scene radiance needs to be restored. The dot ''•'' represents element-wise multiplication operator. In (1), the first term
is direct attenuation and the second term A (1 − t (x)) is the airlight. Fig. 1 provides a brief illustration of the hazy image formation based on the atmospheric scattering model. The solid and dotted lines in Fig. 1 describe the direction attenuation part and the airlight part, respectively. In (1), the scene transmission t (x) is the depth-dependent, indicating the portion of light reaches the camera without scattered. Its definition can be expressed as:
where β is the atmospheric scattering coefficient and d (x) denotes for the scene depth distance between the object and the optical imaging equipment. In general, β is considered as a constant for homogeneous medium. The valid range of the scene transmission t (x) is from 0 to 1. According to (2) , it can be found that the transmission varies depend upon the scene depth. That is, the realistic or accurate scene transmission theoretically should have the characteristic feature of locally smoothness where the scene depth is nearly close or changes slowly, while preserving depth discontinuity where the scene depth varies sharply.
The objective of dehazing is to restore the haze-free image J (x) from a single given hazy image I (x). Because only one variable I (x) is known in (1), A and t (x) require to be estimated. When given A and t (x), the scene radiance J (x) can be obtained:
where t b is the lower bound for avoiding noise amplification. if we directly recover the scene radiance using (3), J (x) may be adversely impacted once any error exists at an arbitrary pixel position in t (x).
B. RETINEX THEORY
Retinex is a portmanteau word derived from Retina and Cortex, which is initially used to express a color vision model of human perception [49] , [50] . Retinex theory is sought to interpret human eye ability to perceive color as steady no matter how the global illumination changes, which is on the basis of scientific observation that the color perception has associated with the integrated reflection even if the light that reaches the human eye relies on the product of reflection and illumination. Mathematically, its expression can be defined as:
where R (x) and L (x) represent reflection and illumination, respectively. From (4), the observed image I (x) is decided by the product of reflection and illumination. Retinex theory was rapidly adopted by many researchers in different image processing and computer vision tasks because of its simplicity and effectiveness. Most important of these, variations of Retinex-based model have been applied for image enhancement field [51] - [54] .
III. PROPOSED UNIFIED VARIATIONAL MODEL
The latest research in [55] reveals that Retinex on inverted intensities of the input image I (x) can be considered as a solution to the problem of image dehazing. What's more, the liner relationship between image dehazing and Retinex has been proved theoretically both at the algorithmic level and at the modelization level. Mathematically, its relation can be described as:
Inspired by this connection between dehazing and Retinex, we formulate the image dehazing problem as a solution to Retinex by deforming the atmospheric scattering model. In order to transform the image dehazing problem into the Retinex solution, the traditional atmospheric scattering model (1) needs to be converted into the form of Retinex through dividing by the global atmospheric light A on the both side of formula (1) . Specifically, formula (1) can be rearranged as:
Let
A , T = t (x), formula (6) can be rewritten as:
The traditional solution is to convert (7) into logarithmic domain for reducing the computational complexity. However, the gradient variation of bright regions will be suppressed and the logarithmic transformation is not appropriate to form the regularization terms in the variational model [54] . This is attributed to the fact that the logarithmic transformation for the regularization terms may magnify errors in certain ranges compared with others. Additionally, directly using classical Retinex-based algorithms for image dehazing is inappropriate and may lead to color distortion or halo artifacts.
On the other hand, to estimate R and T accurately in a simultaneous fashion, some constraints need to be imposed on R and T respectively. It is generally known that total variation (TV) based regularization models have been widely applied in image processing [56] - [59] . This is due to that TV-based regularization has the characteristic of convexity and the ability that keeps the sharp edges. In Section II, we have discussed that the realistic scene transmission should preserve sharp edges as well as smooth the undesirable textures. That is to say that the scene transmission is considered as the sparsity of image gradients. Therefore, TV-based regularization is well suitable to constrain the scene transmission T. With regard to R, based on the well-known assumption that the scene radiance involves edges and is piece-wise continuous [57] , [60] , R is also constrained by using the total variation in the proposed unified variational model.
Considering the above reasons, a simple yet effective decomposition model without logarithmic transformation based on total variation regularization is proposed to efficiently estimate R and T in a simultaneous manner. Mathematically, the proposed unified variational model can be formulated as follows:
where α and β are regularization parameters that control the balance of different terms, p represents the p-norm operator, and ∇ denotes the first order derivative operator, including horizontal and vertical direction. In addition, because the valid range of the scene transmission T is between 0 and 1, the energy function (8) is subject to two constraints: 0 ≤ T ≤ 1 and
2 ) is 2 data term, measuring the fidelity between R • T and I. The second part ( ∇R 1 ) and the last part ( ∇T 1 ), which are correspond to the total variation sparsity constraint, assume sparsity of image gradients and enforce the piece-wise continuous on the inverted scene radiance R and the scene transmission T respectively.
For solving (8) , an alternating direction minimization scheme [61] can be adopted through iteratively updating each variable while fixing other variables. Here we provide the solutions for the k-th iteration. We first collect the terms related to R k and formula (8) can be converted into:
It is worth noting that we transform
for ease of calculation in (9) . Since the 1 -norm minimization problem is generally difficult to solve, the widely used optimization method is Split Bregman Iteration (SBI) [61] . In this paper, we follow the idea of SBI to solve the 1 -norm regularization problem.
Firstly, an auxiliary matrix d and an error b are introduced for variable splitting. Then, formula (9) can be rearranged as:
where λ 1 is a weight parameter. Fixing R in (10), we solve for d by performing the shrinkage operation:
where shrink (x, ε) = sign (x) max (|x| − ε, 0). When given d, we neglect the terms unrelated R and R can be solved as below:
Because formula (12) is a classical least squares problem, the close form solution can be calculated by setting the first-order derivative with respect to R to zero: (13) where D includes D h and D v , describing both horizontal and vertical direction discrete gradient operators. By applying a 2D Fast Fourier Transformation (FFT) on the formula (13), R k can be updated using the following expression: 
Similar to the former solution, we solve for T by omitting the terms not involving T and formula (8) can be expressed as:
In order to solve the 1 -norm minimization problem, we also leverage the SBI optimization method by introducing an auxiliary variable u and an error variable v, and then formula (16) can be rewritten as:
Through solving (17) using the alternating direction minimization technique, u k and T k can be successively obtained:
, λ 2 is a weight parameter, and is a small positive value for avoiding the denominator becoming zero.
Finally, v k can be updated as follows:
For clarity, the entire solution procedure of the proposed unified variational model (8) is depicted in Algorithm 1. The optimization procedure will converge shortly after several iterations. Generally, about 5 times are sufficient to produce decent dehazing results. For this reason, the maximum number of iterations K is set as 5 in this paper. (8) (1) Input: Hazy image I (x), parameters α, β, λ 1 , λ 2 (2) Estimate the atmospheric light A using [19] . (3) Estimate the initial transmission t 0 using (21) based on morphological dark channel.
Algorithm 1 Solution of Proposed Unified Model
; (e) Update u k using (18); (f) Update T k using (19); (g) Update v k using (20); (h) Correct T k using max min 1, T k , 0 ; (6) Output: R k , T k It should be pointed out that the atmospheric light A and the initial scene transmission t 0 need to be estimated before solving the proposed model (8) . In [19] , the pixels with highest intensity in top 0.1 percent pixels within the dark channel are selected as the atmospheric light. In this paper, the same technique is employed to acquire the atmospheric light for its simplicity and efficiency. On the other side, since the classical dark channel may lead to edge expansion or spillover near depth discontinuity regions, we make use of the morphological open dark channel instead of the original dark channel to estimate the initial transmission. Mathematically, the initial transmission can be defined as:
In Fig. 2 , we compare the classical dark channel with the morphological open dark channel in terms of edge effects. Red lines are labeled as strong edges or depth discontinuity regions by hand. Fig. 2(b) and 2(c) respectively denote the processed results using the classical dark channel and the morphological open dark channel. The result by the classical dark channel clearly appears the tendency of edge expansion or spillover in Fig. 2(b) , while the morphological open operator almost can keep the original edges unchanged in Fig. 2(c) . In order to validate the performance of the refined scene transmission, the comparisons before and after refinement are shown in Fig. 3 . As can be seen from Fig. 3 , the unwanted texture details in the refined transmission are well smoothed and at the same time the depth discontinuity regions are still maintained which is more reasonable and satisfactory as compared with the initial estimated scene transmission. In addition, we also compare the dehazing result using the initial transmission with the refined transmission by our proposed unified variational model. From Fig. 3(c) and (e), the restored images using the initial transmission are susceptible to some negative effects, such as the over-enhanced in Fig. 3(c) . This is because that the unwanted textures in the initial transmission cannot be smoothed well. On the contrary, the final dehazing results in Fig. 3(e) by the unified variational model are visual compelling due to the accurate estimated scene transmission. Meanwhile, the red close-up rectangle patches can verify the superiority of the refined transmission and final dehazing results more clearly.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The dehazing performance of the proposed unified variational model is evaluated by comparing with seven state-of-the-art dehazing methods, including hand-crafted prior based methods [19] , [28] , [30] , [34] , density of fog assessment-based method [62] and machine learning-based methods [43] , [44] . In [19] , the guided filter [22] is adopted to refine the scene transmission for increasing the computation efficiency. For fair comparison, parameters in these methods are set to be optimal according to the corresponding articles. The source code of these methods can be downloaded in their personal website. 1 These prevailing dehazing methods are compared and evaluated on simulated and real hazy images. In addition, for real-world hazy images, we also compare the proposed method with Retinex-based enhancement approaches, including classical Retinex algorithms [51] - [53] and variational Retinex-based enhancement algorithm [54] . Experiments in this paper are done on the PC with 3.2 GHz Intel Core i5 Processor and 8G RAM using Matlab R2018a. In order to prove the effectiveness of the proposed model, qualitative and quantitative comparisons are conducted.
A. IMPLEMENTATION DETAILS
In our experiments, the parameters α, β, λ 1 , and λ 2 are empirically set as 0.1, 0.1, 0.1 and 10. In next subsection, the detailed exploration on parameters will be conducted. In practice, the empirical setting parameters can produce descent results in most cases. For input color hazy images, there are two typical approaches used. Specifically, one way is to convert color image into the HSV color space (Hue, Saturation and Value), and then only deal with the Value channel, and finally transform the processed result back into the RGB color space. Another way is to handle each color channel (Red, Green and Blue) separately. Generally, processing each color channel for input color images is conductive to improve the colors. Following this criterion, our proposed unified variational model copes with each color channel for color correction in this paper. For the scene transmission of each color channel, the final scene transmission can be simply obtained by averaging three channels because of its similarity. Moreover, for further improving the visual effects, gamma correction (γ =0.75) is also performed to increase its brightness. Fig. 4 illustrates the flowchart of the dehazing algorithm based on the proposed unified variational model.
B. PARAMETERS SENSITIVITY EXPERIMENTS
In this subsection, we will investigate the influence on the estimated scene transmission and the recovered scene radiance caused by the changes of four important parameters. To measure the impact of each weighted parameters respectively, we adopt the variable-controlling approach that changes the value of one parameter while keeping other parameters unchanged. The default values of parameters α, λ 1 , β, and λ 2 are set as 0.1, 0.1, 0.1, and 10 respectively. When altering one parameter, other weighted parameters are kept the default values. As can be seen from Fig. 5 and Fig. 6 , the details of the recovered scene radiance are 1 [19] gradually blurred and the unwanted textures of the estimated scene transmission are gradually not smoothed with the increase of α and λ 1 . This is because α and λ 1 control the smoothness of the scene radiance. In Fig. 7 , as β increase, the recovered image tends to generate halo artifacts at depth discontinuities and damage the image details in the upper left corner, and meanwhile the estimated scene transmission cannot preserve the overall structures. When increasing λ 2 gradually, we find that the textures in the estimated transmission first are smoothed effectively and then the smoothness effects may be invalid once the value of λ 2 is too large. This is due to that β and λ 2 dominate the texture-smoothing and structure-preserving property of the scene transmission. According to the properties of these four regularization parameters, we optimally select the relatively appropriate value of these regularization parameters as the default values. In most cases, the default setting of parameters can produce the descent scene radiance and the structure-preserving scene transmission in a simultaneous manner.
C. COMPARISONS ON SIMULATED HAZY IMAGES
To demonstrate the robustness and effectiveness of the proposed unified variational model, the challenging simulated hazy images collected from the well-known D-HAZY dataset [63] are used to test and evaluate. Since our proposed unified variational model can simultaneously provide the scene transmission and the recovered scene radiance, comparisons will be divided into two parts in this subsection. On the one hand, the scene transmission map can reflect the structure and depth information of the input hazy image, which plays an important role in most areas of image processing and computer vision. Therefore, we first compare the proposed method with three representative estimation algorithms, including He's method [19] , Chen's method [28] and Cai's method [43] . In [19] , the effective guided filter [22] are employed to refine the raw transmission map. It is worthy of note that three typical methods respectively represent three mainstream estimation strategies: filter-based, energy-based and learning-based which are enough to verify the better performance of the proposed method. In Fig. 9 , the estimated results by He's method [19] cannot smooth the texture details well because the guided filter based refinement method cannot differentiate texture edges and sharp edges effectively. Energy-based refinement method such as Chen's method [28] can smooth the textures effectively, but the depth structure information cannot preserve well. Data-driven based algorithm [43] can learn the useful feature of the scene transmission from a large number of annotated samples. However, the estimated results by this type method still cannot handle the texture edges. Compared with the above estimated algorithms, our proposed unified method can effectively smooth the texture details while preserving the depth abrupt edges.
Since the selected simulated hazy images are collected from the D-HAZY dataset [63] and the corresponding ground truth reference scene transmission images are known, the conventional objective indicator mean squared error (MSE) can be adopted to further evaluate the accuracy of the estimation by using different strategies. Usually, a lower MSE indicates the estimated result more accurate and close to the ground truth. In Table 1 , our estimated results by the proposed unified model can achieve the lowest scores which shows that the proposed algorithm outperforms all other three estimated strategies. Fig. 9 .
On the other hand, the final dehazing performance should be deserved more attention due to the primary objective of the proposed variational model in this paper. To this end, extensive comparisons with seven prevailing dehazing approaches, including He's method [19 [30] , are performed to demonstrate the superiority of the proposed dehazing method. We first choose seven pairs of stereo images from the challenging benchmark D-HAZY dataset which are synthesized from the haze-free images and the real depth maps using the classical atmospheric scattering model. Then, all dehazing techniques are tested and evaluated on these simulated hazy images and the dehazed results by different approaches are shown in Fig. 10(b)-(i) . It is worth noting that Fig. 10(a) and (j) respectively stand for hazy and ground truth images for better comparison.
From Fig. 10(c) -(g), these dehazing techniques can remove the haze and recover the scene radiance to some extent. However, some obvious residual hazes still exist in their dehazed results. For Choi's result of the hazy image named ''Jadeplant'', the dehazed result tends to exhibit some negative effects, such as the over-saturated and over-enhanced. Chen's method also suffers from the same problem for the hazy image ''Storage''. The main drawback of these methods is their insufficient dehazing ability. For He's method, its dehazed results are more accordant with the ground truth, especially for the hazy images ''Shopvac'' and ''Storage''. Unfortunately, He's method is susceptible to produce halo artifacts due to the guided filter based refinement strategy. Although the results by Liu's method are improved based on He's method, some sharp edges may be enhanced excessively, such as the hazy image ''Storage''. Compared with the above dehazing techniques, our proposed unified model can recover the details and remove hazes at utmost, and at the same time suppress halo artifacts at depth abrupt edges. Moreover, some distinctive regions of these dehazed results by different VOLUME 7, 2019 [62] . (e) Chen's results [28] . (f) Cai's results [44] . (g) Ren's results [44] . (h) Liu's results [30] . (i) Our results. (j) Ground truth. The local close-up patches marked using red rectangle are magnified for better comparison.
techniques are also magnified for a clearer comparison. As we can see from the local magnification views of some details, the recovered results by our algorithm are more clearer and closer to the ground truth haze-free images.
In order to overcome the unavoidable bias of subjective visual judgement and evaluate the dehazing performance of different recovery techniques objectively and fairly, the quantitative assessment is needed to conduct on these simulated hazy images. The widely recognized used non-reference fog aware density evaluator (FADE) [62] and the conventional full-reference quantitative metrics, such as peak signal-tonoise ratio (PSNR), structural similarity (SSIM) [64] , and MSE, are introduced for giving the overall evaluation objectively. Generally, smaller values of FADE stand for lower perceptual haze density. For the SSIM indicator, larger values of SSIM represent better structural similarity between the dehazed result and the ground truth. In terms of PSNR and MSE, larger values of PSNR and smaller values of MSE indicate that the dehazed result are more desirable and acceptable.
Quantitative comparisons of the dehazed results in Fig. 10 using the objective index FADE, PSNR, SSIM and MSE are shown in Table 2 . By analyzing Table 2 , our proposed method can obtain the lowest FADE values for all the test hazy images compared with other dehazing approaches. For other metrics, the scores of our obtained results are ranked in top three among all seven comparative algorithms. Nevertheless, this does not mean that the dehazing ability of our proposed unified model is worse than other recovery techniques. Taking the hazy image ''Jadeplant'' as an example, the performance of Choi's result looks better than our result Fig. 10. on the PSNR index. This is mainly attributed to the fact these method may lead to over-saturated or too dark. From the average values of four metrics for all the test hazy images in Table 2 , our proposed method has the best scores which outperforms other seven comparative algorithms from the viewpoint of statistical results.
D. COMPARISONS ON REAL HAZY IMAGES
Apart from the simulated hazy images, the real hazy images are also tested and evaluated using our proposed algorithm with other seven dehazing techniques in this subsection. Similarly, this subsection will be separated into two parts for discussion.
First, we compare the estimated scene transmission obtained by the proposed unified model with three typical methods, including He's method [19] , Chen's method [28] and Cai's method [43] , which represent filter-based, energy-based and learning-based strategies respectively. In Fig. 11 , the results by He's method retain the vast majority of image edge information indiscriminately, but the unwanted image textures cannot be smoothed well. This is because the guided filter cannot distinguish and identify texture edges and depth discontinuity edges very well. By contrast, Chen's method can achieve the textures smoothness effectively owing to the constraint on the scene transmission. However, the depth structure changes of the input hazy image cannot be maintained accurately. Learning-based estimation way, namely Cai's method, fails to deal with the textures smoothness effectively. Compared with the above methods, the proposed variational model can keep the depth abrupt edges unchanged more accurately, and at the same time have better smoothness performance on unwanted textures.
Then, we focus on comparing the dehazed results of different kinds of real-world hazy images using the proposed algorithm with other seven different recovery techniques. As can be seen in Fig. 12 , the hazy images named ''house'' and ''trees'' possess complicated textures and depth abrupt regions, the results by He's, Zhu's and Chen's method are prone to generate halo artifacts near depth discontinuities. In the results of Choi's, Cai's, and Ren's method, some texture details are lost to different degree. Although Liu's method can recover texture details and avoid halo artifacts at depth edges, the dehazed results by this method are susceptible to color shift. On the contrary, our achieved results look more natural and hold better quality from human visual perception. To better demonstrate the dehazing ability of the proposed model, some important detail regions marked with red rectangle are magnified for ease of comparison. The second and fourth row in Fig. 12 are the local magnification views of the red rectangle. From the local close-up patches in the second row, most dehazing algorithms, including Choi's, Cai's, Ren's and Liu's result, are prone to lost detail textures among the branches. Other methods, namely He's, Zhu's and Chen's result, still exist halo artifacts at depth abrupt edges. In the fourth row of Fig. 12 , our result can exhibit more details compared with other dehazing methods. Based on the above analysis, the proposed method has better haze removal effect and color maintenance relative to other seven dehazing methods.
For the input hazy image ''tiananmen'' including large sky regions in Fig. 12 , the dehazed results by He's and Chen's method appear color distortions in sky regions which may affect the overall visual performance. Although Zhu's, Cai's, Ren's and Liu's method can alleviate color distortion, some residual hazes are still remains in their dehazed results. In addition, the recovered details in Chen's result are a little blurred. Compared with other dehazing methods, our method can restore the textures occluded by haze and at the same time prevent the sky region from color distortion.
For the image plagued by the nonuniform haze such as ''forest'' in Fig. 12 , all dehazing techniques except the proposed method cannot remove hazes to the greatest extent. The massive residual hazes still exist in He's, Zhu's, Choi's, Chen's, Cai's, Ren's, and Liu's result. In the seventh row of Fig. 12 , the local patch is also enlarged and our achieved result can recover the forest details occluded by haze.
Moreover, our proposed dehazing method can also be leveraged for remote sensing images. For the image ''aerial'' in Fig. 12 , all dehazing approaches can remove hazes to varying degree. However, there still exists some residual hazes at distant regions in He's, Zhu's, Choi's, and Ren's result. The textures are blurred to a certain extent in the Chen's result, and the result by Cai's and Liu's method tend to produce over dark regions. Our method can recover the scene details in hazy regions more clearly along with better information retainability. The close-up red rectangle patch can present a more obvious comparison effect, which can further prove the superiority of the proposed unified model.
Through the mentioned analysis, the proposed dehazing algorithm can be suitable for different kinds of real-world hazy images and restore haze-free image with high contrast and vivid color comparative to other seven prevailing dehazing methods.
In addition, another group of comparisons with three famous Retinex-based enhancement algorithms and a variational Retinex based enhancement approach is conducted for further validating the advancement of the proposed method. This is attributed to the fact that our motivation in this paper originates from the relation between image dehazing and Retinex. To this end, three different popular implementations of Retinex, namely Single Scale Retinex (SSR) [51] , Multi-Scale Retinex (MSR) [52] , and Light Random Spray Retinex (LRSR) [53] , are selected to conduct experiments to compare the dehazing performance. In addition, weighted variational Retinex model based low-light enhancement technique (WVRI) [54] is also included. Following the formula (5), these comparative methods are implemented on inverted intensities of the hazy images, and inverted afterwards. For LRSR [53] , the spray size is considered as n = 75, and the kernel size are k1 = k2 = 75, and row and step sizes are set to 1. The related parameters in WVRI [54] are set to be optimal according to the respective authors.
As can be seen from Fig. 13 , the results by SSR cannot remove hazes effectively and are susceptible to color distortions owing to using single scale. In contrast to SSR, the results by MSR can improve the global contrast of hazy images remarkably, but the phenomenon of color distortions still exists. In the results of Fig. 13(d) , contrast and colors cannot be improved effectively. The variational Retinex based enhancement method (WVRI) can effectively perform for the low-light images. Unfortunately, this variational method cannot be fully applicable to the problem of image dehazing. As shown in Fig. 13(e) , some obvious residual hazes are still remained in the processed results. This is because that the proposed variational model in [54] cannot directly be applied to the dehazing field. It can be seen from Fig. 13 (f) that our proposed method outperforms other four comparison methods in dehazing ability and color retainability.
To further prove the dehazing performance of the proposed unified model, the local magnification views for some distinctive regions are also provided in Fig. 13 . As can been seen from the local close-up patches, the obtained dehazing results by the proposed method exhibit more texture details and desirable vivid colors compared with other four Retinex-based enhancement approaches. [62] . (e) Chen's results [28] . (f) Cai's results [44] . (g) Ren's results [44] . (h) Liu's results [30] . (i) Our results. The local close-up patches marked using red rectangle are magnified for better comparison. Besides the subjective visual assessment, objective indicator is also a very important aspect to evaluate the dehazing ability of different algorithms. Therefore, to assess the dehazing performance objectively, the mentioned non-reference haze density indicator FADE, is used to conduct quantitative comparison. FADE only adopts 12 measurable fog aware statistical features to predict perceptual haze density over entire image without any reference information which is well consistent with human perception judgements of haze density. Generally, smaller values of FADE indicate lower perceptual haze density and better dehazing performance. The relevant objective assessment results of FADE scores in Fig. 12 and 13 are shown in Table 3 and 4, respectively. By analysing Table 3 , our proposed method can achieve the smallest FADE scores except for the hazy image ''tiananmen''. For the hazy image ''tiananmen'', the scores by He's and Choi's method exhibit significantly smaller than our method. This is due to the fact that color distortions in sky regions are mistaken for the dehazing performance. Apart from He's and Choi's result, our proposed method can provide the smallest FADE score relative to other four dehazed results. Similar analysis in Table 4 , our dehazed results can obtain the smallest FADE scores in Fig. 13 , which is accordance with human visual system and assessment. It can be seen from Table 3 and 4 that our proposed dehazing method can provide the smallest average FADE scores. Through the above analysis of Table 3 and 4, the effectiveness and advancement of the proposed dehazing method can be successfully demonstrated in terms of objective image quality assessment. [51] . (c) MSR [52] . (d) LRSR [53] . (e) WVRI [54] . (f) Our method. The local close-up patches marked using red rectangle are magnified for better comparison. 
E. COMPLEXITY ANALYSIS
The computational efficiency is also an important indicator for an algorithm. As shown in Algorithm 1, each iteration of the proposed method needs to update six variables and the primary computation cost derives from FFT and inverse FFT operators. Concretely, it requires O (N log N ) to update R and T and O (N ) for other variables, where N is the total number of pixels. Therefore, the overall iteration procedure of Algorithm 1 takes O (tN log N ), where t is the total number of iterations. The proposed method require about 3.8 seconds for the hazy image with size 600*400. It should be noticed that some dehazing methods, such as Chen's method [28] , have higher computational complexity because of requiring to solve large linear equations. Also, our proposed method performs pretty well in terms of qualitative and quantitative aspects. In addition, our proposed method are executed in Matlab and not well optimized which could be further improved using advanced computing hardware.
V. CONCLUSIONS
In this paper, we have put forward a simple yet effective unified variational model for single image dehazing. On the basis of the relationship between image dehazing and Retinex, the dehazing problem is formulated as a minimization of a variational model which includes two total variation regularization terms to constrain the transmission and the inverted scene radiance respectively. The optimization procedure can be solved by an alternating direction minimization scheme. Different from most of previous two-step dehazing framework, the proposed method integrates the transmission stage and the restoration stage into one variational equation which can simultaneously estimate the scene transmission and recover the haze-free image. Subjective and objective comparisons with other state-of-the-art dehazing and enhancement techniques are conducted to verify that our proposed method performs better or comparable on dehazing ability and color fidelity.
However, our method still exists some deficiencies which needs to be improved. On the one hand, although the empirical setting parameters may be suitable for most hazy images and provide satisfactory dehazing results, they cannot be adjusted adaptively. On the other hand, the computational cost of the proposed method cannot satisfy real-time dehazing processing task. In the future work, we will explore self-adaptive and high computational efficiency real-time dehazing framework for engineering requirements. 
