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Abstract: Ground state geometries of benzene on crystalline 
ice cluster model surfaces (Ih) are investigated. It is found that 
the binding energies of benzene-bound ice complexes are 
sensitive to the dangling features of the binding sites. We used 
time-dependent DFT to study the UV spectroscopy of benzene, 
ice clusters, and benzene-ice complexes, employing the M06-
2X functional. It is observed that the size of the ice cluster and 
the dangling features show minor effects on the UV spectral 
characteristics. Benzene–mediated electronic excitations of 
water towards longer wavelengths (above 170 nm) are noticed 
in benzene-bound ice clusters, where the cross-section of 
photon absorption water is negligible, in good agreement with 
recent experimental results (Thrower et al., J. Vac. Sci. 
Technol. A, 2008, 26, 919-924). The intensities of peaks 
associated with water excitations in benzene-ice complexes 
are found to be higher than in isolated ice clusters. The 𝜋 →𝜋∗	electronic transition of benzene in benzene-ice complexes 
undergoes a small red-shift compared to the isolated benzene 
molecule, and this holds for all benzene-bound ice complexes. 
Introduction 
Polycyclic aromatic hydrocarbons (PAHs) are one of the most 
important classes of carbon-bearing molecules.[1] They may 
account for up to 20 % of the carbon in our galaxy, and are 
now widely accepted as being ubiquitously present in many 
astrophysical environments.[2-6] They have also been proposed 
as possible carriers of both the diffuse interstellar bands 
(DIBs)[7] and the unidentified infrared bands (UIRs) observed 
in a wide range of environments. Moreover, PAHs are likely 
to exist as either a component of water-rich icy mantles that 
are accreted on dust grains under cold conditions (T ≤ 20 K), 
or as a part of the carbonaceous component of the dust grain 
itself.[8, 9] Infrared (IR) observations on icy mantles have 
revealed H2O as the most abundant molecule, along with 
some other species such as CO, CO2, and CH3OH.[2] Several 
experiments have been performed to obtain IR absorption 
spectra of PAH/H2O ice mixtures.[10-12] 
   Chemical evolution of bulk ices during irradiation by UV 
light has been extensively studied.[13, 14] The photochemistry 
of H2O ices containing PAHs upon irradiation by UV light has 
been studied experimentally using IR spectroscopy and mass 
spectrometry.[14-17] It has been observed that UV irradiation of 
water ice containing PAHs may play an important role in the 
formation of complex organic species such as alcohols, 
quinones and ethers including substituted PAH species.[14] 
Photon-stimulated desorption is an important process to 
account for the high gas phase abundances of water under 
astrophysically relevant conditions.[18, 19] Recently there has 
also been increased interest in the UV processing of 
laboratory models of interstellar ices.[20-29]  
   Benzene (Bz) has been detected in the proto-planetary 
nebula CRL 618,[30] and is chosen as a representative of 
complex PAH molecules within ice mantles, while crystalline 
water ice (Ih) structures are chosen to model water-dominated 
interstellar icy mantles. Under ambient conditions, hexagonal 
crystal ice is the dominant solid form of H2O. Experimental 
and computational studies have been performed to understand 
the effect of temperature on the crystalline ice surfaces that 
leads to the proton ordering-disordering at the surface, which 
also affects the interactions between the ice crystal surface 
and different adsorbates.[31-33] Several previous experimental 
and computational studies in the literature discussed the 
patterns of dangling H (d-H) and dangling O (d-O) atoms at 
the basal ice surface.[31-35]  
   Numerous theoretical and experimental studies have been 
performed on ground state properties such as geometries, 
binding energies, and infrared (IR) spectra of water Wn 
clusters[36-46] and Bz-Wn complexes[47-50], with a detailed 
description of the non-covalent interactions, such as hydrogen 
bonding interactions prevailing in such systems.[41, 45-49, 51] 
Zwier and their co-workers have carried out extensive 
experimental studies on Bz-Wn complexes and IR data have 
been presented.[48, 52, 53] Experimental studies on the 
interaction between Bz and the surface of amorphous ice have 
shown that the Bz interacts with the ice surface as a proton 
acceptor, and a strong down-shift of the dangling-H band in 
the IR spectra of the ice is observed.[54] IR spectral 
characteristics of the ice-benzene system depend on the shape 
and position of the dangling-H band, which in turn depends on 
the temperature.               
    The interaction of Bz with amorphous solid water adsorbed 
on polycrystalline Ag has been studied experimentally.[55] 
Detailed computational studies of Bz-Wn (n = 1-10) 
complexes using DFT have shown the presence of 
nonconventional H-bonding interactions such as O-H….π 
interactions in all these clusters with additional contributions 
from C-H….O and lone pair (lp)….π interactions, which lead to 
the overall stability of these clusters.[47] Computational 
investigations on the structures and bonding in water Wn(n = 
1-8)-Bzm, (m = 1-2) complexes, using an effective fragment 
potential (EFP) method, have predicted a dominant nature of 
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H-bonding interactions i.e., O-H….π and C-H….O interactions 
in all of the larger water-benzene complexes, and benzene is 
shown to act both as an H-bond donor and acceptor in the 
water-benzene complexes.[49] The benzene-water interactions 
are found to be slightly weaker than the water-water 
interactions, and very small energy differences between 
different isomers are involved in the formation of such 
complexes.[49]  
   The excited state properties of the systems discussed above 
have received relatively little attention.[56, 57] Recent 
computational studies on the UV spectroscopy of the cage and 
the prism conformers of the water hexamer (W6), and the 
benzene-bound water hexamer (Bz-W6) clusters have shown a 
small red-shift in the main electronic transition of benzene 
after interacting with the W6 cluster.[56] It is noticed that 
benzene influences the water excitations by shifting towards 
longer wavelengths in both the cage and the prism geometries 
of Bz–W6 clusters. Furthermore, in these cluster models, new 
charge transfer (CT) states are observed. Experimental studies 
on photo processing of model interstellar ices have revealed 
three distinct photo-desorption mechanisms in such systems 
viz. (i) direct adsorbate-mediated desorption of benzene, (ii) 
indirect adsorbate–mediated desorption of water, and  (iii) 
substrate-mediated desorption of both benzene and water.[23] 
The translational temperature of both desorbed species i.e., the 
benzene and the water molecules, is found to be higher than 
the ambient temperature of the complex system. It has been 
observed experimentally that photon absorption by benzene 
can make H2O desorption possible at wavelengths where the 
photon-absorption cross-section for H2O is negligible.[22] A 
recent experimental study on the photodesorption of benzene 
from H2O ice has shown a strong dependence of desorption of 
both Bz and water on the morphology of the ice.[23]  
 In the experiments discussed above, the photon-stimulated 
desorption of water from Bz-ice films have been studied at 
specific wavelengths around 250 nm to represent the 
interstellar radiation field (ISRF), that corresponds to diffuse 
regions of molecular clouds in the interstellar medium. 
However, a computational study of such interstellar ice 
models can provide deep insight into detailed spectroscopic 
transitions involved in these processes, and give information 
about excited states available to the adsorbed benzene. It is 
evident that a more detailed understanding of the interactions 
between benzene and the underlying ice surfaces is required. 
There have been many experimental studies of the adsorption 
of benzene on both single and polycrystalline metal 
surfaces.[58-60] To the best of our knowledge, there have been 
no computational studies in the literature discussing the 
effects of dangling features of the ice surface on Bz 
adsorption and UV spectra of Bz-ice complexes. Therefore, 
the purpose of the present study is two-fold, viz. to both 
investigate the role of the dangling atoms on Bz adsorption on 
crystalline water ice, and to investigate the UV spectroscopy 
and vertical excited states of Bz-ice complexes. Vertical 
excitation energies and oscillator strengths of the excited 
states including characterizing the nature of electronic 
transitions involved in these complexes are the primary focus 
in this study. 
Computational methods and models 
Computational methods: 
The ONIOM (our Own N-layered Integrated molecular 
Orbital molecular Mechanics) method[61-64] is one of the most 
popular hybrid methods. In common practice, ONIOM can be 
applied to relatively large molecular systems. It produces 
results of good accuracy at low computational cost. In the 
ONIOM(QM:MM) formalism, the molecular system is 
partitioned into two regions; the chemically important 
partition is treated by a quantum mechanical (QM) method, 
while the rest of the system is treated by a force-field (MM) 
method. In a two-layer ONIOM(QM:MM) calculation, the 
total ONIOM(QM:MM) energy can be obtained as 		𝐸&'(&) 𝑟𝑒𝑎𝑙 = 		 𝐸/)(𝑚𝑜𝑑𝑒𝑙) + 	𝐸)) 𝑟𝑒𝑎𝑙	 −			𝐸))(𝑚𝑜𝑑𝑒𝑙	)                       (1)                                                                 	
 where the model system is treated at both the QM and the 
MM levels, while the real system is treated at the MM level 
only. Applications of ONIOM(QM:MM) are many-fold and 
details are provided in the literature.[65-68] However, the 
ONIOM(QM:MM) method has not gained much attention in 
the field of astrochemistry. In this study, we have used the 
ONIOM(QM:AMOEBA09) method, where we have 
performed  QM calculations with Gaussian09[69] and MM 
calculations with the Tinker program [70], [71, 72] program. 
     The AMOEBA (atomic multipole optimized energetics for 
biomolecular simulation) polarizable force field has been 
explained in detail in the literature.[73-77] For this potential 
energy model, the total interaction energy among atoms is 
expressed as 
 𝑈 = 𝑈89:; + 𝑈<:=>? + 𝑈8@ + 𝑈99A + 𝑈B9CDE9: + 𝑈;EDAFC?A +											𝑈?>?GA?CH + 𝑈?>?GE:;                                                        (2)                                                        
where the first five terms describe the short-range valence 
interactions corresponding to the bond stretching, angle 
bending, bond-angle cross coupling, out-of-plane bending, 
and torsional rotation, respectively. The last three terms 
correspond to the non-bonded interactions i.e., dispersion-
repulsion (also referred as the vdW interaction), permanent 
electrostatic, and induced electrostatic contributions. The 
AMOEBA force-field allows for an accurate description of 
molecular electrostatic potentials, and errors are shown to 
reduce by orders of magnitude upon complementing atomic 
monopoles with dipole and quadrupole moments.[78-80] 
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AMOEBA includes electronic polarization[74, 76, 81], and treats 
both intra- and intermolecular polarization consistently via 
Thole’s damped interactive induction models.[82] Successful 
applications of the AMOEBA force-field to study a wide 
range of properties of gas-phase clusters, liquid water, and ice 
crystals have been demonstrated in several publications.[73, 74, 
83]  
							In the present work, the geometries of all ice models were 
optimized with the ONIOM(M06-2X:AMOEBA09) method. 
We have used a mechanical embedding scheme. The 
AMOEBA09 atom type definition includes 36 (water O), 37 
(water H), 87 (carbon atoms of benzene), and 88 (hydrogen 
atoms of benzene). The 6-31++G(d,p) basis set [84-87] was used 
in the QM calculations. In addition, energies of the optimized 
structures were also obtained by performing single-point 
energy calculations with ONIOM(LPNO-
CCSD:AMOEBA09). The Dunning correlation-consistent[88, 
89] cc-pVTZ and cc-pVTZ/C combination basis set was used 
for the QM calculations. The default cut-off parameters as 
implemented in the ORCA2.9 program were employed in 
LPNO-CCSD calculations.[90]  
   TD-DFT linear response theory[91-94] is one of the popular 
and most widely used electronic structure methods for 
calculating vertical electronic excitation energies. Starting 
from the ONIOM(M06-2X:AMOEBA09) optimized 
structures, several model structures were generated. TD-DFT 
calculations on these were performed with the M06-2X[95] 
functional for all atoms in the model system. Excellent 
performance of the M06-2X functional for systems involving 
non-covalent interactions[96, 97], and also electronic excitation 
energies to valence and Rydberg states have been established 
previously.[95, 98] 
 Thus, although there are many possible choices of force-
field/density functional combinations, we believe that the 
ONIOM(M06-2X:AMOEBA09) one is a robust choice to 
describe both the water and organic molecule subsystems.  
 
ICE MODELS :  
 
Our initial step was to build a few ice cluster models to adsorb 
benzene and study electronic excitations. For this purpose, 
two types of models were used, namely A and B. Three water 
layers are included with a total of 162 H2O molecules and 156 
H2O molecules, respectively in the A and B models (Figure 
1). As the cluster models are large, we have used the 
ONIOM(M062X:AMOEBA09) approach to optimize them. 
Then, ONIOM(QM:MM) optimized cluster models were used 
for the TD-DFT study where all atoms were included in QM. 
    In model A, the QM region consists of 12 H2O molecules, 
and the remaining 150 H2O molecules are in the MM region. 
In the case of model B, 8 H2O molecules are included in the 
QM region and 148 H2O molecules are in the MM region. In 
this study, we focus on four binding sites (two binding sites 
from model A and another two from B). The binding sites 
have different dangling features; A1 and B1 (two d-H and one 
d-O), and A2 and B2 (one d-H and two d-O). These binding 
sites are relevant to the striped phase.[31-33] Depending on the 
dangling features, four other binding sites can be generated, 
but those are beyond the scope of the present study. 
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Figure 1. 	QM/MM structures of model A and B (top and side view to the left), QM/MM structures for A1 and B1 sites are shown here.  Illustration of the dangling 
features at the binding sites to the right.  Dangling-hydrogen (d-H) and dangling-oxygen (d-O) are shown in black circles and red circles, respectively.  O atoms in 
the bilayer immediately below are shown in blue circles.
Results and Discussion 
Ground state geometries and energetics of Bz-
crystalline ice models:  
The ground state geometries of A and B ice models and their 
respective Bz-ice complexes were fully optimized using the 
ONIOM(M06-2X:AMOEBA09) approach. The four models 
with mixed d-H and d-O dangling bonds were found to bind 
benzene stronger so in the remainder we focus on these. See 
Fig S1 (Supporting Information) for the optimized Bz-ice 
complexes and their total energies.  
We have selected the most stable Bz-ice complexes from the 
A model (i.e., A1, A2) and the B model (i.e., B1, B2). Their 
key structural parameters are shown in Fig. 2, and calculated 
binding energies are summarized in Table 1. Binding energies 
(BE) of the Bz-ice complexes were calculated using the 
following formula: 
			𝐵𝐸 = (𝐸JKFEG? − (𝐸EG? + 𝐸JK)) 																																										(3)		
                                   
where 𝐸JKFEG? , 	𝐸EG? , and 𝐸JK  denote the total energy of the 
Bz-ice system, crystalline ice Ih, and benzene, respectively. 
       
 
Figure 2. 	 ONIOM(M062X:AMOEBA09) optimized structures of four of the Bz-ice complexes.  Only the atoms in the QM region are shown. Carbon-carbon bond 
lengths in Bz are also given for each binding site. Bond lengths are in Å, bond angles are in degrees, and the aromatic centre of the benzene ring is labelled as 
AC. 
In order to check the effect of the size of the QM region on 
the benzene binding energies and binding preference, M06-2X 
single-point calculations were carried out by including all 
H2O molecules in the QM region. It is interesting to see that 
M06-2X binding energies and ONIOM(M06-
2X:AMOEBA09) binding energies are in good agreement 
!!!!!!!!!A1 !!!!!!!!!!B1! !!
!!!!!!!!!A2 !!!!!!!!!!B2 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!
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(See Table 1 and Fig. 3). Thus, it is evident that the 
ONIOM(QM:AMOEBA09) method performs quite well on 
these systems. Also, we have fully optimized A1, B1, and 
their benzene bound systems by increasing the size of the QM 
region (48 H2O molecules in the QM region and 114 H2O in 
the MM region). ONIOM(M06-2X:AMOEBA09) optimized 
structures are shown in Fig. S2 (Supporting Information). The 
calculated binding energies of each of A1 and B1 are 0.40 eV, 
and they are in good agreement with M06-2X binding 
energies. Based on these results, we argue that our 
ONIOM(QM:MM) model systems provide a good description 
for benzene binding on ices. 
 
Table 1. Calculated binding energies (in eV) of Bz-ice complexes for 
geometries optimized at the ONIOM(M06-2X:AMOEBA09) level. Model	 	ONIOM		(M06-2X:AMOEBA09)	 ONIOM	(LPNO-CCSD:AMOEBA09)	
M06-2X	
	A1:	2d-H	1d-O	 0.45	 0.45	 0.43		A2:	2d-O	1d-H	 0.43	 0.40	 0.41		B1:	2d-H	1d-O	 0.44	 0.42	 0.43		B2:	2d-O	1d-H	 0.37	 0.34	 0.36	
 
 
According to our survey, the calculated binding energies of 
the four presented Bz bound ice complexes range from 0.37 to 
0.45 eV. The largest binding energies were observed for 
binding sites A1 (0.45 eV) and B1 (0.44 eV). The 
ONIOM(LPNO-CCSD:AMOEBA09) binding energies are 
consistent with those of the ONIOM(M06-2X:AMOEBA09) 
(See Fig. 3), indicating that the dangling features have an 
effect on the binding energies. Binding of benzene is favoured 
at the A1 site, where the electron cloud of the benzene 
interacts with the two d-H of the ice surface, which leads to 
two 𝜋…..HO type hydrogen bonding interactions. There are 
two additional C-H….OH hydrogen bonding interactions 
present in this case, providing more stability thereby giving 
the highest binding energy for the A1 site. In the case of the 
A2 site, the binding energy is 0.43 eV. Here two hydrogen 
atoms of benzene interact with the two d-Os of the surface and 
aromatic centre of benzene interacts with the d-H of the 
surface. This leads to two C-H….OH and one 𝜋…..HO type 
hydrogen bonding interactions.  
 We have performed a similar analysis as above for the B 
sites. The binding energies of these two sites are 0.44 and 0.37 
eV. The binding types are the same as for the A sites and 
consistent with the results for the A sites. Binding site B1 
gives the highest binding energy of the B sites. The 𝜋…..HO 
and C-H….O type hydrogen bonding interactions dominate 
these systems, as has also been seen in previous 
computational studies.[47, 49]  
    
 
 
Figure 3. Variation of binding energies (eV) of Bz-Ih complexes versus 
different levels of theory for all each studied  binding site. Note: It is important 
to mention that the M06-2X/631++G(d,p) calculations were perfomed on the 
real system, (thus including all atoms in the QM region and leaving no atom in 
the MM region). 
It is important to note that the four binding sites consisting of 
both d-H and d-O dangling bonds (A1, A2, B1, and B2) have 
the characteristics of the ‘striped phase’.[33] It has been 
suggested that an ordered, striped dangling atom pattern is 
favoured by the ice basal surface as long as the surface 
remains solid and oxygen-ordered at T ≤ 180 K.33 Thus 
benzene can strongly adsorb at these sites of crystalline ices at 
low temperatures.  
 
Electronic excitations in Bz bound ice cluster 
models:  
 
 We have performed TD-DFT calculations on the 
ONIOM(M06-2X:AMOEBA09) optimized ground state 
structures of ice cluster models and their respective Bz bound 
ice clusters. In the TDDFT study, all H2O molecules in the Bz 
bound ice clusters were described by the M06-2X functional 
with the 6-31++G(d,p) basis sets. Ice cluster models of three 
different sizes for each binding site are taken into account to 
study the effect of cluster size on electronic excitations in Bz-
ice complexes i.e., Bz-(H2O)12 ; Bz-(H2O)48 ; Bz-(H2O)72 for 
binding site A1 and Bz-(H2O)8 ; Bz-(H2O)32 ; Bz-(H2O)48 for 
binding site B1 (see Fig. 4). Similar calculations are also 
performed for the binding sites of cluster models A2, and B2. 
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It should be mentioned that for all of these complexes, we 
have calculated vertical electronic transitions that are singlet 
in nature.  
 
 
 
 
Figure 4. Two of the structures for binding site A1: (a) Bz-(H2O)12 ; (b) Bz-
(H2O)48 ,and two for binding site B1: (c) Bz-(H2O)8 ; (d) Bz-(H2O)32 . 
 
ELECTRONIC EXCITATIONS IN MODELS A AND B: 
 
UV spectra obtained by TD-DFT calculations for binding sites 
A1 and B1 are presented in Fig. 5 and Fig. 6, respectively. In 
Fig. 7, the corresponding spectra for the A2, and B2 binding 
sites are shown. We show results for an isolated benzene 
molecule, a small ice cluster and benzene-ice complexes. 
It has been observed experimentally that the UV spectrum of 
benzene shows absorption bands at 4.9, 6.20, and 6.94 eV 
related to electronic excitations from the ground state to the 
excited states with symmetries 1B2U, 1B1U, and 1E1U, 
respectively.[99] The calculated valence 𝜋 → 𝜋∗	 excitation 
energies of Bz (experimental values in parenthesis) are 1B2U : 
5.59 (4.9[99, 100]), 1B1U : 6.39 (6.20[99], 6.19[100]), and 1E1U :  
7.11 (6.94[99], 6.96[100]) eV. Our results compare well with the 
experiments for the excitations to the 1B1U and 1E1U excited 
states, which are computed with an accuracy of about 0.2 eV. 
The excitation energy of the 1B2U state is however 
overestimated by about 0.6 eV. It is important to note that the 
lowest valence transitions of Bz from the ground to the 
excited states 11B2U and 11B1U are strictly dipole forbidden on 
symmetry grounds. The Bz excitation feature at around 174 
nm (7.11 eV) is of very high intensity, and corresponds to a 
dipole allowed electronic transition from the ground to the 
11E1U excited state. 
     For Bz-ice complexes, most of the high intensity electronic 
transitions appear in the range 6.9-7.2 eV. In the case of ice 
clusters, electronic excitations are strong only at higher 
energies i.e., above 7.2 eV. It is noticed from the UV spectra 
that the intensities of the excitation peaks in the Bz-ice 
complexes for the A1 and A2 sites increase slightly with the 
size of the ice cluster i.e., as we move from Bz-(H2O)12 to Bz-
(H2O)72 (see Fig. 5 and Fig. 7). For binding site A2, strong 
intensity peaks are centred around 6.95-7.0 eV (178 nm) with 
only a negligible shift in peak positions with increase in 
cluster size, while for binding site A1, small shifts in the peak 
positions are noticed as the cluster size increases from Bz-
(H2O)12 to Bz-(H2O)72 and the excitations are seen around 
6.93-7.13 eV. Comparing the results for the A1 and A2 
binding sites, it is seen that the dangling features of binding 
site A2 seem to play a smaller role on the UV spectral 
characteristics than those for the A1 site. 
    The UV spectral characteristics for cluster model B are 
similar to those for model A. Also these results show a 
dependence on the size and the dangling features of the 
binding site of the ice cluster in Bz-ice complexes (see Fig. 6 
and Fig. 7). It is seen that the intensities of the electronic 
transitions in the Bz-(H2O)32 and Bz-(H2O)48 clusters are 
slightly stronger than those in the Bz-(H2O)8 cluster. Rather 
small shifts in peak positions and their intensities are seen as 
we move from Bz-(H2O)32 to Bz-(H2O)48 indicating that 
increasing the size of the ice cluster does not substantially 
affect the intensities and positions of the electronic transitions.  
      Next we discuss the nature of the major transitions in the 
Bz-ice complexes in order to understand the role of Bz and 
water (W) in generating these strong excitation peaks. Since 
the binding energies of Bz bound ice clusters are slightly 
higher for the A1 and B1 binding sites compared to the A2 
and B2 sites, as discussed above, we have performed a 
detailed analysis on the former.  We checked the orbital 
transformations for the excitations that are associated with 
high oscillator strengths (f) or strong intensity peaks in the UV 
spectra (see Figs. 5 and 6) and the results are presented in 
Table 2. Additionally, some of the important electronic 
transitions found in the Bz-(H2O)12 complex for cluster model 
A2, and Bz-(H2O)8 complex for cluster model B2 are  given in 
Table 3. 
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Figure 5. Simulated UV spectra obtained by TD-DFT calculations using the M06-2X hybrid functional and the 6-31++G(d,p) basis set on an isolated Bz molecule 
and on ONIOM(M062X:AMOEBA09) optimized ground state geometries of cluster model A1. Some key orbitals involved in important electronic transitions are 
also presented. 
In the UV spectra of both the A1: Bz-(H2O)12 and B1: Bz-
(H2O)8 clusters, the two lowest energy vertical 	𝜋 → 𝜋∗	 
transitions show small red-shifts (0.05-0.12 eV) compared to 
isolated Bz. These transitions, i.e. from the ground to the 
11B2U and 11B1U states, which are dipole forbidden in Bz thus 
become slightly allowed in the Bz-ice complexes i.e.,  
 Bz	 𝑓 = 0.000 → A1: Bz − (HUO)WU 𝑓 = 0.004 −0.018 , B1: Bz − (HUO)[ 𝑓 = 0.001 − 0.005 .  
    Similar spectral characteristics are noticed as we increase 
the size of the ice cluster, and low-lying 	𝜋 → 𝜋∗	 vertical 
excitations become allowed with nearly the same oscillator 
strengths for both the A1 and the B1 binding sites, e.g., 
	(Bz	 𝑓 = 0.000 → A1: Bz − (HUO)]U 𝑓 = 0.002 −0.005 , B1: Bz − (HUO)_U(𝑓 = 0.002 − 0.005).    
   
  It is found that the strongest transition for the A1: Bz-
(H2O)12 complex is at about 7.1 eV (175 nm) and that it is due 
to a 𝜋 → 𝜋∗	 electronic transition of benzene. This strong 
intensity 𝜋 → 𝜋∗	electronic transition (bright state) with high 
oscillator strength is slightly red-shifted with respect to the 
corresponding dipole allowed transition to the degenerate 1E1U 
excited states of isolated Bz. The magnitude of the red-shift is 
about 0.04 eV (~ 1 nm). For the B1: Bz-(H2O)8 complex, the 
corresponding transition gives a red-shift of about 0.12 eV (~ 
3 nm). 
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Figure 6. Simulated UV spectra obtained by TD-DFT calculations using the M06-2X hybrid functional and the 6-31++G(d,p) basis set on an isolated Bz molecule 
and on ONIOM(M062X:AMOEBA09)  optimized ground state geometries of cluster model B1. Some key orbitals involved in important electronic transitions are 
also presented. 
The degeneracy of the 1E1U states of Bz is broken by about 0.1 
eV (~ 2.5 nm) in A1:Bz-(H2O)12 while it is broken by less than 
0.04 eV (< 1 nm) in the B1:Bz-(H2O)8 complex. The oscillator 
strengths of these bright 𝜋 → 𝜋∗	electronic states are lower in 
the Bz-ice complexes as compared to isolated Bz, illustrating 
the effect of the water cluster. Thus it is clear that the 
spectrum of benzene is changed due to presence of the water 
cluster.   
 It is important to note that the highest oscillator strength is 
found for a 𝜋 → 𝜋∗	electronic transition (bright state) in the 
Bz-(H2O)72 system when  compared to the corresponding one 
in the Bz-(H2O)12 and  Bz-(H2O)48 complexes. The electron 
densities of the key orbitals involved in this main 𝜋 →𝜋∗	electronic transition of Bz remain localized on the benzene 
ring with increasing ice cluster size. This is consistent with the 
nature of the orbitals involved in the electronic transition of 
the isolated Bz molecule. Similar orbital features (i.e., 
localized electronic densities) are observed in key transitions (𝜋 → 𝜋∗	) in both cluster models A and B. It is also evident 
from our results that both the A and B cluster models are 
consistent with each other in predicting important electronic 
transitions in such complex systems.  
 The existence of close lying Bz charge transfer (CT) states 
and diffuse states is found in the Bz-ice complexes (see Table 
2). These states may influence the water Rydberg type 
excitations towards longer wavelengths than 170 nm. This has 
also been seen in recent experimental studies.[22-24] The 
intensities of water excitations in Bz-ice complexes are also 
found to be stronger as compared to those in isolated water ice 
clusters. It is clear from the above results and discussions that 
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the benzene interactions with the ice clusters are strong enough to affect the UV spectra of Bz-ice complexes. 
Table 2. TD-DFT singlet electronic transitions for cluster models A1: Bz-(H2O)12 ; Bz-(H2O)48 ; Bz-(H2O)72 and B1: Bz-(H2O)8 ; Bz-(H2O)32 (values in 
parenthesis correspond to singlet 𝜋 → 𝜋∗	transition of an isolated benzene molecule). Model	 E	(eV)	 λ(nm)	 Oscillator	strength	(f)	 Electronic	Transition	
A1:		
Bz-
(H2O)12	
5.54		(5.59,	4.9a,b)	6.28		(6.39,	6.20a,c,	6.19b)	7.07		(7.11,	6.94a,	6.96b)	
223.9		(222.0,	253.0a,b)	197.4		(194.1,199.9	a,c,	200.3	b)	175.4		(174.3,178.7a,	178.1b)	
0.0038		(0.0000)	0.0182		(0.0000)	0.3606		(0.6158,1.25d)	
𝜋 → 𝜋∗				𝜋 → 𝜋∗						𝜋 → 𝜋∗								6.97	(7.11)	 177.9	(174.3)	 0.1732	(0.6158)	 𝜋 → 𝜋∗	6.99	 177.2	 0.1415	 W-Rydberg	state	7.03	 176.4	 0.1161	 Bz	CT	state	7.20	 172.3	 0.0692	 W-Rydberg	state	7.43	 166.8	 0.0465	 W-Rydberg	state	
A1:		
Bz-
(H2O)48	
5.53		6.32	7.05	 224.4	196.3	175.9	 0.0046	0.0019					0.2550																																	 𝜋 → 𝜋∗			𝜋 → 𝜋∗		𝜋 → 𝜋∗	7.05	 175.9	 0.1610	 W-Rydberg	state	6.99	 177.2	 0.2068	 𝜋 → 𝜋∗	6.93	 178.8	 0.1471	 Bz	CT	state	6.95	 178.3	 0.1191	 Bz	CT	state	6.83	 181.5	 0.0281	 𝜋 → 𝜋∗	7.44	 166.7	 0.0210	 W-Rydberg	state	7.44	 166.6	 0.0172	 𝜋 → 𝜋∗	
A1:		
Bz-
(H2O)72	
5.52	6.31	7.04	 224.4	196.4		176.1	 0.0051			0.0023			0.4515	 	𝜋 → 𝜋∗			𝜋 → 𝜋∗		𝜋 → 𝜋∗		6.97	 177.9	 	0.3945	 𝜋 → 𝜋∗	6.87	 180.5	 	0.0449	 Bz	CT	state	6.89	 180.1	 	0.0223	 Bz	CT	state	
	B1:		
Bz-(H2O)8	
5.51		(5.59,	4.9a,b)	6.33		(6.39,	6.20a,c,	6.19b)	6.98		(7.11,	6.94a,	6.96b)	
224.9		(222.0,	253.0a,b)	196.0		(194.1,199.9	a,c,	200.3	b)	177.5		(174.3,178.7a,	178.1b)	
0.0047		(0.0000)	0.0005		(0.0000)	0.3203		(0.6158,	1.25d)	
𝜋 → 𝜋∗					𝜋 → 𝜋∗					𝜋 → 𝜋∗	7.00	(7.11)	 177.1	(174.3)	 0.2350	(0.6158)	 𝜋 → 𝜋∗	6.87	 180.4	 0.2234	 𝜋 → 𝜋∗												7.83	 158.4	 0.0965	 W-Rydberg	state	7.14	 173.6	 0.0855	 W	CT	state	7.02	 176.6	 0.1232	 Bz	CT	state	
	B1:		
Bz-
(H2O)32	
5.52	6.32	6.96	 224.5		196.2	178.0	 0.0053			0.0018			0.3665	 𝜋 → 𝜋∗			𝜋 → 𝜋∗				𝜋 → 𝜋∗	7.04	 176.3	 0.3538	 𝜋 → 𝜋∗	7.03	 176.5	 0.0656	 BZ	CT	state	7.04	 176.2	 0.0579	 W-Rydberg	state	7.47	 166.0	 0.0420	 W-CT	state	7.14	 173.7	 0.0459	 Bz	CT	state	6.92	 179.3	 0.0580	 Bz	CT	state	
aExptl/Taken	from	Ref.[99]	bExptl/Taken	from	Ref.[100]	cExptl/Taken	from	Ref.[101]	dExptl/Taken	from	Ref.[102]	
ARTICLE    
 
 
 
 
 
 
  
Figure 7. Simulated UV spectra obtained by TD-DFT calculations on an 
isolated Bz molecule, a small ice cluster and ONIOM(M062X:AMOEBA09) 
optimized ground state geometries of cluster models A2 and B2. 
Table 3. List of important electronic transitions (bright states) obtained by TD-
DFT calculations on optimized ground state geometries of Bz-ice complexes 
for cluster models A2 and B2. Model	 E	(eV)	 λ(nm)	 Oscillator	strength	(f)	 Electronic	Transition	
	A2:		
Bz-(H2O)12	
7.01	 176.9	 0.2899	 𝜋 → 𝜋∗	7.06	 175.6	 0.2768	 𝜋 → 𝜋∗	6.97	 178.0	 0.2069	 𝜋 → 𝜋∗	6.95	 178.3	 0.1102	 Bz	CT	state	
		B2:		
Bz-(H2O)8	
7.01	 176.9	 0.1781	 𝜋 → 𝜋∗	6.83	 181.6	 0.1500	 𝜋 → 𝜋∗	7.13	 173.9	 0.1454	 𝜋 → 𝜋∗	7.11	 174.4	 0.1221	 𝜋 → 𝜋∗	
 
 
Conclusions 
We have used the ONIOM(QM:AMOEBA09) method to 
optimize the benzene-ice complexes. The trends in the 
ordering of the binding energies of all four ONIOM(M06-
2X:AMOEBA09) optimized ground state structures of the 
studied Bz-ice complexes are in good agreement with   our 
ONIOM(LPNO-CCSD:AMOEBA09) calculations as well as 
with the M06-2X calculations for the full system, thus 
predicting good performance of the ONIOM(M06-
2X:AMOEBA09) method for modeling benzene-ice complex 
systems.  
      We show that hydrogen bonding plays an important role in 
providing stabilization in benzene-bound ice clusters. The 
benzene interacts with the ice clusters mainly via 𝜋…..HO and 
C-H….OH type hydrogen bonding interactions. The binding 
energies of the benzene-ice complexes depend slightly on the 
nature of the binding site of the ice surface, with binding sites 
consisting of two d-H and one d-O atom providing maximum 
stabilization to the benzene-ice complexes as compared to 
binding sites with one d-H and two d-O atoms. The binding 
energies of benzene on the four sites of the ice surfaces 
studied are estimated to be in the range 0.37-0.45 eV. 
      Our results also show that the UV spectra of benzene-ice 
clusters show minor differences in peak positions and 
intensities, depending on the size and nature of the ice surface. 
They give slightly stronger intensities for excitations as the 
size of the ice cluster increases. Most of the strong intensity 
electronic excitations i.e., bright states in the benzene-ice 
complexes are dominated by benzene. We have also seen 
some interesting features of benzene-mediated excitations in 
ice cluster models indicating water excitations at longer 
wavelengths (> 170 nm) in benzene-ice complexes, predicting 
the possibility of photon absorption by ice at wavelengths 
where photon absorption cross-sections are negligible in pure 
ice, as observed in recent experimental studies.[22, 23] The 
intensities of ice excitations are also found to increase in 
benzene-ice complexes relative to those in isolated ice 
clusters. It is clear that the spectroscopy of benzene is 
influenced by the presence of the ice cluster, causing red–
shifts in the 𝜋 → 𝜋∗	electronic transitions of benzene in Bz-ice 
complexes as compared to those in isolated benzene. The 
degeneracy of these transitions are broken, but only slightly, 
compared to the isolated gas-phase benzene. Charge transfer 
(CT) states and locally excited diffuse states are also 
important in describing the electronic excitations in the 
studied benzene-ice complexes. Following this initial 
application of ONIOM(M06-2X:AMOEBA09) to such a 
complex system, future work will investigate newer, 
potentially more accurate, MM models for the water, as well 
as different density functionals and their combined 
performance on a wider range of PAHs in ice environments.    
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electronic excitations of 
water towards longer 
wavelengths (above 170 
nm) are noticed in 
benzene-bound ice 
clusters, which are 
however completely 
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ice clusters as photon 
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of water is negligible at 
these wavelengths. 
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