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ABSTRACT 
 
Electric power systems are facing great challenges from environmental 
regulations, changes in demand due to new technologies like electric vehicle, as 
well as the integration of various renewable energy sources. These factors taken 
together require the development of new tools to help make policy and investment 
decisions for the future power grid. The requirements of a network equivalent to 
be used in such planning tools are very different from those assumed in the 
development of traditional equivalencing procedures.  
This dissertation is focused on the development, implementation and 
verification of two network equivalencing approaches on large power systems, 
such as the Eastern Interconnection. 
Traditional Ward-type equivalences are a class of equivalencing approaches 
but this class has some significant drawbacks. It is well known that Ward-type 
equivalents “smear” the injections of external generators over a large number of 
boundary buses. For newer long-term investment applications that take into 
account such things as greenhouse gas (GHG) regulations and generator 
availability, it is computationally impractical to model fractions of generators 
located at many buses. A modified-Ward equivalent is proposed to address this 
limitation such that the external generators are moved wholesale to some internal 
buses based on electrical distance. This proposed equivalencing procedure is 
designed so that the retained-line power flows in the equivalent match those in the 
unreduced (full) model exactly. During the reduction process, accommodations 
for special system elements are addressed, including static VAr compensators 
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(SVCs), high voltage dc (HVDC) transmission lines, and phase angle regulators.  
Another network equivalencing approach based on the dc power flow 
assumptions and the power transfer distribution factors (PTDFs) is proposed. This 
method, rather than eliminate buses via Gauss-reduction, aggregates buses on a 
zonal basis. The bus aggregation approach proposed here is superior to the 
existing bus aggregation methods in that a) under the base case, the equivalent-
system inter-zonal power flows exactly match those calculated using the full-
network-model b) as the operating conditions change, errors in line flows are 
reduced using the proposed bus clustering algorithm c) this method is 
computationally more efficient than other bus aggregation methods proposed 
heretofore. 
A critical step in achieving accuracy with a bus aggregation approach is 
selecting which buses to cluster together and how many clusters are needed. 
Clustering in this context refers to the process of partitioning a network into 
subsets of buses. An efficient network clustering method is proposed based on the 
PTDFs and the data mining techniques. This method is applied to the EI topology 
using the “Saguaro” supercomputer at ASU, a resource with sufficient memory 
and computational capability for handling this 60,000-bus and 80,000-branch 
system. 
The network equivalents generated by the proposed approaches are verified 
and tested for different operating conditions and promising results have been 
observed. 
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CHAPTER 1 .  
INTRODUCTION 
1.1 Overview 
With the growing concern regarding climate change, the awareness of the 
possible consequences of greenhouse gas (GHG) emissions and other pollutant 
emissions has come to the fore [1]. The power industry is facing great challenge 
from environmental regulations, since the generation of electricity is responsible 
for one third of all U.S. GHG emissions. In addition, the electric power industry 
faces the possibility of greatly increased demand from new technologies like 
electrical vehicles as well as the grid integration of various renewable 
technologies. 
These factors taken together require the development of new tools (such as the 
superOPF being developed at Cornell [2]) for making policy and investment 
decisions that take into account both the market structure and GHG regulations. 
For power market analysis and system planning studies, the most accurate way is 
to use the full system ac model. However, market analysis and system planning 
with the full model of a large-scale power system is prohibitively expensive in 
terms of dollars and computation time. More specifically, the computational 
demands for the studies needed to determine optimal future power-system designs 
that will maintain present reliability levels while enabling the use of the most 
efficient generators in a market based power system exceed present computational 
capabilities. 
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One practical way to complete these calculations is to use a small, equivalent 
network. The fly in the ointment with using a reduced system model is that 
network equivalents, which approximate the model from which they originate, 
presently yield OPF results that are too inaccurate. Even though researchers are 
looking at generating network equivalents acceptable for market simulations, no 
satisfactorily accurate equivalencing method currently exists. 
This dissertation is focused on the development, implementation and 
verification of two novel network equivalencing approaches with their 
applications to large power systems, such as the Eastern Interconnection. The first 
proposed method extends the idea of the Ward equivalent (bus elimination); the 
second one is based on the idea of bus aggregation rather than bus elimination. In 
the discussion of these two methods, accommodations for special system elements 
are addressed: static VAr compensators (SVCs), high voltage dc (HVDC) 
transmission lines, and phase angle regulators. In addition, a novel network 
clustering algorithm for bus aggregation based network reduction is proposed in 
this work. 
1.2 Literature Review 
In general, network reduction techniques are divided into static and dynamic 
based on the representation of the model and its intended use. For static reduction, 
the equivalent models a snapshot of the system and is intended for static analysis 
only: power flow calculations, system operation studies and planning analysis. In 
the dynamic reduction, the reduced model is intended for the analysis of system 
dynamic effects including large scale power system transient stability analysis 
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with large disturbances, large scale power system off-line dynamic stability 
analysis with small disturbance, and large scale power system on-line security 
assessment [3]. In this dissertation, only the static reduction is of interest and, 
therefore, the term “network reduction” refers only to the power system static 
reduction. 
There currently exist four types of network reduction methods: the Ward 
equivalent and its variations, the REI equivalent and its variations, the OPF-based 
equivalent, and the market-based equivalent [4]. 
Among all the network reduction methods, the Ward equivalent is probably 
the most widely used one. This technique was originally proposed by Ward in [5] 
and further discussed in [6]-[8], [11]. The Ward reduction partitions a system into 
internal subsystem, external subsystems and boundary buses. The internal 
subsystem will be kept intact during the reduction while the external subsystem 
will be removed by Gaussian elimination. 
The classical Ward reduction has two versions, the difference between which 
lies in the way the bus power injections are handled. These two versions are 
usually referred as the Ward injection method and Ward admittance method. In the 
Ward injection method, all the bus power injections are converted into constant 
current injections before the reduction process, and are converted back to constant 
power injections after reduction. In the Ward admittance method, however, all the 
bus powers are converted to admittance before the reduction. The first one is 
given preference due to its reliability and attractive properties for on-line use. 
Detail discussion of these two versions is conducted in [11]. 
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One limitation of the classical Ward reduction lies in its inability to model 
reactive power support from the external area such that the equivalent cannot be 
used in contingency analysis when outages in the internal subsystems are to be 
studied. To overcome this limitation, researchers modified the classical Ward 
equivalent into different variants [9]-[10]. H. Duran et al. [9] tackled the problem 
by keeping a few generators with large reactive power capability in a “buffer” 
area. A. Monticelli et al. [10] proposed to attach a fictitious PV bus to each 
boundary bus in the reduced system, which is referred to as the extended Ward 
equivalent. This PV bus is subjected to the same voltage as the boundary bus but 
with fixed zero real power injection and adjustable reactive power injection. In 
these variants, reactive power support from the external system in the original 
system is approximated, in the reduced system, as reactive power provided either 
by a buffer area or by fictitious buses added to the boundary buses. 
W. F. Tinney in [12] proposed to embed the Ward reduction in a power flow 
solution algorithm so that it can be performed with high efficiency. This method is 
designed based on the property of sparse matrix factorization. The authors pointed 
out that most of the operations for any reduction of the matrix have already been 
conducted when a matrix is factorized.  Any desired reduction can be computed 
from the factors with relatively few additional operations. This method is thus 
very efficient in computing the reduced equivalent and adaptive to various matrix 
elimination computations. 
Authors in [13] generated a “combined” equivalent for the Northeast part of 
the U. S. power grid. The basic idea of generating such a “combined” equivalent 
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is the same as the Ward equivalent except that the external generators are 
“moved” integrally to the internal system. With generator cost functions, this 
equivalent model can be used for market analysis. However, the internal-system 
power flows and bus voltages in this equivalent are very different from the 
original system. 
Another type of methods is the REI (Radial Equivalent Independent) network 
reduction technique first discussed by P. Dimo [14] and further discussed in [11], 
[15]-[16]. In the REI equivalent, the power and current injections of each 
designated group are aggregated on to a fictitious ‘REI’ node, which is thus used 
to replace the corresponding designated group in the reduced system.  External 
buses can be aggregated together based on load and generation conformity, or 
geographical, electrical, ownership groupings, etc. 
The REI equivalent as suggested by P. Dimo [14] and exemplified by W. 
Tinney [15] did not give satisfactory results when implemented at American 
Electric Power (AEP). One of the most important problems met was concerning 
the voltage magnitude of the fictitious REI buses. To overcome this problem, 
many solutions were proposed to improve the REI equivalent. E. C. Housos in 
[16] discussed these improvements and compared their performance by 
simulation. 
Reference [17] also proposed a method for real-time external system 
equivalencing for on-line contingency studies based on the REI network 
reduction. This method has a specially designed scheme to track on-line injection   
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and network changes in the external system by modifying the parameters of the 
equivalent. 
REI equivalent and its variants have many limitations, making them less 
popular than the Ward equivalent. The major problem with the REI equivalent and 
its variants is that lack of this separation property in other equivalencing models 
so that they are ineffective to model changing operating conditions for many 
applications [11]. 
Traditional Ward and REI equivalents are mainly designed for power flow and 
security assessment; there have been some concerns with their applicability to 
optimal power flow (OPF) studies. S. Hao and A. Papalexopoulos proposed an 
OPF based network reduction method [18]. The application of such method is 
limited since the large amount of equivalencing and boundary matching involved 
makes the maintenance of such equivalent much more expensive and impractical. 
In recent years, several network techniques were proposed for market analysis 
[19]-[21]. The basic idea of [19] is to create clusters, e.g. aggregated buses, based 
on locational marginal prices (LMP). Nodes with similar nodal prices are grouped 
together and the REI method is used to do the actual bus aggregation. The method 
requires an optimal power flow solution before the clustering starts, which means 
the detailed initial system has to be known. 
Network reduction methods described in [20] and [21] were based on dc 
power flow assumptions and the power transfer distribution factors (PTDF). The 
basic idea of these two methods is to reduce the PTDF matrix of the full system 
into a smaller one while retaining the system’s “structural” properties. 
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Performance of these two methods heavily depends on how the buses are 
clustered but currently no effectively bus clustering algorithm has been proposed. 
In addition, simulation results have shown that, even for the base case, power 
flow results from the reduced equivalent obtained from these two methods will 
largely differ from the original system. 
1.3 Study Objective 
The objective of this study is to develop a backbone-type equivalent for a very 
large power system, such as the full Eastern Interconnection (EI). This backbone 
system is intended to work in a system planning tool (e.g. SuperOPF) for making 
policy and investment decisions that take into account of the market structure and 
GHG regulations. The requirements on developing such a backbone system are 
very different from those assumed in the traditional network reduction.  
Traditionally, network equivalencing is performed by assuming linearity and 
eliminating the unnecessary elements from the system. In these approaches, the 
system is divided into internal system/buses and external system/buses. Among 
the internal buses, the ones that have branches incident on both internal and 
external buses are referred to as boundary buses. The characteristics assumed in 
deriving and justifying these types of equivalents have historically been: 
 The internal area is geographically and electrically localized. 
 There is a large external network, many of whose pieces are electrically 
remote from the internal area. 
 The number of boundary buses is small compared to the number of 
internal buses. 
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 Generators and transmission lines remote to the internal area may be 
eliminated from the equivalent since they have little effect. 
The characteristics of the networks and the reduced equivalents needed for use 
with the new tools are: 
 The “internal” area is neither geographically nor electrically localized. 
 There is a complex external network, but most of the pieces are not 
electrically remote from the internal area. 
 Most of the internal buses are also boundary buses so the number of 
boundary buses is not small. 
 All generators that participate in the market must be retained in the model. 
The difference listed above between the traditional network equivalents and 
the one in this study can be summarized as shown in Fig. 1.1. 
E
B/I
B/I
B/I
B/I
B/I
B/I
B/I
In this study, we want...
E
I
B
B – Boundary BusesI – Internal SystemE – External System
Traditional methods do...
B/I
B/I
 
Fig. 1.1 Difference between the traditional network reduction and the studied one 
Traditional Ward-type equivalencing is one possible approach to generate 
equivalents with these new characteristics, but they have some significant 
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drawback. It is well known that Ward-type equivalents “smear” the injections of 
external generators over a large number of boundary buses. However, for 
investment and GHG simulation tools, it is impractical to model fractions of 
generators located at many buses. In this report, the limitations of the traditional 
methods are addressed and novel equivalencing approaches are proposed. 
In addition to the requirements discussed above, the reduced network models 
in this work should have the following features: 
 The proposed methods will be applied to the full EI model to generate a 
highly reduced equivalent. 
 The reduced equivalent should have a mix of generation at its retained 
buses so that the generation costs (fuel and emissions) can be deduced. 
 The equivalent will work as a test bed system for simulating and analyzing 
the combined technical and economic challenges faced by the changing 
power industry. 
 Congestion information in the full (EI) system should be retained in the 
reduced equivalent. 
 At the base case, the reduced-model power flow should match the power 
flows of the original system. 
 For changed power flow cases, the difference in the power flow solutions 
between the full (EI) model and the reduced model should be reasonable 
and acceptable. 
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 Optimal power flow (OPF) under Cap & Trade assumptions should find 
optimum power flow change cases whose solution is close to the solution 
obtained when using the full EI model. 
1.4 The Eastern Interconnection 
In North America, the AC power grid is comprised of two major 
interconnections: the Eastern Interconnection (EI) and the Western 
Interconnection (WECC). Besides these two, there are another three 
interconnections, which are the Québec Interconnection, Alaska Interconnection 
and the Texas Interconnection. 
The Eastern Interconnection, as shown in Fig. 1.2, reaches from Central 
Canada Eastward to the Atlantic coast (excluding Québec), south to Florida, and 
back West to the foot of the Rockies (excluding most of Texas) [22]. 
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Fig. 1.2 Location of the Eastern Interconnection [23] 
The EI is connected to other interconnections through either high-voltage 
direct current (HVDC) lines, or with variable frequency transformers, which 
permit the controlled flows of energy while also functionally isolating the 
independent AC frequencies of each side [22]. 
1.5 Dissertation Organization 
The principal content of this report is partitioned into 7 chapters.  
Chapter 1 presents an overview of the research background, a literature 
review, study objectives, and a brief introduction of the Eastern Interconnection.  
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Chapter 2 presents basics of the bus elimination based network reduction 
technique.  
Chapter 3 details the proposed network reduction schemes including the 
selection of buses to retain, equivalencing of the transmission network, moving of 
the generators and loads, and the handling of some special elements and 
scenarios. As this scheme is demonstrated on the Eastern Interconnection, the 
equivalent model generated is also described in this chapter.  
In chapter 4, the EI equivalent model is evaluated against the full EI model.  
In chapter 5, effects of loss compensation on dc power flow modeling is 
discussed with application to the EI.  
In chapter 6, a novel bus aggregation based network reduction methodology is 
proposed and compared against another method in the literature. The proposed 
method is applied to the Eastern Interconnection to obtain an equivalent.  
In chapter 7, a novel bus clustering algorithm is proposed based on the power 
transfer distribution factors and the data mining techniques.  
In Chapter 8, the bus aggregation based network equivalencing method is 
applied to the EI to obtain several equivalents. Execution time comparison is 
made between the proposed method and another competing method.  
In Chapter 9, conclusions and the guidelines to conduct future research are 
provided. 
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CHAPTER 2 .  
NETWORK REDUCTION USING BUS ELIMINATION METHOD 
This chapter gives an introduction to the basic Ward-type equivalent, which is 
based on the idea of bus elimination. The discussion starts with the problem 
definition and proceeds to the formation of the bus admittance matrix, 
representation of the bus injections, and the Gaussian elimination method. The 
Ward method yields an exact equivalent when linear modeling is desired. 
2.1 Partition of the System 
In the Ward (bus elimination) approach, the power system under consideration 
is usually divided into 2 parts as shown in Fig. 2.1: the study system and the 
external system. The performance of the study system is of interest and so this 
system is left unscathed by the Ward reduction process while the external system 
is the part to be equivalenced and will appear only as a reduced order model in the 
resulting equivalent model. The study system can be further partitioned into 
internal buses and boundary buses. The internal buses are connected to the 
external system through the boundary buses. In general, the objective of network 
reduction is to eliminate the external buses and replace them by equivalent lines 
and injections. 
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Fig. 2.1 Interconnected power system 
2.2 Handling of Bus Injection 
One of the basic ideas in Ward-type equivalent circuit representation is to treat 
the generation and load in the network being reduced as constant-current 
quantities; hence, a Ward equivalent will yield an exact representation for the 
linear problem but only an approximate equivalent for nonlinear applications, like 
the ac power flow problem.  
Consider a bus i with a generation characterized by         . The following 
equation holds, 
*
GiiGiGi IVjQP   (2.1) 
where GiP  and GiQ  denote the active and reactive power output of the generator at 
bus i, iV  the voltage at bus i, and GiI output current of the generator at bus i. 
Solving for the generator current in the equation above yields: 
*
i
GiGi
Gi
V
jQP
I

  (2.2) 
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Similarly, for bus i with load characterized by LiLi QP  , the corresponding 
load current can be computed as: 
*
i
LiLi
Li
V
jQP
I

  (2.3) 
where LiP  and LiQ denote the active and reactive components of load at bus i, and 
LiI  
the corresponding load current. 
As for the synchronous compensator and static VAr compensators (SVCs), 
they can be treated as loads or generations with no active components; 
accordingly, their injected currents can be calculated via equation (2.2) or (2.3) by 
letting either GiP  
or LiP  
equal to 0. 
Based on the derivation above, the current injected at all the buses in the full 
system can be represented as: 
  QiGii III  (2.4) 
where Ii stands for the injected current at bus i; GiI and  QiI stand for the total 
generator current and load current at bus i, respectively. 
2.3 Formulation of the System Equations 
As discussed in section 2.1, the full system is divided into 3 parts. The internal 
and the external buses are connected only through boundary buses; thus, the 
mutual admittance between any of the internal bus and the external bus is zero. 
Ordering the buses in the sequence of the internal, boundary and external buses, 
the system equations based on the nodal analysis is found to be: 
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 (2.5) 
where, 
),,(, EBIxYxx   self-admittance matrix of the internal, boundary, or external 
systems 
),,,(, EBIyxYxy   mutual-admittance matrix between the internal, boundary, 
and external systems 
),,(, EBIxVx   voltage vector of the internal, boundary, or the external 
system 
),,(, EBIxI x   current vector of the internal, boundary, or the external 
system 
In (2.5), the following relationship exists, which is based on the property of 
the admittance matrix. 
T
BIIB YY   (2.6) 
T
EBBE YY   (2.7) 
where 
T
BI
Y and 
T
EB
Y are the transposes of matrix 
BI
Y and 
EB
Y , respectively. 
2.4 Equivalencing the External System 
The external system is eliminated through Gauss elimination by removing the 
external system variables EV and EI  in the system equations described as (2.5). 
This process is usually carried out, as shown below, by a sparsity-oriented form of 
the Gauss elimination. 
With the network partitioned as shown in (2.5), the bottom partition can be 
taken out as: 
EEEEBEB IVYVY   (2.8) 
from which EV  can be solved: 
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)(1 BEBEEEE VYIYV 

 (2.9) 
Substitute EV  into the equation shown in the middle partition of (2.5) 
BEBEBBBIBI IVYVYVY   (2.10) 
to obtain 
BBEEEEEBEBBBIBI IVYIYYVYVY 
 )(1  (2.11) 
Group terms and rearrange the equation as 
EEEBEBBEBEEBEBBIBI IYYIVYYYYVY
11 )(    (2.12) 
Defining 
'
BBY  and 
'
BI  as 
  )( 1' EBEEBEBBBB YYYYY  (2.13) 
  EEEBEBB IYYII
1'
 (2.14) 
gives the system equation for the reduced system 

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
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






''
B
I
B
I
BBBI
IBII
I
I
V
V
YY
YY
 (2.15) 
The equivalent admittance and the injection currents are, respectively, 
  EBEEBEeq YYYY
1
 (2.16) 
and 
  EEEBEeq IYYI
1
 (2.17) 
The equivalent admittance and injection current are not obtained by actually 
calculating the inverse of EEY but by sparsity-enhanced Gaussian elimination, 
which can be expressed symbolically as: 
step 1: Solve EBEE YWY   for W  
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step 2: Compute WYY BEeq   
step 3: Solve EEE IZY  for Z  
step 4: Compute ZYI BEeq   
After calculating the equivalent admittance and injection currents, the 
modified value of injected currents BBI  and modified portion of the admittance 
matrix associated with the boundary buses, BBY  are calculated according to (2.13) 
and (2.14), respectively to obtain the reduced equivalent system, which is shown 
in Fig. 2.2. 
Internal System
eqeq
jQP 
Boundary buses
Equivalent 
transmission lines
 
Fig. 2.2 Study system with Ward equivalent 
As shown in Fig. 2.2, the reduced equivalent has the following features with 
respect to the full system: 
 All the buses, generators and loads in the external system are eliminated 
from the system. 
 The internal system is kept intact and remains exactly the same as it exists 
in the full model. 
 In the reduced system, equivalent branches are added between the 
boundary buses, as (2.13) implies. The impedance parameters of these 
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equivalent branches can be computed based on 
eq
Y  as shown in equation 
(2.16). 
 Current injections are added to the boundary buses. Locations and 
quantities of these injection currents are determined by the injection vector 
eq
I  as shown in equation (2.14). 
 These current injections are further converted to back to power injections 
based on the voltages at the boundary buses. 
 As equation (2.17) shows, the current injections from the external 
generators are multiplied by 
1
EEBE
YY , which means that each external 
generators are broken up into different fractions and added to different 
boundary buses.   
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CHAPTER 3 .  
A MODIFIED WARD EQUIVALENT OF THE EASTERN 
INTERCONNECTION 
A novel network equivalencing procedure is presented in this chapter. In the 
equivalent, external generators are “moved” to the internal buses rather than 
broken up into fractions with different fractions added to different boundary 
buses. Detail steps involved in generating such an equivalent are discussed, which 
includes the selection of buses to retain, processing of the special elements, 
computation of the network model, and the moving of generators and load. 
3.1 Selecting Buses to Retain 
The first step in conducting a network reduction is to select the buses to retain 
in the internal system. When network reduction is conducted for a large system, 
the ratio of the total number of buses to the number of the retained buses can be 
very high, a situation of interest to the supports of this research. For example, for 
the data base of the 2011 summer peak of the Eastern Interconnection (EI), which 
was obtained from MMWG, there are over 60,000 buses in the model [24]. Our 
first objective is to obtain a reduced model with about 300 buses, a number that is 
less than 1% of the total buses in the original model. 
There are many ways to select the internal buses depending on the purpose of 
the network reduction. Since the reduced network to be produced will be used to 
simulate market operations under the environmental regulations, it is important 
that the system congestion information be retained in the reduced system. 
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Transmission congestion occurs when the actual or scheduled power flow across 
one transmission line or equipment is limited below the desired power transfer 
level due either to the thermal limit of the line, or by the stability consideration 
enforced to protect the security and reliability of the system. System congestion 
information plays a very important role in optimal power flow (OPF) since 
without imposing branch-flow limits, the solution obtained might be infeasible. 
Research has been conducted to study the factors that influence the CO2 
reductions in the emission-incorporated ac OPF and it is found that the 
transmission line congestion has a significant effect on the CO2 emissions 
reductions [27]. In the research, simulations calculating the optimal dispatch with 
transmission congestion considered show significant differences against the 
dispatch calculations in which congestion is not considered. Thus, in selecting the 
internal system, the congested transmission lines are retained. 
The National Electric Transmission Congestion Study commissioned by DOE 
[25]-[26] provides a good source for the identification of the congestion in the EI. 
These two reports reviewed the available information on historical congestion and 
previously documented transmission-related studies. The future economic 
congestion was also estimated and simulated based upon common economic 
assumptions and analytical approaches. The final congestion information 
presented in these reports was obtained by comparing the historical congestion 
with the simulation findings. For example, Fig. 3.1 shows the congestion 
information in the New England region. 
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Fig. 3.1 Major constraints and congestion in the ISO-New England region [25] 
From the figure above, there are 6 major constraints, which are denoted by the 
arrows, in the ISO-New England region. These arrows correspond to the 
following transmission path: 
• New Brunswick to Maine 
• Maine-New Hampshire Interface 
• Boston Import  
• Southern New England East-West Flows 
• Northwestern Vermont from New Hampshire 
Based on the congestion information obtained from this report for the EI, 
selecting the transmission lines and corresponding buses to retain was a three-step 
procedure.  
First, since the congestion study report does not identify the specific lines that 
are congested, these lines were identified by matching the EI topology and the 
geographic locations from the relevant PowerWorld file with the approximate 
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locations of the constrained transmission paths presented in the congestion study. 
Taking the ISO-New England system as an example, the following figure shows 
how these congested transmission paths identified in the DOE report were 
matched with the actual transmission lines in the system. 
 
Fig. 3.2 Matching constrained transmission paths with actual transmission lines 
Second, based on the results obtained in the first step, selection of candidate 
lines/buses are discussed with ISO’s/RTO’s and companies operating in the EI. 
Based on the feedback received, the selection of lines/buses was refined. Last, in 
our query, we asked industry representatives about stability constrained lines 
since the Energy Visuals database does not have any information related to the 
stability constraints. Based on these discussions, additional lines/buses were 
incorporated in the selection. 
Following the 3 steps described above, for the EI, 234 transmission lines, 
corresponding to 273 buses, were selected to retain. 
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3.2 Handling of Special Elements 
Specific elements in the system need special handling in the network 
reduction process. To start, several static VAR compensators (SVCs) are found on 
the EI bulk power system. These SVCs are first represented as generators with no 
real power injections into the EHV buses in the full model. The SVCs that are 
attached to the internal buses will remain on the same bus in the reduced model, 
while the others in the external buses will be moved to the closest internal buses. 
Models of the SVCs occurring in the internal systems are left unscathed. To 
model the SVC that are moved from the external system to boundary buses, the 
reactive power limits on the SVC’s must be changed. The method for calculating 
these VAR limits is exactly the same as that used for calculating the generator 
reactive power limits described in the next subsection. 
There are 8 synchronous islands in the Eastern Interconnection database as 
observed from the base case of 2008 summer peak. Information regarding these 8 
islands is summarized below in Table 3.1. 
TABLE 3.1  
ISLANDS IN THE EASTERN INTERCONNECTION 
Slack Bus ID Slack Bus Area No. of Buses Gen MW Load MW 
18137 TVA 59948 632977 625196 
84033 HQTE 1616 28010 22568 
50422 ERCOT 9 1802 1825 
59994 WECC 3 606 500 
50412 ERCOT 6 622 400 
66450 WAPA 2 5 85 
67683 MH 55 3560 0.3 
66585 WAPA 4 111 2 
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From the table above, it is observed that the first two islands contain about 
99.9% of the total number of buses in the EI and produce 99.1% of the total 
generation. The first island is the main island in the EI system while the second 
island is located in the Hydro Quebec area. The other 6 islands are relatively small 
and are connected to the main island through HVDC lines. In coming up with the 
reduced model, the generation and load associate with these 6 islands is 
transferred to the buses at the other end of the dc transmission lines. 
Each HVDC line in the system is replaced by a pair of generators connected to 
two dummy buses as shown in Fig. 3.3. In this model, the outputs of the two 
generators are related by: 
fromdclossdc pccp _10_   (3.1) 
fromdctodcloss ppp __   (3.2) 
0_1_ )1( cpcp fromdctodc   (3.3) 
where pdc_from and pdc_to are the power injections at the “from” end and “to” end of 
the HVDC line; pdc_loss is the power loss on the HVDC line; c0 and c1 are 
coefficients determined by the loss on the HVDC line. This model allows the 
optimal dispatch of the HVDC lines in the reduced model in OPF based studies.  
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Fig. 3.3 Model of the HVDC line 
The special elements mentioned above are handled before the network 
reduction process to obtain a base case that will be used for comparison with 
reduced models under both base case and changed-generation cases.  
3.3 Calculation of the Equivalent Network and Moving of Generators 
The network reduction process proceeds in two steps. 
In the first step, after selecting the retained buses in the original system, the 
Ward type network reduction technique described in CHAPTER 2 is applied to 
the changed base case to remove all the external buses. The equivalent shunts are 
all converted to PQ loads before the reduction process. Since most of the lines in 
the original system have an impedance value less than 0.01 (per unit), the 
equivalent transmission lines (introduced in the reduction process) with 
impedance values larger than 5 p.u. are all removed from the equivalent system. 
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In the second step, the Ward equivalencing process is conducted again but 
with a new set of retained buses: all generator buses and all the selected to-be-
retained buses. This reduced model will be used to determine the locations of all 
the generators in the final EI equivalent. This model is referred to as the “reduced 
generator model” in the following for convenience. In the reduced generator 
model, a generator bus is connected to the retained (boundary) buses through at 
least one transmission line as shown in Fig. 3.4. 
 
Fig. 3.4 Reduced generator model 
Fig. 3.4 shows a small portion of the reduced generator model, in which 3 
generators are connected to retained buses through either original transmission 
lines or equivalent transmission lines. Rather than break up the generation of each 
generator into fractions and add fractional generation to different internal buses as 
the classical Ward equivalent, the proposed method will move generators  
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integrally to the closest internal buses. The word “closest” here refers to the buses 
that are electrically closest (defined below) to the generator buses. 
As shown in Fig. 3.4, generator A has connections with the internal buses 1, 2 
and 3. It is connected to bus 1 through transmission line (TL) 7-1, connected 
directly to bus 2 through TL7-2 and indirectly through path TL7-8 and 8-2, and 
indirectly to bus 3 through two paths: TL7-8 and 8-3; and TL7-2, 2-8 and 8-3. 
First, the electrical distance between external bus a and internal bus b is 
calculated by the following approximation as: 
         
         
     
 
 
  
 
   
 
 
  
 
  
   
  (3.4) 
where mi is the total number of TLs in path ki that connects generator bus a to bus 
b;  
  
  and  
  
  are the resistance and reactance of the j
th
 TL in path ki. Assuming 
the TLs in Fig. 3.4 have the following impedance parameters:  
TABLE 3.2 
 IMPEDANCE PARAMETERS OF TLS IN FIG 3.4 
Line        (p.u.) 
7-1 0.02 
7-2 0.015 
7-8 0.01 
1-8 0.02 
8-2 0.015 
8-3 0.04 
9-3 0.02 
9-4 0.01 
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Following equation (3.4), the distance between generator A and internal bus 1, 
2 and 3 are calculated as: 
02.01 ADis
 
  015.0025.0,015.0min2 ADis  
  05.007.0,05.0min3 ADis
 
From the calculation above, generator A is electrically closest to bus 2, so that 
based on the proposed strategy, generator A is moved to bus 2. Following the 
same procedure, generators B and C should be moved to bus 2 and 4, respectively. 
After determining where the external generators should be moved, these 
generators will be added to the reduced network model generated in the first step. 
The reduced model after adding the generators is shown below in Fig. 3.5 
 
Fig. 3.5 Reduced model after moving generators 
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It should be noted that the actual equivalent model with external generators is 
much more complicated than what is shown in Fig. 3.4. In fact, the reduced 
generator model can be generalized as the graph shown in Fig. 3.6, in which only 
the buses can be divided into two types: the generator buses (blue circles) and the 
internal/boundary buses. Lines in the figure represent branches in the actual 
system. The weight on each branch i-j is defined as: 
22
jijiji xrw    (3.5) 
where ri-j and xi-j are the resistance and reactance of branch i-j, respectively. Based 
on graph theory, the generator moving problem can be formulated as the shortest 
path problem [28-29], the objective of which is to find a path between each 
generator bus and an internal bus such that the sum of the weights of constituent 
branches is minimized. This shortest path problem was solved using Dijkstra’s 
algorithm [28-29]. 
i
j
jiw
Internal/
boundarybuses
Generator 
Buses
 
Fig. 3.6 Illustration of the shortest path problem 
After determining the locations of the external generators in the internal 
system, the external generators are attached to their corresponding 
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internal/boundary buses in the equivalent network model generated in step one. 
The real and reactive power injections and limits for each “moved” generator 
have to be calculated. Those “moved” generators are referred to as equivalent 
generators in the following text. The real power injection and limits for an 
equivalent generator in the reduced network model are the same as the 
corresponding generator in the reduced generator model. The reactive power 
injection is taken to be the actual reactive power received at the retained bus 
where this generator is moved. This reactive power injection is calculated with the 
assumption that the power flows from the generator to the retained bus through 
the selected path as described in the paragraphs above. Calculation of the 
equivalent reactive power injection is given by: 



2
22 )(
V
QPX
QQEq  (3.6) 
where QEq is the equivalent reactive power injection for the reduced network 
model, X is the line reactance, P and Q are the real and reactive power injections 
at the generator bus into the line connecting the original generator to the retained 
bus in the reduced generator model, and V the per-unit voltage at the original 
generator bus. In general, P and Q are not equal to the original generator output 
PGen and QGen due to the load and injections from other branches connected to the 
original generator bus in the reduced generator model.  
The reactive power limits can be assessed based on equation (3.6), which is 
basically a quadratic function, written in the general form, in terms of Q. Convert 
the equation to the standard form as: 
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  (3.7) 
Based on the equation above, without considering the limits of Q, QEq gets 
maximized over Q at 
X
V
Q
2
2
  (3.8) 
with the maximum value: 
2
22
4 V
XP
X
V
QEqMax   (3.9) 
With the reactive power limits considered, which is given for the original 
generators in the full model, the reactive power limits of the equivalent generator 
are given below: 
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


2
22 ))((
V
QQQPX
QQQQ GenMinGenMinEqMin  (3.11) 
where QEqMax and QEqMin are the maximum and minimum reactive power limits of 
the equivalent generators in the reduced model, QGen is the reactive power output 
of the original generator, QMax and QMin are the reactive power limits of the 
original generator. In general, both the maximum and the minimum reactive 
power limits of the equivalent generator in the reduced model will be lower than 
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the original generator due to the reactive power loss at the transmission lines 
connecting the original generator and the retained bus. 
As described above, the real and reactive power injection and limits are 
assigned to the equivalent generator after it is moved to the nearest retained bus. 
Using the methodology above, the real power losses between the generator and 
the bulk power system are included in the network model, while the reactive 
power losses between the generator and the bulk power system are netted against 
the generator reactive capability. The different treatments of the real and reactive 
power generation are employed on purpose [13]. Since the market data pertain to 
generator outputs at their terminal buses, it is best to include the real-power losses 
between the generators and the bulk power system in the electrical model 
comprising the transmission network and the loads. This permits a direct 
translation from market generation data to model generation data. However, the 
impact on the bulk power system of reactive power production by the generators 
depends strongly on the locations of the generators and their electrical distances 
from the bulk power system. Therefore, the reduced generator model 
approximates the effective reactive power output of each generator as seen from 
the bulk power system. 
3.4 Moving the Load 
In the classical Ward equivalencing, the reduced network has exactly the same 
power flows on the retained transmission lines as the original full model under the 
base case, which is done by breaking up the generation and load attached to the 
external buses into fractions and moving each fraction to a boundary bus based on 
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(2.14). However, it has been shown in section 3.3 that the external generators are 
moved integrally to the electrically closest retained bus. In order to keep the same 
power flows in the base case on the retained transmission lines as the original full 
model, the load is moved following a method that is referred to as the inverse 
power flow method, the idea of which is described as follows: 
• In the inverse power flow problem, the bus voltages (both magnitude and 
phase angle) on the reduced model are assumed to be the same as the 
original system. 
• The Y matrix is formed based on the equivalent network.  
• The net complex power injection at each bus is calculated based on the 
voltages and the admittance matrix of the reduced system. 
• Since the generator-bus assignment in the equivalent system is already 
fixed, the calculated net power injections are used to determine how to 
assign loads to various buses. 
• When this process is completed, the power flows on retained transmission 
lines exactly match the power flow results for the full Eastern 
interconnection model. 
Moving load for the purposes of the economic model are not as critical as 
moving generators since loads will either remain constant over the simulation 
interval or be scaled up/down in unison. 
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CHAPTER 4 .  
EVALUATION OF THE REDUCED MODEL 
In this chapter, the reduced EI model generated in CHAPTER 3 is introduced 
and tested. Metrics are developed to evaluate the performance of the reduced 
model by comparing it with the full model under the base and changed generation 
patterns. In addition, there are competing goals in finding a network equivalent: 
using a small equivalent and sacrificing accuracy or using a large equivalent and 
incurring large computation time demands. A series of equivalents with different 
number of buses are generated and tested. Relationship between the size and the 
accuracy of the equivalent is presented to help determine the size of the 
equivalent with acceptable accuracy.  
At the end of this chapter, a new idea is proposed on to improve the 
performance of the reduced model by constraining the power flows on the 
retained transmission lines. This idea is demonstrated on a small test system. 
4.1 Reduced Model 
The full Eastern Interconnection model is shown Fig. 4.1. This model includes 
62013 buses, 8190 generators, 79766 branches, and 24 HVDC lines. 
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Fig. 4.1 The full Eastern Interconnection model 
A 273-bus reduced EI model is generated and shown below in Fig. 4.2. As 
shown in the figure, there are two islands in the reduced model: the island in the 
Hydro Québec area located in the top right corner of the figure, and the main 
island of the EI. The island in the Hydro Quebec area contains 26 retained buses 
and the total generation is about 23,200 MW. The main island of the EI contains 
247 retained buses with a total generation of 637,000 MW. The slack buses for the 
two islands are selected to be bus 84755 (bus name: CANTON, nearest city: 
Montreal, CA), and 18018 (bus name: H1 CHEOH, nearest city: Johnson City, 
TN), respectively, which offer the best numerical convergence during the 
reduction process because they are generator buses with a large amount of 
generation. There are 1653 TLs in the reduced model, among which 273 lines are 
the retained TLs from the original model while the rest of the 1380 lines are 
equivalent TLs produced in the reduction process. In Fig. 4.2, TLs at different 
voltage levels are shown in different colors, which are summarized in Table 4.1.  
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Fig. 4.2 A 273-bus reduced equivalent for the EI 
TABLE 4.1 
CORRESPONDENCE BETWEEN COLORS OF THE LINES AND THEIR VOLTAGE LEVELS 
Line color Voltage level (kV) 
Red 345 
Orange 500 
Yellow 500 (retained TLs) 
Green 735, 765 
Purple 765 (retained TLs) 
4.2 Evaluation of the Reduced Model in Terms of Power Flow Solution 
As discussed in section 3.4, for the modified Ward equivalent, the power 
flows on the retained TLs match the flows in the full model under the base case. 
The reduced model generated is to be used by superOPF to study the influence of 
the environmental regulations on the electric market and to do optimal dispatch. 
Congestion has been found to be very important in the emission-incorporated 
OPF when studying the effects of some form of carbon tax on the system 
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dispatch, calculating the operating costs under the increasing carbon prices, and 
determining the CO2 emission reductions. Thus, it is desired that, for any 
generation pattern changes, the reduced model produces accurate power flows on 
the retained TLs when compared to those calculate on the same set of lines using 
the full model.  
In this subsection, the generation pattern of the EI is changed and the power 
flows on the retained TLs between the full model and the reduced model are 
compared. The first test conducted involves decreasing the coal generation by a 
certain amount and then increasing the natural-gas generation to compensate for 
the decrease. This test is conducted because, under CO2 cap-and-trade schemes, it 
is likely that coal-fired generation will be reduced at times when CO2 emissions 
threaten the cap, which may thus require a concomitant increase in gas fired (or 
hydro) generation. 
Generators in the EI in terms of fuel types are summarized in Table 4.2 (based 
on the 2008 summer peak case). It is shown in the Table 4.2 that the coal 
generation contributes 40.6% and the natural gas generation contributes 28.6% to 
the total MW generation in the EI. 
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TABLE 4.2 
GENERATOR INFORMATION IN THE EI 
Gen Fuel Type Num. of Gens Generation (MW) 
Coal 1158 261,931.5 
Distillate Fuel Oil 
(Diesel, FO1, FO2, FO4) 
831 10,042.5 
Hydro 1584 66,825.5 
Jet Fuel 17 241.4 
Natural Gas 2884 184,717.5 
Nuclear 116 96,786.9 
Residual Fuel Oil (FO5, FO6) 115 22,408.5 
Wind 126 1,765.8 
Wood or Wood Waste 177 332.1 
Other/Unknown 242 578.2 
TOTAL 7250 645,629.9 
 
The following steps are taken to conduct the aforementioned test: 
• Decrease the coal generation by 1.0% (26,193 MW).  
• Increase the natural gas generation by 1.418% (26,193 MW) to 
compensate the decrease in the coal generation.  
• Solve the dc power flow for the full model. 
• Solve the dc power flow for the reduced model. 
• Compare the power flows on the retained transmission lines in the reduced 
model with those of the full model. 
Power flows on the retained TLs obtained from the full model are taken as the 
reference values. The power flows obtained from the reduced model are compared 
with the reference values and the errors are calculated by the following equations: 
reduced
i
full
ii PfPfError   (4.1) 
iMVA
reduced
i
full
i
i
Lim
PfPf
Error
)(
%

  (4.2) 
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where fulliPf and 
reduced
iPf  represent the power flows on retained line i from the 
full model and the reduced model, respectively. Variable iMVALim )(  represents the 
MVA rating of the retained line i. For the retained TLs in the reduced model, the 
errors in the line flows are shown in Fig. 4.3 and Fig. 4.4. 
 
Fig. 4.3 Errors (MW) in the power flow on retained TLs (MW) 
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Fig. 4.4 Errors (%) in the power flow on retained TLs  
From Fig. 4.3 and Fig. 4.4, it can be seen that, when the coal generation 
decreases by 1%, the largest error in the power flows on retained TLs reaches 100 
MW, or 9.7% in terms of MVA ratings of the TL. About 1/3 of the errors are 
larger than 4% of the line’s MVA ratings. The average error of the line flows is 
calculated as follows: 
N
PfPf
Error
N
i
reduced
i
full
i
Avg



 1  
(4.3) 
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LimPfPf
Error
N
i
iMVA
reduced
i
full
i
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


 1
)/(
%  
(4.4) 
The average error in the line flows for a 1% decrease (26,193 MW) in the coal 
generation with a corresponding increase in gas-fired generation is calculated to 
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be 10.31 MW or 4.375% of the line MVA ratings, indicating that the power flows 
on the retained TLs are quite sensitive to the change in the generation pattern.  
 As we further decrease the coal generation and increase the gas generation, 
the average errors in percentage of the TL MVA ratings are calculated as shown in 
Fig. 4.5. 
 
Fig. 4.5 Average errors (%) in line flows vs. decrease (%) in coal generation 
As Fig. 4.5 shows, a 5% decrease in the coal generation will result in an 
average error of 20% in the power flow. Based on this observation, the 273-bus 
reduced model is not acceptable. 
To get an appropriate equivalent model for the EI, two conflicting factors need 
to be weighted: 
• Accuracy (the larger the reduced system, the more accurate it is) 
• Efficiency (the smaller the reduced system, the less the computational 
burden.) 
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It is necessary to strike a balance between accuracy and efficiency by 
selecting a proper size for the reduced system. To study the relationship between 
the accuracy and size of the reduced system, we generate different reduced 
models and checked their performance. The equivalents generated are: 
• 300 bus model: retain all the congested lines 
• 650 bus model: retain congested lines plus 500 kV and above buses 
• 1400 bus model: retain congested lines plus 345 kV and above buses 
• 2800 bus model: retain congested lines plus 345 kV and above buses and 
part of 230kv buses 
• 4400 bus model: retain congested lines plus 230kV and above buses 
Fig. 4.6 shows the EI equivalents with different numbers of buses. 
 
Fig. 4.6 Equivalent of EI with different number of buses 
Performance of the reduced equivalents is evaluated using the same metrics 
described earlier. The simulation results for these reduced models under different 
generation patterns are shown in Table 4.3: 
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TABLE 4.3  
AVERAGE ERRORS (%) IN THE LINE FLOWS FOR DIFFERENT EI EQUIVALENTS 
        Decrease in coal gen. 
    Bus # 
1% 2% 3% 4% 5% 
300 4.38  9.35  11.65  16  19.96  
650 2.71  5.38  8.01  9.96  12.97  
1400 1.75  3.68  4.93  7.23  8.77  
2800 1.21  2.40  3.67  4.79  5.53  
4400 0.79  1.73  2.38  3.05  3.88  
 
Results in Table 4.3 can be summarized as plots shown in Fig. 4.7. 
 
Fig. 4.7 Average Errors (%) in line flows for different EI equivalents 
As Table 4.3 and Fig. 4.7 show, the average error in the retained-line flows 
decreases as the size the equivalent increases, something not unexpected. For the 
4400-bus equivalent, when the decrease in the coal generation is as much as to 
5%, the average error in the retained-line flows reaches 3.88%. For the 2800-bus 
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equivalent, this average error reaches 5.53%. As a result, the size of the equivalent 
can be determined based on the acceptable errors in the line flows.  
4.3 Evaluation of the Reduced Model in Terms of Optimal Power Flow Solutions 
In this section, a 5222-bus EI equivalent generated in this work is tested and 
compared to the full EI model in terms of optimal power flow solutions. In this 
5222-bus equivalent, all the high voltage buses and transmission lines above 230 
kV are retained. The full EI system and the 5222-bus EI equivalent system are 
shown below in Fig. 4.8. 
  
      (a) full EI model      (b) 5222-bus equivalent of EI 
Fig. 4.8 Full EI system and the 5222-bus equivalent 
In the test, generation cost functions were obtained from Energy Visuals [30]. 
A sample of the generator cost data can be found in appendix A. The cubic 
generator fuel cost model is employed. The relationship between the hourly fuel 
cost at generator i, C(pGi), is determined by its output pGi as: 
HourpdpcpbapC
GiGiiGiiiGi
/$)()()( 32   (4.5) 
where ai, bi, ci and di are constant coefficients that determine the cubic fuel cost 
model. As can be seen from appendix A, for all the generators in the data base, a, 
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c, and d are zero. As a result, all the generators in the EI have linear fuel cost 
functions as shown in (4.6). 
HourpbpC GiiGi /$)(   (4.6) 
The test is conducted in Matpower [31] with the default LP solver of Mosek 
[32]. When the dc OPF is executed on the full EI system model, the program 
converges with an optimal solution obtained in 35.89 seconds. A summary of the 
solution is shown in Fig. 4.9. 
 
Fig. 4.9 Summary of the dc OPF results on the full EI system 
The LMPs on each bus in the full EI system are calculated and plotted in Fig. 
4.10. 
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Fig. 4.10 LMPs calculated at retained buses in the full EI system 
When the dc OPF is run on the 5222-bus EI equivalent; the program 
converges in 2.18 second with an optimal solution. A summary of the solution is 
shown Fig. 4.11. The LMP calculated at each bus is plotted in Fig. 4.12. 
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Fig. 4.11 Summary of the dc OPF results on the 5222-bus EI equivalent 
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Fig. 4.12 LMPs calculated at retained buses in the EI equivalent 
In order to better compare the performance and results of the dc OPF on the 
full EI and equivalent EI system, some metrics are provided in Table 4.4. 
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TABLE 4.4  
COMPARISON BETWEEN THE DC OPF SOLUTIONS OF THE FULL AND EQUIVALENT EI 
MODELS 
 Full EI Model Equivalent EI Model 
Convergence of the solution 
(Y/N) 
Y Y 
Time for Convergence 
(sec) 
35.89 2.18 
Total Generation 
(MW) 
648157 648110 
Total Load 
(MW) 
647872 648110
1
 
Total Cost 
 ($/Hour) 
16,244,322 16,193,495 
Average LMP 
($/MWh) 
50.6938 50.7067 
 
The following conclusions can be drawn based on the simulation results 
shown above. 
• By reducing the full EI model from about 60,000 buses to 5,000 buses, the 
computational efficiency for running dc OPF gets greatly improved with a 
speedup factor of 16.5. 
• The calculated total operational costs from the two models are 
16,244,321,51 $/Hour in the full system and 16,193,495.27 $/Hour in the 
equivalent. This corresponds to an error of 0.31%. 
• The average LMP calculated by the two models differ by 0.0129 $/MWh, 
which corresponds to an error of 0.0254%.  
• The LMPs at each retained bus in the equivalent is compared to the one in 
the full model. The errors in the LMP at the reduced system are plotted as 
                                                          
1
 The total load in the reduced system is slightly greater than that of the original model because the 
corona losses in the original model are lumped parameter elements, while this power is modeled as 
MW load in the reduced model. 
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shown in Fig. 4.13. The average LMP difference at each retained bus is 
found to be 1.6841 ($/MWh), which is only about 3.3% of the average 
LMP.  
 
Fig. 4.13 Errors in LMP for the reduced equivalent ($/MWh) 
4.4 Constraining the Retained Line Flows using PTDFs 
In the modified Ward equivalent, the errors in the line flows arise due to the 
treatment of the generators. During the equivalencing process, a large system is 
reduced to a much smaller system with all the internal buses selected to be high 
voltage buses (230 kV and above). Most of the generators, which are directly 
connected to the low voltage buses (external buses), are moved rather to internal 
or boundary buses integrally rather than fractionally as they would be if the 
classical Ward equivalent were used. Although the bus injections, in the base case, 
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guarantee that the same amount of power flows on the retained lines, as the 
generation pattern changes, the retained buses are subjected to a very different 
amount of injection, which leads to the errors in the retained line flows. Accuracy 
in the retained line flows can be improved using the idea presented in this section.  
4.4.1. Theoretical Derivation 
The power transfer distribution factor (PTDF) matrix is very useful in power 
flow studies since it relates the TL power flows to the power injections, which are 
the control variables of OPF. The PTDF can be used to easily calculate the change 
in the power flow over any line due to an increment in MW generation at a 
generator or generators. Since the reduced model produced in this project is to be 
used in a dc OPF, the following derivation is based on the dc power flow 
assumptions. The PTDF matrix can be formed as follows: 
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 (4.7) 
where: NL represents the number of TLs in the system; NB represents the number 
of buses in the system; lP  represents the change in the real power flow on line  
l; kP represents the change in the real power injection at bus k. And the elements 
in the PTDF matrix kl ,  can be calculated by: 
k
l
kl
dP
Pd
,  (4.8) 
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where: lP  represents the real power flow on the l branch; kP  represents the real 
power injection at bus k. 
In the dc power flow formulation, power injections at buses are linearly 
related to the bus voltage angles as: 
 BPinj  (4.9) 
or 
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where injP represents the bus injection vector with iP  as the injected power at bus 
i;   represents the vector of the bus voltage phase angles with i  as the voltage 
phase angle at bus i; the susceptance matrix B and its elements can be computed 
based on the following relations: 


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
NBj
j ij
ii
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ij
x
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x
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1
1
,
1
 (4.11) 
where ijx is the reactance of the branch i-j. 
The Rank of the admittance matrix B is NB-1 so that it cannot be inverted. 
The row and column corresponding to the slack bus of the system need to be 
eliminated from the matrix first so that the inverse of the remaining NB-1 by NB-
1 matrix can be computed. The reactance matrix X can be written as (assuming 
bus 1 is the slack bus): 
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which includes an entry of zeros on the first row and column corresponding to the 
slack bus. 
Assuming branch l connects bus i to j, based on the (4.10)~(4.11), lP can be 
calculated as: 
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Substituting (4.13) into (4.8) yields: 
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This is followed by: 
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where ikX , jkX represent the ik, jk elements extracted from the reactance matrix X, 
respectively. 
Once the PTDF matrix is calculated, the power flow on a specific TL under 
the changed generation pattern can be calculated as: 
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where: baselP _  is the power flow on branch l under the base case; lP  is the 
change in the power flow under a different generation pattern.  
Based on the derivation above, the idea of improving the accuracy of the 
retained TL power flows in the reduced system involves the following steps: 
1) Calculate the elements associated with all the selected retained TLs in the 
PTDF matrix of full model of the system. 
2) Select a certain portion of the retained TLs in the reduced system and set 
the power flows on these TLs to be fixed values that are calculated based 
on equation (4.16). 
3) Modify the power flow equations (4.9) associated with the terminal buses 
of the selected retained TLs. Take bus i in the following figure (Fig. 4.14) 
as an example. Assuming line i-j is one of the branches selected in step 3), 
the power injection at bus i can be written as: 
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ijP  can be calculated based on (4.16) as: 
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Substituting expression (4.18) into (4.17) to yield: 
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Fig. 4.14 Five buses with two retained lines and two equivalent lines 
4) By modifying all the related bus power balance equations in the same way 
as equation (4.19), a new set of power balance equations for all the buses 
can be formulated similar to (4.10). After selecting the reference bus, the 
bus power balance equations can be solved for . 
4.4.2. Application to the 10-bus Test Case 
This approach (of constraining some line to have flows that match the flows 
that would be calculated with the full model) is tested and demonstrated on a 
small 10-bus system, through which the effectiveness of the method is validated, 
at least for this small system. The 10-bus system is shown in Fig.4.15. 
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Fig.4.15 10-bus system full model 
Following the procedure proposed in CHAPTER 3 buses number 1, 3 and 4 
are removed to form the reduced system as shown in Fig. 4.16. This means 
equivalencing seven lines resulting in two equivalent lines added between buses 
2-8, and buses 2-5, which are shown in bold in the Fig. 5.7; the two generators at 
buses 1 and 4 are moved to bus 2 using the modified Ward strategy. Under the 
base case, the power flows on the retained lines match the full model exactly. 
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Fig. 4.16 7-bus system reduced from a 10-bus model 
The output of each generator under the base case is shown in Table 4.5: 
TABLE 4.5  
GENERATION UNDER BASE CASE 
Gen. at Bus No. Generation (MW) 
1 178.05 
2 50 
4 71.95 
7 191.64 
8 198.42 
9 94.97 
10 94.97 
 
To test how the system responds to a changed generation pattern, for the full 
model, the generation is changed as shown in Table 4.6.  
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TABLE 4.6  
CHANGE IN THE GENERATION PATTERN 
Gen. at Bus No. Change in Generation (MW) 
1 +30 
4 +30 
8 +10 
10 -70 
 
As shown in the table above, the generation at buses 1, 4 and 8 is increased by 
30 MW, 30 MW and 10 MW, respectively. Correspondingly, the generation at bus 
10 is decreased by 70 MW. Upon changing the generation pattern, the power 
flows on the retained TLs are obtained from the full model and shown in Table 
4.7. The power flows on the retained TLs shown in Table 4.7 will be taken as the 
reference values in the 4 test cases that follows. 
TABLE 4.7  
POWER FLOWS FROM FULL MODEL UNDER CHANGED GENERATION PATTERN 
From bus (i) To bus (j) Pij (MW) 
2 5 85.533 
2 6 39.808 
7 5 37.475 
6 7 23.446 
8 6 158.903 
6 10 25.265 
10 7 2.392 
8 9 7.188 
9 10 102.158 
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Case 1: In the reduced model, the output of each generator is set according to 
the generator moving strategy proposed in Chapter 3. Then, the dc power flow is 
solved using the reduced model to obtain the flows on the retained TLs and the 
results are shown in Table 4.8 column 3: (A comparison of the results for all tests 
will be discussed once the results for all tests are introduced.) 
Case 2: In this case/test we constrain one TL flow (line 2-6) to that computed 
using the coefficients of the PTDF matrix of the full model. The power flows on 
the remaining retained TLs are then calculated and shown in Table 4.8 column 4: 
Case 3: In this case, both lines 2-6 and 2-5 are selected and their power flows 
constrained using the PTDFs. The power flows on the remaining retained TLs are 
then calculated for the reduced model and shown in Table 4.8 column 5: 
Case 4: In this case, both lines 2-6 and 9-10 are selected and their power flows 
constrained using the PTDFs. The power flows on the remaining retained TLs are 
then calculated and shown in Table 4.8 column 6:  
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TABLE 4.8  
POWER FLOW IN THE REDUCED SYSTEM UNDER CHANGED GENERATION PATTERN 
WITH DIFFERENT LINES CONSTRAINED 
From bus 
(i) 
To bus 
(j) 
Pij (MW) 
case 1 
Pij (MW) 
case 2 
Pij (MW) 
case 3 
Pij (MW) 
case 4 
2 5 91.609 94.744 85.533 94.509 
2 6 46.428 39.808 39.808 39.808 
7 5 38.628 34.441 37.618 34.754 
6 7 24.541 21.764 23.520 21.676 
8 6 154.624 156.830 158.985 156.152 
6 10 26.512 24.874 25.274 24.284 
10 7 2.447 1.036 2.458 1.439 
8 9 5.989 6.216 7.238 7.208 
9 10 100.940 101.167 102.189 102.158 
 
The average errors in the retained line flows for the 4 cases above are 
calculated based on (4.4). The 4 average errors (in MW and percentage) are put in 
Fig. 4.17 and Fig. 4.18 shown below: 
 
Fig. 4.17 Average errors (MW) in the retained line flows for the 4 cases 
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Fig. 4.18 Average errors (%) in the retained line flows for the 4 cases 
Fig. 4.17 and Fig. 4.18 show that, under the specified (changed) generation 
pattern, solving the power flows with the reduced model will lead to an average 
error of 2.54 MW on the retained line flows (case 1). If we constrain the flow on 
TL 2-6 using the value computed based on the PTDF of the full model, the 
average error drops from 2.54 MW to 2.19 MW (case 2). When the power flow on 
an additional TL 2-5 is constrained, this average error drops to 0.05 MW, which 
indicates a nearly accurate solution of the power flows from the reduced model 
(case 3). However, if TL 2-6 is constrained and TL 9-10 (a line farther from the 
boundary of the reduced model) is constrained, the average error is 2.02 MW, a 
value close to the case when only line 2-6 is constrained (case 4). The following 
remarks can be made based on the test results shown above: 
 Constraining the power flows on selected retained TLs helps to improve 
the accuracy of the power flow solution based on the reduced model. 
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 Increasing the number of constrained TLs will help to improve the 
accuracy of the power flow solution that is based on the reduced model. More 
constrained TLs will lead to more accurate power flow solutions. However, it 
is desired that a small number of TLs be constrained since calculating the 
power flows on the constrained lines involves using PDTF from all generators 
in the model, a number which can be significant and which will decrease the 
efficiency, a feature that was the primary motivation for producing a reduced 
model. 
 Different set of constrained TLs help to improve the power flow solutions 
to different degrees. One set of constrained TLs (i.e., line 2-5, line 2-6) may 
decrease the average errors in the retained line flows greatly while another set 
(i.e., line 2-6, line 9-10) may decrease the average error less. This suggests 
that to further this approach, finding optimal set of TLs to constrain will be 
important. 
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CHAPTER 5 .  
LOSS COMPENSATION IN DC POWER FLOW MODELING 
The dc power flow has found favor in LMP-based market applications 
because of its speed and robustness [33]-[34]. Although some authors have shown 
impressive accuracy with dc power-flow formulations, others are not so optimistic 
about its accuracy [35]. Presently, many versions of dc power-flow formulations 
exist. In general, these different formulations are characterized by different 
definitions of active power injections, loss compensation and branch admittances 
[35]-[37]. 
In the previous section, errors between the dc PFs on the equivalent and the 
full EI models have been quantified. More light can be shed on the feasibility of 
using dc network equivalents if the difference between the ac and dc PFs on the 
full EI system can be quantified. Also, it is of interest to examine the influence of 
different assumptions so that better (EI) dc network equivalent can be created. 
Dc PF models are inherently approximate, and it is well known that their 
accuracies are very system and case dependent [35]. Given the limits of theory 
and applied mathematics in formulation-acceptability analysis, this section 
experimentally explores the influence of loss compensations on the accuracy of dc 
PF formulations for system as large as EI.  
5.1 Formulations of Dc Power Flow Models 
Four dc PF formulations are discussed in this section: the classical dc PF 
model, dc PF model with a single multiplier for loss compensation, dc PF model 
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with zonal multipliers for loss compensation, and dc PF model with loss 
compensation for each line. A general transmission line (i, j) model is shown in 
Fig. 5.1.  
iiv  jjv 
ip jp
ijijij jxrz 
ijij
ijij
ij jbg
jxr
y 


1
 
Fig. 5.1 A general transmission line model 
The dc power flow modeling starts from the ac power-flow equations. As 
shown in Fig. 5.1, based on the ac PF formulation, the real power flows at sending 
end and receiving end of the line are 
  
    jiijjijijiiij
jjiiijijiii
bvvvvvg
vvjbgvp




sincos
)()(Re
2
*
 (5.1) 
)sin()]cos([ 2 jiijjijijijijj bvvvvvgp    (5.2) 
5.1.1 Classical Dc Power-Flow Model 
 A general branch model used in dc PF is shown Fig. 5.1, in which li and lj are 
parameters representing the loss on transmission line (i, j) at terminal i and j, 
respectively. 
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iiv  jjv 
ip jp
il jl
ijp
 
Fig. 5.2 A general branch model used in dc power flow 
In the classical dc power-flow model, four assumptions are made. First, loss is 
neglected: 
)sin(0 jijiijijjiji vvbpppthatsoll    (5.3) 
Second, the voltage angle across each branch is very small: 
)(0 jijiijijji vvbpthatso    (5.4) 
Third, voltages at all buses are close to 1 p.u.: 
)(1, jiijijji bpthatsovv    (5.5) 
Finally, branch resistance is small compared to reactance and thus, is neglected: 
ijjiijij xpthatsor /)(0    (5.6) 
5.1.2 Dc PF Model with a Single Multiplier for Loss Compensation 
In this dc PF model, the same assumptions are used as those for the classical 
model except that a single multiplier is used to scale the entire load up to 
compensate for the losses in the system. This single multiplier λ is calculated as 
the ratio of the total generation to total load in the system based on the ac power 
flow solution: 
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


L
G
P
P
  (5.7) 
where  GP and  LP are the total generation and total load in the system, 
respectively. 
5.1.3 Dc PF Model with Zonal Multipliers for Loss Compensation 
 In this dc PF model, the same assumptions are used as those for the dc PF 
model with a single multiplier except that a different loss distribution assumption 
is used. Basically, it is assumed that within each zone of the system, the total 
generation is balanced by the total load consumption and the loss within that zone. 
The zonal loss multiplier for zone m is calculated as: 



m
L
m
G
m
P
P
  (5.8) 
where 
m
GP and 
m
LP are the total generation and total load within zone m. 
5.1.4 Dc PF Model with Loss Compensation for Each Line 
In this dc PF model, loss is compensated on a line-by-line basis. Based on 
(5.1)-(5.2), the loss-approximating parameters for line (i, j) are calculated as: 
)]cos([ 2 jijiiiji vvvgl    (5.9) 
 ]cos[ 2 jijijijj vvvgl    (5.10) 
For a transformer with off-nominal tap and (or) non-zero phase shift, the loss 
compensation is a bit more complicated. A general such model is shown in Fig. 
5.3. Based on the ac PF, the real PF at the sending end and receiving end are: 
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)sin()/()]cos()/([ 2 jiijjijiijjijijijijj bvtvvtvvgp    (5.12) 
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Fig. 5.3 A general transformer model with off-nominal tap and (or) non-zero 
phase shift 
For the general transformer branch shown in Fig. 5.3, the following loss 
compensation factors are selected: 
)]cos()/[( 2 ijjijiijiiji vvtvgl    (5.13) 
)]cos()/([ 2 ijjijijijijj vtvvgl    (5.14) 
5.2 Comparison of Dc Power-Flow Models of EI 
An ac PF solution is first obtained for the EI under the base case. This ac PF 
solution is used to construct the four dc PF models based on (5.3)-(5.14). For each 
of the four dc models, the PF is solved and compared with the original ac PF 
solution. Fig. 5.4 summarizes numerical simulations conducted. 
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Fig. 5.4 The numerical simulations conducted 
In all the tests below, the same testing methods as discussed in [35] are 
followed. In determining the branch-flow errors, the following assumptions are 
used: 
 all branches with PF below 50 MW are neglected 
 all branches that are loaded below 70% of their ratings are neglected 
 all branches that have no MVA rating in the EI data base are neglected 
The simulation results are presented below: 
A) AC PF model vs. classical dc PF model 
For the full EI system, the comparison between the branch MW-flows of the 
ac PF model and the classical dc PF model is shown in Fig. 5.5. The upper part of 
the figures shows the actual branch-MW flows of these two models while the 
lower part shows the difference (errors) in the branch MW-flow by using the 
classical dc PF model. 
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Fig. 5.5 Branch MW-flow difference between ac and the classical dc PF models 
As Fig. 5.5 shows, the largest error in the branch PFs is about 620 MW. The 
average error over the all the branch flows plotted in Fig. 5.5 is calculated to be 
10.91 MW based on equation (5.15),  
N
PfPf
Error
N
i
dc
i
ac
i
Avg



 1  
(5.15) 
where ac
iPf and
dc
iPf represent the PF on the i
th
 based on the ac PF and dc PF 
models, respectively; N is the total number of branches examined. 
The branch MW-flow errors in percentage are calculated based on (5.16),  
%100


i
dc
i
ac
i
i
MVA
PfPf
Error  (5.16) 
where MVAi is the MVA rating of line i. Based on (5.16), the branch-flow errors in 
percentage are shown in Fig. 5.6, from which, the largest error is found to be 
49.33%. The average value of the percentage errors is calculated to be 2.54%.  
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Fig. 5.6 Branch MW-flow errors (%) of the classical dc PF model 
B) AC PF model vs. dc PF model with a single multiplier for loss 
compensation 
As shown in Fig. 5.7, the maximum error in the branch MW-flows is 102 
MW, and the average error is calculated to be 6.42 MW. 
 
Fig. 5.7 Branch MW-flow difference between ac PF model and the dc PF model 
with single multiplier for loss compensation 
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The percentage errors in the branch MW-flows are shown in Fig. 5.8, from 
which the maximum error is found to be 13.56%. The average percentage error is 
calculated to be 1.79%. Clearly, compensating for losses improves branch flow 
errors significant. 
 
Fig. 5.8 Branch MW-flow errors (%) of the dc PF model with single multiplier for 
loss compensation 
C) AC PF model vs. dc PF model with zonal multipliers for loss 
compensation 
As shown in Fig. 5.9, the maximum error in the branch MW-flows is 83 MW 
while the average error is calculated to be 5.62 MW when zonal loss 
compensation is used. 
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Fig. 5.9 Branch MW-flow difference between ac PF model and dc PF model with 
zonal multipliers for loss compensation 
The percentage errors in the branch MW-flows are shown in Fig. 5.10, based 
on which the maximum error is found to be 12.20%. The average percentage error 
is calculated to be 1.64%. These results show that using zonal multipliers is 
somewhat better than using a single multiplier. 
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Fig. 5.10 Branch MW-flow errors (%) of the dc PF model with zonal multipliers 
for loss compensation 
D) AC PF model vs. dc PF model with loss compensation for each line 
As shown in Fig. 5.11, the maximum error in the branch MW-flows is 16.42 
MW while the average error is calculated to be 2.98 MW. 
 
Fig. 5.11 Branch MW-flow difference between ac PF model and dc PF model 
with loss compensation for each line 
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The percentage errors in the branch MW-flows are shown in Fig. 5.10, based 
on which the maximum error is found to be 2.01%. The average percentage error 
is calculated to be 0.31%. This shows that using compensation calculated for each 
line is clearly superior to all other methods. 
 
Fig. 5.12 Branch MW-flow errors (%) of the dc PF model with loss compensation 
for each line 
5.3 Summary 
The test results are summarized into Table 5.1.  
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TABLE 5.1  
POWER FLOW IN THE REDUCED SYSTEM UNDER CHANGED GENERATION 
PATTERN WITH DIFFERENT LINES CONSTRAINED 
Error Classical dc 
PF 
Dc PF-single 
multiplier 
Dc PF-zonal 
multiplier 
Dc PF-line loss 
compensation 
Max (MW). 620 MW 102 MW 83 MW 16.42 MW 
Avg. (MW) 10.91 MW 6.42 MW 5.62 MW 2.98 MW 
Max (%) 49.33% 13.56% 12.20% 2.01% 
Avg. (%) 2.54% 1.79% 1.64% 0.31% 
 
The following are some conclusions drawn for the test conducted above: 
 The classical dc PF model assumes no loss in the power system, and thus, 
it is state-independent and easy to construct. However, using the classical 
dc PF model for large systems, such as the EI, leads to significant branch-
flow errors, and therefore, is inadvisable. 
 For classical dc PF model, the branch with 620 MW flow error is close to 
the system slack bus. This is because that when no loss is assumed, the 
slack bus will actually pick up all the system losses, making the adjacent 
branches suffer from huge errors. A possible solution might be to use 
distributed slack buses within each control area so that errors can be more 
evenly distributed across the entire system.  
 Dc PF models with loss compensations are state-dependent models, 
construction of which requires a solved ac power flow solution. Compared 
to the classical dc PF model, dc models with loss compensation are much 
more accurate. 
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 Of all the dc models with loss compensations, the one with loss 
compensation for each line is closest to the ac power flow model and gives 
best performance for the base case. 
 Compensating loss with different zonal multipliers gives slightly better 
performance than compensating the loss with a single multiplier. 
 Compensating loss with a single multiplier in dc PF is a reasonably 
effective and the simplest way to improve the dc PF accuracy. 
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CHAPTER 6 .  
BUS AGGREGATION BASED NETWORK REDUCTION 
In this chapter, a novel network equivalencing approach is proposed. This 
network reduction problem is formulated as a quadratic optimization problem 
whose solution is defined by a linear algebraic problem, the solution of which can 
be easily obtained. 
The proposed method is demonstrated and tested on a small six-bus system. 
Its performance, in terms of inter-zonal flows, is compared to that of [21] and to a 
network equivalent derived using Ward reduction techniques [13].  
6.1 Formulation of the Problem 
This section presents the model specifications and the formulation of the 
problem. 
6.1.1 Model Specification and PTDF Derivation 
In the following discussion, it is assumed that the original system is composed 
of N+1 buses (N without the slack bus) with L transmission lines, while the 
reduced equivalent has NR+1 nodes/buses (NR without the slack bus) and LR 
branches. Since the scope of the discussion is a large power system and its 
equivalent, N and L are usually much larger than NR and LR, respectively. For the 
ease of analysis, it is assumed that system slack bus is assigned to bus/node 
number zero, for both the original system and the equivalent. It is also assumed 
that the slack bus has already been eliminated in the following derivations. Each 
branch l in the system is denoted by an ordered pair (i, j) indicating the direction 
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of the power flow is from node i to node j. Therefore, the power flow on branch 
(i, j) can be represented as Pi->j. 
In the dc formulation, both the branch power flow and power injection are 
linearly related to the bus voltage angle as: 
businj BP   (6.1) 
branchflow BP   (6.2) 
where Pinj represents the bus net injection vector (N×1), Pflow the branch power 
flow vector (L×1), Bbus the bus susceptance matrix (N×N) and Bbranch the branch 
susceptance matrix (L×N). 
Combing equation (6.1) and (6.2), the branch power flow can be expressed as: 
injbusbranchflow PBBP
1  (6.3) 
from which the system PTDF matrix, denoted by Φ, can be determined: 
1 busbranchBBΦ  
(6.4) 
6.1.2 Topology of the Reduced Equivalent 
Since the goal is to obtain an equivalent for power market analysis and 
investment planning studies, it is necessary to explicitly retain all the generators 
and loads as well as to keep all the inter-zonal transactions (power flows) 
equivalent. The strategy employed in the proposed method is to aggregate system 
elements on a zonal basis, which involves several steps: 
First, the entire system is partitioned into different zones (areas). Each zone 
will be represented by a single bus in the reduced model. Second, generators and 
loads within each zone are aggregated and attached to the corresponding 
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equivalent node/bus. Third, all the intra-zonal transmission lines (TLs) in the 
original model are neglected while the inter-zonal TLs are aggregated and 
represented by a single equivalent TL in the equivalent. The goal of this 
development is to arrive at reactances for the aggregated/equivalent lines that 
result in inter-zonal power flows that exactly match those of the full model for the 
base case and match inter-zonal flows for off-nominal cases as closely as possible. 
Based on the principles above, topology of the reduced equivalent can be 
easily determined once the partitioning of the system is completed. Buses in the 
equivalent are connected by equivalent lines, if and only if, in the original system, 
there is at least one TL that directly connects the corresponding zones. A five-zone 
system shown in Fig. 6.1 is taken as an illustrative example to demonstrate this 
process.  
 
A
B
C
D E
1
2
3
4
5
n
1
2
m
 
         (a) Original system                                                      (b) Equivalent 
Fig. 6.1 Topology of a five-zone system and its equivalent 
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As shown in Fig. 6.1 (a), the original system is partitioned into five zones, 
A~E, each of which is circled by a dashed line. Based on the proposed strategy, 
these five zones are represented by five buses (buses A~E) in the reduced 
equivalent as shown in Fig. 6.1(b). Generation and loads within each zone are 
aggregated and attached to the corresponding equivalent buses in the reduced 
model. In the original system, zone A is directly connected to zone B by several 
TLs while zone A and zone E are not directly connected. Therefore, as Fig. 6.1(b) 
shows, bus A is connected to B by equivalent TL (A, B) while there is no 
equivalent TL connecting bus A and bus E. Based on same scheme, the presence 
or absence of equivalent TLs connecting the other zones can be determined as 
shown as in Fig. 6.1(b).  
The challenge addressed in this work is arriving at a method for calculating 
the equivalent TL impedances given the topology of the reduced network. This 
process is broken down into the following steps. First an equation is constructed 
and solved, which equates known inter-zonal power flows (expressed in terms of 
the PTDF matrix of the full network model) with a to-be-determined PTDF matrix 
of the reduced network. Next, an optimization procedure is used to determine the 
equivalent TL reactances that best fit the PTDF matrix of the reduced equivalent 
network. 
6.1.3 Problem Formulation 
In the original system, the inter-zonal power flows can be calculated by 
summing up all the power flows on the TLs connecting the corresponding two 
zones. 
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injflowflowflow
zonalinter
flow PPP 
  (6.5) 
where ∏flow is an LR×L matrix that sums up the line flows, and 
zonalinter
flowP

 is an 
LR×1 vector containing the inter-zonal power flows.  
Since the original system is aggregated on a zonal basis during the network 
reduction process, the power flows on the equivalent TLs in the reduced system 
simply represent the inter-zonal power flows, which, based on the definition of 
PTDFs, can be written as: 
RinjRR
zonalinter
flow PP )()( 
  (6.6) 
where 
R
zonalinter
flow
P )(  ,ΦR and (Pinj)R are the inter-zonal power-flow vector, the PTDF 
matrix and the bus-injection vector for the reduced system, respectively. 
Generally speaking, the bus susceptance matrix Bbus and the branch 
susceptance matrix Bbranch can be calculated based on the node-branch incidence 
matrix C (L×N) and the TL reactance vector x (L×1).  
CxdiagCB Tbus )/1(  (6.7) 
CxdiagB flow )/1(  (6.8) 
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 (6.9) 
Therefore the PTDF matrix can be related to TL reactance by: 
  1)/1()/1(  CxdiagCCxdiag T  (6.10) 
Equation (6.10) shows a general property of the PTDF matrix; it also holds for 
the reduced equivalent system. As a result, the inter-zonal power flow of the 
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reduced system can be further represented by: 
   
Rinj
T
RR
T
RRR
RinjRR
zonalinter
flow
PCxdiagCCxdiag
PP
1
)/1()/1(
)()(




 (6.11) 
where xR and CR are the TL reactance vectors and bus-branch incidence matrix of 
the reduced system, respectively. 
The main objective of this network reduction is to obtain a set of interface 
parameters (TL reactances) for the reduced equivalent such that its inter-zonal 
power flows (PTDFs) match the inter-zonal power flows (zonal PTDFs) of the 
original system. Let ||∙|| be a Euclidean norm and xR
i 
(1≤i≤LR) be the i th 
component of xR. The network reduction problem can be formulated as the 
minimization of the Euclidean norm of the difference between the two inter-zonal 
power flow vectors: 
R
R
i
R
zonalinter
flow
zonalinter
flow
x
Lixts
PP
R
,,2,1,0..
)(min

 
 (6.12) 
or 
   
R
R
i
Rinj
T
RR
T
RRR
injflow
x
Lixts
PCxdiagCCxdiag
P
R
,,2,1,0..
)/1()/1(
min 1



 (6.13) 
6.2 Problem Solution 
It is shown in this section that an optimal solution of (6.13) can be obtained by 
carefully configuring the optimization problem and converting it into two linear 
subproblems. 
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6.2.1 Reduced PTDF Matrix 
The first step in achieving the solution is to restructure the problem to solve 
for the reduced PTDF matrix ΦR of the reduced equivalent.  
In the reduced system, injection at each bus is the sum of the injections at the 
corresponding buses within each zone in the original system. Equation (6.14) 
describes this relationship: 
injgRinj
PP )(  (6.14) 
where ∏g is an NR-by-N matrix to sum the bus injections. It is noted that ∏g is a 
very sparse matrix containing only 0’s and 1’s. Its component, ᴨg
(i, j)
, is 1 if and 
only if, in the original system, bus i belongs to zone j, where 1≤i≤ NR is the row 
index and 1≤j≤N is the column index. 
The dc power flow assumptions make the power system a linear system, for 
which the superposition property holds. With the superposition principle, each 
injection has its own contributions to the inter-zonal power flows, and one inter-
zonal power flow is the summation of all these contributions from different bus 
injections. With this idea in mind, there is a way to quantify each zone’s 
contribution to the inter-zonal power flows. 
Write an N-by-NR matrix  based on the following guidelines: 
 it contains only 0’s and 1’s. 
 element (i,j) at row i column j is 1 if, in the original system, bus i 
belongs to zone j. 
 element (i,j) at row i column j is 0 if, in the original system, bus i does 
not belong to zone j. 
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Develop another matrix Ψ: 
 )( injflow Pdiag  (6.15) 
where  
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 (6.16) 
The matrix Ψ has the cardinality of LR-by-NR. Each element of Ψ represents 
the corresponding zone’s contribution to the inter-zonal power flows. For 
example, Ψ(i,j) represents the contribution of the j th zone’s injection to the i th 
inter-zonal power flow. Summing each row of Ψ yields the corresponding inter-
zonal power flow: 
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 (6.17) 
Applying the same ideas to the reduced system, it is recognized that equation 
(6.6) may be modified to also yield Ψ: 
 
RinjR
Pdiag )(  (6.18) 
Combining equation (6.14), (6.15) and (6.18), yields 
 )()(
injflowinjgR
PdiagPdiag  (6.19) 
Therefore, the reduced PTDF matrix ΦR can be found to be 
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  1)()( 
injginjflowR
PdiagPdiag  (6.20) 
Noticing that ∏flow, diag(Pinj) and diag(∏flowPinj) are extremely sparse 
matrices, the sparsity technique can be applied to speed up the evaluation of 
(6.20) as well as reduce the storage requirement. Notice also that the inverse 
required in this equation is that of a diagonal matrix, which is trivial to evaluate, 
so that the solution of the equation essential boils down to simple sparse matrix 
multiplication. This is much faster computationally than the equivalent calculation 
of [21] where a pseudo-inverse is needed. 
The next step is to find the equivalent TL reactance for the reduced equivalent 
which yields a PTDF matrix as close as possible to R in a least squares sense 
given the equivalent network topology determined during the bus aggregation 
step. 
6.2.2 Equivalent TL Reactance 
The second linear problem we need to solve is that of determining the 
equivalent TL reactance from the reduced PTDF matrix, R. 
Equation (6.10) relates the reduced PTDF matrix to the TL reactance vector 
xR, that is,  
  1)/1()/1( 
RR
T
RRRR
CxdiagCCxdiag  (6.21) 
where xR is a column vector whose elements are the desired TL reactance for the 
reduced equivalent and the matrix CR is the node-branch incidence matrix which 
only depends on the topology of the reduced system. Once the topology of the 
equivalent system is known, CR can be easily determined by inspection. 
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Multiplying both sides of equation (6.21) by the term CR
T
diag(1/xR)CR
 
yields: 
 
RRRR
T
RR
CxdiagCxdiagC )/1()/1(   (6.22) 
which further leads to: 
0)/1()( 
RR
T
RR
CxdiagIC  (6.23) 
Let ],...,,[ 21 RNR cccC  , where the ci entries are column vectors collectively 
representing the columns of CR. Using this notation, equation (6.23) is equivalent 
to the following set of equations: 
),...,2,1(,0)/1()(
RiR
T
RR
NicxdiagIC   (6.24) 
Simple linear algebra dictates that 
  0/1)()(
0)/1()(


Ri
T
RR
iR
T
RR
xcdiagIC
cxdiagIC
 (6.25) 
where xR is the LR-by-1 branch reactance vector containing all the reactance of the 
equivalent lines in the reduced system.  
Therefore finally we arrive at the following equation: 
  0/1 
R
x  (6.26) 
where  
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 (6.27) 
Note that Λ is a very sparse but very large matrix with the cardinality of LRNR by 
LR. For example, for an EI equivalent with 5000 buses and 10,000 branches the 
cardinality is 5∙107 by 104. 
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Obviously, there exists a trivial solution to equation (6.27), which is 1/xR=0. 
But this trivial solution is never a desirable solution since having all the branch 
susceptance equal to zero means all the buses in the system are actually isolated 
from each other. Further, the solution of equation (6.26) depends on the rank of Λ. 
If the original PTDF is taken as the reduced system PTDF, the Λ for that case will 
always be rank 1 deficient. However, of the many reduced systems we have 
examined, all the Λ’s are of full rank, LR. For this case, there exists no physical 
system whose PTDF matrix exactly matches the calculated reduced PTDF matrix. 
The best we can do is to have a reduced system whose PTDF matrix matches the 
calculated PTDF matrix as close as possible. 
In order to solve for the branch reactance, it is important to recognize one 
property of the linear system: multiplying all the branch reactance by the same 
non-zero constant will result in exactly the same PTDF matrix. This characteristic 
can be easily verified using equation (6.26), since any vector that is a multiple of 
the solution vector, 1/xR, is also a solution of the equation. While arbitrary scaling 
is theoretically acceptable as long as the reactance vector lies in the null space of 
Λ, it is not acceptable for engineering purposes. If the branch reactance is too 
large, the bus-voltage-angle differences across the TLs will be very large, possibly 
hundreds of degrees, making the reduced network solution nonphysical. Using a 
parallel argument, the branch reactance cannot be selected to be too small, or 
again the branch voltage angles will be unrealistically small and again 
nonphysical. To solve this problem, a constraint can be added to make the solution  
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of the branch reactance vector reasonable from an engineering point of view and 
mathematically unique. Achieving uniqueness is discussed next. 
Assume the m th TL, in the reduced system, is connecting bus i and j, which 
represents the two adjacent zones i and j. Call the power flows between the i-j 
zones in the base case Pi->j. Based on the original power-flow solution, we 
evaluate the average bus voltage angles within each of the two zones and denote 
them by θi
*
 and θj
*
, respectively. It is not critical how this average is calculated; 
only that it is reasonable from an engineering point of view. The difference of 
these two average values is: 
***
jiij
   (6.28) 
By restricting the voltage angle difference across the equivalent branch (i, j) to the 
reasonable value θij
*
, one extra constraint can be added to equation (6.26), which 
is 
)(
*
m
R
ij
ji x
P

  (6.29) 
or 
*
)( )/1(
ij
jim
R
P
x

  (6.30) 
where xR
(m)
 is the branch reactance of the equivalent TL connecting buses i and j 
of the reduced equivalent and Pi->j is the base case inter-zonal power flow 
between zones i and j. 
Augment matrix Λ with this additional constraint, putting equation (6.30) in 
the first position of Λ and call the augmented matrix as Λ*: 
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where Nm is a 1-by-LR matrix with the m th element 1 and all the other elements 0.  
Equation (6.31) is an over-determined problem; therefore, finding the solution 
is an error minimization process. One can easily find the solution of (6.31) to be 
   









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0
)(/1 **
1**
ij
ji
TT
R
P
x   (6.32) 
which when solved achieves our goal of calculating branch reactance of the 
reduced equivalent network. Note that ** )(  T is a square matrix of cardinality 
equal to the size of the admittance matrix of the equivalent. Further, the matrix is 
very sparse, allowing sparsity techniques to be used to advantage in the solution 
of (6.32). Note that this calculation is much more computationally efficient than 
that proposed in [21] which requires an eigenvalue decomposition, QR 
factorization, and the solution of a complex optimization problem. 
6.3 Retaining Specific Lines in the Equivalent 
When using the reduced equivalent for market-based analysis, one may want 
to monitor the power flows on some specific lines to make sure the transmission 
constraints (i.e., TL thermal limits) are satisfied. For this purpose, these TLs 
should be explicitly retained in the reduced system, which can be realized by  
carefully clustering the buses in the full system. This idea is illustrated in the 
following example. 
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Fig. 6.2 shows an 11-bus system on the left and the corresponding 4-bus 
equivalent on the right. The original system is divided into four zones (areas), 
each of which is marked by the dashed circle. In the reduced equivalent, the inter-
zonal TLs are retained while all the intra-zonal TLs (dashed lines) disappear in the 
reduced system. 
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Fig. 6.2 The original 11-bus 4-zone system and the corresponding equivalent 
If additional lines are to be retained, the bus can be grouped in a slightly 
different way so that the two terminal buses for each to-be-retained TL are 
clustered into two different zones, each of which contains the terminal bus only. 
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For example, in Fig. 6.3, if branch (2, 6) is to be retained, buses are re-clustered 
such that bus 2 and 6 are clustered into zone V and VI as shown in the figure, 
respectively. 
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Fig. 6.3 Modified system zones to retain specific TLs 
The load and generation attached to zone V (VI) are the original load and 
generation at bus 2 and 6, respectively. No external load/generation should be 
moved into zone V (VI) and no internal load/generation should be moved out of 
the zones. 
93 
 
 
In the reduced system, as shown in Fig. 6.3, the branch connecting zone V and 
VI corresponds to the retained line 2-6 in the original system. Since the reactance 
of the inter-area TL is optimized based on equation (6.21) and (6.32), the retained 
line’s power flow in the reduced system will match that of the original system as 
closely as possible in a least-squares sense (given the limitations of the derivation 
starting on page 83), and the line flow limit (due to either a true thermal limit or 
thermal limit used as a proxy stability limit) of line 2-6 can be used to limit this 
inter-zonal TL in an OPF. 
6.4 Numerical Example  
In this section, the proposed network reduction method is demonstrated on a 
6-bus system, with comparison to the Ward method [13] and another bus 
aggregation based method [21]. Two sets of tests are conducted: the first one is to 
check the performance of these methods under the base case while the second one 
is to check their performance as the system operating condition changes. 
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6.4.1 Base Case Performance 
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Fig. 6.4 The original 6-bus system 
A small 6-bus system shown in Fig. 6.4 is considered in this section to 
demonstrate the effectiveness of the proposed method. For the ease of 
comparison, all the TL reactances in this system are set to be 0.1j pu, which is the 
same system as used in [20]-[21]. The system MVA base is 100MVA and bus 1 is 
selected as the system slack. Power injections at the six buses are, in ascending 
order: 
  MWP
inj
20;30;50;200;100;400  (6.33) 
As the dashed circles show, buses are clustered into 4 different zones, each of 
which is reduced and represented by one equivalent bus in the 4-bus system 
shown in Fig. 6.5.  
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Fig. 6.5 The resulting 4-bus equivalent of the 6-bus system 
Based on equation (6.10), the PTDF matrix Φ of the original system can be 
calculated as shown in Table 6.1. 
TABLE 6.1  
PTDF MATRIX OF THE 6-BUS TEST SYSTEM 
Bus 
 
line 
2 3 4 5 6 
(1,2) -0.7857 -0.5714 -0.5000 -0.2143 -0.4286 
(1,5) -0.2143 -0.4286 -0.5000 -0.7857 -0.5714 
(2,3) 0.2143 -0.5714 -0.5000 -0.2143 -0.4286 
(3,4) 0.0714 0.1429 -0.5000 -0.0714 -0.1429 
(3,6) 0.1429 0.2857 0.0000 -0.1429 -0.2857 
(4,6) 0.0714 0.1429 0.5000 -0.0714 -0.1429 
(5,6) -0.2143 -0.4286 -0.5000 0.2143 -0.5714 
 
Therefore, the branch power flows for the full system can be calculated using 
the definition of the PTDFs or using the dc power flow solution as: 
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 (6.34) 
The inter-zonal power flows are further calculated based on the full-model 
power flow (6.34) and the bus clustering by using (6.5): 
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With the proposed method, the reduced PTDF matrix, ΦR, for the 4-bus 
equivalent is calculated with equation (6.20): 
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 (6.36) 
For comparison purpose, both the Ward method [13] and another PTDF-based 
method [21] were used to generate two reduced equivalents with the same 
topology as shown in Fig. 6.5. In the Ward equivalent, bus 2 and 5 are eliminated 
by Gauss elimination so that the reduced equivalent has the same topology as 
shown in Fig. 6.5. The corresponding PTDF matrices for these two equivalents 
are calculated using (6.20) and are shown below as R
[13]
 and R
[21]
, respectively. 
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It can be seen from equations (6.36)-(6.38) that elements in the three reduced 
PTDF matrices have exactly the same signs but different values. It is also 
interesting that the second columns in the three PTDF matrices are exactly the 
same, which results from the special topology of this 6-bus system and its 4-bus 
equivalent. For any other system, or for the same system with different bus 
clustering, there is no guarantee that any columns in the reduced PTDF matrices 
would be the same, or even similar for these three methods.  
The performances of these three equivalents are evaluated by comparing the 
inter-zonal power flows they produce. With equation (6.6), the inter-zonal power 
flows for the three equivalents were calculated as shown in Table 6.2. The actual 
power flows are also included in this table for reference. The last row in this table 
shows the average errors, which are quantified with the following equation: 
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(6.39) 
where Pi
reduced
 represents the i
th
 element of the inter-zonal power flow vector, 
zonalinter
flowP
 , calculated for the equivalent system and Pi
actual
 is the corresponding 
reference value calculated for the original (full) system. 
TABLE 6.2  
INTER-ZONAL POWER FLOWS BASED ON DIFFERENT EQUIVALENTS AT THE BASE 
CASE 
Flow Ward [13] 
(MW) 
Ref [21] 
(MW) 
Proposed 
Method 
(MW) 
Actual 
(MW) 
PI->II -271.4 -244.8 -232.8 -232.8 
PI->IV -128.6 -155.3 -167.2 -167.2 
PII->III 10.7 1.8 5.7 5.7 
PII->IV 17.9 53.5 61.5 61.5 
PIII->IV 60.7 51.8 55.7 55.7 
Avg. Error 41.5% 20.1% 0% NA 
 
It can be seen from the table that an average error of 41.5% is found with the 
inter-zonal power flows calculated based on the Ward equivalent [13]. The 
equivalent based on Ref [21] has better performance but there still has a relatively 
large average error of 20.1% in the calculated inter-zonal power flows for the base 
case. Among the three methods, the one proposed in this work gives the best 
performance and the reduced-system inter-zonal power flows exactly match the 
full-system inter-zonal power flows for the base case. It is clearly seen from the 
simulation results that the proposed equivalent is more suitable for analyzing 
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power flows/transactions between different zones or areas, at least for this limited 
system. 
6.4.2 Performance Under Changed Operating Conditions 
In general, a power system equivalent is developed based on a specific system 
operating point, which is normally referred to as the base case. However, 
disagreement in calculated power flows occurs when using the (approximate) 
equivalent versus the full network model when the system operating point 
changes, which is a limitation of all the network equivalencing methods. 
Therefore, to further evaluate the accuracy of the proposed methodology, it is 
necessary to test the equivalent system over different operating points and 
compare its performance with that of the full system model. In this subsection, the 
three equivalents obtained above are tested and compared. 
For the 6-bus system shown in Fig. 6.4, a change in the system operating point 
is achieved by varying the power injection at bus 4 (Pinj
(4)
). The following steps 
are involved in the test: 
 Vary Pinj
(4)
 from -100% to 100% of its original value under the base case.  
 The decrease/increase in Pinj
(4)
 is balanced by the slack bus such that sum 
of the bus injections remains 0. 
 The true inter-zonal power flows are calculated based on the full model 
under these different operating conditions. 
 Inter-zonal power flows based on the three equivalents are calculated 
under these different operating conditions. 
The reduced-system inter-zonal power flows are compared with the full-
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system inter-zonal power flows and the average errors are quantified by equation 
(6.39). Test results are summarized in Table 6.3. 
TABLE 6.3 
ERRORS IN THE INTER-ZONAL POWER FLOWS AS AFUNCTION OF CHANGE OF 
INJECTION AT BUS 4 
Change in 
Pinj
(4)
 (%) 
Average Error (%) 
Ward 
[13] 
Ref [21] 
Proposed 
Method 
-100 29.88 10.51 0.006 
-80 29.78 10.57 0.006 
-60 30.12 10.97 0.005 
-40 31.15 11.90 0.005 
-20 33.69 14.01 0.005 
0 41.50 20.28 0.003 
20 164.85 117.78 0.005 
40 46.64 24.53 0.005 
60 33.77 14.46 0.005 
80 29.72 11.35 0.005 
100 27.65 9.79 0.005 
 
Table 6.3 shows the average errors in the inter-zonal power flows as a 
function of change in injection at bus 4. As seen from the table, method of [21] 
has a slightly better performance than the Ward equivalent described in [13] but 
both methods generate significant errors in the inter-zonal power flows. The 
equivalent based on the proposed method exactly matches the full system at 
different operating points listed above. Plots are provided in Fig. 6.6 to visualize 
the test results. 
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Fig. 6.6 Average error in inter-zonal power flows as a function of changes in Pinj
(4) 
It is worth pointing out that, if the changes in injection were made at another 
bus (either bus 3 or 6) in this 6-bus system, the errors in the inter-zonal power 
flows resulting from simulations using the proposed equivalent would not be 
zeros. Further, for much larger systems, the errors in the inter-zonal power flows 
under changed operating conditions will not necessarily be zero. However, in all 
other cases examined by the authors so far, the proposed method generates 
smaller branch flow errors for all branches than the existing methods under all 
operating conditions.  
For this 6-bus system, when the same test described above is conducted for 
generator at bus 3, the results are shown in Table 6.4 and Fig. 6.7. 
-100 -80 -60 -40 -20 0 20 40 60 80 100
-20
0
20
40
60
80
100
120
140
160
180
change in P
inj
(4) (%)
a
v
g
. 
e
rr
o
r 
(%
) 
in
 i
n
te
r-
z
o
n
a
l 
p
o
w
e
r 
fl
o
w
 
 
Ref [21]
Proposed Method
Ward [13]
102 
 
 
TABLE 6.4 
ERRORS IN THE INTER-ZONAL POWER FLOWS AS A FUNCTION OF CHANGE OF 
INJECTION AT BUS 3 
Change in 
Pinj
(3)
 (%) 
Average Error (%) 
Ward 
[13] 
Ref [21] 
Proposed 
Method 
-12 67.38 32.64 6.07 
-10 58.65 28.36 4.20 
-8 52.86 25.57 2.90 
-6 48.76 23.62 1.92 
-4 45.71 22.19 1.16 
-2 43.36 21.12 0.53 
0 41.50 20.28 0.01 
2 39.99 19.62 0.46 
4 38.75 19.09 0.87 
6 37.71 18.66 1.23 
8 36.83 18.31 1.56 
10 36.07 18.02 1.85 
12 35.42 17.78 2.13 
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Fig. 6.7 Average error in inter-zonal power flows as a function of changes in 
Pinj
(3)
 
Further, when the same test is conducted for generator at bus 6, the results are 
shown in Table 6.5 and Fig. 6.8. 
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TABLE 6.5 
ERRORS IN THE INTER-ZONAL POWER FLOWS AS A FUNCTION OF CHANGE OF 
INJECTION AT BUS 6 
Change in 
Pinj
(6)
 (%) 
Average Error (%) 
Ward 
[13] 
Ref [21] 
Proposed 
Method 
-45 38.87 19.10 1.74 
-40 39.10 19.20 1.57 
-30 39.60 19.42 1.21 
-20 40.16 19.67 0.83 
-10 40.79 19.96 0.43 
0 41.50 20.28 0.01 
10 42.30 20.65 0.45 
20 43.20 21.07 0.95 
30 44.22 21.55 1.49 
40 45.39 22.10 2.07 
45 46.04 22.41 2.39 
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Fig. 6.8 Average error in inter-zonal power flows as a function of changes in 
Pinj
(6)
 
The test results above show that the proposed method, compared to the other 
two methods examined, has the capability to better model the full system behavior 
under different operating points, at least for the system studied thus far. 
6.5 Conclusions 
A novel network reduction method is proposed in this chapter. This method 
formulates the problem of distilling branch reactance parameters for inter-area 
equivalent TLs as an optimization problem applied to a quadratic equation, the 
solution of which is obtained by solving two independent sparse linear problems. 
Compared to the existing methods, the proposed method is superior in the 
following ways: 
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 Under the base case, the equivalent-system inter-zonal power flows 
(PTDFs) exactly match the full-model inter-zonal power flows (zonal PTDFs),  
 As the operating conditions change, inter-zonal flow errors are more 
minimal than those calculated by competing methods 
 This method is more computationally efficient. 
It is also worth pointing out that the performance of the proposed method 
depends on the clustering of the buses of the original system. Although the 
network reduction algorithm itself guarantees the base case inter-zonal power 
flow match between the reduced and the original system, these mismatches under 
a changed operating point will be determined by how well the buses are clustered 
(grouped). Clustering of buses for network reduction purpose is discussed in the 
next chapter. 
 One limitation of the proposed method is that all lines in the reduced system 
are equivalent lines with no MVA rating. In order to apply the equivalent in OPF 
based studies, methods must be developed to assign limits for all the equivalent 
lines.  
 The proposed bus aggregation technique can also be used by ISO’s to 
equivalence the external systems while retaining their own systems intact. In this 
case, all the line limits in their own systems are retained and there is no need to 
assign limits to equivalent lines in the reduced external system. 
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CHAPTER 7 .  
BUS CLUSTERING FOR NETWORK REDUCTION 
Bus clustering refers to the process of partitioning a power system into subsets 
of “similar” buses with the degree of similarity measured by a metric. The 
accuracy of the equivalent derived in the previous chapter depends on the way 
zones, or clusters of buses, are selected. This chapter presents a systematic 
approach to bus clustering for network reduction purpose and its application to the 
Eastern Interconnection. 
7.1 Background 
Clustering refers to the process of dividing objects into groups such that the 
objects within one group are similar (or related) to each other in some sense and 
different from (or unrelated to) the objects in other groups. In general, clustering 
is conducted based on either the information from the data objects themselves or 
from the data describing the relationship between these objects. The greater the 
similarity between objects within one group and the larger the difference between 
objects from different groups, the better the clustering is. 
In power system, bus clustering refers to the process of partitioning the system 
into subsets of buses related in terms of some metrics. Topology of the reduced 
system is determined by the zones and the branches connecting them. For the 
network reduction method described in CHAPTER 6 near optimal bus clustering 
is important because: 
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 While the zones described in CHAPTER 6 could be picked visually (and 
arbitrarily), a algorithm for clustering buses, i.e., identifying zones, within 
which, generation and load are aggregated and connected to a representative 
bus in the reduced model.  
 Although the network reduction algorithm itself guarantees the base case 
inter-zonal power flow match between the reduced and the original system, 
these mismatches under a changed operating point will be determined by how 
well the buses are clustered. 
For a small system, it is fairly easy to determine the bus clusters (zones) based 
on intimate system knowledge. As the system becomes larger, especially for 
systems containing thousands of or even more buses, there needs to be a 
systematic and efficient way to determine the bus clusters. 
Many methods have been proposed in the literature for clustering the power 
system into smaller sub-systems. The objectives of these methods vary widely 
from the speedup of power system computations to system control and electricity 
market analysis. For example, clustering methods discussed in [40]-[41] are 
mainly for the speedup of certain power system computations (e.g., piecewise 
solution techniques, calculation of TTC). Clustering methods discussed in [42]-
[46] are for the parallel execution of power system computational algorithms. 
Paper [47] discusses system segmentation for the purpose of corrective system 
control. In [48]-[52], coherent generators are identified either for system dynamic 
equivalencing or for dynamic vulnerability assessments. The methods proposed in 
[53]-[54] are for market analysis and active/reactive power management. All the 
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methods in the literature may work effectively for their own purposes; however, 
none of them can be applied in this work since their objectives are so different 
from what is required for bus aggregation based network reduction. 
In this chapter, a novel bus clustering algorithm is proposed for bus 
aggregation based network reduction. The proposed algorithm is applied to the 
Eastern Interconnection (EI). Simulation results are presented to verify the 
effectiveness of the proposed method. 
7.2 Proposed Bus Clustering Method 
In this section, the proposed bus clustering scheme is discussed in detail. 
Emphasis of the discussion is given to the clustering metrics, similarity measures 
as well as the evaluation of the clustering. 
7.2.1 Types of Clustering 
Clustering techniques may be classified in various ways, such as hierarchical 
versus partitional, exclusive versus overlapping versus fuzzy, and complete versus 
partial [55]. For example, a partitional clustering means the set of data objects are 
divided into non-overlapping subsets (clusters) such that each data object lies in 
one and only one subset (cluster). In hierarchical clustering, clusters are permitted 
to have sub-clusters, such that the set of nested clusters are organized as a tree. 
Fig. 7.1 shows the difference between the partitional and the hierarchical 
clusterings.  
One could do a dissertation by exhaustively studying all of the pros and cons 
of the techniques that fall into these categories but the objective of this research is 
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to use clustering to arrive at acceptable network equivalents. To that end, 
clustering techniques that fall into the complete exclusive partitional class are 
examined here as they produce clustering sets consistent with the requirements of 
the proposed aggregation approach. 
      
 
Fig. 7.1 Partitional clustering vs. hierarchical clustering 
7.2.2 Similarity Measure 
A similarity metric is a function that quantifies the degree of similarity 
between two objects. Common similarity measures include the cosine similarity, 
the Euclidean distance, the Manhattan distance, the maximum norm, the 
Mahalanobis distance and the Hamming distance [55]. Of these measures, only 
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the cosine similarity and the Euclidean distance are suitable for the data (PTDF 
vectors) we have.  
The cosine similarity metric measures the similarity between two vectors by 
evaluating the cosine of the angle between them. It ranges between -1, meaning 
exactly opposite, to 1, meaning exactly the same, and in-between values 
indicating intermediate dissimilarity or similarity. By definition, the cosine 
similarity between two vectors a and b is computed as: 
ba
ba
similarity


 cos  (7.1) 
Based on (7.1), the cosine similarity between the a and b (shown in Fig. 7.2) is 
close to 1, meaning they are about the same. However, their magnitudes are very 
different since ||a||>>||b||. In this work, we need a similarity measure that not only 
reflects the angle between two vectors but also reflects the similarity between the 
magnitudes of them. By this standard, the Euclidean distance discussed below is a 
better measure in this research. 
y
x
b
a
 
Fig. 7.2 Illustration of the cosine similarity 
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The Euclidean distance between two objects in the vector space refers to the 
length of the line segment connecting the terminals of the two vectors. Assuming 
  and   are given vectors in the Euclidean n-space. In Cartesian coordinates, let 
a=(a1,a2,a3,…,an) and b=(b1,b2,b3,…,bn). The Euclidean distance between   and   
can be defined as        or       , which is calculated as, 



n
i
iinn babababaabdbad
1
222
22
2
11 )()(...)()(),(),(
 
(7.2) 
7.2.3 Bus Clustering Using PTDFs 
The basic idea of the proposed bus clustering method is to group buses based 
on their contribution to designated inter-zonal (or branch) power flows. Buses that 
have similar contributions to the designated inter-zonal (or branch) power flows 
should be grouped together. Inter-zonal power flows for each bus are calculated 
by injecting 1 p.u. of power into a bus (using the dc power flow model) and 
calculating the inter-zonal flows cause by this injection. The contribution of a bus 
injection to inter-zonal power flows is evaluated by the power transfer distribution 
factors (PTDFs). Ideally, if only the buses with exactly the same PTDF vectors 
are grouped together, the reduced-network power flow will exactly match the full 
network under all operating points. With the dc power flow assumptions, the 
PTDF matrix of a power system can be calculated as: 
1 busbranch BB  (7.3) 
where Bbranch is the branch impedance matrix and Bbus the bus impedance matrix.  
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Fig. 7.3 Formulation of the matrix 
After calculating the PTDF matrix Φ for the original system, all of the rows in 
Φ corresponding to the designated branches are identified and copied into a new 
matrix Φ’. For example, as shown in Fig. 7.3, branches i, j and k are the 
designated branches. Rows i, j and k are copied and form into the new matrix Φ’.  
Denote each column in this new matrix Φ’ as hi (i=1, 2,…,N) so that Φ
’
 can be 
written as Φ’=[h1, h2, …, hN]. As with the columns in the original PTDF matrix, 
each hi corresponds to a bus in the system. Assuming m clusters are desired, the k-
means approach [55] can be employed to partition the system into m clusters 
based on the “similarity” between each hk, that is, the Euclidean distance between 
each 
k
h . The k-means algorithm works in such a way that for each cluster St 
(t=1,2,…,m), the Euclidean distance between its members )(t
k
h  (k=1,2…) and the 
cluster’s centeroid )(tc  is smaller than the Euclidean distance between )(t
k
h and the 
center of any other cluster, ),...,2,1,( '')
'( mtttc t  . The k-means algorithm is an 
iterative process that proceeds in the following four steps assuming the number of 
clusters desired is m. 
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 Step 1: Start the process by selecting the initial set of centroids 
),...,2,1()( mtc t  randomly for the m clusters denoted by ),...,2,1( mtS
t
  
 Step 2: Assign each PTDF vector hk to the centroid with the closest 
Euclidean distance such that for each )(t
k
h  in cluster ),...,2,1( mtS
t
 : 
),(),( )
'()()()( tt
k
tt
k
chdchd 
'' :,, ttttk   (7.4) 
 Step 3: Update the centroid of each cluster by averaging all the vectors 
within it: 



tS
t
jh
t
j
t
t
h
n
c
)(
)(1  (7.5) 
where nt is the number of elements in cluster St . 
 Step 4: Check if equation (7.4) holds for the new set of centroids. If not, 
go back to step 2 and start the process again; if yes, the algorithm converges. 
These four steps above can be illustrated by the simple example (in 2-
dimensional Euclidean space) shown in Fig. 7.4. As shown below, each figure 
corresponds to a step in the k-means algorithm. In step 1, the “big dots” are the 
initially selected centroids (seeds) and the “small dots” are the data points that 
need to be clustered. In step 2, the color changes of the “small dots” indicate to 
which cluster the data points are assigned. After each data point is assigned to a 
cluster, the centroid is updated and the black arrows indicate the direction in 
which the new centroids are moved. Step 3 and step 4 show the iterative process 
of assigning each data point to a cluster and the updating of the new centroids. 
The whole process terminates when each of the centroids no longer needs to be 
updated. 
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Fig. 7.4 Illustration of the k-means clustering algorithm 
After the k-means algorithm converges, one more step is needed to check 
whether terminals of the designated branches lie in the same cluster. Since all the 
intra-zonal branches are neglected and only inter-zonal branches are retained in 
the proposed network reduction equivalent, the objective of this step is to make 
sure that all the designated branches get retained in the reduced model. Conduct 
the following 3 steps to further cluster the buses: 
 Step 1: Search for hi
(t)
 and hj
(t)
 that belong to the same cluster St and 
correspond to terminals of one of the designated branches. If search fails (no 
vector is found), this process terminates; otherwise, go to step 2. 
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 Step 2: Split cluster St into two new clusters. Make hi
(t)
 and hj
(t)
 centroids 
of the two new clusters, which can be denoted as Shi and Shj. Evaluate each of 
the elements hk
(t)
 (k≠i and k≠j) in St by calculating its Euclidean distance to 
hi
(t)
 and hj
(t)
. If d(hk
(t)
, hi
(t))≤ d(hk
(t)
, hj
(t)
), then hk
(t)
 should be assigned to cluster 
Shi; otherwise, hk
(t)
 should be assigned to cluster Shj. 
 Step 3: Go back to step 1. 
To measure the quality of a clustering, the sum of the squared errors (SSE) 
metric is used. In other words, the error of each data point (i.e., its Euclidean 
distance to the closest centroid), is calculated, and then the total sum of the 
squared errors is computed. Given two sets of clusters that are produced by two 
different runs of the proposed clustering method, the one with the smallest 
squared error is the preferred one with better clustering. Using the notation 
defined above, the SSE is formally defined as: 
 
 

N
t Sh
tt
j
t
t
j
chdSSE
1
)()(
)(
),(  (7.6) 
7.2.4 Improved Bus Clustering 
When the proposed scheme is applied to the EI model (with 60,000 buses and 
80,000 branches) to conduct bus clustering, some significant limitations of the k-
mean algorithm are found, which include:  
 First, for a large power system (EI), the k-means algorithm often fails to 
converge after a large number of iterations. The reason for this lies in the way 
the k-means algorithms selects the initial cluster seeds (centroids): randomly.  
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For randomly selected seeds (centroids), the k-means algorithm does not 
guarantee convergence.  
 Second, during the iterative process, many empty clusters appear since all 
of their potential elements are assigned to other clusters. For example, if 600 
clusters are desired, the k-means algorithm may only identify 400 clusters 
with 200 clusters empty. As a result, there is no control over the number of 
clusters.  
 In addition to the above two drawbacks, the k-means method sometime 
generates clusters with unusually large SSEs indicating that the algorithm hits 
an unfortunate local minimum and the buses are not well clustered. 
It has been shown by [55]-[57] that by carefully selecting the initial seeds and 
supervising the clustering process, these limitations of the k-means algorithm can 
be overcome and satisfactory clustering results can be obtained. In order to 
improve the proposed bus clustering method, the bisecting k-means and the k-
means++ are examined and implemented in this work. 
The bisecting k-means algorithm is a simple and straightforward extension of 
the k-means approach. The basic idea of the bisecting k-means is to first split the 
whole system into two clusters using the k-means algorithm and then choose the 
worse cluster (in terms of the SSE) and split it into two new clusters. Repeat this 
process until the number of total clusters meets the target. Bisecting K-means 
guarantees the convergence of the clustering process since, in each step, the 
algorithm only splits the cluster into two. Detail steps of the bisecting k-means 
algorithm are given below: 
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 Step 1: Initialize the list of clusters to a single cluster including all the 
vectors. 
 Step 2: Choose a cluster from the list of clusters with the largest SSE. 
Remove this chosen cluster from the list of clusters. 
 Step 3: Perform the k-means several times to bisect the selected cluster 
and form several bisections.  
 Step 4: Select two clusters from the multiple bisection results with the 
smallest total SSE and add them to the list of clusters. 
 Step 5: Check the number of clusters in the cluster list. If the desired 
number of clusters is reached, the clustering process terminates; otherwise, go 
back to step 2. 
It is worth pointing out that in bisecting k-means, the k-means algorithm is 
applied “locally”, i.e., to bisect individual clusters. Therefore, the final set of 
clusters does not represent a clustering that is a local minimum in terms of the 
total SSE. In other words, there is no guarantee that the bisecting k-means will 
generate better clustering than the k-means. However, the real advantage of using 
the bisecting k-means in this work is that it guarantees convergence for bus 
clustering for large power systems. 
The basic idea of the k-means++ algorithm is that by carefully selecting the 
initial seeds (centroids) for the k-means, the convergence will be sped up and 
results will yield better clusters as measure by the SSE. The detail steps of this 
algorithm proceed as follows: 
 Step 1: Select the first centroid randomly from all the vectors. 
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 Step 2: For each PTDF vector hk, calculate its Euclidean distance from all 
the existing centroids (d1, d2, …di,…). Let D(hk) be furthest distance between 
hk and the existing centroids so that D(hk)=max{d1, d2, …di,…}.  
 Step 3: For all the remaining (non-centroid) vectors, select the one that has 
the largest [D(hk)]
2
 and make it the new centroid. 
 Step 4: Go back to step 2 if the number of the selected centroids has not 
met the number of clusters desired; otherwise go to step 5. 
 Use the k-means algorithm to cluster the PTDF vectors with the selected 
centroids as the initial seed. 
The difference between the k-means and the k-means++ algorithms can be 
illustrated by a simple example (in the 2-dimensional Euclidean space) as shown 
in Fig. 7.5-Fig. 7.6. 
Fig. 7.5 and Fig. 7.6 show the clustering process and results for a set of data 
points in the 2-dimensional Euclidean space with k-means and k-means++ 
approach, respectively. Since the k-means algorithm selects the initial seeds 
randomly, Fig. 7.5 (a) shows a possible initial seed selection (colored diamonds), 
based on which the clustering result is shown in Fig. 7.5 (b). Unfortunately, 
intuition tells that this clustering result is not the best one.  
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Fig. 7.5 Clustering with the k-means algorithm 
As shown in Fig. 7.6 (a)-(d), for each additional seed (the colored diamonds) 
the k-means++ algorithm selects is the furthest one from the existing seeds. Based 
on this special seed selection, k-means++ normally generate better clusters 
(shown in Fig. 7.6 (b)) than the k-means does (Fig. 7.5 (b)).  
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Fig. 7.6 Clustering with the k-means++ algorithm 
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To conclude, Fig. 7.7 shows the flowchart of the proposed bus clustering 
scheme with the k-means++ algorithm.  
Start
Calculate the full system PTDF matrix Φ=Bbranch
-1∙Bbus
Extract rows corresponding to the designated branches 
from Φ to form Φ’
m initial seeds have been found?
No
Yes
Select the 1st initial seed 
randomly
Calculate D(hk) for each 
PTDF vector
Select a new seed (centroid) at random with a 
weighted distribution function propotional to 
[D(hk)]
2
Apply k-means to Φ’ with the chosen initial 
seeds
Output
Terminals of designated branches 
in the same cluster?
Split this cluster into two based on 
Euclidean distance
No
Yes
 
Fig. 7.7 Flowchart of the proposed bus clustering algorithm 
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7.3 Bus Clustering for the Eastern Interconnection 
In this section, the proposed bus clustering scheme is applied to the EI. In 
equation (7.3), it is noted that Bbus has the cardinality of 62,013 by 62,013. The 
inverse of Bbus can be calculated efficiently with the sparsity technique and the 
multi-frontal sparse LU factorization [58]. The whole clustering process is carried 
out on the supercomputer “Saguaro” [59] at ASU due to computational efficiency 
and memory considerations. 
A total of 563 branches are selected as the “designated” branches based on the 
DOE national electric transmission congestion report [25]-[26]. The terminals of 
these designated lines must lie in different zones so that thermal/stability limits 
can be imposed on those lines. These “designated” branches are selected to be 
congested transmission lines in the EI and can be shown as in Fig. 7.8. Matrix Φ’ 
is found to have a cardinality of 563 by 62013. 
 
Fig. 7.8 Designated branches in the Eastern Interconnection 
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Apply the proposed bus clustering method to the EI and the results are 
summarized as shown in Table 7.1. All the 3 clustering techniques are used in the 
test for comparison purpose. As the table shows, the first column is the number of 
clusters obtained in the test and the other three columns are the sums of squared 
errors (SSE) associated with the three clustering techniques. As the third column 
shows in the table, for the k-means algorithm, as soon as the number of desired 
clusters reaches 900, the algorithm starts to have convergence problems. To have 
a solved case for comparison purpose, multiple k-means runs are conducted until 
the solved case reported in the table is observed. Note that it is difficult (requires a 
large number of trials) and time consuming to get converged results for the k-
means algorithm. 
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TABLE 7.1 
SUM OF SQUARED ERRORS FOR DIFFERENT BUS CLUSTERING METHODS FOR THE EI 
Number of 
clusters 
SSE 
k-means++ k-means bisecting k-means 
50 923.208 1200.975 1303.756 
100 480.074 615.447 720.842 
150 353.737 529.078 707.087 
200 249.641 350.388 689.332 
250 204.717 315.524 627.484 
300 172.379 238.262 418.322 
350 153.315 245.609 427.871 
400 123.553 206.966 410.080 
450 108.814 172.785 405.850 
500 96.397 172.793 377.994 
550 85.723 160.679 378.122 
600 76.095 138.475 378.250 
650 66.326 131.367 369.736 
700 67.023 109.282 361.223 
750 57.105 129.230 370.470 
800 50.789 106.289 379.717 
850 47.736 90.333 380.751 
900 43.195 94.569
*
 381.785 
950 41.688 87.366
*
 370.347 
1000 36.421 79.130
*
 338.970 
1100 32.557 76.327
*
 352.070 
1200 27.700 62.663
*
 335.879 
1300 26.346 60.290
*
 328.635 
1400 24.246 58.346
*
 349.070 
1500 18.874 57.001
*
 353.017 
1600 18.099 55.002
*
 382.174 
1700 14.794 53.998
*
 330.550 
1800 13.840 53.085
*
 354.929 
1900 12.345 52.457
*
 368.632 
2000 11.947 51.567
*
 319.234 
()* denotes the cases when the corresponding algorithm has convergence problems  
 
Results in Table 7.1 are visualized as shown in Fig. 7.9 and Fig. 7.10 (in 
logarithmic scale). 
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Fig. 7.9 Bus clustering results for the Eastern Interconnection 
 
Fig. 7.10 Bus clustering results for the Eastern Interconnection in logarithmic 
scale 
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Based on the test results above, the following observations can be made: 
 In general, as the number of clusters increases, the sum of the squared 
errors decrease, indicating that better bus clusters can be obtained by 
increasing the number of clusters  
 The k-means algorithm starts to suffer from convergence problem for a 
cluster number larger than 900 when applied to the full EI model. The k-
means++ and the bisecting k-means are more stable and always generate 
converged solution.  
 The bisecting k-means algorithm is guaranteed to converge but, in terms of 
SSE, it is not as competitive as the k-means. The reason for this is: the 
bisecting k-means applies the k-means algorithm “locally” to bisect individual 
clusters in each iteration; unlike k-means and k-means++, the final set of 
clusters produced by bisecting k-means do not represent a clustering that is a 
local minimum in terms of the total SSE 
 As shown in Fig. 7.9 and Fig. 7.10, for the bisecting k-means, as soon as 
the number of clusters reaches 300, the bus clustering does not improve much 
when the number of clusters further increases. The k-means stops improving 
much when the number of clusters reaches 1200. Improvement in the k-
means++ SSE performance continues as the number of desired clusters 
increases at least for cluster numbers  up to 2000 on the EI data set. 
 The k-means++ performs the best among the three algorithms, in terms of 
stability of convergence and the SSE metric. 
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 To better interpret the bus clustering results, the average errors per branch 
(AEPB) between each PTDF vector and the corresponding cluster’s centroid 
is defined as: 
branch
NN
SSE
AEPB

  (7.7) 
where N is the number of buses in the full system and Nbranch the number of 
designated branches. With this definition, for k-means++ at 2000 clusters, the 
AEPB is calculated to be 0.0005963. This is to say, with 100MW injected at a 
bus in the EI, if the centroid (PTDF vector) is used instead of the actual PTDF 
vector, an average error of 0.0596 MW in the calculated power flow should be 
expected on the designated branches if the buses are aggregated according to 
the proposed clusters and the branches connecting clusters are connected 
between the clusters’ centroids and the resultant dc power flow is solved. The 
plot of the AEPB as a function of the cluster numbers for k-means++ as shown 
in Fig. 7.11. As shown in the figure, even for 50 clusters, the AEPB is still 
quite a small number. The small AEPB values further verify the effectiveness 
of the proposed bus clustering method. 
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Fig. 7.11 AEPB as a function of cluster number for k-means++ 
 Increasing the number of clusters usually leads to better clustering and a 
more accurate equivalent, however, number of buses needed in the dc power 
flow increases as cluster size increases and the computational demands on the 
resultant power increases. Therefore, selecting a proper number of clusters 
depends on the practical application of the network equivalent and really 
needs engineering judgment. 
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
x 10
-3
A
E
P
B
number of clusters
130 
 
 
CHAPTER 8 .  
BUS AGGREGATION BASED EQUIVALENT OF THE EASTERN 
INTERCONNECTION 
In this chapter, the proposed bus aggregation based network equivalencing 
scheme and the bus clustering algorithm are applied to the entire Eastern 
Interconnection (EI) to obtain several backbone equivalents. In addition, two 
improvements are recognized and implemented, which greatly improve the 
accuracy and computational efficiency of the proposed method. 
Performance of the proposed method is compared to another competing 
method described in [21] in terms of computational efficiency and accuracy. The 
simulation results demonstrate the advantages of the proposed network 
equivalencing method. 
8.1 Accommodation for Phase Shifting Transformers 
As described in the previous chapter, derivation of the bus aggregation based 
network equivalent starts from basic dc PF equations (8.1)-(8.2), and arrived at a 
reduced PTDF matrix, based on which the branch reactances of the equivalent 
system are evaluated. 
businj BP   (8.1) 
branchflow BP   (8.2) 
The assumption used was that no phase shifting transformer existed in the full 
system and, therefore, there would not be any shifting transformers in the 
equivalent. However, when there exist phase shifting transformers in the full 
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system, the power injection equation (8.1) and branch PF equation (8.2) should be 
(8.3)-(8.4) instead,  
shift
busbusinj PBP    (8.3) 
shift
branchbranchflow PBP    (8.4) 
where shift
busP  and 
shift
branchP  are two vectors that compensate the effects of phase 
shifters in the bus power injection equations and the branch power flow equations, 
respectively. Obviously, neglecting the phase-shifting transformers will lead to 
errors in the branch power flow, especially for the EI, which has thousands of 
phase shifting transformers. 
The proposed solution for this problem is to add phase-shifting transformers 
into the equivalent branches after the equivalent is generated. Thus, the problem 
becomes where to put these phase shifters and what are their phase shift angles. 
The following derivations are needed to solve the problem. 
Assuming A is an L-by-1 phase shifting vector, where L is number of branches 
in the full system, and its components are the phase-shift angles at all branches in 
the full system. Note that for branches with phase-shifting transformers, the 
corresponding elements are the phase-shift angles in radians; for other branch 
element, i.e., transmission lines or star-star and delta-delta connected 
transformers, the corresponding elements are zero. 













L
A




2
1
 (8.5) 
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Therefore, shift
branchP  can be calculated as: 
)/1()( xAdiagPshiftbranch   (8.6) 
Next the phase shifters connecting buses from different zones are aggregated 
following the same procedure as the branch flows in the full system, i.e., equation 
(6.5). Elements in shift
branchP  can be aggregated as: 
 xAdiagPP flow
shift
branchflowR
shift
branch /1)()(   (8.7) 
After the equivalent inter-zonal line reactance vector is calculated (6.30), the 
phase-shifting vector for the equivalent system is found to be: 
 xAdiagxdiagPxdiagA flowR
shift
branchRR /1)()()(   (8.8) 
AR (LR-by-1) is the phase shifting vector for the equivalent system, where LR is the 
number of branches in the equivalent. Note that 0’s in AR mean no phase shifters 
should be added to the corresponding equivalent branches. 
8.2 Speeding Up the Computation of Equivalent-Branch Reactance 
In generating the bus-aggregation-based network equivalent, the reactances of 
the inter-zonal transmission lines are evaluated by solving equation (6.31), whose 
solution is given by (6.32). For the ease of discussion, the two equations are 
repeated below as (8.9) and (8.10), respectively. 
   
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 Note that Λ* matrix has the dimension of (NRLR +1) by LR. That is, for a 2000-
bus EI equivalent with 3000 branches, the dimension of Λ* is 12 million by 3000. 
And the total number of elements in Λ* is about 36 billion. Therefore, solving 
equation (8.9) is not only computationally taxing but also requires a huge memory 
space for the Λ* matrix. In addition, when the size of the equivalent system goes 
up further, the computational burden will increase nonlinearly, making the 
computation much more challenging and may become impractical. For example, 
when the size of the equivalent is increased to 6000 buses, the number of 
branches will approach 10,000 and the dimension of the Λ* will be increased to 
60 million by 10,000, with the total number of elements being 600 billion. Two 
efforts have been made to reduce the computation and memory requirements for 
calculating the equivalent line reactances as discussed below. 
First, Λ* is a very sparse matrix and therefore, sparsity techniques should be 
applied though the entire computation process.  
Second, by looking into the structure of Λ (or Λ*), significant number of rows 
in the matrix can be removed without reducing the rank of the matrix. 
Significantly reducing the number of row, which will be shown to be possible, 
more than linearly reduces the computation and storage requirements. Based on 
(8.11), it can be seen that Λ is made up of the reduced PTDF matrix ΦR and the 
node-branch incidence matrix CR which is very sparse. 
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Assuming NBi is the number of buses directly connected to bus i, summation 
of NBi over all buses, i, (except the slack bus) is equal to two times the number of 
total branches in the reduced system less the number of buses directly connected 
to the slack bus, that is, 
slackR
N
i
i NBLNB
R
 2  (8.12) 
where NBslack is the number of buses directly connected to the slack bus. 
For the i
th
 column of the node-branch incidence matrix ci, the number of its 
non-zero components equals to NBi. Therefore, for the block )()( i
T
RR cdiagIC   
in the Λ matrix, the number of non-zeros in each row also equals to NBi. In 
addition, only the column vectors corresponding to the buses that are directly 
connected to bus i are non-zero vectors. Therefore, the rank of matrix 
)()( i
T
RR cdiagIC   is equal to NBi, which further implies: 
 there exist only NBi rows in )()( i
T
RR cdiagIC   that are linearly 
independent of each other  
 only the NBi independent rows of )()( i
T
RR cdiagIC   are useful for the 
computation of the branch reactance of the equivalent system 
 the dimension of Λ matrix can be reduced to (2LR-NBslack) by LR, with the 
corresponding reduced Λ* matrix having the dimension of (2LR-NBslack+1) by 
LR. 
As a result, by reducing the dimension of the Λ* matrix, the computational 
burden for evaluating xR can be greatly reduced. For example, for the discussed 
2000-bus EI equivalent with 3000 branches, the dimension of the Λ* can be 
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reduced from 12 million by 3000 to about 6000 by 3000, reduction of a factor of 
about 2000, which is approximately the value of NB.  
8.3 Application to the EI 
8.3.1 EI Bus Aggregation Based Equivalents 
The proposed bus aggregation based network equivalencing scheme and the 
bus clustering algorithms are applied to the EI to obtain several equivalents. The 
size of these equivalents ranges from 100 buses to 1000 buses. The one-line 
diagrams for some of these equivalents are shown in Fig. 8.1. 
 
Fig. 8.1 Bus aggregation based equivalents of the EI 
As discussed in section 7.3, computation of the EI equivalents is conducted on 
the supercomputer “Saguaro” at ASU [59]. The execution time for generating 
each of these equivalents is summarized in Table 8.1. 
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 TABLE 8.1 
EXECUTION TIME FOR GENERATING THE BUS AGGREGATION BASED NETWORK 
EQUIVALENTS FOR THE EI 
  Computation of 
Size 
Full 
PTDF 
Matrix 
(sec) 
Bus 
Clustering 
(sec) 
Reduced 
PTDF 
Matrix 
(sec) 
Equivalent Line Reactances 
without 
improvement 
(sec) 
with 
improvement 
(sec) 
100-bus 
4042 
275 859 2.038 0.127 
200-bus 800 1624 20.028 0.460 
300-bus 1690 2047 80.297 1.264 
400-bus 2794 3172 198.851 2.153 
500-bus 4293 3843 380.487 3.597 
600-bus 5989 4528 678.779 5.456 
700-bus 8014 5082 1073.288 7.772 
800-bus 10467 5908 1447.188 10.039 
900-bus 13076 6343 2089.497 12.871 
1000-bus 15994 7381 3487.664 18.094 
 
From Table 8.1, it can be seen that the execution time for generating the EI 
equivalents are divided into four parts: computation of the PTDF matrix of the 
full EI system (column 2), bus clustering using the k-means++ technique (column 
3), computation of the reduced PTDF matrix (column 4), computation of the 
equivalent line reactances with the improved method (column 6) or with the 
unimproved method (column 5). The following observations can be made: 
 For small EI equivalent, computation of the full EI PTDF matrix takes 
most of the execution time; as the size of the equivalent continues to increase, 
the bus clustering process starts to become the most time-consuming process. 
 In general, for the last three parts of the computation (bus clustering, 
reduced PTDF calculation, and equivalent line reactance calculation), as the 
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size of the equivalent increases, the execution time increases non-linearly. It 
takes about 1.44 hours in total to generate a 100-bus EI equivalent while it 
takes 7.62 hours to generate a 1000-bus EI equivalent.  
 With the improved method proposed in section 2 of this chapter, 
computation of the equivalent line reactances gets sped up significantly. 
Defining the speedup factor as the execution time without the improved 
algorithm (column 5) divided by the execution time with the improved 
algorithm (column 6), the speedup factor as a function of the size of the 
equivalent is plotted as shown in Fig. 8.2. The larger the size of the 
equivalent, the more efficient the improved algorithm becomes. 
 
Fig. 8.2 Speed up in line reactance computation as a function of size of the 
equivalent 
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8.3.2 Execution Time Comparison 
Both the proposed method and the method described in [21] are coded and 
applied to the full EI. To have a fair comparison, the same set of bus clustering 
results is used for both methods. For a 1000-bus equivalent of the EI, the 
following execution time is observed for each of these two methods. Sparsity 
techniques are used throughout the programs for both methods. 
TABLE 8.2 
EXECUTION TIME COMPARISON BETWEEN THE PROPOSED METHOD AND METHOD 
DESCRIBED IN [21] 
Execution Time for the 
Computation of 
Ref. [21] 
Proposed 
Method 
Speedup 
Factor 
Full PTDF Matrix 4151.86 sec 1 
Bus Clustering 15993.74 sec 1 
Reduced PTDF Matrix 15892.38 sec 7381.34 sec 2.15 
Equivalent line 
reactances 
8081.27 sec 18.09 sec 446.73 
 
The speedup factor shown in the last column of Table 8.2 is defined as the 
execution time using method [21] divided by the execution time using the 
proposed method. As shown in Table 8.2, the execution times for both the 
computation of the full PTDF matrix and for the bus clustering are the same since 
exactly the same algorithms are used for both method; and thus, no speedup is 
gained by using the proposed method. 
As shown in the 4
th
 row of Table 8.2, for the computation of the reduced 
PTDF matrix, the execution time with method [21] is about two times longer than 
the proposed method. And as shown in the 5
th
 row, the computation of the 
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equivalent line reactances with the proposed method is much more efficient than 
[21], with a speedup factor of 446. The reason for this huge speedup factor lies in 
the fact that method [21] involves the eigenvalue decomposition of a huge matrix, 
the QR factorization and solving a quadratic optimization problem while the 
proposed method only involves the computation of the pseudo-inverse of a 
relative small and sparse matrix. 
8.3.3 Accuracy of the EI Equivalents 
In order to test the accuracy of the EI equivalents, two sets of simulations 
were conducted.  
First, under the base case, power flows were solved for each of the equivalents 
and compared to the power-flow solutions of the full EI model. The inter-zonal 
power flows based on the equivalents were compared with the inter-zonal power 
flows based on the full model and the average percent errors were calculated 
based on equation (8.13).  
R
full
i
L
i
full
i
reduced
i
LP
PP
ErrorAvg
R




1(%).  
(8.13) 
where reduced
iP  and 
full
iP  are the inter-zonal power-flow calculated for the 
equivalent and the reduced model; LR is the number of total inter-zonal lines 
examined. 
Second, the average errors in the inter-zonal power flows under changed 
dispatch conditions are evaluated. The same changes in the generation dispatch 
discussed in section 4.2 are used for this test, that is, all coal generation in the full 
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EI is reduced by 1%-5% and the natural gas generation is increased by the 
corresponding amounts so that the generation-load balance is maintained. For 
each of these changed cases, the power-flow solution for each equivalent is 
compared to that of the full EI model and the average errors in the inter-zonal 
power flows are calculated.  
The test results are summarized as shown in Fig. 8.3. 
 
Fig. 8.3 Average errors in the inter-zonal power flows for different EI equivalents 
From Fig. 8.3, it can be seen that, under the base case, the average errors in 
the inter-zonal power flows decrease as the size of the equivalent increases. For 
the 100-bus equivalent, the average error in the inter-zonal power flow is about 
11% while for the 1000-bus equivalent, this error is only 4.5%.  
As the coal generation continues to decrease, the average errors in the inter-
zonal power flows increase. For the 100-bus equivalent, when the decrease in coal 
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generation varies from 1% to 5%, the average error increases from about 13% to 
21%. For the 1000-bus equivalent, the average error increases from 5.3% to 9.1%. 
Similar trends can be found for other equivalents. 
As a result, the size of the equivalent will be determined by the magnitude of 
the acceptable errors in the inter-zonal power flows.  
8.4 Conclusions 
In this chapter, two improvements are made to the proposed bus-aggregation-
based network equivalencing method by taking into account the effects of phase 
shifting transformers and by reducing the dimension of the Λ matrix. The 
accuracy and computational efficiency are greatly improved.  
The bus aggregation based network equivalencing and the proposed bus 
clustering scheme are applied to the entire EI to obtain several equivalents. By 
comparing with method [21], it is found that the proposed network method is 
more computational efficient than the competing method.  
The performances of the EI equivalents are examined under both the base-
case and changed-case operating conditions. Not surprisingly, performance of the 
equivalent improves as the size of the equivalent increases. Based on acceptable 
errors in the inter-zonal power flows, the size of the equivalent can be determined 
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CHAPTER 9 .  
CONCLUSIONS AND FUTURE WORK 
9.1 Conclusions 
In this dissertation, the limitations of the traditional network equivalents are 
addressed; two novel network equivalencing methods are developed, 
implemented and tested. Several equivalents of the Eastern Interconnection are 
generated and the possibility of applying these equivalents in a system planning 
tool has been explored and demonstrated. The major conclusions are drawn as 
follows: 
 In the classical Ward equivalent, external generators are broken up into 
fractions and smeared everywhere to the boundary buses. This scheme no 
longer works when the objective is to develop a backbone model for a large 
power system for system planning purpose, since almost all the retained buses 
become the boundary buses. This work has demonstrated the possibility of 
modifying the Ward equivalent to accommodate for the new objective.  
 In the modified Ward equivalent, the generators are moved integrally to 
the boundary buses and the loads are moved in a way to counterbalance the 
movement of the generators such that the retained line flows in the equivalent 
exactly match the full system for the base case. 
 Under changed operating points, errors will appear on the retained-line 
power flows as compared to the full system. The discrepancy between the 
equivalent and the full model decreases as the size of the equivalent increases. 
The relationship between the size and accuracy of the equivalent is studied 
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and plotted. The performance of an equivalent larger than the 4400-bus model 
is acceptable for use in the SuperOPF. 
 The possibility of applying the modified Ward equivalent in dc OPF 
studies has been demonstrated. Satisfactory results have been observed by 
running dc OPF on a 5000-bus EI equivalent. Compared to the full EI dc OPF 
results, dc OPF on the 5000-bus equivalent converges about 17 times faster 
with only 0.31% error in the objective function and 0.0254% error in the 
average LMP. 
 Constraining the power flows on selected retained TLs to using PTDFs 
rather than a network solution helps to improve the accuracy of the power 
flow solution on the reduced model. The large the number of retained TLs that 
are constrained, the more accurate the reduced model is under different 
generation pattern. However, using such constraints will decrease the 
computational efficiency, a feature that was the primary motivation for 
producing a reduced model. Therefore, it is desired that a small number of 
TLs be constrained since calculating the power flows on the constrained lines 
involves using PDTF’s from all generators in the model, a number which can 
be significant. 
 A bus aggregation based network equivalent is proposed in this work. This 
equivalent is suitable for analyzing transactions between different areas 
(zones). This new equivalent is superior to the ones in the literature in terms 
of accuracy and computational efficiency.  
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 A schematic bus clustering algorithm is proposed for network reduction 
purposes. The algorithm is implemented efficiently on the Supercomputer 
“Saguaro” with the sparsity technique and the multi-frontal sparse LU 
factorization.  
 Three clustering techniques are implemented as part of the proposed bus 
clustering algorithm and their performance is compared. It is found that by 
carefully selecting the initial seeds (centroids) and supervising the clustering 
process, the k-means++ algorithm is the best as measured by the SSE metric 
and generates satisfactory bus clustering results, again as measure by the SSE 
metric. 
9.2 Contributions 
As an innovative study on network reduction for engineering and economic 
analysis, the research work presented in this dissertation has made the following 
contributions:  
 This research explores the possibility and difficulties of generating 
“backbone” equivalent models for very large power systems, such as the EI, 
for engineering and economy analysis. Most of the previous research efforts 
and publications in this field have been focused on generating network 
equivalents under situations when the internal system is geographically and 
electrically localized, and the external systems are electrically remote from 
and have little influence on the internal system. This research addressed the 
limitations of the traditional methods and proposed two novel equivalents to  
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accommodate this new situation, i.e., when the external and internal systems 
are not well separated, and most of the retained buses are boundary buses. 
 A modified Ward equivalent is developed, implemented and tested on the 
EI system. In this equivalent, generators in the external system are moved 
integrally to the electrically closest retained buses. A shortest path problem is 
formulated and solved using the Dijiska’s algorithm to determine the 
electrically closest buses for each generator in the meshed network. The load 
is redistributed in such a way as to counterbalance the movement of the 
generators. The modified Ward equivalent has been tested thoroughly in terms 
of PF (under base case and changed operating conditions) and OPF. 
Satisfactory results were obtained using the error in the branch flows, the 
objective function (total cost) and the LMPs as the metric, which demonstrates 
the promise of the proposed method. 
 A novel bus aggregation based network equivalent is proposed in this 
work. Rather than eliminate system elements as the traditional methods do, 
this proposed equivalent aggregates buses, load and generators on a zonal 
basis. This method has been applied to a small illustrative system and 
satisfactory results have been obtained. Compared to the existing methods, the 
proposed one has the following merits: a) under the base case, the equivalent-
system inter-zonal power flows exactly match those calculated using the full-
network-model b) as the operating conditions change, errors in line flows are 
greatly reduced by the proposed bus clustering algorithm c) the method is 
more computationally efficient than the existing methods. 
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 An innovative bus clustering scheme for network reduction purpose is 
proposed in this research. An efficient program is developed on the 
supercomputer for the proposed algorithm with sparsity techniques and the 
multi-frontal sparse LU factorization. This research demonstrates the 
possibility of applying the proposed method efficiently to systems as large as 
EI. This work also demonstrates that satisfactory results can be obtained by 
carefully selecting the initial centroids in bus clustering with the k-means++ 
algorithm. 
9.3 Future Work 
To further improve the feasibility of the proposed method, the following work 
is suggested for the future: 
 In the bus aggregation based network equivalent, the inter-zonal 
equivalent branches have no limits on them. In order to apply the equivalent 
for OPF studies, methods need to be developed to add limits on those 
equivalent inter-zonal lines. 
 For the EI system, it has been shown that the bus clustering becomes the 
most time consuming procedure when the number of buses in the equivalent is 
larger than 600. It is noted that many elements in the full PTDF matrix are 
extremely small and can be neglected. It is possible to select a threshold and 
neglect all the elements in the PTDF matrix that are smaller than the selected 
threshold so that the full PTDF matrix becomes a sparse matrix. The 
execution time for the bus clustering can be significantly reduced if the full 
PTDF matrix becomes sparse. 
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 A comparison of using the bus clustering techniques alone with that of 
using bus clustering with the bus aggregation equivalencing procedure. 
 A comparison of inter-zonal flow errors using modified Ward reduction for 
the EI with the proposed bus aggregation technique. 
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APPENDIX A  
SAMPLE OF GENERATOR COST DATA USED IN OPF TEST 
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Each column in the table above is described below: 
Gen BusNum Number of the bus to which the generator is attached. 
Gen GenID Generator ID number; single character ID used to distinguish 
multiple generators at the same bus. 
GenCostModel The type of model this generator is currently using. Can be 
Cubic, piece linear or none. In the test, all generators are set 
to have cubic cost models. 
GenFixedCost The fixed operating cost of the generator. 
GenIOA, 
GenIOB, 
Parameters used to model the cubic cost characteristic of the 
generator. The cubic cost model used is: 
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GenIOC, 
GenIOD 
32)( pGenIOCpGenIOCpGenIOBGenIOApC 
 
where C(p) is the generator total fuel cost and p the active 
power output of the generator. 
GenFuelCost The fuel cost of the type of fuel for the generator. 
GenVariableOM: Operations and Maintenance costs for the generator. 
GenFuelType An informational field that can be set to the type of fuel the 
generator uses. 
GenUnitType An informational field that can be set to reflect the type of 
unit the generator is, such as combined cycle, steam, hydro, 
etc. 
 
