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We report results of a search for the pair production of the lightest supersymmetric partner of 
the top quark, t,1, using a data set corresponding to an integrated luminosity of 1 fb-1 collected 
by the D0 detector at a pp center-of-mass energy of 1.96 TeV at the Fermilab Tevatron Collider. 
Both scalar top quarks are assumed to decay into a b quark, a charged lepton and a scalar neutrino. 
The search is performed in the electron plus muon and dielectron final states. The signal topology 
consists of two isolated leptons, missing transverse energy, and jets. We find no evidence for this 
process and exclude regions of parameter space in the framework of the minimal supersymmetric 
standard model.
4PACS num bers: 14.80.Ly, 12.60.Jv, 13.85.Rm
Supersym m etric theories [1] predict for every standard  
model (SM) particle the existence of a superpartner th a t 
differs by half a un it of spin. The top  quark  would have 
two scalar partners, and t R, corresponding to  its left- 
and right-handed states. Mixing between and t R, be­
ing proportional to  the top  quark  mass m t , m ay lead to  a 
possible large mass sp litting  between the  physical sta tes 
i  1 and . Hence, the  lightest supersym m etric p a rtn e r of 
the  top  quark, ti_, m ight be light enough to  be produced 
a t the Ferm ilab Tevatron collider.
In this L etter we present a search for scalar top  (stop) 
pair production in a d a ta  sample corresponding to  an 
in tegrated  lum inosity of 1 fb-1  collected a t a center-of- 
m ass energy of 1.96 TeV w ith the  DO detector during 
R un II of the Ferm ilab Tevatron pp collider. The phe­
nomenological framework is the m inim al supersym m et- 
ric stan d ard  model (MSSM) w ith R -parity  conservation. 
We assume th a t B ñ ( í 1 ^  blv) =  1, where v is 
the scalar neutrino  (sneutrino). Among possible stop de­
cays [2], th is final s ta te  is one of the m ost attractive; in 
addition to  a b quark, it benefits from the presence of a 
lepton w ith high transverse m om entum  w ith respect to  
the beam  axis (pT ). The sneutrino is either the  light­
est supersym m etric particle (LSP) or decays invisibly: 
v ^  v x 0 or vG  where the  lightest neutralino, Xi, or the 
gravitino, G, is the LSP. We suppose  an equal sharing 
am ong lepton flavors and consider ^  bbll vv fi­
nal states, w ith I I  =  e ± ( e ^ ,  channel) and I I  =  e+ e-  
(ee channel). The signal topology consists of two isolated 
leptons, missing transverse energy (E t ), coming m ainly 
from undetected  sneutrinos, and je ts. A search for stop 
pair production in the e^  and (tj. tj. ^  bb^^vv) chan­
nels has previously been perform ed by the DO collabora­
tion  [3] using a d a ta  set corresponding to  a lum inosity of 
428 p b - 1 . The e^  sample in [3] is a subset of the  d a ta  
sample used in this analysis. Searches for stop pair pro­
duction in the  bbll vv final s ta te  have been reported  by 
the ALEPH, L3, and OPAL collaborations [4].
The DO detector [5] comprises a central tracking sys­
tem  surrounded by a liqu id-argon/uran ium  sam pling 
calorim eter and m uon detectors. C harged particles 
are reconstructed  using m ulti-layer silicon detectors and 
eight double layers of scintillating fibers in a 2 T m ag­
netic field produced by a superconducting solenoid. Af­
ter passing through the calorim eter, muons are detected 
in the m uon system  com prising three layers of tracking 
detectors and scintillation counters. Events containing 
electrons or m uons are selected for offline analysis by an 
online trigger system . A com bination of single electron 
(ee channel) and dilepton (e^ channel) triggers is used to  
tag  the presence of electrons and m uons based on their 
energy deposition in the calorim eter, h its in the m uon 
detectors, and tracks in the tracking system.
In pp  collisions, stops are pair-produced via quark­
an tiquark  annihilation and gluon fusion. The t  pair pro­
duction cross section, 7 ^ ,  depends prim arily  on m p , 
w ith only a weak dependence on o ther MSSM param e­
ters. At a/s =  1.96 TeV, j  a t next-to-leading-order 
(NLO), calculated w ith PRO SPINO [6], ranges from 15 pb 
to  0.5 pb for 100 <  m ^  <  180 GeV. These cross sec­
tions are estim ated using CTEQ6.1M parton  d istribution 
functions (PD F) [7, 8] and equal renorm alization and fac­
torization  scales =  m ^ . A theoretical uncertain ty  of 
about 18% is estim ated due to  scale and PD F choice.
Three-body decays of the stop  are sim ulated using 
CO M PH EP [9] and PYTHIA [10] for parton-level generation 
and hadronization, respectively. We consider a range of 
stop mass values from 100 to  200 GeV in steps of 10 GeV. 
The range of sneutrino masses explored extends from 40 
to  140 GeV in steps of 10 to  20 GeV. For each choice of 
[m p , m p], 10,000 events are generated. B ackground pro­
cesses are sim ulated using the PYTHIA and ALPGEN [11] 
M onte Carlo (MC) generators. ALPGEN is interfaced w ith 
PY TH IA for parton  showering and hadronization. The 
MC samples use the CTEQ6L PD F and are norm alized 
using next-to-leading order cross sections [12, 13, 14]. All 
generated events are passed through the full sim ulation of 
the detector geom etry and response based on GEANT [15]. 
MC events are then  reconstructed  and analyzed w ith the 
same software as used for the data .
The signal topology depends bo th  on m p and on 
the mass difference A m  =  m  p — m p. The p T of the 
leptons and b quarks decrease w ith smaller values of 
A m  and 1/T values are correlated w ith m  p and Am . 
For bo th  e^, and ee channels, the two signal points 
[m p , m p] =  (140,110) GeV and (170,90) GeV, referred 
to  respectively as “Signal A” and “Signal B” in the fol­
lowing, are chosen to  illustrate  the effect of the  selections 
for low m  i  and low A m  (Signal A) and for high m  i and 
high A m  (Signal B).
The m ain SM background processes mimicking the sig­
nal signature are Z /y*  ^  t  + t - , W W , W Z , Z Z , and 
t t  (e^, and ee decay channels), Z /y * ^  e+ e-  (ee chan­
nel), and instrum ental background (e^, and ee channels). 
All bu t the la tte r are estim ated  using MC sim ulations.
Electrons are identified as clusters of en­
ergy in calorim eter cells in a cone of size 
1Z = \ J (A (j))2 +  (A t])2 =  0.4 where </> is the az­
im uthal angle and n the pseudorapidity  [16]. E lectron 
candidates are required to  have a large fraction of their 
energy deposited in the electrom agnetic layers of the 
calorim eter. The clusters are required to  be isolated 
from hadronic energy depositions. The calorim eter 
isolation variable I  =  [Etot(0.4) — £Em (0.2)]/£em (0.2) 
is less th an  0.15, where E tot(0.4) is the to ta l transverse 
shower energy in a cone of radius R  =  0.4 and E em (0.2)
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FIG. 1: Distributions (e^ channel) of (a) I /t  after preselection, (b) A 0(e ,I/T) and (c) A0(^, I /t ) after Emu 1, (d) 
A 0(e ,i?T )+ A 0(^ ,I/t ) after Emu 2, (e) HT and (f) ST after Emu 3, for observed events (dots), expected background (filled 
areas), and signal expectations for Signal A (solid line) and Signal B (dashed line).
is the electrom agnetic energy in a cone R  =  0.2. The 
clusters are also required to  have a spatially-m atched 
track  in the central tracking system  w ith p T larger th an  
8 GeV, and to  have a shower shape consistent w ith th a t 
of an electron. E lectrons are also required to  satisfy 
identification criteria combined in a likelihood variable 
and based on m ultivariate discrim inators derived from 
calorim eter shower shape and track  variables. Only 
central electrons (|n| <  1.1) w ith transverse energy 
w ith respect to  the  beam  axis (E T ) m easured in the 
calorim eter larger th an  15 GeV are considered.
M uons are reconstructed  by finding tracks pointing to  
h it p a tte rn s  in the m uon system . Non-isolated muons are 
rejected by requiring the sum  of the  transverse m om enta 
of tracks inside a cone of radius R  =  0.5 around the 
m uon direction to  be less th an  4 GeV, and the sum  of 
transverse energy in the calorim eter in a hollow cone of 
size 0.1 <  R  <  0.4 around the m uon to  be less th an
4 GeV. To reject cosmic ray  muons, requirem ents on the 
tim e of arrival of the m uon a t the  various scintillator
layers in the  m uon system  are made. M uons w ith |n| <  2 
and p T >  8 GeV are considered.
Je ts  are reconstructed  from the energy de­
position in the  calorim eter towers using the 
R un II cone algorithm  [17] w ith a radius 
R  cone =  \J  (A  4>)2 +  (A y)2 =  0.5, where y  is the 
rap id ity  [16]. Je t energies are calibrated  to  the particle 
level using correction factors prim arily  derived from 
the transverse m om entum  balance in photon plus je ts 
events. O nly je ts  w ith p T >  15 GeV and  |n| <  2.5 are 
considered. The E/T is calculated using all calorim eter 
cells and is corrected for the  je t and electrom agnetic 
energy scales and for the m om entum  of selected muons.
In each event, the  best p rim ary  vertex is selected 
from all reconstructed  prim ary  vertices as the one with 
the sm allest p robability  of originating from a mini­
m um  bias in teraction  [18]. Its longitudinal position 
w ith respect to  the detector center, z, is restric ted  to  
|z| <  60 cm to  ensure efficient reconstruction. The lep­
tons in an event are required to  be isolated from each
6other (R (l, l ')  >  0.5) and from a je t (R (l, je t)  >  0.5).
The instrum ental background is due to  either misiden- 
tified electrons or muons, m ism easured I /t  , or electrons 
or m uons from m ultijet processes th a t pass the lepton 
isolation requirem ents presented above. D ata  samples 
dom inated  by instrum ental background are selected by 
inverting the m uon isolation requirem ents or the electron- 
likelihood cut (e^ channel) or bo th  electron-likelihood 
criteria (ee channel). The norm alization factors for those 
samples are estim ated  from observed events. In the 
e^  channel, an exponential fit is perform ed to  the  I /t  dis­
tribu tion  in the  range I /t  <  35 GeV, after sub traction  of 
the MC estim ates of the non-instrum ental backgrounds, 
in events containing one electron and one muon. In the 
ee channel, the  norm alization is perform ed using bo th  
electron I t  shapes in events containing two electrons in 
a dom ain where the instrum ental background has a large 
contribution.
The in tegrated  lum inosity [19] of the e^  d a ta  sam ple is 
1100 ±  67 p b - 1 . Events are preselected w ith the require­
m ent th a t  they  contain one electron and one muon. To 
remove a large p a rt of the instrum ental background as 
well as events coming from Z /y * ^  t + t - , selections on 
the I t  [Fig. 1(a)] and on the I / t  significance, S(1/ t ), 
defined as the  ra tio  of the I /t  in an event to  its esti­
m ated  uncerta in ty  given the expected resolutions on the 
p T m easurem ents for the  selected leptons and je ts, are 
applied:
I /t  >  30 GeV
S  (I /t  ) >  4. (Em u 1)
At th is stage, the instrum ental and 
Z /y*  ^  t + t -  events comprise a large p a rt (41%) 
of the to ta l background. In these processes, recon­
structed  leptons are correlated w ith the I /t  , giving rise 
to  higher event populations a t high and low values of 
the  azim uthal angle difference between the leptons and 
I t  , w ith  a low value of the angular difference for one 
lepton being correlated w ith a high value for the other. 
As there is a higher background contribution a t low 
values of the angular d istributions [Figs. 1(b) and 1(c)], 
we require:
A ^ (^ , E T ) >  0.4 rad  
A ^(e, E T ) >  0.4 rad. (Em u 2)
To reduce the Z /y*  ^  t + t -  background, selections on 
the transverse mass of the  m uon and I /t  , M T (^, I /t  ) [20], 
and of the  electron and I/ t , M T (e, I/ t ), are applied. To 
further reduce th is background, we use the azim uthal an­
gular differences between the leptons and the missing en­
ergy, A ^ (^ , 1 t ) and A ^(e, I/ t ), which should be large 
[Fig. 1(d)]. We require:
M t  (^, I t  ) >  20 GeV 
M t(e , I t ) >  20 GeV 
A ^ (^ , I /t ) +  A ^(e, I t ) >  2.9 rad.
(Em u 3)
The num ber of events surviving a t each analysis step 
for the data , for each background com ponent, and for 
the two signal samples A and B are sum m arized in Ta­
ble I . After all selections, the W W , tt, and instrum en­
ta l background contributions dom inate. To separate  the 
signal from these backgrounds, two topological variables 
are used: ST , defined as the  scalar sum  of the muon 
p T , the electron p T , and the I /t  ; and H T , defined as 
the scalar sum  of the  transverse m om enta of all the jets. 
W W  and instrum ental backgrounds populate low values 
of H t  and ST while top  quark  pairs have large values 
for bo th  variables. The signal d istribu tion  depends on 
the stop m ass and on the m ass difference A m , w ith low 
values of A m  having low values of H T and ST [Figs. 1(e) 
and 1(f)]. R ather th an  selecting events using these two 
variables, the num bers of events predicted for signal and 
background are com pared to  the observed num bers in 
twelve [ST ,H t ] bins (Table II) when ex tracting  lim its on 
the cross section for the  e^, channel.
The in tegrated  lum inosity of the ee d a ta  sam ple is 
1043 ±  64 p b - 1 . At preselection, two electrons are re­
quired. Z /y*  ^  e+ e-  events account for 94% of the 
to ta l background. W hile the  signal is characterized by 
the presence of je ts  originating from the hadronization of 
b quarks, the Z /y  * ^  e+e-  background owes the pres­
ence of je ts  to  gluons from initial s ta te  rad ia tion  which 
hadronize into softer jets, resulting in a lower m ultiplic­
ity  of jets. To keep sensivity to  low A m  signals while 
rejecting substan tia l background, we require a t least one 
je t [Fig. 2 (a)]:
N (jets) >  1. (Dielec 1)
To reject contributions from bo th  the instrum ental and 
Z /y*  ^  e+ e-  backgrounds, cuts on the I /T and on its 
significance are performed:
I /t  >  15 GeV
S (E T ) >  5. (Dielec 2)
At this stage of the analysis,the Z / y* ^  e+ e-  sam ple is 
still dom inant [Fig. 2 (b)] and give rise to  higher event 
populations a t high values of the  azim uthal angle differ­
ence between the two electrons. To remove these events, 
the following selection is applied:
A ^(ee) <  3 rad. (Dielec 3)
To increase the search sensitivity in th is channel, we 
take advantage of the presence of je ts  originating from
7TABLE I: Numbers of events observed in data and expected from SM background processes and the two signal samples A and 
B at the various stages of the analysis in the ep  channel. The quoted uncertainties are statistical only.
Total SM Background contributions
Selection Data Background Z /7 * —>■ r +r  tt  Diboson Instrumental Signal A Signal B
Preselection 735 736 ±  15 458 29.7 60.6 188 34.0 ±  1 26.3 ±  0.7
Emu 1 106 106±5 23 23.5 38.7 21 10.6 ±  0.7 19.4 ±  0.6
Emu 2 71 77 ±  4 5.9 20.0 36.2 15 8.4 ±  0.7 17.6 ±  0.6
Emu 3 61 65 ±  4 0.7 16.4 34.5 13 6.0 ±  0.6 16.1 ±  0.5
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FIG. 2: Distributions (ee channel) of (a) the number of jets after the preselection, (b) 1/t  after Dielec 2, (c) the dielectron 
invariant mass and (d) 1/t  after Dielec 3, (e) HT and (f) ST after Dielec 5, for observed events (dots), expected background 
(filled areas), and signal expectations for Signal A (solid line) and Signal B (dashed line).
the  fragm entation of long-lived b quarks in the signal. A 
neural network (NN) tagging tool [21] for heavy flavor 
th a t combines inform ation from several lifetim e-based b- 
taggers to  maximize the b quark  tagging efficiency is used 
for this purpose. At least one je t in the  event is required 
to  be b-tagged (Dielec 4) by satisfying a given NN selec­
tion. The b quark  tagging operating point preserves high 
efficiency for the  detection of b je ts  ( «  66%) w ith a «  3% 
probability  for a light parto n  je t to  be m istakenly tagged. 
This point maximizes the  sensitivity of the analysis for 
stop masses of 130 to  140 GeV and for low A m . At this
stage, m ost of the surviving Z / y* ^  e+ e-  events have a 
dielectron mass in the vicinity of the Z  boson resonance 
and low 1 t  values [Figs. 2 (c) and 2(d)]. To further sup­
press th is background while preserving the signal, a cut 
in the plane [M(e, e ) ,l /T] is applied. This selection is 
optim ized for low A m  signals and is defined by:
M (e, e) ^  [75,105] GeV if 1 t  <  30 GeV. (Dielec 5)
The selections applied in the ee channel are sum m a­
rized in Table III along w ith the num ber of events sur-
8TABLE II: Numbers of observed events in data and expected 
yields from SM background processes for the twelve ST and 
Ht  bins in the ep  channel. The quoted uncertainties are 
statistical only.
ST (GeV)
Ht 0-70 70--120 >120
(GeV) Data SM Data SM Data SM
0-15 1 0.3 ±0.3 15 13 ± 2 12 19 ± 2
15-60 1 0.09 ±  0.1 6 4.2 ±  0.9 11 8 ±  1
60-120 0 0.06 ±  0.1 1 1.6 ±  0.6 8 9 ± 1
>120 0 0.01 ±0.05 0 0.9 ±0.4 6 7 ±  1
background, between 2% and 5% for the  signal). These 
system atic uncertainties (except those for the luminos­
ity  and the instrum ental background) are obtained by 
varying sequentially, before any selection, each concerned 
quan tity  w ithin one stan d ard  deviation. For each chan­
nel, the  system atic uncerta in ty  on the instrum ental back­
ground is estim ated by varying the fit param eters w ithin 
one stan d ard  deviation of their uncertainty. Higher sys­
tem atic uncertainties are observed for signal samples w ith 
low and low A m  which give rise to  higher event pop­
ulations a t low values of the  of the  leptons and b 
quarks.
viving a t each step  for the data , for each background 
com ponent, and for the two signal samples A and B. 
Com pared to  the e^, channel, the estim ated yields of 
tt, Z /y*  ^  t + t -  and diboson backgrounds are lower at 
the  preselection stage. This is explained m ainly by the 
threshold values of and n used to  identify electrons 
and muons. A slight excess of observed events is seen at 
the preselection level and is due to  Z /y*  ^  e+ e-  events 
having no je ts  and for which the boson transverse mo­
m entum  is lower th an  20 GeV. For these events, the par- 
ton  showering im plem ented in the  MC generators used in 
th is analysis gives inaccurate results. The t t  background 
dom inates in the  final stage of the  selection. Four bins in 
and [Figs. 2(e) and 2(f) and Table IV] are con­
sidered to  separate  the  signal from the SM background.
For b o th  e^, and ee channels, signal efficiencies, defined 
w ith respect to  the num bers of events in the relevant 
channels, reach a value of 10% for large mass differences 
b u t decrease to  values lower th an  0.1% for A m  <  20 GeV.
The expected num bers of background and signal events 
depend on several m easurem ents and param etrizations 
which each introduce a system atic uncertainty. The 
m ain sources of uncerta in ty  th a t are common to  e^, and 
ee channels and affect bo th  the backgrounds and the sig­
nal consist of: electron identification and reconstruction 
efficiency (5% for the background, between 2% and 10% 
for the signal), je t energy calibration (3% for the back­
ground, between 2% and 11% for the signal), je t identifi­
cation efficiency and energy resolution (2% for the back­
ground, between 3% and 17% for the signal), lum inosity 
(6.1%) [19], trigger efficiency (2%). The following sys­
tem atic uncertainties related  to  the  background only are 
considered: instrum ental background modeling (5% in 
the e^, channel and 18% in the ee channel) and PD F 
(5% for diboson and 15% for t t  and Z /y  * processes). 
In addition, the e^  channel is affected by a system atic 
uncertain ty  related  to  the m uon identification and recon­
struction  efficiency (2% for the background, between 2% 
and 5% for the  signal). In the ee channel, an uncer­
ta in ty  coming from HF tagging is applied (2% for the
Stop mass (GeV)
FIG. 3: The 95% C.L. exclusion contour in the sneutrino mass 
versus stop mass plane. Shaded areas represent the kinemat­
ically forbidden region and the LEP I [23] and LEP II [4] ex­
clusions. The dashed and continuous lines represent, respec­
tively, the expected and observed 95% C.L. exclusion limit 
for this analysis. The band surrounding the observed limit 
denotes the effect of the uncertainty on the stop production 
cross section.
No evidence for t i  production is observed after ap­
plying all selections for the and  ee d a ta  sets. No 
overlap is expected or observed between the  two sam­
ples. We combine the num bers of expected signal and 
background events and their corresponding uncertain­
ties, and  the num ber of observed events in d a ta  from 
the twelve bins of the e^  channel (Table II) and the four 
bins of the  ee channel (Table IV) to  calculate upper lim­
its on the signal production  cross section a t the  95% C.L. 
for various signal points using the modified frequentist 
approach [22]. This m ethod employs a likelihood-ratio
9TABLE III: Numbers of events observed in data and expected from SM background processes and the two signal samples A 
and B at the various stages of the analysis in the ee channel. The quoted uncertainties are statistical only.
Selection
Total SM 
Data Background Z / 7 * —>■ e+e~
Background contributions 
Z /7 * —>■ t + t ~  t t  Diboson Instrumental Signal A Signal B
Preselection 27757 25419 ±  87 24810 120 14.1 23.4 452 10.7 ±  0.5 12.7 ±  0.3
Dielec 1 6278 6335± 38 6143 29 14.2 12.6 136 4.8 ±  0.4 10.6 ±  0.3
Dielec 2 192 200 ±  5 166 11 12.1 3.9 12 3.0 ±  0.3 8.9 ±  0.2
Dielec 3 142 152±4 122 9.3 11.4 3.5 5.8 2.6 ±  0.3 8.0 ±  0.2
Dielec 4 15 16.0 ±  0.6 6.7 0.5 8.4 0.22 0.17 0.6 ±  0.1 4.7 ±  0.2
Dielec 5 12 12.2 ±0.4 3.0 0.5 8.4 0.12 0.16 0.6 ± 0.1 4.6 ±0.2
TABLE IV: Numbers of observed events in data and expected 
yields from SM background processes for the four S t  and H t  
bins in the ee channel. The quoted uncertainties are statistical 
only.
St  (GeV)
Ht 45--150 >150
(GeV) Data SM Data SM
15-60 1 1.9 ±0 .3  2 1 ±  0.1
>60 3 3.3 ±0.2  6 6 ± 0.2
(LLR) test-sta tistic , com puted under the background- 
only (LLRb) or signal plus background (LLRs+b) hy­
potheses. Sim ulated pseudo-experim ents assum ing Pois­
son sta tistics and including the effect of system atic un­
certainties are generated and distributions for LLRb and 
LLRs+b are obtained. B y in tegrating  the corresponding 
LLR distributions up to  the LLR value observed in data , 
confidence levels CLb and CLs+b are derived. The stop 
cross section is varied until the  ra tio  CLs =  CLs+ b/C L b 
equals 0.05, which defines the  95% C.L. upper lim it for 
the cross section for a given [m -  , m j ] point. The in­
tersection of the  obtained cross section lim it w ith the 
theoretical prediction for the  cross section as a function 
of m j  and m - yields the corresponding exclusion point 
in the [ m j , m -] plane. In this calculation, all system atic 
uncertainties except the ones related  to  the instrum en­
ta l background modeling and the PD F are considered 
as fully correlated between signal and background. The 
theoretical uncerta in ty  of the stop signal cross section 
A a j1j 1 is estim ated by adding in q uad ra tu re  the vari­
ations corresponding to  the PD F uncertain ty  and the 
change in renorm alization and factorization scale by a 
factor of two around the nom inal value. Lim its are es­
tim ated  for nom inal iff,--  ), m inim al (a> - -A a r - ) and t  1t  1 t  1t 1 t  1t 1
maxim al (<7t - +A<r- - ) cross section values. We choose t 1t  1 t 1t  1
not to  correlate uncertainties between signal and back­
ground so th a t the cross section lim its can also be applied 
to  o ther models or calculations.
Figure 3 shows the excluded region as a function of 
the scalar top  quark and sneutrino masses, for nomi­
nal (continuous line) and for b o th  m inim al and m axim al
(band surrounding the line) values of <7-^, correspond­
ing to  the estim ated theoretical uncertainty. For larger 
mass differences between the stop  and the sneutrino, a 
stop m ass lower th an  175 GeV is excluded. A sensitiv­
ity  up to  A m  =  60 GeV is observed for stop  masses of 
150 GeV. Com bining the search in the ee final s ta te  w ith 
the e^  channel extends the final sensitivity  by approxi­
m ately 5 GeV for large mass differences. The observed 
lim it is w ithin one stan d ard  deviation of the expected 
lim it for m — >  150 GeV and w ithin two stan d ard  devi­
ations for m  t <  150 GeV.
In summary, we presented the  results of a search for 
the pair production  of the  lightest scalar top  quark  which 
decays into 6lz>. Events w ith an electron and a m uon or 
w ith two electrons have been considered in th is analysis. 
No evidence for the lightest stop  is observed in th is decay, 
leading to  a 95% C.L. exclusion in the [m— ,m -] plane. 
The largest stop m ass excluded is 175 GeV for a sneutrino 
mass of 45 GeV, and the largest sneutrino mass excluded 
is 96 GeV for a stop  mass of 140 GeV.
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