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Abstract
In this paper we propose a new decentralized control scheme for Islanded microGrids
(ImGs) composed by the interconnection of Distributed Generation Units (DGUs). Local
controllers regulate voltage and frequency at the Point of Common Coupling (PCC) of each
DGU and they are able to guarantee stability of the overall ImG. The control design procedure
is decentralized, since, besides two global scalar quantities, the synthesis of a local controller
uses only information on the corresponding DGU and lines connected to it. Most important,
our design procedure enables Plug-and-Play (PnP) operations: when a DGU is plugged in or
out, only DGUs physically connected to it have to retune their local controllers. We study the
performance of the proposed controllers simulating different scenarios in MatLab/Simulink
and using performance indexes proposed in IEEE standards.
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1 Introduction
In recent years, research on Islanded microGrids (ImG) has received major attention. ImGs are
self-sufficient micro grids composed of several Distributed Generation Units (DGUs) designed to
operate safely and reliably in absence of a connection with the main grid. Besides fostering the
use of renewable generation, ImGs bring distributed generation sources close to loads and allow
power to be delivered to rural areas, remote lands, islands or harsh environments [1, 2, 3]. The
interest in ImGs is also motivated by microgrids that normally operate in grid-connected mode and
that can be switched off-grid for guaranteeing users remain powered in presence of grid faults. In
particular, for buildings such hospitals and airports, ImGs offer a interesting solution for emergency
generation since, differently from common diesel generators, power is produced and delivered to
the main grid in absence of faults.
For grid-connected microgrids, voltage and frequency are set by the main grid. However, in
islanded mode, voltage and frequency control must be controlled by DGUs. This is a challenging
task, especially if one allows for (a) meshed topology with the goal increasing redundancy and
robustness to line faults; (b) decentralized regulation of voltage and frequency, meaning that each
DGU is equipped with a local controller and controllers do not communicate in real-time.
As reviewed in [3] many available decentralized regulators are based on droop control [4, 5, 6, 7,
8, 9]. The main drawback of applying the droop method to ImGs is that frequency and amplitude
deviations can be heavily affected by loads. For these reasons, a secondary control layer to restore
system frequency and voltage to nominal values is needed [4, 10, 11].
Stability is another critical issue in ImGs controlled in a decentralized way [3]. The key
challenge is to guarantee stability is not spoiled by the interaction among DGUs and, in the
context of droop control, this issue has been investigated only recently [12]. For regulators not
based on droop control, almost all studies focused on radial ImGs (i.e. DGUs are not connected
in a loop fashion) while control of ImGs with meshed topology is still largely unexplored [3].
In this paper we consider the design of decentralized regulators for meshed ImGs with a view
on decentralization of the synthesis procedure. More specifically, we develop a Plug-and-Play
(PnP) design algorithm where the synthesis of a local controller for a DGU requires parameters of
transmission lines connected to it, the knowledge of two global scalar parameters, but not specific
information about any other DGU. This implies that when a DGU is plugged in or out, only DGUs
physically connected to it have to retune their local controllers.
PnP control design for general linear constrained systems has been proposed in [13, 14] and
[15]. PnP design for ImGs is however different since it is based on the concept of neutral inter-
actions [16] rather than on robustness against subsystem coupling. Furthermore, for achieving
neutral interactions among DGUs, we exploit Quasi-Stationary Line (QSL) approximations of line
dynamics [17].
Our theoretical results are backed up by simulations using realistic models of Voltage Source
Converters (VSCs), associated filters and transformers. As a first testbed, we consider two radially
connected DGUs [18] and show that, in spite of QSL approximations, PnP controllers exhibit very
good performances (measured as in the IEEE standard [19]) in terms of voltage tracking and
robustness to nonlinear and unbalanced loads. We then consider a meshed ImG with 10 DGUs
and discuss the real-time plugging in and out of a DGU.
The paper is organized as follows. In Section 2 we present dynamical models of ImGs and
introduce the adopted line approximation. In Section 3 we exploit the notion of neutral interactions
for designing decentralized controllers and we discuss how to perform PnP operations. Moreover
we will show how to improve performance and how to allow PnP capabilities of the proposed
controllers. In Section 4 we study performance of PnP controllers through simulation case studies.
Section 5 is devoted to some conclusions.
2
2 Microgrid model
In this section, we present dynamical models of ImGs used in this paper. For the sake of clearness,
we first introduce an ImG consisting of two parallel DGUs and then generalize the model to ImGs
composed of N DGUs.
As in [20, 18, 21, 22, 23], we consider the microgrid in Figure 1 where two DGUs, generally denoted
with i and j, are connected through a three-phase line with non-zero impedance (Rij , Lij). Each
DGU is composed of a DC voltage source (representing a generic renewable resource), a voltage
source converter (VSC), a series filter described by a resistance Rt and an inductance Lt and a
step-up transformer (Y-∆) which connects the DGU to the remainder of the electrical network at
Point of Common Coupling (PCC). Transformer parameters, except the transformation ratio k,
are included in Rt and Lt.
ki kj
VSC i
Rti Lti Iti
Vti
PCCi
Vi
ILi
Cti
Iij
Rij Lij Iji
PCCj
Vj
Ctj
ILj
Itj
Ltj Rtj
Vtj VSC j
DGU i DGU jLine ij and ji
Figure 1: Electrical scheme of an ImG composed of two radially connected DGUs with unmodeled
loads.
Each DGU provides real and reactive power for its local loads connected to the PCC. We
assume loads are unknown and, similarly to [23], we treat load currents IL as disturbances for
the DGUs. As shown in Figure 1, at the PCC of each area we use a shunt capacitance Ct for
attenuating the impact of high-frequency harmonics of the load voltage. From the dynamical
equations of this scheme in the abc-frame, after applying the Park’s Transformation [24] we obtain
the following a dq-frame rotating with speed ω0
DGU i


dVi,dq
dt
+ jω0Vi,dq =
ki
Cti
Iti,dq +
1
Cti
Iij,dq − 1
Cti
ILi,dq
dIti,dq
dt
+ jω0Iti,dq = −Rti
Lti
Iti,dq − ki
Lti
Vi,dq +
1
Lti
Vti,dq
(1a)
(1b)
Line ij
{
dIij,dq
dt
+ jω0Iij,dq =
1
Lij
Vj,dq − Rij
Lij
Iij,dq − 1
Lij
Vi,dq (1c)
Line ji
{
dIji,dq
dt
+ jω0Iji,dq =
1
Lji
Vi,dq − Rji
Lji
Iji,dq − 1
Lji
Vj,dq (1d)
DGU j


dVj,dq
dt
+ jω0Vj,dq =
kj
Ctj
Itj,dq +
1
Ctj
Iji,dq − 1
Ctj
ILj,dq
dItj,dq
dt
+ jω0Itj,dq = −Rtj
Ltj
Itj,dq − kj
Ltj
Vj,dq +
1
Ltj
Vtj,dq
(1e)
(1f)
Each state in (1) can be split in two parts (the real component d- and the imaginary component
q- of dq reference frame, respectively). Note that in (1c) and (1d), one obtains two opposite line
currents Iij and Iji so as to have a reference current entering in each DGU. In order to guarantee
that Iij(t) = −Iji(t), ∀t ≥ 0, we introduce the following assumption.
Assumption 1. Initial states verify Iij,dq(0) = −Iji,dq(0). Moreover it holds Lij = Lji and
Rij = Rji.
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Remark 1. System in (1c), (1d) can be seen as an expansion of the line model one can obtain by
fixing a single reference direction for the line current and introducing a single state variable. For
a definition of expansion of a system we defer the reader to Section 3.4 in [16]. System (1) can
also be viewed as a system of differential-algebraic equations, given by (1a)-(1c), (1e), (1f) and
Iij(t) = −Iji(t).
Using the proposed notation for the lines, both DGU models have the same structure. Modeling
the load current IL∗,dq, ∗ ∈ {i, j} as a disturbance, (1) can be represented through the linear system
x˙(t) = Ax(t) +Bu(t) +Md(t)
y(t) = Cx(t)
(2)
where x = [Vi,d, Vi,q , Iti,d, Iti,q, Iij,d, Iij,q, Iji,d, Iji,q, Vj,d, Vj,q, Itj,d, Itj,q]
T , u = [Vti,d, Vti,q, Vtj,d, Vtj,q]
T ,
d = [ILi,d, ILi,q, ILj,d, ILj,q]
T , y = [Vi,d, Vi,q , Vj,d, Vj,q]
T , are, respectively, the state, input, distur-
bance, and output of the system. The matrices in (2) are obtained from (1) and are given in
Appendix A.1. Model (2) is often referred in literature to as master-slave model, due to the fact
that, for control purposes, the state of the line is controlled by one DGU only [23]. In the next
section, we propose an approximate model that allows one to describe each DGU as a dynamical
system affected directly by state of the other DGU, hence avoiding the need of using the line
current in the DGU state equations.
2.1 QSL model
As in equation (T1.10) in [17], we set
dIij,dq
dt
= 0 and
dIji,dq
dt
= 0 (see also [25] and references
therein). Then, (1c) and (1d) give the QSL model
I¯ij,dq =
Vj,dq
(Rij + jω0Lij)
− Vi,dq
(Rij + jω0Lij)
I¯ji,dq =
Vi,dq
(Rji + jω0Lji)
− Vj,dq
(Rji + jω0Lji)
(3)
We then replace variables Iij,dq and Iji,dq , in (1b) and (1f) with the right-hand side of (3). Splitting
complex dq quantities in their d and q components one obtains the new model for DGU i
DGU i


dVi,d
dt
= ω0Vi,q +
ki
Cti
Iti,d − 1
Cti
ILi,d +
1
Cti
I¯ij,d
dVi,q
dt
= −ω0Vi,d + ki
Cti
Iti,q − 1
Cti
ILi,q +
1
Cti
I¯ij,q
dIti,d
dt
= − k
Lti
Vi,d − Rti
Lti
Iti,d + ω0Iti,q +
1
Lti
Vti,d
dIti,q
dt
= − k
Lti
Vi,q − ω0Iti,d − Rti
Lti
Iti,q +
1
Lti
Vti,q
(4)
Similarly, switching indexes i and j in (4) one obtains the model of DGU i
ΣDGU[i] :


x˙[i](t) = Aiix[i](t) +Biu[i](t) +Mid[i](t) + ξ[i](t)
y[i](t) = Cix[i](t)
z[i](t) = Hiy[i](t)
(5)
where x[i] = [Vi,d, Vi,q, Iti,d, Iti,q ]
T , u[i] = [Vti,d, Vti,q]
T , d[i] = [ILi,d, ILi,q]
T , z[i] = [Vi,d, Vi,q]
T are
the state, the control input, the exogenous input and the controlled variables. The measurable
output is y[i](t) and we assume y[i] = x[i]. Furthermore ξ[i](t) = Aijx[j] is the coupling with DGU
j. The matrices of ΣDGU[i] are obtained from (4) and they are collected in Appendix A.2. As for
the line, we have the subsystem
ΣLine[ij] :
{
x˙[l,ij](t) = All,ijx[ll,ij](t) +Ali,ijx[i](t) +Alj,ijx[j](t) (6)
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where x[l,ij] = [Iij,d, Iij,q]
T is the state of the line. The matrices of (6) are obtained from (1c) and
collected in Appendix A.2. From (5) and (6), the overall model of the microgrid in Figure 1 is

x˙[i]
x˙[j]
x˙[l,ij]
x˙[l,ji]

 =


Aii Aij 0 0
Aji Ajj 0 0
Ali,ij Alj,ij All,ij 0
Ali,ji Alj,ji 0 All,ji




x[i]
x[j]
x[l,ij]
x[l,ji]

+

Bi 00 Bi
0 0

[u[i]
u[j]
]
+

Mi 00 Mj
0 0

[d[i]
d[j]
]
[
y[i]
y[j]
]
=
[
C1 0 0 0
0 C2 0 0
] x[i]x[j]
x[l,ij]


[
z[i]
z[j]
]
=
[
Hi 0
0 Hj
] [
y[i]
y[j]
]
.
(7)
Remark 2. Note that A has following the block-triangular structure
A =


Aii Aij 0 0
Aji Ajj 0 0
Ali,ij Alj,ij All,ij 0
Ali,ji Alj,ji 0 All,ji


and hence, its eigenvalues are the union of the eigenvalues of
[
Aii Aij
Aji Ajj
]
, All,ij and All,ji. Note
that All,ij = All,ji. In particular, positivity of line parameters implies that the line dynamics is
asymptotically stable. Therefore stability of (7) depends on the stability of local DGUs intercon-
nected through the QSL model (3). Furthermore, designing decentralized controllers u[∗] = k∗(y[∗]),
∗ ∈ {i, j}, such that the connection of the DGUs is asymptotically stable, makes the overall closed-
loop model of the microgrid asymptotically stable as well. QSL approximations have been widely
studied in literature, especially in the field of power theory (see e.g. [17, 25] and references therein).
2.2 QSL model of a microgrid composed of N DGUs
Next, we generalize model (7) to microgrids composed of N DGUs. Let D = {1, . . . , N}. Two
DGUs i and j are neighbours if there is a transmission line connecting them and we denote with
Ni ⊂ D the set of neighbours of DGU i. The dynamics of DGU i, can be then described by model
(5) setting ξ[i] =
∑
j∈Ni Aijx[j](t). The new matrices of Σ
DGU
[i] are provided in Appendix A.3.
The overall QSL ImG model is given by
x˙(t) = Ax(t) +Bu(t) +Md(t) (8a)
x˙[l,ij](t) = All,ijx[l,ij](t) +Ali,ijx[i](t) +Alj,ijx[j](t), ∀i ∈ D, ∀j ∈ Ni (8b)
where x = (x[1], . . . , x[N ]) ∈ R4N , u = (u[1], . . . , u[N ]) ∈ R2N , d = (d[1], . . . , d[N ]) ∈ R2N , and
matrices A, B, M, All,ij , Ali,ij and Alj,ij are reported in Appendices A.2 and A.3. Note that x
is not influenced by any line state x[l,ij] and therefore, the collective model embracing all states
has a block-triangular structure as in (7). We equip (8) with the equations
y(t) = Cx(t)
z(t) = Hy(t)
(9)
where y = (y[1], . . . , y[N ]) ∈ R4N are the measured variables and z = (z[1], . . . , z[N ]) ∈ R2N are
the controlled variables (see Appendix A.3 for definition of matrices C and H). Since neither y
nor z depend upon states x[l,ij], and, since x[l,ij] does not influence x too, equations (8b) will be
omitted in the sequel.
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3 Plug-and-Play decentralized voltage control
3.1 Decentralized control scheme with integrators
In order to track a constant set-point zref (t), when d(t) is constant, we augment the ImG model
with integrators [26]. For zeroing the steady-state error, it must hold
0 = Ax¯+Bu¯+Md¯
zref = HCx¯
(10)
Γ
[
x¯
u¯
]
=
[
0 −M
I 0
] [
zref
d¯
]
, Γ =
[
A B
HC 0
]
∈ R6N×6N (11)
where x¯ and u¯ are equilibrium states and inputs.
Proposition 1. Given zref and d¯, vectors x¯ and u¯ that satisfy (11) always exist.
Proof. From [26], x¯, u¯ verifying (11) exist if and only if the following two conditions are fulfilled.
(i) The number of controlled variables is not greater than the number of control inputs.
(ii) rank(Γ) = 6N . This is equivalent to require that the system under control has no invariant
zeros.
Condition (i) is verified since, in (7), u[i] and z[i] have the same size, ∀i ∈ D. Condition (ii) can
be easily proved using the definition of matrices A, B, C and H in (8) and (9) and the fact that
electrical parameters are positive.
Microgrid...
−
+
∫
dt K1
zref [1] v[1] u[1]
−+
∫
dt KN
zref [N ] v[N ] u[N ]
d[1]
. . .
d[N ]
y[1]
. . .y[N ]
z[1]
z[N ]
...
...
Figure 2: Control scheme with integrators for overall microgrid model.
The dynamics of the integrators is (see Figure 2)
v˙[i](t) = e[i](t) = zref [i](t)− z[i](t) = zref [i](t)−HiCix[i](t), (12)
and hence, the DGU model augmented with integrators is
ΣˆDGU[i] :


˙ˆx[i](t) = Aˆiixˆ[i](t) + Bˆiu[i](t) + Mˆidˆ[i](t) +
∑
j∈Ni
Aˆij xˆ[j](t)
yˆ[i](t) = Cˆixˆ[i](t)
z[i](t) = Hˆiyˆ[i](t)
(13)
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where xˆ[i] = [x
T
[i], vi,d, vi,q]
T ∈ R6 is the state, yˆ[i] = xˆ[i] ∈ R6 is the measurable output and
dˆ[i] = [d[i], zref [i]]
T ∈ R4 collects the exogenous signals (the current of the load and the reference
signals, in dq coordinates). Moreover, matrices Aˆii, Aˆij , Bˆi, Cˆi, Mˆi and Hˆi are defined as
Aˆii =
[
Aii 0
−HiCi 0
]
Aˆij =
[
Aij 0
0 0
]
Bˆi =
[
Bi
0
]
Cˆi =
[
Ci 0
0 I
]
Mˆi =
[
Mi 0
0 I2
]
Hˆi =
[
Hi 0
]
.
(14)
The following proposition guarantees that the pair (Aˆii, Bˆi) is controllable, hence system (13) can
be stabilized.
Proposition 2. The pair (Aˆii, Bˆi) is controllable.
Proof. Using the definition of controllability matrix, we have that
MˆCi =
[
Bˆi AˆiiBˆi Aˆ
2
iiBˆi Aˆ
3
iiBˆi Aˆ
4
iiBˆi Aˆ
5
iiBˆi
]
=
[
Bi AiiBi A
2
iiBi A
3
iiBi A
4
iiBi A
5
iiBi
0 −HiCiBi −HiCiAiiBi −HiCiA2iiBi −HiCiA3iiBi −HiCiA4iiBi
]
=
[
Aii Bi
−HiCi 0
]
︸ ︷︷ ︸
MˆC
i,1
[
0 Bi AiiBi A
2
iiBi A
3
iiBi A
4
iiBi
I 0 0 0 0 0
]
︸ ︷︷ ︸
MˆC
i,2
.
(15)
Matrices MˆCi,1 and Mˆ
C
i,2 have always full rank, since all electrical parameters are positive, hence
rank(MˆCi ) = 6. Therefore the pair (Aˆii, Bˆi) is controllable.
The overall augmented system is obtained from (13) as

˙ˆx(t) = Aˆxˆ(t) + Bˆu(t) + Mˆdˆ(t)
yˆ(t) = Cˆxˆ(t)
z(t) = Hˆyˆ(t)
(16)
where xˆ, yˆ and dˆ collect variables xˆ[i], yˆ[i] and dˆ[i] respectively, and matrices Aˆ, Bˆ, Cˆ, Mˆ, Hˆ collect
matrices in (14).
3.2 Decentralized PnP control based on neutral interactions
In this section, we present a decentralized control approach that ensures asymptotic stability
for the augmented system (16). Furthermore, local controllers are synthesized in a decentralized
fashion allowing PnP operations. As shown in Appendix B, decentralized design of local controllers
can fail to guarantee voltage and frequency stability of the whole ImG, if coupling among DGUs
is neglected.
We equip each DGU ΣˆDGU[i] with the following state-feedback controller
C[i] : u[i](t) = Kiyˆ[i](t) = Kixˆ[i](t) (17)
where Ki ∈ R2×6. Note that controllers C[i], i ∈ D are decentralized since the computation of
u[i](t) requires the state of Σˆ
DGU
[i] only. Let nominal subsystems be given by (13) without coupling
terms. We design local controllers C[i] such that the nominal closed-loop subsystem

˙ˆx[i](t) = (Aˆii + BˆiKi)xˆ[i](t) + Mˆidˆ[i](t)
yˆ[i](t) = Cˆixˆ[i](t)
z[i](t) = Hˆiyˆ[i](t)
(18)
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is asymptotically stable. From Lyapunov theory, we can achieve this aim if there exists a symmetric
matrix Pi ∈ R6×6, Pi ≥ 0 such that
(Aˆii + BˆiKi)
TPi + Pi(Aˆii + BˆiKi) < 0. (19)
Using (16) and (17), the closed-loop system (accounting for coupling terms) is

˙ˆx(t) = (Aˆ+ BˆK)xˆ(t) + Mˆdˆ(t)
yˆ(t) = Cˆxˆ(t)
z(t) = Hˆyˆ(t)
(20)
whereK = diag(K1, . . . ,KN). In the sequel, we will refer to (20) as the closed-loop QSL microgrid.
System (20) is asymptotically stable if the matrix P = diag(P1, . . . , PN ) satisfies
(Aˆ+ BˆK)TP+P(Aˆ+ BˆK) < 0. (21)
Note that (19) does not imply (21), i.e. coupling terms might spoil stability of (20). In order to
derive conditions such that (19) guarantees (21) we will exploit the concept of neutral interactions
between subsystems (see Chapter 7 in [16]). To this purpose let us define AˆD = diag(Aˆii, . . . , AˆNN )
and AˆC = Aˆ− AˆD.
Definition 1. DGU interactions are neutral if the matrix AˆC can be factorized as
AˆC = SP (22)
where S is a skew-symmetric matrix (i.e. S = −ST).
In order to ensure asymptotic stability of (20), we will exploit the following assumptions.
Assumption 2. (i) The shunt capacitances at all PCCs are identical, i.e. Cti = Cs, ∀i ∈ D.
(ii) Decentralized controllers C[i], i ∈ D are designed such that (19) holds with
Pi =


η 0 0 0 0 0
0 η 0 0 0 0
0 0 • • • •
0 0 • • • •
0 0 • • • •
0 0 • • • •

 . (23)
where • denotes arbitrary entries and η > 0 is a parameter common to all matrices Pi, i ∈ D.
(iii) It holds
ηRij
CsZ
2
ij
≈ 0, ∀i ∈ D, ∀j ∈ Ni, where Zij = |Rij + jω0Lij |.
Assumption 2-(i) provides a reference ImG model for which closed-loop asymptotic stability will
be shown in Proposition 3 below. However, integrators in the control loop guarantee robustness of
stability [26] with respect to small deviations of capacitances Cti from the common value Cs. This
feature will be shown through simulations in Section 4.1.6. We also highlight that in electrical
networks sometimes there are blocks of capacitors positioned at various PCCs that can be switched
in steps so as to tune their total capacitance. In this case, Assumption 2-(i) can be directly fulfilled.
As for Assumption 2-(ii) we show later that checking the existence of Pi as in (23) and Ki fulfilling
(19) amounts to solving a convex optimization problem. Here, we just highlight that η > 0 and
Cs > 0 are the only global parameters that must be known for designing local controllers.
Remark 3. Assumption 2-(iii) can be fulfilled in different ways. When an upper bound to all
ratios
Rij
Z2
ij
(which depend upon line parameters only) is known, it is enough to set the control
design parameter η sufficiently small. If, however, lines are mainly inductive, one has
Rij
Z2
ij
≈ 0 by
construction and bigger values of η can be used for synthesizing local controllers.
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Proposition 3. Let Assumption 2 holds. Then, DGU interactions are neutral and the overall
closed-loop system (20) is asymptotically stable.
Proof. We have to prove that (21) holds, i.e.
(AˆD + BˆK)
T
P+P(AˆD + BˆK)︸ ︷︷ ︸
(a)
+ AˆTCP+PAˆC︸ ︷︷ ︸
(b)
< 0. (24)
Note that term (a) is a block diagonal matrix that collects on the diagonal all left hand sides of
(19). Hence term (a) is a negative definite matrix. Next we prove that term (b) is zero. Considering
the terms PjAˆij and using Assumption 2-(iii), we obtain
PiAˆij = PjAˆji =


ηRij
CsZ
2
ij
ηXij
CsZ
2
ij
0 0 0 0
− ηXij
CsZ
2
ij
ηRij
CsZ
2
ij
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


≈


0
ηXij
CsZ
2
ij
0 0 0 0
− ηXij
CsZ
2
ij
0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, (25)
where Xij = ω0Lij . Hence term (b) in (24) can be approximated using blocks given in (25). In the
following, with a little abuse of notation, we consider coupling terms Aˆij with zero elements on the
diagonal. In this case, there always exists a skew-symmetric matrix Sij such that Aˆij = SijPj , e.g.
Sij =
1
η
Aˆij . Hence matrix S composed of blocks Sij is skew-symmetric and such that AˆC = SP.
Since AˆT
C
= −PS, for term (b) we have
(b) = AˆTCP+PAˆC
= PSTP+PSP
= −PSP+PSP = 0
We have then shown that inequality (24) holds.
The main problem that still has to be solved for designing local controller C[i] is the following
one.
Problem 1. Compute a matrix Ki such that system (18) is asymptotically stable and Assumption
2-(ii) is verified, i.e. (19) holds for a matrix Pi structured as in (23).
We solve Problem 1 computing a matrix Ki, verifying
(Aˆii + BˆiKi)
TPi + Pi(Aˆii + BˆiKi) + γ
−1
i I ≤ 0 (26)
where Pi is defined in (23) and γi > 0 enforces a certain degree of robust stability for the origin
of the closed-loop subsystem (13), see [27]. Using the Schur complement, we can rewrite (26) as[
(Aˆii + BˆiKi)
TPi + Pi(Aˆii + BˆiKi) I
I −γiI
]
≤ 0 (27)
This inequality is nonlinear in Pi and Ki. As in [27], we introduce new matrices
Yi = P
−1
i
Gi = KiYi.
(28)
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Note that Yi has the same structure of Pi. By pre- and post-multiplying (27) with
[
Yi 0
0 I
]
and
using (28) we obtain [
YiAˆ
T
ii +G
T
i Bˆ
T
i + AˆiiYi + BˆiGi Yi
Yi −γiI
]
≤ 0 (29)
Consider the following optimization problem
O : min
Yi,Gi,γi,βi,δi
αi1γi + αi2βi + αi3δi
Yi =


η−1 0 0 0 0 0
0 η−1 0 0 0 0
0 0 • • • •
0 0 • • • •
0 0 • • • •
0 0 • • • •

 > 0 (30a)
[
YiAˆ
T
ii +G
T
i Bˆ
T
i + AˆiiYi + BˆiGi Yi
Yi −γiI
]
≤ 0 (30b)[−βiI GTi
Gi −I
]
< 0 (30c)[
Yi I
I δiI
]
> 0 (30d)
γi > 0, βi > 0 δi > 0 (30e)
where αi1, αi2 and αi3 represent positive weights and • are arbitrary entries.
All constraints in (30) are Linear Matrix Inequalities (LMI) and therefore the optimization
problem is convex and it can be efficiently solved with state-of-art LMI solvers [27]. Note that
constraint (30a) guarantees that Pi has the structure prescribed by Assumption 2-(ii). Moreover,
stability of the nominal closed-loop subsystem (18) is guaranteed by (30b). In order to prevent
||Ki||2 from becoming too large we add the bounds ||Gi||2 <
√
βi and ||Y −1i ||2 < δi that, via Schur
complement, correspond to constraints (30c) and (30d). These bound imply ||Ki||2 <
√
βiδi and
then affect the magnitude of control variables.
We highlight that the constraints in (30) depend upon local fixed matrices (Aˆii, Bˆi) and local
design parameters (αi1, αi2, αi3). Therefore, once global parameters η and Cs are fixed, the
computation of controller C[i] does not influence the computation of controllers C[j], j 6= i. If
problem Pi is feasible, then we obtain controller C[i] through Ki = GiY −1i . Moreover since all
assumptions in Proposition 3 are verified, the overall closed-loop system (20) is asymptotically
stable.
3.3 Enhancements of local controllers for improving performances
In the previous section we have shown how to design decentralized controllers C[i] guaranteeing
asymptotic stability for the overall closed-loop system (20). For improving performance in tran-
sient, we enhance controllers C[i] with feed-forward terms to
(i) pre-filter reference signals;
(ii) compensate measurable disturbances.
3.3.1 Pre-filtering of reference signal
Pre-filtering is used to widen the bandwidth so as to speed up the response of the system. For each
nominal closed-loop subsystem (18), the transfer function F[i](s), from zref [i](t) to the controlled
variable z[i](t) is
F[i](s) = (HˆiCˆi)(sI − (Aˆii + BˆiKi))−1
[
0
I2
]
(31)
Using a feedforward compensator C˜[i](s), we filter the reference signal zref [i](t) as shown in Figure
3. The new transfer function from zref [i](t) to z[i](t) is
10
C˜[i](s) F[i](s)
zref [i] z[i]
zfref [i]
Figure 3: Block diagram of closed-loop DGU i with prefilter.
F˜[i](s) = C˜[i](s)F[i](s) (32)
Defining a desired transfer function F˜[i](s) for each subsystem, we can compute, from (32), the
pre-filter C˜[i](s) as
C˜[i](s) = F˜[i](s)Fˆ[i](s)
−1 (33)
under the following conditions [26]:
• Fˆ[i](s) must not have Right-Half-Plane (RHP) zeros that would become RHP poles of C˜[i](s),
making it unstable;
• Fˆ[i](s) must not contain a time delay, otherwise C˜[i](s) would have a predictive action
• C˜[i](s) must be realizable, i.e. it must have more poles than zeros.
If these conditions are verified, the filter C˜[i](s) given by (33) is realizable and asymptotically
stable (this condition is essential since C˜[i](s) works in open-loop). Furthermore, since Fˆ[i](s) is
asymptotically stable (thanks to the stabilizing controllers C[i] designed solving the problem Pi),
the closed-loop system including filters C˜[i](s) is asymptotically stable as well. Moreover, when
some of the previous conditions do not hold, formula (33) cannot be used. Still, the compensator
C˜[i](s) can be designed for a given bandwidth, as shown in [26].
3.3.2 Compensation of measurable disturbances
The second enhancement is the compensation of measurable disturbances. Since we assumed load
dynamics is not known, we have modeled, for each subsystem, the dq components of load currents
as a measurable disturbance d[i](t). Considering new local controllers C˜[i] defined as
C˜[i] : u[i] = Kixˆ[i](t) + u˜[i](t) (34)
that are just controllers C[i] in (17) with the additional term u˜[i](t), we can rewrite (18) as
Σ˜DGU[i] :


˙ˆx[i](t) = (Aˆii + BˆiKi)xˆ[i](t) + Mˆidˆ[i](t) + Bˆiu˜[i](t)
yˆ[i](t) = Cˆixˆ[i](t)
z[i](t) = Hˆiyˆ[i](t)
. (35)
We now use the new input u˜[i](t) to compensate the measurable disturbance d[i](t) (recall that
dˆ[i] = [d
T
[i] z
T
ref [i]
]T ). From (35), the transfer function from the disturbance d[i](t) to the controlled
variable z[i](t) is
Gdi (s) = (HˆiCˆi)(sI − (Aˆii + BˆiKi))−1
[
Mi
0
]
. (36)
Moreover, the transfer function from the new input u˜[i](t) to the controlled variable z[i](t) is
Gi(s) = (HˆiCˆi)(sI − (Aˆii + BˆiKi))−1Bˆi. (37)
If we combine (36) and (37), we obtain
z[i](s) = Gi(s)u˜[i](s) +G
d
i (s)d[i](s). (38)
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In order to zero the effect of the disturbance on the controlled variable, we set
u˜[i](s) = Ni(s)d[i](s) (39)
where
N[i](s) = −Gi(s)−1Gdi (s) (40)
is the transfer function of the compensator. Note that N[i](s) is well defined under the following
conditions [26]:
• G[i](s) must not have RHP zeros that would become RHP poles of N[i](s);
• G[i](s) must not contain a time delay, otherwise N[i](s) would have a predictive action
• N[i](s) must be realizable, i.e. it must have more poles than zeros.
In this way, we can ensure that the compensator N[i](s) is asymptotically stable, hence preserving
asymptotic stability of the system. When some of the previous conditions do not hold, formula
(40) cannot be used and perfect compensation cannot be achieved. Still, the compensator N[i](s)
can be designed to reject disturbances within a given bandwidth, as shown in [26]. The overall
control scheme with the addition of the compensators is shown in Figure 4.
Microgrid...
−
+
∫
dt K1 +
+
zref [1] v[1] u[1]
−+
∫
dt KN +
+
zref [N ] v[N ] u[N ]
d[1]
N1(s)
u˜[1]
. . .
d[N ]
NN (s)
u˜[N ]
y[1]
. . .y[N ]
z[1]
z[N ]
...
...
Figure 4: Overall control scheme with compensation of measurable disturbances d[i](s).
3.4 Algorithm for the design of local controllers
In Algorithm 1, we summarize the procedure for the design of local controller C[i] and compensators
C˜[i] and N[i].
3.5 Plug-and-Play operations
In this section, we discuss the operations for updating the controllers when DGUs are added to
or removed from the ImG. The goal is to preserve stability of the new closed-loop system. As a
starting point, we consider a microgrid composed by subsystems ΣˆDGU[i] , i ∈ D equipped with local
controllers and compensators produced by Algorithm 1.
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Algorithm 1 Design of controller C[i] and compensators C˜[i] and N[i] for subsystem ΣˆDGU[i]
Input: DGU ΣˆDGU[i] as in (13) and desired closed-loop transfer function F˜[i](s)
Output: Controller C[i] and, optionally, pre-filter C˜[i] and compensator N[i]
(A) Find Ki solving the LMI problem (30). If it is not feasible stop (the controller C[i] cannot
be designed).
Optional steps
(B) Given the desired closed-loop transfer function F˜[i](s), design the asymptotically stable local
pre-filter C˜[i] as in (33).
(C) Design the asymptotically stable local compensator N[i] as in (40).
Plugging-in operation Consider the plug-in of a new DGU ΣˆDGU[N+1] described by matrices,
AˆN+1N+1, BˆN+1, CˆN+1, MˆN+1, HˆN+1 and {AˆN+1 j}j∈NN+1 . In particular, NN+1 identifies the
DGUs that are directly coupled to ΣˆDGU[N+1] through transmission lines and {AˆN+1 j}j∈NN+1 are
the corresponding coupling terms. For designing controller C[N+1] and compensators C˜[N+1] and
N[N+i], we execute Algorithm 1. We note that DGUs Σˆ
DGU
[j] , j ∈ NN+1, have the new neighbour
ΣˆDGU[N+1]. Therefore, the redesign of controllers C[j] and compensators C˜[j] and N[j], ∀j ∈ NN+1 is
needed because matrices Aˆjj , j ∈ NN+1 change (see definition of Aˆjj in (42)).
In conclusion, the plug-in of ΣˆDGU[N+1] is allowed only if Algorithm 1 does not stop in Step A when
computing controllers C[k] for all k ∈ NN+1 ∪ {N + 1}. Note that, the redesign is not propagated
further in the network, i.e. even without changing controllers C[i], C˜[i] and N[i], i 6∈ {N+1}∪NN+1
asymptotic stability of the new overall closed-loop QSL ImG model is ensured.
Unplugging operation We consider the unplugging of DGU ΣˆDGU[k] , k ∈ D. Matrix Aˆjj of
each ΣˆDGU[j] , j ∈ Nk changes due to the disconnection of ΣˆDGU[k] from the network. For this reason,
for each j ∈ Nk, the redesign through Algorithm 1 of controllers C[j] and compensators C˜[j] and
N[j], j ∈ NN+1, is needed and unplugging of ΣˆDGU[k] is allowed only if these operations can be
successfully terminated. As for the plugging-in operation, the re-design of local controllers C[j],
j /∈ Nk is not required.
Remark 4. Existing contributions on decentralized control for ImG fall in two main categories.
The first one comprises centralized design procedures where the use of the whole ImG model allows
one to guarantee voltage and frequency stability [21, 22, 12]. The second one embraces decentralized
design approaches, often based on droop control, where tuning the parameters of local regulators
does not require any piece of global information about the ImG model [7, 18, 3, 28]. In this case,
however, stability is seldom guaranteed. Our control design algorithm bridges the gap between
the above categories, meaning that it is decentralized but, at the same time, capable to provide
closed-loop stability. We also highlight that all decentralized design approaches falling in the second
category allow for PnP operations. However they do not guarantee stability is preserved when a new
DGU is plugged in or out. As regards the first category of contributions, all control architectures
that require a centralized design do not allow for PnP operations. Indeed, when a new DGU is
added, the execution of centralized design procedure can modify existing controllers of all other
DGUs.
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4 Simulation results
In this section, we study performance brought about by PnP controllers described in Section 3
using two ImGs. Simulations have been conducted in MatLab/Simulink using the SimPowerSystem
Toolbox and the PnPMPC-toolbox [29]. First, we consider the ImG in Figure 1 with only two
DGUs and discuss performance in tracking step references as well as robustness to disturbances
and various load dynamics, including highly nonlinear and unbalanced loads. Then, we consider
the ImG in Figure 12 composed of 10 DGUs and we show that stability of the whole microgrid
is guaranteed. Moreover, we give an example of the PnP capabilities of our control approach.
Simulation results show that PnP controllers can guarantee good dynamical performance.
4.1 Scenario 1
In this Scenario, we consider the ImG in Figure 1 composed of two DGUs and, for the sake of
simplicity, we set i = 1 and j = 2. Parameters values are collected in Table 2 in Appendix C.
We highlight that they are comparable to those used in [20, 18, 23]. We used standard blocks of
the MatLab/SimPowerSystem Toolbox for simulating VSCs and associated filter, for the (Y/∆)
transformer, for the tie-lines and for the loads. Therefore, although control design is based on a
linear model, in this and next sections, more realistic (and often nonlinear) models of microgrid
components are used for assessing the performance of PnP controllers. For each DGU, we execute
Algorithm 1 in order to design local controllers and compensators, where the desired closed-loop
transfer function F˜[i](s), i = {1, 2} has been chosen as a low-pass filter with DC gain equal to 0 dB
and bandwidth equal to 1kHz. The choice of this bandwidth is a trade-off between guaranteeing
sufficiently fast transients, and not interfering with the modulation frequency of the inverter.
Through Step A of Algorithm 1, we obtain two decentralized controllers C[i], i = {1, 2} that stabi-
lize the overall microgrid. The eigenvalues of the closed-loop QSL microgrid (20) are represented
in Figure 5a. Solving Step B of Algorithm 1 we obtain two asymptotically stable local pre-filters
C˜[i], i = {1, 2} whose singular values are shown in Figure 5b. From Figure 5c, we also note that
the singular values of the overall closed-loop transfer function F (s) with the addition of the two
pre-filters (in green) coincide with the frequency response of desired closed-loop transfer function
F˜ (s) previously defined. In the last Step of the Algorithm 1, we obtain, for each DGU, an asymp-
totically stable disturbance compensator N[i], i = {1, 2} as in (40). The singular values of the two
compensators are shown in Figure 5d. Next, we evaluate the performance of the decentralized
voltage control scheme with different tests.
4.1.1 Voltage tracking for DGU 1
In the first test, we assess the performance in tracking step changes in the dq voltage reference
at PCC1. For each DGU, we use an RL parallel load with constant parameters R = 76 Ω and
L = 111.9 mH. The d and q components of the voltage at PCC1 are initially set at 0.2 per-unit
(pu) and 0.6 pu and those of PCC2 are set at 0.5 pu and 0.7 pu, respectively. The reference signals
of DGU 1, i.e. V1,d ref and V1,q ref , are affected by two step changes: the d component of the
load voltage steps up to 0.3 pu at t = 0.5 s and the q component steps down to 0.5 pu at t = 1.5 s.
Figure 6 shows the dynamic responses of the two DGUs to these changes. In particular, Figures 6a
and 6b show good tracking performances with small interactions between the two DGUs. Figures
6c and 6d show the instantaneous voltage at PCC1 in the abc frame, during the two step changes
of the reference signals. Note that the proposed decentralized control strategy ensures an excellent
tracking of the references in less than two cycles.
4.1.2 Voltage tracking for DGU 2
In this second test, voltage tracking properties at PCC2 are evaluated. The loads used, in the
two DGUs, are the same as in Section 4.1.1. The d and q components of the voltage references
at PCC1 are kept constant at 0.6 pu and 0.8 pu, respectively. The d component of the reference
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Figure 5: Features of PnP controllers for Scenario 1.
at PCC2 steps down from 0.8 pu to 0.6 pu at t = 0.5 s, and the q component steps up from 0.2
pu to 0.4 pu at t = 1.5 s. The dynamic responses of the overall microgrid to these changes in the
reference signals are shown in Figure 7. Also in this case, after a short transient, the controller
successfully maintains load voltages at prescribed levels.
In the two tests presented above, the amplitude of the reference steps are the same used in
simulations presented in [18]. Comparing our results with those in [18], our controllers achieve
better performances. In particular, using the proposed PnP decentralized controllers, the variation
of the reference signals for a subsystem has almost no effect on the behaviour of the other DGU. We
highlight that although these tests are useful for assessing the performance of different controllers,
they are not realistic for an ImG. Indeed, the amplitude of step changes in the references is usually
much smaller. In the following, we describe other case studies that are more meaningful to evaluate
the electrical behaviour and the performance of the microgrid controlled by PnP regulators.
4.1.3 Robustness to unknown load dynamics
For assessing robustness to load dynamics, we consider RL parallel loads, initially set as described
in Section 4.1.1 and apply sudden changes in the two load resistances. During the simulation, the
d and q components of the load voltages at PCC1 and PCC2 are regulated at 0.8 pu and 0.3
pu, and at 0.5 pu and 0.9 pu, respectively. The load resistance at PCC1 is increased from the
starting value (76 Ω) to double of it (152 Ω) at t = 0.5 s. Similarly, the resistance at PCC2 is
reduced from 76 Ω to 65 Ω at t = 1.5 s. Figure 8 shown the response of the ImG. From Figures 8a
and 8b, it is apparent that, except for a very short transient, the d and q components of the load
voltages remain unaffected by the load. Figures 8c and 8d show the load voltages, in abc frame,
at PCC1 and PCC2, respectively. They reveal that the step changes in the loads are absorbed
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Figure 6: Performance of PnP decentralized voltage control in terms of set-point tracking for DGU
1.
within a cycle. We recall that load currents are treated as measurable disturbances in our model.
Varying the load resistance, is equivalent to changing disturbance values, hence the power required
by loads. Furthermore, our control architecture is robust to the disturbance dynamics also due to
the presence of compensators N[i], i = {1, 2}. In fact, as shown in Figures 8e and 8f, the inputs
u˜[1](t) and u˜[2](t), computed by the local compensators, react to the changes in load resistances,
in order to zero the effect of these disturbances on voltages at PCCs.
A very similar case study (also in terms of parameter values) is presented also in [18]. A comparison
of the results reveals that, in our case, transients due to resistances variations are shorter thanks
to the input provided by the disturbance compensators.
4.1.4 Impact of a nonlinear load
In this test, we study the performance of our controllers in presence of a highly nonlinear load.
Voltage references are initially set to Vd,ref = 0.8 pu and Vq,ref = 0.6 pu for both DGUs. At the
beginning of the simulation, we connect at PCC1 and PCC2 the RL load described in Section
4.1.1. At t = 0.5 s, the load connected at PCC2 is suddenly replaced by a three-phase six-pulse
diode rectifier. The rectifier produces a DC output voltage that feeds a purely resistive load
with R = 120Ω. We highlight that this is a standard test for assessing robustness of microgrid
operations to nonlinearities (see, for example, Section VI.C in [23] and [19]).
Simulations are shown in Figure 9. In particular, Figure 9a shows the dq components of the
load voltage at PCC2 which confirm the good tracking performance in spite of the inclusion of
the rectifier. From Figure 9b, one can notice that, except for short transients, local controllers
successfully stabilize the voltage.
Figure 9d provides a plot of the Total Harmonic Distortion (THD) (expressed in %) of load
phase-to-phase voltage at PCC2. We note that, after the connection of the rectifier, the THD
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Figure 7: Performance of PnP decentralized voltage control in terms of set-point tracking for DGU
2.
value grows. However, the average value of THD after t = 0.5s is equal to 4% which is below
the maximum limit (5%) recommended by IEEE standards in [19]. Considering that the rectifier
input currents are highly distorted, as shown in Figure 9e, the control architecture ensures that
the load is fed with high-quality voltages.
4.1.5 Performance under unbalanced load conditions
In this test, we investigate the performance of PnP controller in presence of unbalanced loads.
Voltage references are initially set to Vd,ref = 0.6 pu and Vq,ref = 0.8 pu for both DGUs. Moreover,
the nominal RL load described in Section 4.1.1 is connected at PCC1 and PCC2. At t = 0.5 s
the RL load parameters at PCC1 are changed to the values given in Table 1, so that the load of
DGU 1 becomes highly unbalanced.
Phase a Phase b Phase c
R (Ω) 76 228 456
L (mH) 111.9 123.9 111.9
Table 1: Unbalanced load parameters
Figure 10a shows the d and q components of the load voltage at PCC1 before and after
unbalancing. We note that tracking of the reference signals is still guaranteed in spite of load
changes. Moreover, instantaneous load voltages, shown in Figure 10b, confirm successful regulation
of the output waveforms. Figure 10e shows the load current IL1 provided by DGU 1 in the abc
frame. One can notice how the controller induces major changes in the VSC behaviour in order
to avoid spoiling the balance of load voltage at PCC1.
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(e) Input signal u˜[1](t) computed by compensator N[1].
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(f) Input signal u˜[2](t) computed by compensator N[2].
Figure 8: Robust performance evaluation of the microgrid against unknown load dynamics.
To evaluate the voltage imbalance at PCC1, we calculate the ratio VN/VP (expressed in %), where
VN and VP are the magnitudes of the negative- and positive-sequence components of the phase-
to-phase voltage. The time evolution of this ratio is represented in Figure 10d. We notice that it
is always below 0.5% which is less than the maximum permissible value (3%) defined by IEEE in
[19]. We highlight that a similar experiment has been executed in [23].
4.1.6 Performance under unbalanced load conditions and robustness to different
capacitance values
In this last test, we investigate the performance of PnP controller in presence of unbalanced loads
and different capacitances at each PCCs. The capacitances are Ct1 = 0.9Ct and Ct2 = 1.1Ct,
but we designed controllers assuming the common capacitance value Ct for each DGU. In other
words, we aim at testing robustness of our control scheme against deviations from Assumption
2-(i). Voltage references are initially set to Vd,ref = 0.6 pu and Vq,ref = 0.8 pu for both DGUs.
Moreover, the nominal RL load described in Section 4.1.1 is connected at PCC1 and PCC2. At
t = 0.5 s the RL load parameters at PCC1 are changed to the values given in Table 1, so that the
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Figure 9: Performance of PnP decentralized voltage control in presence of a highly nonlinear load.
load of DGU 1 becomes highly unbalanced. Figure 11a shows the d and q components of the load
voltage at PCC1 before and after unbalancing. We note that tracking of the reference signals is
still guaranteed in spite of load changes. Moreover, instantaneous load voltages, shown in Figure
11b, confirm successful regulation of the output waveforms. Figure 11e shows the load current IL1
provided by DGU 1 in the abc frame. One can notice how the controller induces major changes
in the VSC behaviour in order to avoid spoiling the balance of load voltage at PCC1. This test
shows that, even if the controllers are designed considering capacitance Ct, thanks to the feedback,
the integrators in the control loop guarantee robustness of stability with respect small deviations
of capacitances Cti from Cs.
To evaluate the voltage imbalance at PCC1, we calculate the ratio VN/VP (expressed in %), where
VN and VP are the magnitudes of the negative- and positive-sequence components of the phase-
to-phase voltage. The time evolution of this ratio is represented in Figure 11d. We notice that it
is always below 0.5% which is less than the maximum permissible value (3%) defined by IEEE in
[19].
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Figure 10: Performance of the PnP decentralized voltage control in presence of an unbalanced
load.
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Figure 11: Performance of the PnP decentralized voltage control in presence of an unbalanced
load.
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4.2 Scenario 2
In this second scenario, we consider a meshed ImG composed by ten DGUs. The topology of
the network is shown in Figure 12. Differently from Scenario 1, some DGUs have more than
one neighbour and hence the disturbances that will influence their dynamics will be greater.
Furthermore, it is also present a loop that further complicates voltage regulation. We highlight
that, to our knowledge, the control of loop-connected DGUs in a meshed-topology has been never
attempted before in the literature.
DGU 1
DGU 2
DGU 3 DGU 4
DGU 5
DGU 6
DGU 7 DGU 8
DGU 9
DGU 10
Figure 12: Scheme of the microgrid composed of 10 DGUs. Arrows correspond to transmission
lines.
For all the subsystems ΣˆDGU[i] , i ∈ D = {1, . . . , 10}, we execute Algorithm 1 in order to design
controllers C[i] and compensators C˜[i] and N[i]. We have chosen identical closed-loop transfer
function F˜[i](s), i ∈ D equal to low-pass with 0 dB DC gain and 1kHz bandwidth. Figure 13a
shows that the closed-loop eigenvalues of the QSL microgrid (in red) are asymptotically stable.
Figure 13b shows the singular value plots of the pre-filters C˜[i], i ∈ D obtained solving Step B of
Algorithm 1. With the addition of the pre-filters in the control loop of each DGUs, the bandwidth
of the closed-loop transfer function F (s) of the overall microgrid (in blue) is wider as shown in
Figure 13c (in green). Note that the closed-loop transfer function, with the addition of the pre-
filters, coincides with the desired one F˜[i](s). Finally, Figure 13d shows the singular value plots
of the disturbance compensators N[i] synthesized in Step C of Algorithm 1. Parameters of the
microgrid are listed in Tables 3, 4 and 5 in Appendix C.
4.2.1 Voltage tracking properties
In this test, we evaluate the tracking capabilities of PnP voltage controllers applied to the ImG of
Scenario 2. At the PCC of each DGU, we connect a different RL test load. Parameter values are
given in Table 6 in Appendix C and they are kept constant during the simulation. The d and q
components of the voltage at PCCi, i ∈ D are initially set at 1 pu and 0 pu, respectively. From
t = 0.8 s, the reference signals of each DGUs in a step-wise fashion. The final values and the
time of these step changes are listed in Table 6 in Appendix C. Figure 14 shows the responses of
all DGUs. We highlight that, in spite of a rather complex microgrid topology, PnP decentralized
control ensures the tracking of the voltage references for all DGUs.
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Figure 13: Features of PnP controllers for Scenario 2.
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Figure 14: Performance of PnP decentralized voltage control in terms of set-point tracking.
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4.2.2 Plug-in of a new DGU
For evaluating the PnP capabilities of our control approach, we simulate the connection of a new
DGU at the ImG in Figure 15. In particular, we connect ΣˆDGU[11] as shown in Figure 15. Therefore,
the set of neighbours of DGU 11 is N11 = {1, 6}. Since local dynamics of ΣˆDGU[j] , j ∈ N11 now
depend on new parameters, a retuning of their controllers is needed. As described in Section 3.5,
only subsystems ΣˆDGU[j] , j ∈ N11 must update their controllers C[j] and compensators C˜[j] and
N[j]. More precisely, first matrices Aˆjj , j ∈ N11 are updated. Then, we proceed by re-executing
Algorithm 1 for each DGU ΣˆDGU[j] , j ∈ N11. Finally, we execute Algorithm 1 for synthesizing
controller C[11] and compensators C˜[11] and N[11] for the new DGU. Since Algorithm 1 never stops
in Step A, the plug-in of ΣˆDGU[11] is allowed and local controllers get replaced by the new ones.
DGU 1
DGU 2
DGU 3 DGU 4
DGU 5
DGU 6
DGU 7 DGU 8
DGU 9
DGU 10
DGU 11
Figure 15: Scheme of the microgrid after the addition of ΣˆDGU[11] .
Figure 16 shows a comparison between the compensators C˜[j] and N[j], j ∈ N11 synthesized
before and after the addition of ΣˆDG[11] . We can note that the addition of the new DGU substantially
influences the synthesis of these compensators.
After performing the plug-in operations just described, the closed-loop eigenvalues of the QSL
microgrid are shown in Figure 17a. Moreover, the closed-loop transfer function F (s) coincides
with the desired one, as shown in Figure 17b.
Next, we simulate the plug-in of ΣˆDGU[11] . Until the plug-in of Σˆ
DGU
[11] references for DGUs 1-10
are the same described in Section 4.2.1 and ΣˆDGU[11] is assumed to work isolated, connected to its
nominal RL load (R 76 Ω and L 111.9 mH). The dq components of the reference signal are set to
Vd,ref = 1 pu and Vq,ref = 0.4 pu, respectively. At t = 2 s, when the step changes of the previous
case study are in steady state, we connect ΣˆDGU[11] . Finally, at t = 2.3 s, the d component of the
voltage reference for ΣˆDGU[11] steps down to 0.6 pu. Figure 18 shows the dq component of the load
voltages for ΣˆDGU[11] , and its neighbours Σˆ
DGU
[1] and Σˆ
DGU
[6] . In particular, from Figures 18a and 18b,
we note that at the plug-in time (t = 2 s), the load voltages of ΣˆDGU[1] and Σˆ
DGU
[6] deviate from the
respective reference signals. Thanks to the retuning of the controllers C[j], C˜[j] and N[j], j ∈ N11,
this deviation is immediately compensated and, after a short transient, the load voltages at PCC1
and PCC6 converge to the respective steady state values. Similar remarks can be done for the
new DGU ΣˆDGU[11] : as shown in Figure 18c, there is a short transient at the time of the plug-in, that
is effectively compensated by the control action. Moreover, the controller C[11] and compensators
C˜[11] and N[11] ensure desired tracking when the the reference signal Vd,ref steps down at t = 2.3.
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Figure 16: Comparison of PnP controllers before and after the plug-in of ΣˆDGU[11] .
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Figure 18: Performance of the decentralized voltage control during the plug-in operation.
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4.2.3 Unplugging of a DGU
We consider the microgrid topology of Figure 15 and disconnect ΣˆDGU[2] , hence obtaining the
DGUs connected as in Figure 19. The set of neighbours of DGU 2 is N2 = {1, 4}. Because of
the disconnection, DGU ΣˆDGU[j] , j ∈ N2 change their neighbours and local dynamics Aˆjj . Then,
as described in Section 3.5, each subsystem ΣˆDGU[j] , j ∈ N2 must redesign controller C[j] and
compensators C˜[j] and N[j]. Hence, matrices Aˆjj , j ∈ N2, are updated and then Algorithm 1 is
re-executed. Since Algorithm 1 never stops in Step A the unplugging of ΣˆDGU[2] is allowed.
DGU 1
DGU 2
DGU 3 DGU 4
DGU 5
DGU 6
DGU 7 DGU 8
DGU 9
DGU 10
DGU 11
Figure 19: Scheme of the microgrid after the unplugging of ΣˆDGU[2] .
In spite of the unplugging operations, the closed-loop model of the QSL microgrid (now com-
posed of 10 DGUs) is still asymptotically stable, as shown in Figure 20a. Moreover, the closed-loop
transfer function F (s) is the desired transfer function, as shown in Figure 20b.
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Figure 20: Eigenvalues and singular values of the closed-loop QSL microgrid after unplugging
operation.
Finally, we simulate the unplugging operation. At t = 2.6 s, after that the plug-in operation
described in Section 4.2.2 has been completed, DGU ΣˆDGU[2] is disconnected. As shown in Figure 21,
the dq components of load voltages of DGU ΣˆDGU[j] , j ∈ N2 deviate from the respective reference
28
signals. Thanks to the retuning of the controllers C[j] and compensators C˜[j] and N[j], j ∈ N2, this
deviation is immediately compensated and, after a short transient, the load voltages at PCC1 and
PCC4 converge at the respective steady state values. Also in this case, stability of the microgrid
is preserved despite the disconnection of ΣˆDGU[2] .
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Figure 21: Performance of decentralized voltage control during the unplugging operation.
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5 Conclusions
In this paper, we presented a decentralized control scheme for guaranteeing voltage and frequency
stability in ImGs. Differently from other decentralized controllers available in the literature (e.g.
[21, 22, 3]), a key feature of our approach is that plugging-in and -out of DGUs requires to update
only a limited number of local controllers. Furthermore, a global model of the ImG is not required
in any design step. Numerical results in Section 4 confirm effectiveness of PnP control even
for ImGs with meshed topology and components accounting for nonlinearities commonly found
in practice. Voltage and frequency control takes place at a very fast timescale where renewable
sources (commonly equipped with storage devices) can be modeled as constant voltage generators.
However, this approximation is no longer valid for describing the behaviour of ImGs over longer
time horizons. In this case, dynamics and stochasticity of the sources plays an important role.
This topic will be addressed in future research. Furthermore, local voltage controllers should be
coupled with a higher control layer devoted to power flow regulation so as to orchestrate mutual
help among DGUs. To this purpose, we will study if and how ideas from primary control of ImGs
[3] can be reappraised in our context.
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A Matrices in microgrid models
In this appendix, we provide all matrices appearing in Section 2.
A.1 Master-Slave model (2)
A =


0 ω0
ki
Cti
0 1
Cti
0 0 0 0 0 0 0
−ω0 0 0 kiCti 0 1Cti 0 0 0 0 0 0
− ki
Lti
0 −Rti
Lti
ω0 0 0 0 0 0 0 0 0
0 − ki
Lti
−ω0 −RtiLti 0 0 0 0 0 0 0 0
− 1
Lij
0 0 0 −Rij
Lij
ω0 0 0
1
Lij
0 0 0
0 − 1
Lij
0 0 −ω0 −RijLij 0 0 0 1Lij 0 0
1
Lji
0 0 0 −Rji
Lji
ω0 0 0 − 1Lji 0 0 0
0 1
Lji
0 0 −ω0 −RjiLji 0 0 0 − 1Lji 0 0
0 0 0 0 0 0 1
Ctj
0 0 ω0
kj
Ctj
0
0 0 0 0 0 0 0 1
Ctj
−ω0 0 0 kjCtj
0 0 0 0 0 0 0 0 − kj
Ltj
0 −Rtj
Ltj
ω0
0 0 0 0 0 0 0 0 0 − kj
Ltj
−ω0 −RtjLtj


B =


0 0 0 0
0 0 0 0
1
Lti
0 0 0
0 1
Lti
0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1
Ltj
0
0 0 0 1
Ltj


CT =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


M =


1
Cti
0 0 0
0 1
Cti
0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1
Ctj
0
0 0 0 1
Ctj
0 0 0 0
0 0 0 0


A.2 QSL model (5) and (6)
DGU-i, i ∈ {1, 2}
Aii =


− 1
Cti
(Rij
Z2
ij
)
ω0 − 1Cti
(Xij
Z2
ij
)
ki
Cti
0
−ω0 + 1Cti
(Xij
Z2
ij
) − 1
Cti
(Rij
Z2
ij
)
0 ki
Cti
− ki
Lti
0 −Rti
Lti
ω0
0 − ki
Lti
−ω0 −RtiLti

 ,with Xij = ω0Lij and Zij = |Rij + jXij |
Aij =
1
Cti


Rij
Z2
ij
Xij
Z2
ij
0 0
−Xij
Z2
ij
Rij
Z2
ij
0 0
0 0 0 0
0 0 0 0


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Bi =


0 0
0 0
1
Lti
0
0 1
Lti

 Mi =


− 1
Cti
0
0 − 1
Cti
0 0
0 0

 Ci =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 Hi =
[
1 0 0 0
0 1 0 0
]
Line i 6= j
Ali,ij =
[
− 1
Lij
0 0 0
0 − 1
Lij
0 0
]
Alj,ij =
[
1
Lij
0 0 0
0 1
Lij
0 0
]
All,ij =
[
−Rij
Lij
ω0
−ω0 −RijLij
]
(41)
A.3 QSL model of microgrid composed by N DGUs
DGU-i, i ∈ D
Aii =


− 1
Cti
(∑
j∈Ni
Rij
Z2
ij
)
ω0 − 1Cti
(∑
j∈Ni
Xij
Z2
ij
)
ki
Cti
0
−ω0 + 1Cti
(∑
j∈Ni
Xij
Z2
ij
)
− 1
Cti
(∑
j∈Ni
Rij
Z2
ij
)
0 ki
Cti
− ki
Lti
0 −Rti
Lti
ω0
0 − ki
Lti
−ω0 −RtiLti


(42)
Aij =
1
Cti


Rij
Z2
ij
Xij
Z2
ij
0 0
−Xij
Z2ij
Rij
Z2ij
0 0
0 0 0 0
0 0 0 0


(43)
where Rij and Lij are the resistence and the inductance of the line among DGU i and DGU j.
Moreover Xij = ω0Lij and Zij = |Rij + jXij |. Matrices Bi, Ci, Mi and Hi are equal to those in
Section A.2.
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Overall model of the ImG with N DGUs

x˙[1]
x˙[2]
x˙[3]
...
x˙[N ]

 =


A11 A12 A13 . . . A1N
A21 A22 A23 . . . A2N
A31 A32 A3l . . . A3N
...
...
...
. . .
...
AN1 AN2 AN3 . . . ANN


︸ ︷︷ ︸
A


x[1]
x[2]
x[3]
...
x[N ]

+
+


B1 0 . . . 0
0 B2
. . .
...
...
. . .
. . . 0
0 . . . 0 BN


︸ ︷︷ ︸
B


u[1]
u[2]
...
u[N ]

+


M1 0 . . . 0
0 M2
. . .
...
...
. . .
. . . 0
0 . . . 0 MN


︸ ︷︷ ︸
M


d[1]
d[2]
...
d[N ]




y[1]
y[2]
y[3]
...
y[N ]

 =


C1 0 0 . . . 0
0 C2 0
. . .
...
0 0 C3
. . . 0
...
. . .
. . .
. . . 0
0 . . . 0 0 CN


︸ ︷︷ ︸
C


x[1]
x[2]
x[3]
...
x[N ]




z[1]
z[2]
z[3]
...
z[N ]

 =


H1 0 0 . . . 0
0 H2 0
. . .
...
0 0 H3
. . . 0
...
. . .
. . .
. . . 0
0 . . . 0 0 HN


︸ ︷︷ ︸
H


y[1]
y[2]
y[3]
...
y[N ]

 .
(44)
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B Relevance of coupling in the decentralized design of reg-
ulators for the Master-Slave model
In this appendix, we show why the decentralized design of stabilizing controllers must take into
account how DGUs are coupled through matrices Aij , i, j ∈ N , i 6= j. We consider the master-
slave system (1) and, for simplicity, set i = 1 and j = 2. Augmenting each DGU model with
integrators (as in Section 3.1) one obtains
Σˆ[1] :
{
˙ˆx[1](t) = Aˆ11xˆ[1](t) + Aˆ12xˆ[2](t) + Bˆ1u[1](t) + Mˆ1dˆ[1](t)
y[1](t) = Cˆ1xˆ[1](t)
Σˆ[2] :
{
˙ˆx[2](t) = Aˆ22xˆ[2](t) + Aˆ21xˆ[1](t) + Bˆ2u[2](t) + Mˆ2dˆ[2](t)
y[2](t) = Cˆ2xˆ[2](t)
(45)
where xˆ[1] = [V1,d, V1,q, It1,d, It1,q, Is,d, Is,q , v1,d, v1,q]
T ∈ R8, u[1] = [Vt1,d, Vt1,q]T ∈ R2, y[1] =
[V1,d, V1,q]
T ∈ R2, dˆ[1] = [IL1d , IL1q , V1,d ref , V1,q ref ]T ∈ R4 are, respectively, the state, the con-
trol input, the controlled variable and the exogenous input of the Master area. Similarly, for
the Slave area we have xˆ[2] = [V2,d, V2,q, It2,d, It2,q, v2,d, v2,q]
T ∈ R6, u[2] = [Vt2,d, Vt2,q]T ∈ R2,
y[2] = [V2,d, V2,q]
T ∈ R2, d[2] = [IL2d , IL2q , V2,d ref , V2,q ref ]T ∈ R4. Matrices in (45) are obtained
from (1) as explained in Section 3.1. Moreover, we use the same electrical parameters in [18].
Next, we design decentralized controllers for each DGU assuming that they are dynamically de-
coupled, hence Aˆ12 = Aˆ21 = 0. From the definition of matrix Cˆi in (14), the state xˆ[i] is measured
and therefore we design state-feedback decentralized controllers
u[1](t) = K1xˆ[1](t)
u[2](t) = K2xˆ[2](t)
(46)
where K1 and K2 are designed as Linear Quadratic Regulators (LQRs) using the weights Q1 =
diag(I8, 10I2), Q2 = diag(I6, 10I2), R1 = I2 and R2 = I2. Control laws (46) guarantee that the
closed-loops decoupled DGUs[
˙ˆx[1](t)
˙ˆx[2](t)
]
=
[
Aˆ11 0
0 Aˆ22
] [
xˆ[1](t)
xˆ[2](t)
]
+
[
Bˆ1K1 0
0 Bˆ2K2
] [
xˆ[1](t)
xˆ[2](t)
]
. (47)
are asymptotically stable.
Figure 22 shows the eigenvalues of the open-loop system (45): they are asymptotically stable
except for the eigenvalues associated with the integrators, i.e. eigenvalues in the origin. Us-
ing the stabilizing controllers (46), the eigenvalues of the decoupled closed-loop system (47) are
asymptotically stable (see black stars in Figure 23).
Considering coupling terms, the closed-loop system is[
˙ˆx[1](t)
˙ˆx[2](t)
]
=
[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
] [
xˆ[1](t)
xˆ[2](t)
]
+
[
Bˆ1K1 0
0 Bˆ2K2
] [
xˆ[1](t)
xˆ[2](t)
]
. (48)
Since the controllers have been designed without taking into account the coupling terms, we can
not ensure that system (48) is asymptotically stable. Indeed, in this case, some eigenvalues of (48)
have positive real part (see red stars in Figure 23).
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Figure 22: Eigenvalues of the overall open-loop system (45).
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Figure 23: Eigenvalues of the overall closed-loop system (47) (in black) and of the overall closed-
loop system (48) (in red).
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C Electrical and simulation parameters of Scenario 1 and 2
This appendix collects all the electrical and simulation parameters of Scenarios 1 and 2 described
in Sections 4.1 and 4.2, respectively.
Table 2: Electrical parameters for microgrid with two DGUs in Scenario 1.
Quantity Values
Rt1 (VSC filter resistance in DGU 1) 1.5 mΩ
Lt1 (VSC filter inductance in DGU 1) 100 µH
Rt2 (VSC filter resistance in DGU 2) 1.8 mΩ
Lt2 (VSC filter inductance in DGU 2) 120 µH
Ct (Shunt capacitance) 62.86 µF
VSC rated power (RMS) 3 MVA
VSC terminal voltage (line to line RMS) 600 V
VSC modulation index (mf ) 33
f0 (microgrid frequency) 60 Hz
VDC (DC bus voltage) 2000 V
Transformer voltage ratio k (Y/∆) 0.6/13.8
Rs (transmission line resistance) 1Ω
Ls (transmission line inductance) 600 mH
Sbase (power base value) 6 MVA (1 pu)
Vbase (voltage base value)
13000
√
2√
3
(1 pu)
Table 3: VSC filter parameters for DGUs ΣˆDGU[i] , i = {1, . . . , 11} in Scenario 2.
DGU Resistance Rt(mΩ) Inductance Lt(µH)
ΣˆDGU[1] 1.2 93.7
ΣˆDGU[2] 1.6 94.8
ΣˆDGU[3] 1.5 107.7
ΣˆDGU[4] 1.5 90.6
ΣˆDGU[5] 1.7 99.8
ΣˆDGU[6] 1.6 93.4
ΣˆDGU[7] 1.6 109.6
ΣˆDGU[8] 1.7 104.3
ΣˆDGU[9] 1.7 100.0
ΣˆDGU[10] 1.5 99.4
ΣˆDGU[11] 1.5 100.0
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Table 4: Connection three-phase lines parameters for Scenario 2.
Connected DGUs (i,j) Resistance Rs(Ω) Inductance Ls(mH)
(1, 2) 1.1 600
(1, 3) 0.9 400
(3, 4) 1.0 500
(2, 4) 1.2 700
(4, 5) 1.0 550
(5, 7) 0.7 350
(5, 6) 1.3 800
(5, 9) 1.2 650
(7, 8) 1.0 450
(6, 10) 0.4 600
(1, 11) 1.0 700
(6, 11) 1.1 600
Table 5: Common parameters of DGUs ΣˆDGU[i] , i = {1, . . . , 11} in Scenario 2.
Quantity Values
VSC rated power (RMS) 6 MVA
VSC terminal voltage (line to line RMS) 600 V
VSC modulation index (mf ) 33
f0 (microgrid frequency) 60 Hz
VDC (DC bus voltage) 2000 V
Transformer voltage ratio k (Y/∆) 0.6/13.8
Sbase (power base value) 6 MVA (1 pu)
Vbase (voltage base value)
13000
√
2√
3
(1 pu)
Table 6: Parameter of step references in simulations of Scenario 2. Vd,ref and Vq,ref are the final
values of reference signals after time Tstep.
DGU R(Ω) L(mH) Vd,ref (pu) Vq,ref (pu) Tstep (s)
ΣˆDGU[1] 76 111.9 0.9 0.1 0.8
ΣˆDGU[2] 85 134.3 0.9 -0.1 0.9
ΣˆDGU[3] 93 123.1 0.8 0.6 1.0
ΣˆDGU[4] 80 167.9 0.8 -0.6 1.1
ΣˆDGU[5] 125 223.8 0.8 0.1 1.2
ΣˆDGU[6] 90 156.7 0.6 0.8 1.3
ΣˆDGU[7] 103 145.5 0.7 0.7 1.4
ΣˆDGU[8] 150 179.0 0.9 0.2 1.5
ΣˆDGU[9] 81 190.2 0.9 -0.3 1.6
ΣˆDGU[10] 76 111.9 0.8 0.4 1.7
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