Y t(j) , R = R t(0) , and E = E t(j) yields expression (1) 
Note that CC is required for identifiability of mean counterfactuals from observed outcomes in both settings (along with DGI). For this reason, some authors consider CC to be an axiom rather than an assumption.
Ignorability/exchangeability and persistence.
We now state common statistics assumptions needed to identify an APTE using the g-formula and IPW methods. The theory in this section is not required to understand the material in the main text. However, the reader is encouraged to read this section because it connects the earlier ATE-focused concepts to the more fundamental and widely understood statistics concepts.
The following assumptions are used to characterize ATE identifiability. Exchangeability or ignorability states that Y a ⊥ ⊥ X. R = 1 implies X ⊥ ⊥ U , which in turn implies exchangeability. Proof sketch:
p y a (u) x, R = 1 = p y a (u) x, X ⊥ ⊥ U = p E,U g Y a (u, X ⊥ ⊥ U, ε) x, X ⊥ ⊥ U = p E,U g Y a (u, X ⊥ ⊥ U, ε) X ⊥ ⊥ U because X ⊥ ⊥ U and X ⊥ ⊥ E = p y a (u) X ⊥ ⊥ U .
If R = 0, then the distributional assumption of conditional exchangeability (i.e., weak ignorability, selection on the observables) is often used to characterize ATE identifiability. Conditional exchangeability states that Y a ⊥ ⊥ X U . If R = 0, this condition holds under our definition of Y a (u). Proof sketch:
We now specify CC and conditional exchangeability for APTE identifiability. Suppose we are interested in the APTE of X t(j) on Y t(j+1) . For any time index t(j), let τ t(j) > τ t(j) where τ t(j) represents the continuous time value corresponding to t(j), and τ t(j) approaches and is exceedingly close to that of τ t(j+1) (i.e., τ t(j) = τ t(j+1) − for some arbitrarily small > 0). We define time-ordered (TO) CC to be the structural assumption that Y t(j+1) = {a} I X t(j) = a Y a t(j) , which we assume does not depend on R t(0) = 0, 1. We also define TO exchangeability to be the distributional assumption that
Suppose the counterfactual Y a t(j) persists unchanged until time point t(j +1); i.e., defined as a DGP, suppose
with error E t(j) , where var E t(j) −→ 0 as τ t(j) −→ τ t(j+1) . We call this the TO structural assumption of persistence. (This is not a commonly acknowledged assumption in the statistics literature.) This assumption makes it mathematically possible for potential outcome Y a t(j+1) and observed outcome Y t(j+1) to occur simultaneously under the TO constraint of the DGP definitions in the main text. If X t(j) is randomized (i.e., R t(0) = 1) and invariance holds, then the mean counterfactual E Y a t(j+1) is identifiable under these three assumptions. Proof:
Now suppose X t(j) is not randomized (i.e., R t(0) = 0), and that X t(j) ⊥ ⊥ Y a t(j) |C t(1) whereC t(1) is defined as the full set of confounders (as in the main text). We define this distributional assumption to be TO conditional exchangeability. If this assumption holds (along with TO CC and persistence), and if invariance holds, then E Y a t(j+1) is identifiable. Proof:
Section 3.4.
IPW formula derivation.
by (5).
Propensity scores and matching.
The technique of applying weights in conducting estimation and inference comes from the literatures of survey sampling and propensity scores. A survey respondent's outcome can be weighted to represent more members of a population or sub-population in accordance with predetermined sampling probabilities [45] . Here, we are dealing with the probability of X = a rather than that of survey response. Suppose we are only interested in the ATE of individuals in our sample. The full set of counterfactual outcomes consists of all counterfactuals for all such individuals. Hence, the outcomes of individuals randomized to X = a are a random sample of all Y a counterfactuals [12] . We used the propensity score to define an IPW, but it has successfully been used to draw causal inference in other ways. Most notably, propensity scores are used in matching; i.e., a way of balancing the treatment and control groups on relevant covariates [19; 27; 38; 46; 47; 48; 33] .
IPW formula estimation.
The IPW formula is often estimated aŝ
for k ∈ k stable , where ) can be consistently estimated using the empirical sandwich estimator of the variance [52] . 95% Wald confidence intervals (CIs) derived using this estimator should have a coverage probability (CP) least 95% or greater because the estimator has been shown to be conservative [8; 9; 55] . Another common approach to causal inference makes use of instrumental variables (IVs) [24; 25] . An IV in our data setting may be defined as a variable that is correlated with a DGP predictor, but not with the error term. White (2006) and Anatolyev (2007) , in particular, have examined how to identify, specify, or construct IVs for observational time series. The aforementioned MSM and time-varying g-formula methods of epidemiology and biostatistics might also be adapted for drawing inference on APTEs corresponding to randomized combinations of past treatments at various time points (i.e., rather than being constrained to a randomized past treatment at one time point, as in our case). The approach of modeling an exogenous predictor and endogenous outcome can also be used; transfer function modeling (TFM), in particular, models X as a function of its past, and uses the predicted X values as inputs to model the behavior of a series Y that is Granger-predicted by X [58; 59] . In biomedical informatics, Kleinberg and Hripcsak (2011) reviewed automated methods for performing large-scale observational-data causal discovery (i.e., a search for causes of effects, rather than effects of causes, as we have done) that employ Bayesian networks and Granger causality. These authors also discussed some of the philosophical challenges in defining causality in the context of personalized medicine.
One interesting methodological possibility involves using APTE estimation to address treatment effect heterogeneity (TEH) in a nomothetic study. For two given treatment levels, TEH is generally defined as variation in the ITE across study participants [60] . This is sometimes conceptualized as variation in the ATE In the top row, the dotted lines demarcate an interval with a possibly stable APTE. In the left and center columns, the black asterisk indicates start day 7 at stability point k 0 = 12.) across groups or subpopulations of participants (i.e., defined using a set of covariates) [61; 44] . Kravitz et al highlight the importance of acknowledging and dealing with TEH in the field of evidence-based medicine. Along similar lines, Wilke et al (2012) provide an overview of methods used to address TEH in the context of patient-centered outcomes research. The concern is that an estimated ATE may not reflect individual variation in ITEs, resulting in sub-optimal treatment for individuals whose ITEs fall below the ATE. Now consider the following. Recall that the fundamental problem of causal inference is that an ITE is generally not identifiable. However, if the nomothetic study question, definitions, and assumptions can be stated in terms of a stationary time series, then estimation of an APTE may serve to approximate an ITE. (For example, this may be possible for a longitudinal study.) The APTEs might then be analyzed in aggregate as a series of n-of-1 trials [63; 64; 65] to yield a more nuanced characterization of the relevant ATE.
