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SUMMARY
Call centers face a large amount of daily traffic that is intrinsically stochas-
tic. Waiting customers may hang up the phone before being served, as they
usually have limited patience. This phenomenon is called customer aban-
donment. In call centers, the staffing costs dominate the costs of customer
delay and abandonment. A reasonable operational regime is the efficiency-
driven (ED) regime, where the service capacity is set below the customer
arrival rate by a moderate fraction. Most research work in the literature
models customer abandonment by exponential patience time assumptions.
However, it was pointed out by empirical studies that neither the patience
time distribution nor the service time distribution are exponential in prac-
tical call centers. Therefore it is necessary to propose a tractable model for
the GI/GI/n+ GI queue in the ED regime.
Delay announcement is a common means that helps waiting customers
to decide whether to hang up. A typical delay announcement is the one
made upon customer arrival giving the expected delay. Accordingly there is
a rapid change in the patience time hazard rate after the expected delay. In
this case, models depending on the patience time distribution only through
a single point no longer produce satisfactory results. Thus we include the
patience time hazard rate in a neighborhood of the mean virtual waiting time
Contents vi
in the diffusion model.
The assumption of a general service time distribution and a rapid change
in the patience time hazard rate complicates the task of finding a one-
dimensional diffusion process to approximate the virtual waiting time pro-
cess. To tackle this difficulty, we develop a new patience time scaling ap-
proach which combines the space-time scaling approach and the hazard rate
scaling approach. This joint scaling method allows us to simplify the many-
server analysis when service times follow a general distribution and to capture
the rapid change in the patience time hazard rate around the mean virtual
waiting time.
To justify the model, we formulate an asymptotic framework by con-
sidering a sequence of queues, in which both the number of servers and the
mean patience time go to infinity. We prove that the space-time scaled vir-
tual waiting time process converges in distribution to the one-dimensional
diffusion process. Based on this diffusion limit, we further prove the limit of
the space-time scaled queue length process, which is driven by a Kiefer pro-
cess. The steady-state virtual waiting time and queue length distributions
can be derived from the diffusion model. Using these distributions, we can
obtain simple formulas for performance measures such as the service level
and the effective abandonment fraction.
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1. INTRODUCTION
Customer call centers are an increasingly important part of the service econ-
omy in a modern society. A large call center faces a large amount of traffic
that is stochastic and has temporal variations. Because the rate of incom-
ing calls changes over time, the system may become overloaded during peak
hours. In a call center, a customer waiting for service may hang up the
phone before being served. This is called customer abandonment. Such a
phenomenon is common because customers usually have limited patience.
Garnett et al. (2002) evaluated the impact of customer abandonment on sev-
eral performance measures of call centers. They found out that customer
abandonment may have a great effect on system performance and must be
modeled explicitly in order for an operational model to be relevant for deci-
sion making.
Operational efficiency is the central target in service-oriented call cen-
ters, where staffing costs usually dominate expenses of customer delay and
abandonment. A reasonable operational regime for such systems is an over-
loaded regime known as the efficiency-driven (ED) regime (Whitt, 2006).
The ED regime emphasizes server utilization over the quality of service. In
this regime, the service capacity is set below the customer arrival rate by
a moderate fraction. Because the lost demands of abandoning customers
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compensate for the excess of customer arrivals over the service capacity, a
call center operated in the ED regime can still achieve reasonable service
quality as measured by the mean waiting time and the fraction of customer
abandonment. More specifically, the mean waiting time is comparable to the
mean service time, a moderate fraction of customers abandon the system,
and all servers are almost always busy (Whitt, 2006).
Another feature of call centers is that customers waiting online cannot
see the queue and may not be aware of their progress if the call center does
not provide real-time information, which is different from a physical queue at
a bank or supermarket checkout line (Gans et al., 2003). To relieve customers
of irritation for waiting too long, delay announcements are usually made in
call centers (Armony et al., 2009; Zeltyn and Mandelbaum, 2005; Huang
et al., 2014). A typical delay announcement is one made upon customer
arrival giving the expected delay. Customers may decide whether to hang up
after expected delay if they have not received service by then. The patience
time distribution may have a jump after the expected delay (Armony et al.,
2009). A comprehensive review for call center studies can be found in Gans
et al. (2003) and Aksin et al. (2007).
The exact analysis of a many-server queue has been mostly restricted
to the M/M/n+ M (Erlang-A) model that has a Poisson arrival process and
exponential service and patience time distributions (Garnett et al., 2002).
However, Brown et al. (2005) pointed out that the service time distribution
of a call center appeared to follow a log-normal distribution and that the
patience time distribution of a call center was observed to be far from ex-
ponential. Therefore, it is necessary to study systems with general service
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and patience times. He (2015) proposed a tractable model for GI/GI/n+ GI
queues in the ED regime and used a one-dimensional diffusion process to
approximate the virtual waiting time process. This diffusion model can yield
simple and accurate formulas for performance measures, but it depends on
the patience time distribution only through the hazard rate at the mean vir-
tual waiting time. If the patience time hazard rate does not change much
around the mean virtual waiting time, these approximations are accurate.
However, in call centers, this assumption may not be valid in the presence of
delay announcements as discussed above. Thus, we need a diffusion model
that incorporates the entire patience time distribution.
In this thesis, we model a customer call center by a G/GI/n+ GI queue
with many parallel servers. Customer abandonment is modeled by assigning
each customer a random patience time. When a customer’s waiting time
exceeds his patience time, the customer abandons the system without any
service. In the notation, the first G refers to a general arrival process, the
second GI refers to independent and identically distributed (iid) service times
with a general service time distribution, n is the number of identical servers,
and +GI refers to iid patience times with a general distribution. As the queue
is usually invisible to customers in a call center, it is reasonable to assume
that patience times are iid. Chapter 3 gives the details of mathematical
models of a many-server queue with customer abandonment.
When the service time distribution is general, it is difficult to evaluate
the performance of a many-server queue by using exact analysis. In order
to track customer age or residual times in a many-server queue with general
service times, studies in the literature usually involve the analysis of one or
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several infinite-dimensional processes. The resulting approximate models are
also infinite-dimensional, typically in the form of two-parameter or measure-
valued processes; see, e.g., (Whitt, 2006), Kang and Ramanan (2010), Kaspi
and Ramanan (2011), Zhang (2013) and Kaspi and Ramanan (2013). These
approximate models are either deterministic or too complex to be used for
estimating a distribution. It is difficult to obtain explicit formulas for the
steady-state distributions of virtual waiting time and queue length. We would
thus build simpler approximate models for the G/GI/n+GI queue. The proof
procedure partially follows that of He (2015) and Huang et al. (2014).
We use a one-dimensional diffusion process to approximate the virtual
waiting time process that is scaled in both space and time, with the number of
servers and the mean patience time as the respective scaling factors. A crucial
tool for deriving this diffusion limit is our new patience time scaling approach
(3.13) in Chapter 3, which combines the space-time scaling approach (He,
2015) and the hazard rate scaling approach (Reed and Ward, 2008; Reed
and Tezcan, 2012; Huang et al., 2014). The space-time scaling approach
is essential to obtain a Brownian approximation for the service completion
process in heavy traffic, eventually leading to a one-dimensional diffusion
process for the space-time scaled virtual waiting time process (He, 2015). In
call centers, customers are usually exposed to delay announcements, which
renders a rapid change in the patience time hazard rate at the announcement
time. By means of hazard rate scaling, we incorporate the patience time
hazard rate in a neighborhood of the mean virtual waiting time. In this way,
the diffusion model can produce accurate approximations for call centers
where customers may receive delay announcements.
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For generally distributed patience times, the abandonment process is a
sequential empirical process and can be treated by a two-parameter Kiefer
process; see Pang and Whitt (2010) and Huang et al. (2014). We show that it
is fruitful to view patience times through the associated sequential empirical
process, and take a two-parameter approach to derive the sequential empirical
process limit. Building on the diffusion limit for the space-time scaled virtual
waiting time, we prove a one-dimensional limit driven by a Kiefer process for
the space-time scaled queue length process and a stationary distribution of
this limit in Chapter 4. We adopt this method of diffusion analysis proposed
by Huang et al. (2014).
The contributions of this thesis are summarized as follows. First, we con-
struct a diffusion model that can provide explicit formulas for performance
estimation and staff deployment in overloaded call centers. These formulas
are more precise than the most common formulas based on the exponen-
tial service time and patience time assumption. Second, two limit theorems
are established to verify this diffusion model. By combining the space-time
scaling and hazard rate scaling, we derive a diffusion limit for many-server
queues with general service times and patience times. Third, this diffusion
limit depends on the patience time distribution through a neighborhood of
the mean virtual waiting time. In consequence, all approximate formulas de-
rived from the diffusion model are dictated by the patience time hazard rate
in a neighborhood of the mean virtual waiting time. These approximations
can produce accurate results when the hazard rate changes rapidly around
the mean virtual waiting time.
The rest of this thesis is organized as follows. Chapter 3 introduces
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the queueing model and several basic results. In Chapter 4, we establish
limit theorems and stationary distributions, and give the proof. We examine
the approximate formulas by numerical examples and investigate the staffing
optimization problem based on the approximate formulas in Chapter 5.
All random variables and processes are defined on a common probability
space (Ω,F ,P) , unless otherwise specified. In this probability space, we
reserve E[·] for expectation associated with probability P, and 1X for the
indicator function on Ω of a set X ∈ F . If w ∈ X , 1X (w) = 1 and if w /∈ X ,
1X (w) = 0.
Let the symbols Z,Z+,N,R, and R+ denote the sets of integers, nonneg-
ative integers, positive integers, real numbers, and nonnegative real numbers,
respectively. The space of functions f : R+ → R that are right-continuous on
[0,∞) and have left limits on (0,∞) is denoted by D, which is endowed with
the Skorohod J1-topology. For a sequence of random variables (or processes)
{Xn : n ∈ N} taking values in R (or D), we write Xn a.s.−→ X for the almost
sure convergence of Xn to X, Xn
p−→ X for the convergence of Xn to X
in probability and write Xn ⇒ X for the convergence of Xn to X in distri-
bution, where X is a random variable with values in R (or a process with
values in D). For an index J and a set of random variables {Xj; j ∈ J },
σ{Xj; j ∈ J } is the σ-field generated by {Xj; j ∈ J }.
For a random variable X with mean mX > 0 and variance σ
2
X ≥ 0, the




X . Given any
x ∈ R, bxc = max{j ∈ Z : j ≤ x}. We use e for the identity function on R+,
i.e., e(t) = t for t ≥ 0.
2. LITERATURE REVIEW
Large service centers are playing an important role in the modern society.
Many-server queues with customer abandonment are used to model these
service systems, of which a call center with many agents is a typical example.
See Gans et al. (2003) and Aksin et al. (2007) for a comprehensive review.
In service-oriented call centers, staffing costs usually dominate expenses
of customer delay and abandonment. A large call center faces a large amount
of traffic that is stochastic and time-varying. Because the rate of incoming
call is changing over time, and the staffing level is not flexible enough to ac-
commodate temporal peaks or unexpectedly high demands (Perry and Whitt,
2009), the system may become overloaded. It is reasonable to manage call
centers in the ED regime where the service capacity is set below the customer
arrival rate by a moderate fraction. In such a many-server system, almost all
calls have to wait and waiting times are of the same order with (or even larger
than) service times; see Mandelbaum et al. (2001); Mandelbaum and Zeltyn
(2009, 2013). Although customers may abandon in call centers, empirical
studies suggest that customers are generally patient when they hold the line.
The mean patience time is comparable to or longer than the mean service
time. It was reported by Mandelbaum et al. (2001) and Mandelbaum and
Zeltyn (2013) that in the call center of an Israeli bank, the mean customer
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patience time was at least several times longer than the mean service time.
Although in the ED regime the server utilization is emphasized over the
quality of service, a many-server system can still achieve reasonable perfor-
mance. Because the lost service demands of abandoning customers compen-
sate for the excess in the arrival rate over the service capacity. Our thesis
focuses on the many-server queue in the ED regime. In our model, we as-
sume that all the servers are identical and customers of the same priority are
served on the first-come, first-served basis. If we consider a priority scheme,
different disciplines like customer routing need be specified. Garnett and
Mandelbaum (2000) introduced some canonical designs for skill-based rout-
ing for queues with priorities. Please refer to Gans et al. (2003) for a survey
on the literature of priority queues.
The most tractable model for the many-server queue with abandonment
is the M/M/n+M (Erlang-A) model (Garnett et al., 2002). However, Zeltyn
and Mandelbaum (2005) found that in some applications (according to their
experience, in most), patience times of customers are non-exponential, which
has different impacts on system performance compared to an exponential
patience time distribution. They generalized the Erlang-A model with the
M/M/n + G model. The typical assumption of exponential service time
distribution, later pointed out by Brown et al. (2005), was not applicable to
many call centers. The service time distribution could significantly affect the
time-dependent performance as demonstrated by Figure 2 in Liu and Whitt
(2012). It is important to study the many-server queue with a general service
time distribution. However, it is difficult to obtain the exact analysis for the
M/G/n+ G model. Many studies on this model resorted to approximations
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or simulations.
2.1 Fluid model
Whitt (2006) established a fluid model for the G/G/n+G queue. For queues
in the ED regime, a fluid model is able to capture system performance, in
terms of the fraction of abandonment, the mean queue length, and the mean
virtual waiting time. The accuracy of the fluid model was later studied by
Bassamboo and Randhawa (2010) in the M/M/n+ GI setting. They demon-
strated that in the steady state, the accuracy gaps of the fluid approximations
for the mean queue length and the rate of customer abandonment did not
increase with the arrival rate. This implies that the fluid model can provide
accurate approximations, when the queue is operated in the ED regime. Us-
ing the fluid approximations, one can solve the staffing problems. However
their assumptions are somewhat strict and are not valid in some cases, as
explained in the following.
Such a deterministic model cannot be used to estimate any nontrivial
probability or distribution. That is to say, one cannot estimate the distri-
bution of queue length or customer waiting time using the fluid model. The
service level objectives of a service system may require a specific percent-
age of customers to be served within a given delay, e.g., 90% of customers
wait less than one minute. Additionally, if there is a rapid change in the
patience time hazard rate, the fluid model is not accurate any more. In
call centers, customers who must wait before entering service often receive
delay announcements upon arrival associated with their expected delay. As
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a result, the patience time hazard rate changes rapidly after the expected
delay; see Armony et al. (2009). They also gave an example illustrating the
inaccuracy of the fluid model. Consider an M/M/100 + GI queue, which has
a Poisson arrival process with rate 140, an exponential service time distri-
bution with mean 1, and a general patience time distribution with a jump
in its hazard rate. The simulated queue length was 17.3 while the fluid ap-
proximation was 23.7. Thus we need a refined model to estimate nontrivial
distributions and to resolve accuracy gaps in the fluid model. We compare
the fluid and diffusion estimates for system performance in Section 5.2 and
draw an conclusion that the diffusion model produces more accurate results.
2.2 General service times and space-time scaling approach
When the service time distribution is general, it is difficult to evaluate the
performance of a many-server queue by using exact analysis. In order to
track customer age or residual times in a many-server queue, studies in the
literature usually involve the analysis of one or several infinite-dimensional
processes. The resulting approximate models are also infinite-dimensional,
typically in the form of two-parameter or measure-valued processes; see,
e.g., Whitt (2006), Kang and Ramanan (2010), Kaspi and Ramanan (2011),
Zhang (2013) and Kaspi and Ramanan (2013). These approximate models
are either deterministic or too complex to be used for estimating a distribu-
tion. It is difficult to obtain explicit formulas for the steady-state distribu-
tions of virtual waiting time and queue length.
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Zeltyn and Mandelbaum (2005) and Mandelbaum and Zeltyn (2009)
studied the tail probability for waiting time in the M/M/n+GI queue. Their
method took advantage of explicit expressions for steady-state performance
with Poisson arrivals and an exponential service time distribution. Huang
et al. (2014) extended it to the GI/M/n + GI model. Yet the service time
distribution was also assumed to be exponential, which saved a difficulty
caused by a general service time distribution as we discussed previously.
Additional work on many-server queues with abandonment considering
a general service time distribution are included in the following literature.
Dai et al. (2010) proved a multi-dimensional diffusion limit for many-server
queues in an overloaded regime when the service time distribution is phase-
type. This model is relevant to queues with a general service time distribu-
tion, as phase-type distributions can approximate any positive-valued distri-
bution. Based on this multi-dimensional model, a finite element algorithm
was proposed for computing the steady-state queue length distribution (Dai
and He, 2013). Although the algorithm is able to produce accurate per-
formance estimates, the computational complexity increases exponentially
as the dimension of the diffusion model grows. He (2015) proved a one-
dimensional diffusion model for the GI/GI/n + GI queue, which has an ex-
plicit stationary distribution. An important result for proving this diffusion
limit is the functional central limit theorem (FCLT) for the superposition of
time-scaled renewal processes, which we present in Lemma 3.6.
The well-known FCLT for renewal processes states that a time-scaled
renewal process converges in distribution to a Brownian motion as the scal-
ing factor goes to infinity. Whitt (1985) proved a FCLT for the superposition
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of renewal processes, which states that the superposition of n iid stationary
renewal processes, after being scaled in space, converges in distribution to
a Gaussian process. In general, this Gaussian process is not a Brownian
motion. He (2015) further proved that the superposition of n iid stationary
renewal processes, after being scaled in both space and time, converges in
distribution to a Brownian motion again. This allows us to use a Brown-
ian motion to approximate the scaled service completion process, which is
fundamental to approximating the scaled virtual waiting time process by
a one-dimensional diffusion process. To apply this result, we consider a se-
quence of perturbed systems, in which servers are assumed to be always busy
so that the service completion process is the superposition of n renewal pro-
cesses. The perturbed systems are asymptotically equivalent to the original
queues but have simpler dynamics.
Our thesis also proposes a tractable model for GI/GI/n + GI queues
in the ED regime. We use a one-dimensional diffusion process presented in
Theorem 4.1 to approximate the virtual waiting time process that is scaled
in both space and time, with the number of servers and the mean patience
time as the respective scaling factors. We consider a sequence of queues
indexed by the number of servers n, and assume that the mean patience time
goes to infinity as n goes large. The virtual waiting time processes in this
asymptotic framework are scaled in the number of servers and mean patience
time. When the service time distribution is general, it is essential to scale
both space and time in order to obtain a one-dimensional diffusion limit (He,
2015). By contrast, in the asymptotic regimes specified in Dai et al. (2010)
and Mandelbaum and Momcˇilovic´ (2012), the queue length processes were
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scaled only in space and not in time. In this case, only when the service time
distribution is exponential, will the scaled queue length processes converge
to a one-dimensional Markov process.
The technique of scaling in both space and time has also been used in
Whitt (2003), Whitt (2004), Gurvich (2004) and Atar (2012). These papers
all studied the many-server queues with an exponential service time distri-
bution that makes things easier to obtain a one-dimensional diffusion limit
compared to queues with a general service time distribution. Whitt (2004)
proved an Ornstein-Uhlenbeck (OU) limit process for M/M/n/r+ M queues
in the overloaded regime by the means of space-time scaling. Whitt (2003),
Gurvich (2004) and Atar (2012) studied a critically loaded regime for many-
server queues with an exponential service time distribution. In this regime,
the diffusion limit for the space-time scaled queue length process is either a
reflected OU process when the patience time distribution is exponential, or
a reflected Brownian motion when there is no abandonment.
Based on the diffusion limit of the space-time scaled virtual waiting
time process, we derive the limit driven by a Kiefer process for the space-
time scaled queue length process in Chapter 4. With a general patience
time distribution, it is difficult to prove a diffusion limit for the queue length
process in the ED regime (Jennings, 2012; Huang et al., 2014; He, 2015).
The major difficulty may arise from the abandonment process. In order to
derive a one-dimensional model, we need to approximate the abandonment
process by a function of queue length. Then, in the limit, this function will
contribute to the drift term of the diffusion. However, the abandonment
process is directly related to the virtual waiting time process, rather than
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the queue length process. In the quality and efficiency driven (QED) regime,
the virtual waiting time process and the queue length process satisfy a simple
linear relationship, so it is trivial to finish this job. When the patience time
is exponentially distributed, the memoryless property can lead to similar
results. But when the system is in the ED regime, the linear relationship
may not hold.
2.3 Announcements and hazard rate scaling approach
A call center may become overloaded during peak hours in a day. It is im-
portant to provide customers with delay announcements, which helps them
relieving anxiety by acquiring information about invisible queues in the call
center. As it goes that uncertain waits feel longer than known finite waits
(Maister, 1984; Durrande-Moreau, 1999; Carmon et al., 1995). Making de-
lay announcements is a relatively inexpensive way to improve customer ser-
vice experiences. Armony et al. (2009) modeled customers’ responses to
announced delay and used the model to analyze performance impacts of de-
lay announcements in the M/GI/n+ GI setting. There are two typical types
of delay announcements. One is made for customers who must wait before
receiving service upon their arrival. The information is usually an estimated
waiting time. With a delay announcement, some customers choose to balk
immediately (leave without waiting) while others stay online. These cus-
tomers choosing to stay will easily get irritated if they have not entered into
service by the announced delay time. As a result, there is a sudden increase
in abandonment, which implies an upward jump in the patience time hazard
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rate (Armony et al., 2009). The other type of announcement is to be made
during waiting, including different aspects of information, such as, the ex-
pected waiting time, the number of customers ahead in the queue, or words
like please hold-an agent will be with you immediately. It was reported by
Zeltyn and Mandelbaum (2005) that customers had two clear peaks of aban-
donment which took place immediately after two announcements were made:
the first one upon customer arrival and the second about one minute later.
More work exploring the impacts of delay announcements in call centers can
be seen in Yu et al. (2016), Mandelbaum and Zeltyn (2013) and Mandelbaum
and Zeltyn (2013). Our model focuses on the first type of announcements
made upon customer arrival.
The diffusion model depending on the patience time distribution only
through the hazard rate at the mean virtual waiting time (He, 2015) can no
longer produce accurate approximations for call centers with delay announce-
ments. In contrast, our model includes the patience time hazard rate in a
neighborhood of the mean virtual waiting time, which yields more accurate
approximate formulas for system performance. In particular, neither contin-
uous differentiability (Bassamboo and Randhawa, 2010) nor the existence of
a derivative (Mandelbaum and Zeltyn, 2009) is required in our model. We
develop a refined patience time scaling method that combines the space-time
scaling approach and the hazard rate scaling approach. Specifically, the haz-
ard rate scaling not only scales time, but also zooms in time to capture any
rapid change in the patience time distribution.
The idea of including more information on hazard rate rather than only
the hazard rate at a single point has been applied to the following systems.
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Zeltyn and Mandelbaum (2005) and Ward and Glynn (2005) studied a many-
server queue and a single-server queue respectively, both with a general pa-
tience time distribution. They developed a heavy traffic asymptotic regime
in which the limiting diffusion depended on the abandonment distribution
only through the value of its density at zero. The value of the density of a
distribution at a single point was not a very robust statistic; see the Internet
Supplement to Zeltyn and Mandelbaum (2005), which showed that an esti-
mated hazard rate function of customer patience times was unstable near the
origin. Therefore, identifying a limiting regime that preserves more of the
structure of the patience time distribution is needed. Reed and Ward (2008)
by using the hazard rate scaling method, established a heavy traffic regime
for the GI/GI/1 + GI queue in which the entire patience time distribution
appeared in the limiting diffusion approximation. The hazard rate scaling
approach was later used to obtain a limit for the GI/M/n + GI queue by
Reed and Tezcan (2012) in the critical loaded regime and by Huang et al.
(2014) in the ED regime.
2.4 Staffing employment
A central challenge in designing and managing service operation is to achieve
a desired balance between operational efficiency and service quality. The
staffing level is important in dealing with such a trade-off in call centers.
Specifically, too many servers may incur high operating costs, and too few
servers may deteriorate the service quality manifested by waiting and aban-
donment. One of our goals is to use the diffusion model to find out the
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optimal staffing level and give managerial insights. This staffing problem in
call centers has gained a lot of attention of researchers.
Borst et al. (2004) developed a mathematical framework for the staffing
problem in an M/M/n (Erlang-C) queue. They pursued two approaches.
The first one was to seek the minimum number of servers that satisfied per-
formance objectives, such as acceptable customer delay time, and a specified
percentage of customers to be served within a given delay. In the second
approach, the staffing level was determined by minimizing total costs includ-
ing staffing and waiting costs. Using the second approach, Mandelbaum and
Zeltyn (2009) was dedicated to study the staffing problem in an M/M/n+ G
queue. In addition to staffing and waiting costs, abandonment costs was
counted in this case. We apply both approaches to the staffing problem,
which is possible with the steady-state distributions of virtual waiting time
and queue length in Section 4.2. Bassamboo and Randhawa (2010) studied
the staffing problem with a fluid model, which was, to our knowledge, the
first paper using the fluid model to determine staffing level for many-server
queues. Their results demonstrated that it might be economical for a sys-
tem to operate overloaded. The observations were similar to those in Kumar
and Randhawa (2010), where the authors studied queues without customer
abandonment. Lee and Ward (2014) studied the staffing problem with a
diffusion model. They studied how to jointly set price and staffing level
to maximize the steady-state expected profit in a GI/GI/1 queue. Huang
et al. (2014) applied the first approach to solve the staffing problem for the
G/M/n + G queue based on a diffusion model. Many other studies focused
on the staffing problem for extensions of the basic Erlang-A model, such as
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multiple customer and server types (Harrison and Zeevi, 2005; Gurvich et al.,
2008; Bassamboo and Zeevi, 2009), or an uncertain arrival rate (Harrison and
Zeevi, 2005; Bassamboo et al., 2006, 2010).
3. MODEL FORMULATION
Consider a GI/GI/n + GI queue with n identical servers. The customer
arrival process is a renewal process and the service times are iid nonnegative
random variables. When a customer arrives at the system, he gets into
service immediately if an idle server is available. Otherwise, he receives a
delay announcement associated with the expected waiting time and waits
in a buffer with infinite room. Waiting customers are served on the first-
come, first-served basis, and the servers are not allowed to idle if there are
customers waiting. Each customer has a random patience time. When a
customer’s waiting time exceeds his patience time, the customer abandons
the system without being served. The patience times are also iid nonnegative
random variables. We assume that a customer will not abandon the system
when he is in service. The sequences of interarrival, service, and patience
times are mutually independent.
In Section 3.1 we give a mathematical definition of the GI/GI/n + GI
queue for a fixed n ∈ N. A sequence of G/GI/n + GI queues is introduced
in Section 3.2. In Section 3.3 we present some preliminary results on the
G/GI/n + GI queue. Section 3.4 focuses on modeling the virtual waiting
time process and the queue length process.
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3.1 The GI/GI/n+ GI queue
We define a GI/GI/n + GI queue for a fixed n ∈ N using a sequence of
primitive random variables {ti, vi, di; i ∈ Z}. We assume that ti(w) ≤ ti+1(w)
for each sample path w ∈ Ω and each i ∈ Z. One interprets ti(w) as the
arrival time of the ith customer. We further assume that for each w ∈ Ω,
t1(w) > 0 and ti(w) = 0 for all i ≤ 0. Thus, by time zero, all customers with
indices i ≤ 0 have arrived at the system and t1(w) is the arrival time of the
first customer after time zero. Define the customer arrival rate λ by
λ =
1
E[t2 − t1] .
For t ≥ 0, let
E(t) = sup{i ∈ Z+; ti ≤ t}. (3.1)
Clearly, E(t) is the number of customers who arrive at the system during
(0, t].
For each i ∈ Z, vi(w) ≥ 0. One interprets vi(w) as the service time of the
ith customer if he has not started his service by time zero or as his remaining
service time at time zero if he has started service. Define the service rate of





For i ≥ 1, di(w) ≥ 0 is interpreted as the patience time of the ith customer.
For customer i who is waiting in queue at time zero, di(w) > 0 is interpreted
as the remaining patience time of the customer. For customer i who has
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entered service or abandoned the system by time zero, di(w) can take any
value. Define the mean patience time γ by
γ = E[d1].
To keep track of the history of the GI/GI/n+GI queue, we define a filtration
{Fi; i ∈ Z+} by
Fi = σ{tj+1, vj, dj; j ≤ i}. (3.2)
Each of the sequences of interarrival times {ti+1 − ti; i ∈ N}, service times
{vi; i ∈ N} and patience times {di; i ∈ N} is assumed to be iid. And the
three sequences are assumed to be independent. We further assume that
both interarrival times and service times have finite variances, with squared
coefficients of variation c2a and c
2
s, respectively.
We introduce two notions: offered waiting times and virtual waiting
times. In a fixed G/GI/n + GI queue, for each i ∈ Z, let ui be the offered
waiting time of the ith customer arriving after time zero. ui is the amount
of time the ith customer would have to wait until getting into service if his
patience were infinite. Let V (t) denote virtual waiting time at time t ≥ 0,
which is interpreted as the amount of time a hypothetical customer would
have to wait in queue had he arrived at time t with infinite patience. We call
V = {V (t); t ≥ 0} the virtual waiting time process.
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3.2 Asymptotic framework of G/GI/n+ GI queues
To mathematically justify the diffusion model, we formulate the overloaded
regime into an asymptotic framework by considering a sequence of queues
where the number of servers and the mean patience time goes to infinity. Let
us consider a sequence of G/GI/n + GI queues indexed by the number of
servers n. We add a superscript n to the primitive random variables of the
nth system. We use {F ni ; i ∈ Z+} to denote the associated filtration where
F ni = σ{tnj+1, vnj , dnj ; j ≤ i}. (3.3)
The arrival processes in these queues are not required to be renewal. Let
En(t) be the number of arrivals in the nth system during the time interval





Let N be a renewal process whose interrenewal times have mean 1 and vari-
ance c2a. If E
n is renewal with En(t) = N(λnt), it follows from the functional
central limit theorem (FCLT) for renewal processes that
E˜n ⇒ E˜ as n→∞, (3.5)
where E˜ is a driftless Brownian motion with variance ρµc2a and E˜(0) = 0.
To allow for more general arrival processes, we use the convergence (3.5) as
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an assumption rather than require each En to be a renewal process.
In each queue, the number of initial customers, the arrival process, the
sequence of service times, and the sequence of patience times are mutually
independent. All these queues have the same service time distribution with
service rate µ. The traffic intensity of the nth system is defined by ρn =
λn/(nµ). We assume that
lim
n→∞
ρn = ρ > 1. (3.6)
When Condition (3.6) holds, the sequence of systems is said to be in the
overloaded regime.
Let H be the distribution function of service times. As in Whitt (1985),













(1−H(u))du for t ≥ 0.
We assume that for customer i who has started service by time zero, his
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remaining service time vni follows the distribution He; for customer i who has
not started his service by time zero, his service time vni follows the distribution
H. Without changing the service time distribution, we would like to use a
double sequence of independent nonnegative random variables {ξj,i : j, i ∈ N}
to relabel {vi : i ∈ N}. For each j ∈ N, we assume that
ξj,1 follows distribution He and ξj,i follows distribution H for i ≥ 2. (3.9)
In the nth system, assume that all n servers are busy at time 0. For j =
1, . . . , n, ξj,1 is assigned to the initial customer served by the jth server as
the residual service time at time zero. For i ≥ 2, ξj,i is the service time of the
ith customer served by the jth server. By this assignment, for all j, i ∈ N,
the ith service time by the jth server is identical in all systems that have at
least j servers. Note that a difference exists between vni and ξn,i: the latter
is the ith service time completed by the nth server. By this rephrasing, we
can write the service completion process of each server as a renewal process
under the assumption that all servers are busy all the time.
We assume that {dni ; i ∈ N} is a sequence of iid random variables with
distribution function F n, and that the mean patience time goes to infinity
as n goes large, which is,
γn →∞ as n→∞. (3.10)
As the queue comes into the steady state, the virtual waiting time pro-
cess fluctuates around a mean level wn that can be determined by the formula
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F n(wn) = (ρn− 1)/ρn (Whitt, 2006). Because F n(wn) is the fraction of cus-
tomers whose patience times are less than wn, it should be approximately
equal to the fraction of abandoning customers. We assume that F n has an
inverse function (F n)−1, then we have






Define the fluid-scaled mean virtual waiting time by w¯n = wn/γn. Then we
assume that
w¯n → w¯ as n→∞, (3.12)
where w¯ is the fluid limit of mean virtual waiting time.
Because customers who must wait receive an announcement concerning
their expected delay wn upon arrival, their patience times may be affected.
Customers tend to abandon if they have not entered service after waiting wn,
which is manifested by a jump in the patience time distribution F n at wn.
Please see Armony et al. (2009) for more discussions on the impact of delay
announcements and Figure 1 therein showing a jump in the patience time
distribution at expected waiting time. Thus we further make an assumption















∣∣∣∣∣ p−→ 0 as n→∞,
(3.13)
where θw¯ is a continuous function. The hazard rate scaling (3.13) is able to
zoom in the patience time distribution, so rapid changes around the mean
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virtual waiting time (if any) can be captured.
For a better understanding of the formulas (3.11)–(3.13), we construct



































































(12δn + 8wn − 8x)
wn − δn
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The patience time density drops downward around wn, and by the same
way the patience time density which jumps upward can also be constructed,
either of which is sufficient to characterize a rapid change in the patience
time distribution around wn. To have a clearer view of this example, we
draw a picture for the patience time density in Figure 3.1. Set the number
of servers n as 10, 100 or 1000, and the time scaling factor γn as 5, 10 or 20
correspondingly. Let ρn = 1.2, w¯ = 0.25, wn = w¯γn and δn =
√
γn/n. The
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time scaling factor need not be the mean patience time, as long as it is the
same order of the mean patience time. In this setting, the mean patience time
takes value of 6, 13 or 25, and thus all assumptions and conditions involving
γn are still valid.
Because the aim of the hazard rate scaling (3.13) is to capture the rapid
change around the mean virtual waiting time, it is reasonable to assume that
δn is much smaller than wn and clearly δn/γn → 0 as n → ∞. We may set
δn =
√
γn/n for each n ∈ N. As long as δn is small and converges to zero,
it is not necessary that δn =
√
γn/n. We want to construct an example to
show that the patience time distribution changes rapidly in a neighborhood
of wn, and we use [wn−δn/2, wn−δn/2] to represent this small neighborhood.
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(1 + 8x) 1
2
≤ x.
To ensure the the existence of the stationary distribution of the virtual
waiting time process, which is to be discussed in Section 4.2, we assume that
θw¯ satisfies the following conditions
lim
x→∞
θw¯(x) > 0 and lim
x→−∞
θw¯(x) < 0. (3.16)
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Fig. 3.1: The density function of patience time given by (3.15) with ρn = 1.2,





Considering Condition (3.13), since F n is a cumulative distribution function
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(CDF), when x > 0, θw¯(x) ≥ 0, and when x < 0, θw¯(x) ≤ 0. This assumption
makes sure that θw¯ is strictly larger (smaller) than zero when x > 0(< 0).
Intuitively, when x is close to zero, θw¯(x) is near zero, which implies that the
fraction of customers whose patience time is between wn and slightly bigger
or smaller than wn is very small; when x is large, we assume that θw¯(x) > 0,
which implies that there are some customers who will wait for more than wn;
in other words, there is always someone willing to wait more than wn when
n is large enough.
3.3 Preliminary results on G/GI/n+ GI queues
In this section, we list some results that will be used to prove the main results
stated by Theorem 4.1 and Theorem 4.2. The following three important
results are proved by Dai and He (2010).
Lemma 3.1. For a G/GI/n + GI queue, ui is Fk-measurable for k ∈ Z+
and i ≤ k + 1, where the filtration {Fk; k ∈ Z} is defined by (3.2).
Lemma 3.2. For a G/GI/n+ GI queue,
V (ti−) ≤ ui ≤ V (ti) for i ≥ 1. (3.17)
In particular, V (ti−) = ui if exactly one customer arrives at time ti.
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We construct a continuous-time filtration {F n(t); t ≥ 0} by
F n(t) = F nbnγntc, (3.18)




(1{dnj ≤unj } − F n(unj ))
Then put





Now, by Lemma 4.2 in Dai and He (2010), we have the following result.







(1{dni ≤uni } − F n(uni ))2. (3.20)
We endow D([0,∞),R) with the usual Skorokhod J1 topology. All
single-parameter continuous-time stochastic processes are assumed to be ran-




be the uniform norm and note that Xn converges almost surely (a.s.) to a
continuous limit process X in the J1 topology if and only if the convergence
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is uniform on compact sets (u.o.c), i.e.,
‖Xn −X‖t a.s.−→ 0 as n→∞.
for every t > 0.
For the queue length process, we take a two-parameter approach. Krichag-
ina and Puhalskii (1997) observed that it is fruitful to view the service times






1{vi≤x}, t ≥ 0, x ≥ 0,
where the service times {vi : i ≥ 1} are iid nonnegative random variables with
a general CDF H, independent of n and the arrival process. In our work, we






1{dni ≤γnx}, t ≥ 0, x ≥ 0,
which differs from K¯n with respect to the following two main aspects: firstly,
the CDF F n of the patience time depends on n; secondly, H¯n is scaled by a
time scaling factor γn. The diffusion-scaled version of H¯n is given by
H˜n(t, x) =
√





for t ≥ 0 and x ≥ 0.
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For the goal of deriving the limit of H˜n, we first introduce a two-






(1{ηi≤x} − x), (3.21)
where ηi are iid and uniformly distributed on [0, 1]. We further make an
assumption on F n,
Assumption 3.1. The CDF F n for the patience time in the nth system
satisfies the following condition:
F n(γnx)
a.s.−→ F (x)
uniformly on compact sets as n→∞ and F is continuous.
This assumption is only used in deriving the limit of queue length pro-
cesses. We can check that it does not contradict the Assumption 3.13. Based
on the former example for F n in (3.14), we further construct a function F ,














) w¯ ≤ x ≤ ρ+1
ρ−1w¯.
(3.22)
Since F in (3.22) is continuous, it is easy to show that F n(γnx) → F (x)
uniformly on compact sets as n→∞.
Note that Un(t) = (Un(t, x), x ∈ [0, 1]) is, for t fixed, an element of
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D[0, 1], so we can consider Un = (Un(t), t ≥ 0) as an element ofD([0,∞), D[0,
1]). We treat the Kiefer process U = (U(t), t ≥ 0), where U(t) = (U(t, x), x ∈
[0, 1]), as a random element of D([0,∞), D[0, 1]). It is proved by Krichagina
and Puhalskii (1997) that
Lemma 3.4. The sequence {Un, n ≥ 1} converges in distribution in D([0,∞),
D[0, 1]) to the process U which is the Kiefer process.
Note that dni has the distribution F
n and we have assumed that F n has
an inverse (F n)−1. Represent the patience times as dni = (F
n)−1(ηi), with ηi


















(1{ηi≤Fn(γnx)} − F n(γnx))
= Un(t, F n(γnx))
(3.23)
A metric topology on D([0, 1], D[0, 1]) has been introduced by Bickel
and Wichura (1971): let Λ denote the class of strictly increasing, continuous
mappings of [0, 1] × [0, 1] onto itself of the form λ(s1, s2) = (λ1(s1), λ2(s2)),
and theses mappings fix zero and one, i.e., for i = 1, 2, λi : [0, 1] → [0, 1] is
continuous, strictly increasing, λi(0) = 0 and λi(1) = 1. Define the Skorohod
distance between x, y in D([0, 1], D[0, 1]) to be
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d(x, y) = inf{min(‖x− yλ‖, ‖λ‖) : λ ∈ Λ},
where ‖x−yλ‖ = sup{|x(s)−y(λs)| : s ∈ [0, 1]×[0, 1]} and ‖λ‖ = sup{|λ(s)−
s| : s ∈ [0, 1]× [0, 1]}.
Elements xn of D([0, 1], D[0, 1]) converges to a limit x in the Skorohod










Similarly we can define the convergence in D([0,∞), D[0,∞)) as the
convergence on D([0, a], D[0, b]) for all a, b > 0. If the limit is continuous
in both arguments, the convergence in the Skorohod topology is equivalent
to the uniform convergence on compact sets of the form [0, a] × [0, b] for all
a, b > 0.
Lemma 3.5. As n → ∞, H˜n ⇒ H˜ in D([0,∞), D[0,∞)), with H˜(t, x) =
U(t, F (x)).
Proof. For 0 ≤ t1 < t2 < · · · < tk, following from Lemma 3.4, as n→∞,
(Un(t1), U
n(t2), . . . , U
n(tk))
d→ (U(t1), U(t2), . . . , U(tk)),
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where convergence in distribution is in (D[0, 1])k. By the Skorohod Repre-
sentation Theorem (see Theorem 5.1 in Chen and Yao (2001)), there exists a
common probability space in which version of U and Un denoted by U ′ and
(Un)′, are defined such that (Un)′(ti) converges to U ′(ti) almost surely for
i = 1, 2, . . . , k. We maintain the original notation for the mapped random
variables. By the fact that convergence in D[0, 1] to continuous functions is
equivalent to uniform convergence on bounded subsets of [0, 1], we conclude
that as n→∞,
(Un(t1), U
n(t2), . . . , U
n(tk))
a.s.−→ (U(t1), U(t2), . . . , U(tk)),
uniformly in x on compact sets. It follows from Assumption 3.1 that as
n→∞,
(Un(t1), U
n(t2), . . . , U
n(tk), F
n)
a.s.−→ (U(t1), U(t2), . . . , U(tk), F ), (3.24)
uniformly in x on compact sets. By Random Time-Change Theorem (see
Theorem 5.3 in Chen and Yao (2001)), we have as n→∞,
(H˜n(t1), H˜
n(t2), . . . , H˜
n(tk))
a.s.−→ (H˜(t1), H˜(t2), . . . , H˜(tk)), (3.25)
uniformly in x on compact sets. Since the sequence {Un, n ≥ 1} is tight in
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D([0,∞), D[0, 1]), then the sequence {H˜n, n ≥ 1} is tight inD([0,∞), D[0,∞))
and the lemma follows.
3.4 Model Formulation
Recall that En(t) is the number of arrivals in the nth system during time





By (3.5) we have
E¯n ⇒ µρe as n→∞, (3.27)
where e(t) = t for t ≥ 0.
Denote by An(t) the number of customers who arrive during the time in-
terval (0, t] and either abandoned or will eventually abandon the nth system.




1{dni ≤uni }. (3.28)
Any customer who arrives after time 0 cannot receive service before
V n(0) due to FCFS. For t ≥ V n(0), let
κn(t) = inf{τ : τ + V n(τ) > t}. (3.29)
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All the initial customers and arrivals before κn(t) are not in queue at time
t. The customer arriving at time t will only see customers arriving after





1{dni −(t−τni )>0}. (3.30)
Let Bn(t) denote the number of customers who start service during (0, t].
For some fixed i: if dni ≤ uni then this customer is counted in An(t); otherwise,
the customer starts service between time V n(0) and t+ V n(t). Therefore we
can use the following dynamic equation to introduce the virtual waiting time
process V n.
En(t) = An(t) +Bn(t+ V n(t))−Bn(V n(0)−), t ≥ 0. (3.31)
For t ≥ 0 and j ∈ N, let
Nj(t) = max{k ∈ N0 : ξj.1 + · · ·+ ξj,k ≤ t}. (3.32)
As a convention, we take Nj(t) = 0 if ξj,1 > t. By (3.9), each Nj is a delayed
renewal process with delay distribution He and interrenewal distribution H.
Because He is the equilibrium distribution of H, {Nj : j ∈ N} is a sequence
of iid stationary renewal processes.
He (2015) proved a functional central limit theorem for the superposition
of time-scaled, stationary renewal processes. We state it in the following
lemma.
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Lemma 3.6. Let {Nj : j ∈ N} be a sequence of iid stationary renewal
processes, i.e., the delay distribution He of each renewal process is the equi-
librium distribution of the interrenewal distribution H. Assume that H has





and {γn : n ∈ N} be a sequence of positive numbers such that γn → ∞ as
n→∞. Then,






and D˜ is a driftless Brownian motion with variance µc2s and D˜
n(0) = 0.
He (2015) also demonstrated a functional strong law of large numbers
for the superposition of time-scaled renewal processes.
Lemma 3.7.
D¯n
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Let us compare Lemma 3.6 with two other FCLTs. Consider the se-
quence of iid stationary renewal processes {Nj : j ∈ N}. By the FCLT for
renewal processes, {(N1(`t) − `µt)/
√
` : t ≥ 0} converges in distribution to
a Brownian motion as ` goes to infinity; see Theorem 5.11 in Chen and Yao
(2001). Clearly, the increments of this time-scaled renewal process become
independent of its history as the scaling factor gets large. Whitt (1985)
proved an FCLT for the superposition of stationary renewal processes. It
states that {∑nj=1(Nj(t) − µt)/√n : t ≥ 0} converges in distribution to
zero-mean Gaussian process that has stationary increments and continuous
paths. In this FCLT, the superposition process is scaled in space only. The
covariance function of each stationary renewal process is retained in the limit
Gaussian process, which, in general, is not a Brownian motion; see Theorem
2 in Whitt (1985).
The merit of Lemma 3.6 is that each superposition process is scaled
in both space and time. Squeezing the time scale erases the dependence of
increments of D˜n to its history. The limit of these space-time scaled super-
position processes is thus a Gaussian process with independent, stationary
increments and continuous paths, which must be a Brownian motion.
If a many-server queue is in the ED regime, all servers are nearly always
busy. The service completion process is thus almost identical to a superpo-
sition of many renewal processes. Lemma 3.6 implies that it is possible to
approximate the scaled service completion process by a Brownian motion.
By zooming out our view in both space and time, this approximation en-
ables us to explore a simple one-dimensional diffusion model, which is able
to capture the dynamics of a many-server queue with a general service time
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distribution.
4. LIMIT THEOREMS AND STEADY-STATE ANSLYSIS
In this chapter, we state our main theoretical results including the underlying
theorems of the diffusion model in Section 4.1, and the stationary distribu-
tions of process limits in Section 4.2. The proof for the limit theorems is
presented in Section 4.3.
4.1 Limit theorems
In this section, we present the limits for the virtual waiting time and queue
length processes in the ED regime. We first make an assumption on the initial




(V n(0)− wn)⇒ V˜ (0) as n→∞, (4.1)
where wn is given by (3.11)–(3.13).
For the nth queue, the virtual waiting time process fluctuates around





By (3.12), we expect V¯ n(t) to be close to w¯. To obtain a refined approxima-
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which describes the variation of the virtual waiting time around the mean.
The first theorem states the diffusion limit for the virtual waiting time pro-
cess.
To state this theorem we introduce a new process A˜, which is a driftless
Brownian motion with variance µ(ρ−1)/ρ and A˜(0) = 0. Recall the random
variable V˜ (0) given by (4.1), E˜ given by (3.5) which is a driftless Brownian
motion with variance ρµc2a and E˜(0) = 0, and D˜ given by (3.34) which is
a driftless Brownian motion with variance µc2s and D˜(0) = 0. Assume that
V˜ (0), E˜, A˜, D˜ are mutually independent.
Theorem 4.1. Consider a sequence of G/GI/n + GI queues that satisfies
(3.5)–(3.13) and the initial Condition (4.1). Then,
V˜ n ⇒ V˜ as n→∞,
where V˜ is the unique solution to












In the nth system, F n(x) is the fraction of customers whose patience
times are shorter than x, or the proportion of customers who entered the
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queue but will have abandoned by time x later. The arrival rate of customers
who will wait for at least x minutes can be approximated by λnF nc (x) with
Fc be the complementary function of F
n. Waiting customers are served by
first-come, first-served basis. A customer will wait around wn and enter into
service if his patience time is greater than wn. Thus, the mean queue length




To describe the evolution of queue length around the mean, we introduce











We call Q˜n the diffusion-scaled queue length process. Note that after the
mean is removed, the queue length is scaled in both space and time. Besides
the commonly used scaling in space by the number of servers, we also change
the time scale of the process with the mean patience time as the factor. We
propose to use a one-dimensional process Q˜ to approximate the scaled queue
length process. Theorem 4.2 identifies the limit of the queue length process,
using the diffusion limit for the virtual waiting time process.
Theorem 4.2. Under the conditions of Theorem 4.1 and Assumption 3.1,
for T > w¯
Q˜n ⇒ Q˜ as n→∞
on the time interval (w¯, T ]. For any t > w¯, Q˜ is given by the following equa-
tion









1{x+s≤t}dU(µρs, F (x)) + µV˜ (t− w¯),
(4.6)
where U is a Kiefer process, E˜ and V˜ are defined by (3.5) and (4.4) respec-
tively.
4.2 Steady-State Analysis
We are also interested in the distribution of the steady-state virtual waiting
time and queue length. For the purpose of steady-state analysis, we introduce




S + ρ− 1
µρ
. (4.7)
Since E˜, A˜, D˜ are assumed to be mutually independent, then E˜/(µρ) −










According to Theorem 4.1, the diffusion limit of the virtual waiting time
process satisfies
V˜ (t) = V˜ (0)− ρ
∫ t
0
θw¯(V˜ (s))ds+ σW(t) t ≥ 0. (4.8)
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We now calculate the stationary distributions of V˜ and Q˜. These will be used
to derive approximations for performance measures of their original queueing
systems; see Section 5.1.
Proposition 4.1. With the assumption (3.16), the diffusion limit V˜ has a
stationary probability density function pi given by








y ∈ R, (4.9)
where C is a normalizing constant. Similarly, the stationary distribution of
the queue length process limit {Q˜(t) : t > w¯} also exists. Let Q˜(∞) be a
random variable with such a distribution, and V˜ (∞) be a random variable
with density function pi. Then Q˜(∞) can be written as
Q˜(∞) = N˜1 + N˜2 + µV˜ (∞),
where N˜1, N˜2 and V˜ (∞) are mutually independent. N˜1 and N˜2 are normal









Proof. It follows from the proof of Theorem 4.1 that there is an unique
solution to the stochastic differential equation (4.8) that is often written in
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the following form
dV˜ (t) = −ρθw¯(V˜ (t))dt+ σdW(t) t ≥ 0.









It is enough to prove that the density function pi in (4.9) satisfies
∫
R
Af(x)pi(x)dx = 0, (4.10)
for all f in the class of bounded, twice continuously differentiable functions
(see Theorem 9.17 in (Ethier and Kurtz, 1986)). It can be easily verified
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By summing up (4.11) and (4.12), we can conclude (4.10), which implies
(4.9).
Then we consider the stationary distribution of Q˜ for t > w¯. By
Lemma 2.1 and Remark 4 in Krichagina and Puhalskii (1997), we have that∫ t










1{x+s≤t}dU(µρs, F (x)) follows normal
distribution with mean zero and variance µρ
∫ w¯
0
F (s)Fc(s)ds. Let N˜1 and








F (s)Fc(s)ds respectively. Since
E˜ and the Kiefer process U are independent, N˜1 and N˜2 are independent.
Therefore the second result is implied by Theorem 4.2. This completes the
proof.
4.3 Proof of Limit Theorems
A sequence of perturbed systems is introduced in Section 4.3.1. In Section
4.3.2, we show that the perturbed systems are asymptotically equivalent to
the original systems, and then prove the diffusion limit for the perturbed
systems.
We let Bn(t) be the number of customers who start service during (0, t],
and define An(t) by (3.28) which denotes the number of customers who arrive
during (0, t] and either abandoned or will eventually abandon the nth system.











(1{dni ≤uni } − F n(uni )). (4.14)
By (3.4), (3.26), (4.2), (4.3) and (4.13), we can derive a diffusion-scaled
version of the system equation (3.31),






















E˜n(t) + B˜n(t+ V¯ n(t))− B˜n(V¯ n(0)−) + µ(V˜ n(t)− V˜ n(0)−).
(4.15)
In order to derive the limit of diffusion-scaled virtual waiting time processes,
it is helpful to write (4.15) in terms of V˜ n as



























E˜n(t)− A˜n(t)− B˜n(t+ V¯ n(t)) + B˜n(V¯ n(0)−)
)
. (4.17)
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4.3.1 A perturbed system
To prove Theorem 4.1, we introduce a perturbed system. Let Sn(t) denote
the number of customers in the service at time t, and Cn(t) the number of
service completions during (0, t]. We can relate these two processes to Bn(t)
by
Bn(t) = Cn(t) + Sn(t)− Sn(0).
For the departure process Cn, because {ξj,k : k ∈ N} is the sequence of
service times to be finished by the jth server, the service completion process
from this server is identical to Nj defined by (3.32) until the jth server begins
to idle. Dn given by (3.33) is the superposition of n iid stationary renewal
processes. Therefore, Dn is identical to the superposition of N1, . . . , Nn until
the first idle server appears. Let
τn = inf{t ≥ 0 : V n(t) = 0},
which is the time that the first idle server appears. Because all servers are
busy at time 0, we have τn > 0. The departure process satisfies
Cn(t) = Dn(t) for 0 ≤ t ≤ τn. (4.18)
It is clear that before the first idle server appears, the servers are all busy,
i.e.,
Bn(t) = Cn(t) for 0 ≤ t ≤ τn. (4.19)
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Thus we have
Bn(t) = Dn(t) for 0 ≤ t ≤ τn. (4.20)
As the superposition of n iid stationary renewal processes, Dn is more ana-
lytically tractable than Bn. The equivalence between these two processes up
to τn allows us to introduce a perturbed system that has simplified dynamics.
This perturbed system is asymptotically equivalent to the original queue as
n goes large.
By (4.20), the system equation (3.31) can be written as
En(t) = An(t) +Dn(t+ V n(t))−Dn(V n(0)−) for 0 ≤ t ≤ τn.
By modifying this equation, we introduce a new process W n
En(t) = An1 (t) +D
n(t+W n(t))−Dn(W n(0)−) for t ≥ 0, (4.21)
where we set






with un1,i being the offered waiting time for the perturbed system. Assume
that at time τi only one customer arrives. It follows from Lemma 3.2 that
un1,i = W
n(τni −) for i ≥ 1.
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We refer to (4.21) as the perturbed system equation. Clearly,
W n(t) = V n(t) for 0 ≤ t ≤ τn (4.23)
on each sample path. Thus, τn can be defined alternatively by
τn = inf{t ≥ 0 : W n(t) = 0}. (4.24)
The perturbed system can be envisioned as a queue where no server is allowed
to idle. If a server finds the buffer empty upon a service completion, it begins
to serve a customer who has not arrived yet. In the perturbed system, all
servers are always busy and the departure process from each server is a
stationary renewal process.
4.3.2 Limit processes for perturbed systems and asymptotic equivalence
In this part we will prove Theorem 4.1. We first prove a fluid limit, which en-
ables us to establish the asymptotic equivalence between the original system
and the perturbed system. This implies that these two sequences of systems
have the same diffusion limit.
In the fluid scaling, with (3.26) and (3.37), the perturbed system equa-
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tion (4.21) can be written as
E¯n(t) = A¯n1 (t) + D¯











From (3.12), (4.1) and (4.22), we have
W¯ n(0)⇒ w¯ as n→∞. (4.25)














(1{dni ≤un1,i} − F n(un1,i)).
(4.26)
By (4.1) and (4.22), we have
W˜ n(0)⇒ V˜ (0) as n→∞. (4.27)
In order to derive a limit of the diffusion-scaled virtual waiting time processes
in the perturbed system, it is helpful to derive a dynamical equation for W˜ n.
With processes (3.4), (3.26) and (4.26), we can write the diffusion-scaled ver-
sion of the equation (4.21) in the following form:
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+ Y˜ n1 (t),
(4.28)
where






E˜n(t)− A˜n1 (t)− D˜n(t+ W¯ n(t)) + D˜n(W¯ n(0)−)
)
. (4.29)
Lemma 4.1. Under the conditions of Theorem 4.1, the sequence of fluid-
scaled virtual waiting time processes of the perturbed system is stochastically









W¯ n(t) > a
]
= 0. (4.30)
Proof. Here we consider t + W¯ n(t) instead of W¯ n(t) directly. If t + W¯ n(t)
is stochastically bounded, then W¯ n(t) must be stochastically bounded. For
each T > 0, and 0 ≤ t ≤ T , we have the following inequality:
Dn(t+W n(t)) ≤ Dn(W n(0)) + En(t) ≤ Dn(W n(0)) + En(T ).
The first inequality holds due to the abandonment, and the second inequality
follows from that E(t) is non-decreasing. Consider the fluid-scaled version of
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the above inequality:
D¯n(t+ W¯ n(t)) ≤ D¯n(W¯ n(0)) + E¯n(t) ≤ D¯n(W¯ n(0)) + E¯n(T ).
Note that D¯n is also non-decreasing. For a > 0, if there exists s ∈ [0, T ] such
that s+ W¯ (s) > a, then we have














≤ P [D¯n(a) ≤ D¯n(W¯ n(0)) + E¯n(T )] .







D¯n(a) ≤ D¯n(W¯ n(0)) + E¯n(T )] = 0.
We prove this convergence in the following way:
P
[
D¯n(a) ≤ D¯n(W¯ n(0)) + E¯n(T )]
≤ P [D¯n(a) ≤ D¯n(W¯ n(0)) + E¯n(T ), D¯n(W¯ n(0)) + E¯n(T ) ≤ 2µw + 2µρT ]
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+ P
[
D¯n(a) ≤ D¯n(W¯ n(0)) + E¯n(T ), D¯n(W¯ n(0)) + E¯n(T ) > 2µw + 2µρT ]
≤ P [D¯n(a) ≤ 2µw + 2µρT ]+ P [D¯n(W¯ n(0)) + E¯n(T ) > 2µw + 2µρT ]
≤ P [D¯n(a) ≤ 2µw + 2µρT ]+ P [D¯n(W¯ n(0)) > 2µw]+ P [E¯n(T ) > 2µρT ] .






















D¯n(a) ≤ 2µw + 2µρT ] = 0.



















t+ W¯ n(t) > a
]
= 0
which completes the proof.
Lemma 4.2. Under the conditions of Theorem 4.1, the sequence of diffusion-
scaled version of abandonment processes of the perturbed system is stochasti-









|A˜n1 (t)| > a
]
= 0. (4.31)
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(1{dni ≤un1,i} − F n(un1,i)),
by which we can write A˜n1 (t) = G˜
n
1 (E¯
n(t)). On the basis of definition of F n
in (3.18) and Lemma 3.3 which asserts that {(G˜n(t),F n(t)) : t ≥ 0} is a mar-
tingale, we can prove by the same token that {(G˜n1 (t),F n(t)) : t ≥ 0} is also
a martingale. Note that Jensen’s inequality implies that {(|G˜n1 (t)|,F n(t)) :
t ≥ 0} is a nonnegative submartingale.
This enables us to prove G˜n1 is stochastically bounded by using Doob’s
























E[(1{dni ≤un1,i} − F n(un1,i))2]
≤M−2T.























































Lemma 4.3. Under the conditions of Theorem 4.1, the sequence of diffusion-
scaled version of virtual waiting time processes of the perturbed system is









|W˜ n(t)| > a
]
= 0. (4.32)
Proof. Let ηn1 (a) = inf{t ≥ 0 : W˜ n(t) ≥ a} and ηn2 (a) = inf{t ≥ 0 : W˜ n(t) ≤
−a}, where we take the convention inf ∅ = ∞. Let us further define the
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following events:




Ωn1 (a, T ) = {ηn1 (a) < ηn2 (a), ηn1 (a) ≤ T},
Ωn2 (a, T ) = {ηn1 (a) > ηn2 (a), ηn2 (a) ≤ T}.
From the definition, Ωn1 (a, T ) represents the event that W˜
n(t) equals to or
exceeds a before and including time T , and Ωn2 (a, T ) represents the event
that W˜ n(t) drops to or below −a before and including time T . The event
{sup0≤t≤T |W˜ n(t)| > a} is contained in the union of Ωn1 (a, T ) and Ωn2 (a, T ).









P [Ωn2 (a, T )] = 0. (4.33)
We will first consider the event Ωn1 (a, T ). The analysis of the other event is
symmetric.
It is helpful to have a graphic view of the sample path of the virtual
waiting time. Let us start with a queue with one server. The virtual waiting
time is the workload before the virtual customer and the virtual waiting
time decreases as time goes until it hits zero and stay there when the system
is empty or has a upward jump when a real customer arrives. The same
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argument applies to a queue with many servers.
On the event Ωn0 (a) ∩ Ωn1 (a, T ), ηn1 (a) > 0. By the definition of W˜ n and
ηn1 (a), there is a jump from time η
n
1 (a)− to time ηn1 (a) with
W˜ n(ηn1 (a)) ≥ a and W˜ n(ηn1 (a)−) < a. (4.34)
Hence W˜ n(t) ∈ [−a, a) on the time interval [0, ηn1 (a)).
Let ηn12(a) = sup{0 ≤ t ≤ ηn1 (a) : W˜ n(t) ≤ a2} and take sup ∅ = 0. By
this definition, ηn12(a) > 0 on the event Ω
n
0 (a) ∩ Ωn1 (a, T ). There must be a
jump from time ηn12(a)− to time ηn12(a) with
W˜ n(ηn12(a)−) < a/2 and W˜ n(ηn12(a)) > a/2. (4.35)




for t ∈ [ηn12(a), ηn1 (a)]. (4.36)
For any ηn12 ≤ t1 < t2 ≤ ηn1 (a), by (4.28) we have
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+Y˜ n1 (t2)− Y˜ n1 (t1).




< W˜ n(ηn1 (a))− W˜ n(ηn12(a)−) ≤ Y˜ n1 (ηn1 (a))− Y˜ n1 (ηn12(a)−). (4.38)
An upper bound can be derived by (4.38) for the probability of occurrence
of both events Ωn0 (a) and Ω
n
1 (a, T ),
P [Ωn0 (a) ∩ Ωn1 (a, T )] ≤ P
[





































The goal (4.33) is reduced to prove the stochastic boundness of Y˜ n1 . In view of
the definition of Y˜ n1 in (4.29), the first three terms on the RHS are stochasti-
cally bounded by (3.5) and Lemma 4.2. Following from the proof in Lemma
4.1, t + W¯ n(t) is stochastically bounded. Thus along with (3.34), we can
prove that the last two terms on the RHS are also stochastically bounded.
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c is the complimentary event of Ωn0 (a). This completes the
proof.
Lemma 4.4. Under the conditions of Theorem 4.1, for all T ≥ 0,
sup
0≤t≤T
|W¯ n(t)− w¯| p−→ 0 as n→∞.
Proof. This is a consequence of Lemma 4.3. By the definition of W¯ n and














Then, τ¯n is the instant when the first idle server appears in the time-scaled
system. By (4.23),
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W˜ n(t) = V˜ n(t) for 0 ≤ t ≤ τ¯n. (4.42)
The next lemma states that τ¯n → ∞ in probability as → ∞, which implies
that W˜ n and V˜ n are asymptotically equal over any finite time interval.
Lemma 4.5. Under the conditions of Theorem 4.1, for all T > 0,
lim
n→∞
P[τ¯n ≤ T ] = 0.
Proof. By (4.24) and (4.41), τ¯n = inf{t ≥ 0 : W¯ n(t) = 0}, which yields




W¯ n(t) = 0
]
.
Then, the assertion follows from Lemma 4.4.
Proposition 4.2. Under the conditions of Theorem 4.1, for all T ≥ 0,
sup
0≤t≤T
|V¯ n(t)− w¯| p−→ 0 as n→∞.
Proof. The proof follows from Lemma 4.4, Lemma (4.5) and the perturbed
system equation (4.23).
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Lemma 4.6. Under the conditions of Theorem 4.1,
A˜n1 ⇒ A˜ as n→∞, (4.43)
where A˜ is a driftless Brownian motion, with variance µ(ρ−1)/ρ and A˜(0) =
0.






(1{dni ≤un1,i} − F n(uni ))2. (4.44)
For convenience, we write un1,i as u
n
















(1{dni ≤uni } − F n(uni ))(F nc (uni )− F n(uni ))
)2]







((1{dni ≤uni }−F n(uni ))2−F n(uni )F nc (uni ))
p−→ 0 as n→∞. (4.46)
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→ 0 as n→∞,


































|F n(W n(γns))− F n(wn)| > 
]















which vanishes to zero following Condition (3.13) and the stochastic bound-












i )− F n(wn)F nc (wn)) > 
 = 0. (4.48)





















i )− F n(wn)F nc (wn))
+ F n(wn)F nc (w
n)t
(4.49)









Then from the martingale convergence theorem, we know that G˜n1 weakly
converges to a driftless Brownian motion with variance
√
ρ− 1/ρ. Then by
random-time-change theorem, the process A˜n1 ⇒ A˜, which is a driftlesss
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Brownian motion with variance µ(ρ− 1)/ρ.
Lemma 4.7. Under the same assumptions as Theorem 4.1, the sequence of
diffusion-scaled virtual waiting time processes of the perturbed systems W˜ n is
tight.
Proof. In view of Lemma 4.3, it suffices to study the modules of continu-
ity for W˜ n. Consider the equation of Y˜ n1 in (4.29), by (3.5), (3.11),(3.34),
Proposition 4.2, Lemma 4.6, and random time change theorem we obtain
that
Y˜ n1 ⇒ Y˜ as n→∞,




/µ. Tightness of Y˜ n1 follows because

















































By Condition (3.13), CnK is bounded by some finite number CK , which may
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depends on K. For every η, η0 > 0, choose K, a and n0 large enough, and δ


































|n(s)− n(t)| > η ∩ sup
0≤t≤T








(E¯n(t+ δ)− E¯n(t)) ≥ η0
]
< η.
We conclude {n} is tight. Thus W˜ n is tight.
Proposition 4.3. In the heavy traffic regime regime (3.5)–(3.13) with the
initial Condition (4.1), W˜ n ⇒ V˜ as n → ∞. The limit V˜ = {V˜ (t) : t ≥ 0}
is the unique solution to the equation (4.4).
Proof. As argued at the beginning of Lemma 4.7 Y˜ n1 ⇒ Y˜ as n → ∞




/µ. By Lemma 4.7 any subsequence
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of {W˜ n}n∈N has a further weakly convergent subsequence, written as {W˜ nk :

















as n→∞. In view of (4.27) and (4.28), we have
V∗(t) = V˜ (0)− ρ
∫ t
0
θw¯(V∗(s))ds+ σW(t) for t ≥ 0. (4.50)
It follows from Theorem 5.15 in Karatzas and Shreve (1998) that when θw¯
is locally integrable, (4.50) has a weak solution and this solution is unique
in the sense of probability law. Hence, we conclude weak convergence of
{W˜ n}n∈N and the corresponding limit satisfies (4.4).
Since the queue length process defined by (3.30) involves κn defined by







Lemma 4.8. In the heavy traffic regime regime (3.5)–(3.13) with the initial
Condition (4.1), for t > w¯,
κ¯n
p−→ e− w¯ and κ˜n ⇒ −V˜ (e− w¯)
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as n→∞, where e(t) = t.
Proof. From Theorem 2.8 in Whitt (1980), proving the convergence on (w¯, T ]
with T > w¯ is equivalent to proving the convergence on [w¯ + δ, T ] for any
δ > 0, which we now proceed to prove.
By the definition of κn (3.29), for w¯n + δ ≤ t ≤ T we have
γnt ≤ κn(γnt) +V n(κn(γnt)) ≤ γnt+ |V n(κn(γnt))−V n(κn(γnt)−)|. (4.51)
The second inequality in (4.51) can be accounted for: The hypothetical cus-
tomer arriving at time κn(γnt)− has entered into service before time t, hence
the hypothetical customer arriving at time κn(γnt) only need wait in queue
at most |V n(κn(γnt))− V n(κn(γnt)−)| units of time.
From the inequality (4.51) we can derive
sup
w¯n+δ≤t≤T
|κ¯n − (t− V¯ n(κ¯n(t)))| ≤ sup
w¯n+δ≤t≤T
|V¯ n(κ¯n(t))− V¯ n(κ¯n(t)−)|.
Since κ¯n(t) ≤ t, by Proposition 4.2 we have V¯ n(κ¯n(t)) p−→ w¯ as n → ∞.
Hence the first assertion of this lemma is verified.
The inequality (4.51) also leads to the following result,
sup
w¯n+δ≤t≤T
∣∣∣∣√ nγn (γnt− κn(γnt)− V n(κn(γnt)))
∣∣∣∣






|V n(κn(γnt))− V n(κn(γnt)−)|
→ 0 as n→∞.
(4.52)
This uniform convergence to zero on bounded intervals comes out of the
continuity of the diffusion limit of V˜ n. Furthermore,
sup
w¯n+δ≤t≤T




∣∣∣κ˜n(t) + V˜ n(κ¯n(t))∣∣∣
→ 0 as n→∞,
which follows from (4.52). Hence the second assertion of this lemma follows.





|W˜ n(t)− V˜ n(t)| > 0
]
≤ P [(τ¯n ≤ T ] for all T > 0.
Lemma 4.5 implies that W˜ n− V˜ n ⇒ 0 as n→∞. Then the theorem follows
from Proposition 4.3 and the convergence-together theorem.
Proof of Theorem 4.2. For t ≥ V n(0), the queue length process (3.30) can
be written as














F nc (t− s)d(En(s)− λns) + λn
∫ t
t−w¯n
F nc (t− s)ds.



































































This integral adds up the fluctuations of the normalized number of customers
in the system at time t who arrived after time κ¯n(t) that are caused by the
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Lemmas 2.1 and 5.3 in Krichagina and Puhalskii (1997) proved the conver-
gence of the double integrals of the indicator function with respect to H˜n to
the double integral of the indicator function with respect to the Kiefer pro-
cess. Along with this convergence, it follows (3.27), Lemma 3.5, Lemma 4.8











1{x+s≤t}dU(µρs, F (x)) for w¯ < t ≤ T .
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Using the Skorohod representation theorem, we embed all the random objects
in a common probability space. We maintain the original notation for the
mapped random objects. On the new probability space, for all T > 0
sup
0≤t≤T



























n(t− s))− F¯c(t− s)
)
(4.57)
Following from (4.56), Assumption 3.1 and Lemma 4.8, the three terms on
the RHS of (4.57) all converge to zero in probability. Combing the above
convergence with (4.55), we conclude that the second term in (4.53) weakly
converges to {∫ t
t−w¯ Fc(t− s)dE˜(s) : w¯ + δ ≤ t ≤ T}.




































xn1 = 0 ∧ (−κ˜n(t)) xn2 = 0 ∨ (−κ˜n(t))
y1 = 0 ∧ V˜ (t− w) y2 = 0 ∨ V˜ (t− w)
























= 0 as n→∞.








n(t− s))ds⇒ µV˜ (t− w¯) as n→∞.
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This completes the proof.
5. SIMULATION AND IMPLICATIONS
In this chapter, we examine the performance formulas obtained from the ap-
proximate model by simulation and study the application to optimal staffing
using the approximate formulas. In Section 5.1 we first use the limits of a
sequence of systems established previously to approximate a single given sys-
tem. The simulation results and staffing problems are presented in Section
5.2 and 5.3.
5.1 Approximation of the many-server queues
The heavy-traffic limits for a sequence of queues have been established, which
can generate the steady-state distributions of virtual waiting time and queue
length, along with approximate formulas for other performance measures.
In practice, for a given queue, we can typically observe or estimate the
following system parameters :
(i) the number of servers n,
(ii) the mean and coefficient of variation of interarrival times 1/λ and ca
respectively,
(iii) the mean and coefficient of variation of service times 1/µ and cs re-
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spectively,
(iv) the patience time distribution H.
Using the fluid model, these parameters can be used to determine the
fraction of abandoning customers α, the mean virtual waiting time w and















where γ is the mean patience time. We assume that H has an inverse function
















Let V (∞) denote the virtual waiting time in steady state, and Q(∞) denote
the queue length in steady state. Using the diffusion model, these parameters
mentioned in (i)–(iv) can also be used to determine the mean of the steady-
state virtual waiting time E[V (∞)], the the mean of the steady-state queue
length E[Q(∞)], and steady-state distributions of the virtual waiting time
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where w¯ is the fluid-scaled virtual waiting time.
By Proposition 4.1, the density function of V˜ (∞) can be approximated
by








y ∈ R, (5.2)















By the density function pi of V˜ (∞) we have,













nγ(N˜1 + N˜2 + µV˜ (∞)),
where N˜1 and N˜2 are two independent normal random variables with mean
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Given density function pi, we can also derive the tail probabilities for the
steady-state diffusion-scaled virtual waiting time and queue length. For any
a > 0,




Since N˜1 and N˜2 are two independent normal random variables, N˜1 + N˜2 is


















V˜ (∞) > a− x
µ






















From the above analysis, we can see that the patience time distribution
plays an important role in the system performance. Specifically, the the
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patience time hazard rate in a neighborhood of the mean virtual waiting time
is incorporated in (5.3) and (5.5), and the whole patience time distribution
is included in (5.4) and (5.7).
5.2 Influence of the rapid change in the patience time
distribution
In call centers, customers may receive a delay announcement upon arrival
and decide whether to hang up according to what they hear about the queue
(Mandelbaum and Zeltyn, 2013). As a result, the patience time hazard rate
may change rapidly after the announcement is made. The mean virtual
waiting time w is a typical value for the announcement time.
To characterize this customer behaviour, we include a rapid change in
the patience time hazard rate at the mean virtual waiting time w in the
following example.
Example 5.1. Consider an M/GI/n + GI queue. The arrival rate and ser-
vice rate are λ and µ, respectively. Given γ0 > 0, k > 1, the patience time














where w is the mean virtual waiting time and can be determined by the













Fig. 5.1: The patience time density function h for the patience time distribution
H given in Example 5.1







With these settings, we can draw the patience time density function
h. From Figure 5.1, we can see that there is a rapid change around virtual
waiting time w in the patience time density function.
Assume that a queue has a Poisson arrival process with rate λ = 120
and 100 servers with service rate µ = 1.0, so the traffic intensity is ρ = 1.2.
The patience time distribution is given by H in Example 5.1 with parameter
k = 1, 3 or 5. The service time distribution may be deterministic, Erlang
with two stages, or log-normal, with c2s = 0, 0.5, or 1.52, respectively. These
three distributions are denoted by D, E2 and LN, respectively. All simulation
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results are obtained by averaging 30 independent runs and in each run, the
queue is simulated for 1.0× 106 time units.
Performance estimates using the fluid model.












The mean patience time m is smaller than γ0. Therefore it is reasonable to set
the value of the time scaling factor as γ0, i.e., γ = γ0. By fluid approximate










The estimates of several performance measures, including the fraction
of abandoning customers, the mean of the steady-state virtual waiting time
and the mean of the steady-state queue length, are listed in Table 5.1. We
use (5.1) to compute the respective approximate results. Note that when
k = 1, the patience time distribution is smooth with no changes in patience
time hazard rate. In this case, the fluid approximations for the mean virtual
waiting time and mean queue length are consistent with simulation results.
However, as k becomes larger, the fluid approximations escape away from the
simulation results. In a word, when there is a rapid change in the patience
time hazard rate, the fluid model is not able to produce accurate approxima-
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Tab. 5.1: Performance estimates for the M/GI/100 + GI queue with µ = 1.0, ρ =
1.2, and the patience time distribution is given in Example 5.1 with
γ = 10; simulation results (with 95% confidence intervals) are compared
with fluid approximations (in italics)
Virtual waiting time Queue length
parameter Abd. fraction mean mean
M/D/100 + GI
k = 1.0 0.1667 1.6614 183.066
±0.000031 ±0.00038 ±0.045
0.1667 1.6667 183.3
k = 3.0 0.1667 1.5863 175.590
±0.000023 ±0.00017 ±0.022
0.1667 1.6667 183.3




k = 1.0 0.1666 1.6587 182.905
±0.000037 ±0.00039 ±0.046
0.1667 1.6667 183.3
k = 3.0 0.1667 1.5743 174.491
±0.000043 ±0.00028 ±0.034
0.1667 1.6667 183.3




k = 1.0 0.1666 1.6543 182.684
±0.000037 ±0.00036 ±0.038
0.1667 1.6667 183.3
k = 3.0 0.1667 1.5515 172.389
±0.000054 ±0.00035 ±0.040
0.1667 1.6667 183.3
k = 5.0 0.1667 1.5203 169.256
±0.000046 ±0.00030 ±0.035
0.1667 1.6667 183.3
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tions for mean performance measures in the ED regime. Let us turn to the
diffusion model to fill this gap.
Performance estimates using the diffusion model.


















z z ≤ 0
kz z > 0
.




























The mean of steady-state virtual waiting time computed by (5.3) is
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Diffusion approximations agree with simulation results well in Table 5.2.
When there is a rapid change in the patience time distribution, we can rely
on the diffusion model to estimate the system performance.
Tab. 5.2: Performance estimates for the M/GI/100 + GI queue with µ = 1.0, ρ =
1.2, and the patience time distribution is given in Example 5.1 with
γ = 10; simulation results (with 95% confidence intervals) are compared
with diffusion approximations (in italics)
parameter E[V (∞)] E[Q(∞)]
M/D/100 + GI
k = 1 1.6614±0.00038 183.066±0.045
1.6667 183.333
k = 3 1.5863±0.00017 175.590±0.022
1.5978 176.45
k = 5 1.5598±0.00017 172.958±0.023
1.5766 174.33
M/E2/100 + GI
k = 1 1.6587±0.00039 182.905±0.046
1.6667 183.333
k = 3 1.5743±0.00028 174.491±0.034
1.5824 174.903
k = 5 1.5477±0.00018 171.824±0.023
1.5564 172.307
M/LN/100 + GI
k = 1.0 1.6543±0.00036 182.684±0.038
1.6667 183.333
k = 3.0 1.5515±0.00035 172.389±0.040
1.5574 172.406
k = 5.0 1.5203±0.00030 169.256±0.035
1.5238 169.041
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An existing method is considered for the purpose of comparison. Huang
et al. (2014) modeled a call center as a GI/M/n + GI queue and studied
performance approximations for this model. Their results are based on the
exponential service time distribution, which may not be accurate when ser-
vice times are general. In Table 5.3, their estimates are not close to simula-
tion results. The discrepancy is wide especially compared with our diffusion
approximations in Table 5.2.
Tab. 5.3: Performance estimates for the M/GI/100 + GI queue with µ = 1.0, ρ =
1.2, and the patience time distribution is given in Example 5.1 with
γ = 10; simulation results (with 95% confidence intervals) are compared
with diffusion approximations by Huang et al. (2014) (in italics)
parameter mean virtual waiting time mean queue length
M/D/100 + GI
k = 3 1.5863±0.00017 175.590±0.022
1.6449 181.157
k = 5 1.5598±0.00017 172.958±0.023
1.6382 180.486
M/E2/100 + GI
k = 3 1.5743±0.00028 174.491±0.034
1.6400 180.667
k = 5 1.5477±0.00018 171.824±0.023
1.6318 179.846
M/LN/100 + GI
k = 3.0 1.5515±0.00035 172.389±0.040
1.6321 179.878
k = 5.0 1.5203±0.00030 169.256±0.035
1.6215 178.814
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Tail probability.
Given patience time distribution H in Example 5.1, we can derive the specific
expressions of tail probabilities for the steady-state distributions of diffusion-
scaled virtual waiting time and queue length by (5.5) and (5.7), i.e., for a > 0,

















































where σ20 and f are given by (5.6) and (5.8) respectively, Φ is the CDF for
standard normal distribution, and Φc is the complimentary function of Φ.
Let γ = 10, a = 0.5, 0.8 or 1.0. We list some tail probabilities with
different values of parameters k in Table 5.4. It shows that the diffusion
approximations are close to the simulation results.
Let us see another example of patience time distribution with a non-
compact support.
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Tab. 5.4: Tail probabilities for the steady-state virtual waiting time and queue
length in the M/GI/100 + GI queue with µ = 1.0, ρ = 1.2, and the
patience time distribution given in Example 5.1 with γ = 10; simula-
tion results (with 95% confidence intervals) are compared with diffusion
approximations (in italics)
P(V˜ (∞) > a) P(Q˜(∞) > a)
k a = 0.5 a = 0.8 a = 1.0 a = 0.5 a = 0.8 a = 1.0
M/D/100 + GI
k = 1 0.2160 0.1067 0.06051 0.2524 0.1526 0.1032
±0.00055 ±0.00037 ±0.00027 ±0.00058 ±0.00045 ±0.00037
0.2193 0.1076 0.06067 0.2593 0.1508 0.09835
k = 3 0.07584 0.01724 0.004764 0.1380 0.06428 0.03518
±0.00017 ±0.00006 ±0.00003 ±0.00027 ±0.00018 ±0.00012
0.06578 0.01165 0.002668 0.1403 0.05838 0.02866
k = 5 0.03851 0.004673 0.00067 0.1033 0.04287 0.02139
±0.00009 ±0.00002 ±0.000006 ±0.0002 ±0.00012 ±0.00008
0.02573 0.001725 0.00016 0.1063 0.03803 0.01644
M/E2/100 + GI
k = 1 0.2542 0.1493 0.09817 0.2794 0.1845 0.1342
±0.00056 ±0.00047 ±0.00039 ±0.00057 ±0.00051 ±0.00045
0.2635 0.1558 0.1030 0.2891 0.1868 0.1330
k = 3 0.09361 0.02699 0.009575 0.1493 0.07384 0.04236
±0.00023 ±0.0001 ±0.00005 ±0.00034 ±0.00022 ±0.00014
0.10004 0.02915 0.01042 0.1565 0.07379 0.04033
k = 5 0.04426 0.006632 0.001315 0.1093 0.04676 0.02384
±0.00012 ±0.000034 ±0.00001 ±0.00026 ±0.00015 ±0.000087
0.04861 0.007309 0.001445 0.1159 0.04658 0.02224
M/LN/100 + GI
k = 1 0.2919 0.1978 0.1467 0.3106 0.2244 0.1754
±0.00037 ±0.00033 ±0.00032 ±0.00039 ±0.00037 ±0.00035
0.3128 0.2175 0.1646 0.3263 0.2357 0.1840
k = 3 0.1243 0.0492 0.02314 0.1673 0.09156 0.05694
±0.00029 ±0.00016 ±0.000096 ±0.00036 ±0.00025 ±0.00018
0.1457 0.06453 0.0333 0.1812 0.1001 0.06257
k = 5 0.06523 0.01528 0.004533 0.1205 0.05627 0.0307
±0.00013 ±0.00005 ±0.00002 ±0.00023 ±0.00012 ±0.00009
0.08505 0.02499 0.008991 0.1326 0.06263 0.03429
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Example 5.2. Consider an M/GI/n+GI queue. The arrival rate and service




1− exp(−x/γ) 0 ≤ x ≤ w
1− exp(−w/γ − h1(x− w)/γ) w < x
,
where w is the mean virtual waiting time and can be determined by the
formula H(w) = (ρ− 1)/ρ, which yields w = γ log ρ.
Tab. 5.5: Performance estimates for the M/GI/100 + GI queue with µ = 1.0, ρ =
1.2, and the patience time distribution is given in Example 5.2 with
γ = 10; simulation results (with 95% confidence intervals) are compared
with diffusion approximations (in italics)
parameter mean virtual waiting time mean queue length
M/D/100 + GI
h1 = 3 1.7398±0.0002 191.945±0.025
1.7478 192.459
h1 = 5 1.7115±0.0002 189.128±0.027
1.7246 190.138
M/E2/100 + GI
h1 = 3 1.7267±0.0003 190.74±0.041
1.7309 190.765
h1 = 5 1.6978±0.0002 187.836±0.027
1.7024 187.921
M/LN/100 + GI
h1 = 3.0 1.7032±0.0004 188.575±0.045
1.7035 188.030
h1 = 5.0 1.6686±0.0003 185.1±0.036
1.6667 184.344
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Tab. 5.6: Tail probabilities for the steady-state virtual waiting time and queue
length in the M/GI/100 + GI queue with µ = 1.0, ρ = 1.2, and the
patience time distribution given in Example 5.2 with γ = 10; simula-
tion results (with 95% confidence intervals) are compared with diffusion
approximations (in italics)
P(V˜ (∞) > a) P(Q˜(∞) > a)
k a = 0.5 a = 0.8 a = 1.0 a = 0.5 a = 0.8 a = 1.0
M/D/100 + GI
h1 = 1 0.2390 0.1299 0.0800 0.2789 0.1697 0.1199
±0.0006 ±0.0005 ±0.0003 ±0.0007 ±0.0005 ±0.0003
0.2398 0.1289 0.0786 0.2774 0.1724 0.1188
h1 = 3 0.0919 0.0260 0.0089 0.1583 0.0736 0.0427
±0.0002 ±0.0001 ±0.00005 ±0.0003 ±0.0002 ±0.0001
0.0808 0.0183 0.0052 0.1558 0.0723 0.0390
h1 = 5 0.0510 0.0091 0.0020 0.1207 0.0500 0.0266
±0.0001 ±0.00003 ±0.00001 ±0.0002 ±0.0001 ±0.0001
0.0352 0.0035 0.0005 0.1198 0.0488 0.0236
M/E2/100 + GI
h1 = 1 0.2764 0.1745 0.1220 0.3055 0.2035 0.1537
±0.0006 ±0.0006 ±0.0005 ±0.0006 ±0.0006 ±0.0005
0.2819 0.1778 0.1241 0.3055 0.2079 0.1546
h1 = 3 0.1136 0.0403 0.0173 0.1715 0.0858 0.0524
±0.0003 ±0.0002 ±0.0001 ±0.0004 ±0.0003 ±0.0002
0.1161 0.0401 0.0167 0.1713 0.0887 0.0525
h1 = 5 0.0599 0.0128 0.0036 0.1282 0.0553 0.0303
±0.0002 ±0.00006 ±0.00003 ±0.0003 ±0.0002 ±0.0001
0.0608 0.0120 0.0030 0.1291 0.0581 0.0306
M/LN/100 + GI
h1 = 1 0.3134 0.2241 0.1738 0.3360 0.2451 0.1978
±0.0004 ±0.0004 ±0.0004 ±0.0004 ±0.0004 ±0.0004
0.3280 0.2380 0.1865 0.3404 0.2552 0.2053
h1 = 3 0.1469 0.0685 0.0373 0.1914 0.1070 0.0709
±0.0003 ±0.0002 ±0.0001 ±0.0004 ±0.0003 ±0.0002
0.1612 0.0794 0.0450 0.1951 0.1158 0.0770
h1 = 5 0.0850 0.0268 0.0105 0.1415 0.0676 0.0398
±0.0002 ±0.00009 ±0.00005 ±0.0003 ±0.0002 ±0.0001
0.0987 0.0343 0.0143 0.1452 0.0752 0.0446
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For the patience time distribution in Example 5.2, Table 5.5 lists the
mean performance estimates including mean virtual waiting time and mean
queue length, and Table 5.6 lists tail probabilities for steady-state virtual
waiting time and queue length. Diffusion approximations are close to the
simulation results in both tables.
Effective Abandonment Fraction.
We will talk about the effective abandonment fraction, which represents the
fraction of abandoning customers out of those whose waiting times exceed a
certain short time. In this definition, customers with small patience times
abandoning the system within a short delay are excluded, which is used more
widely as a measure of customers satisfaction than the total percentage of
abandoning customers. Denote the low threshold for the delay by α, and
the patience time by U . It is reasonable to assume α < w. The effective
abandonment fraction is given by







































where Φ is the CDF for standard normal distribution, and Φc is the compli-
mentary function of Φ. Table 5.7 illustrates the consistence between simula-
5. Simulation and Implications 92
Tab. 5.7: The effective abandonment fraction in the M/GI/100 + GI queue with
µ = 1.0, ρ = 1.2, α = 1/8 and the patience time distribution given
in Example 5.1 with γ = 10; simulation results (with 95% confidence
intervals) are compared with the estimates by (5.13) (in italics)
Effective abd. fraction
parameter M/D/100 + GI M/E2/100 + GI M/LN/100 + GI
k = 1 0.15416 0.15413 0.15412
±0.000033 ±0.000037 ±0.000038
0.15417 0.15417 0.15417
k = 3 0.15416 0.15421 0.15418
±0.000024 ±0.000043 ±0.000054
0.15417 0.15417 0.15417
k = 5 0.15416 0.15413 0.15412
±0.000032 ±0.000044 ±0.000036
0.15417 0.15417 0.15417
tion results and approximation results for the effective abandonment fraction.
5.3 Staffing using the diffusion model
In this section, we would like to study an application of the diffusion model
to call center staffing.
Service Level
Consider an M/LN/n + GI/ queue, which has a Poisson arrival process, a
log-normal service time distribution with c2s = 1.52, and a patience time
distribution given by Example 5.1. In this queue, let the individual service
rate and arrival rate be fixed at µ = 1 and λ = 120, respectively. The
parameters of patience time distribution are taken to be γ = 5 and k = 5.
We would like to determine the minimum number of servers n that is
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required for less than 20% customers are delayed by 0.5 units of time. This
given delay in this example is one half of the mean service time, which is a
reasonable requirement because customer waiting times should be compara-
ble to service times in order for the queue to be in the ED regime.
Let W (∞) be the steady-state actual waiting time. Denote by (z, α)
the service level, i.e., the percentage of customers who wait more than z units
of time to receive service is less than α. The optimization problem can be
written in the following form
min n
s.t. P(W (∞) > z) ≤ α.
(5.14)
For any fixed number of servers, the traffic intensity ρ and the mean









When n < n0, w > z; otherwise w ≤ z.
The steady-state actual waiting time W (∞) is just the minimum of
V (∞) and the customer patience time. For z ≥ w,
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Fig. 5.2: The probability that the waiting time exceeds z = 0.5 in the M/LN/n+
GI queue with λ = 120, c2s = 1.52, µ = 1.0, and the patience time
distribution defined by Example 5.1 with k = 5 and γ = 5; simulation
results are compared with diffusion estimates.
For z < w, the percentage of delayed customers is



















We compare the estimates for the percentage of delayed customers with
simulation results in Figure 5.2, and find good agreement. To reach the
performance objective (0.5, 0.2), both the diffusion model and simulation
results recommend 109 servers.
Total Costs
A typical service-oriented call center addresses the operational efficiency as
the the staffing costs are usually greater than expenses of customer delay
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and abandonment (Whitt, 2006). We take an interest in finding the optimal
number of servers which minimizes the total costs.
Denote the cost of per customer delay per unit of time by c1, the cost of
per server per unit of time by c2, and cost of per customer abandonment per
unit of time by c3. Let Pn be the abandonment fraction. Then the objective
function can be written as
min
n∈Z+,n<λµ
Πn = c1λP(Wn > z) + c2n+ c3λPn. (5.17)









For any fixed number of servers, the percentage of delayed customers
can be estimated by (5.15) and (5.16). Since the staffing cost dominates
other expenses, we assume c2 > c1, c3. Let c1 = c3 = 1.0, c2 = 1.2 and
4.0, respectively. The total costs estimates are compared with simulation
results in Figure 5.3. To save the total costs, the estimates from the diffusion
model suggest 114 servers for c2 = 1.2 and 112 servers for c2 = 4.0, while the
simulation results recommend 115 and 112 servers, respectively. We can see
that when the staffing cost gets cheaper, it is better to add more servers. The
staffing costs will be compensated by reduced expenses of customer delay and
abandonment.
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Fig. 5.3: Total costs in the M/LN/n+ GI queue with λ = 120, µ = 1.0, c2s = 1.52,
c1 = c3 = 1.0 and the patience time distribution given in Example 5.1
with k = 5 and γ = 5; simulation results are compared with diffusion
estimates.
Smaller Systems
We have confirmed that the diffusion model is accurate for modeling large
call centers in the ED regime. We would like to study how effective the
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diffusion model is for modeling a queue with a moderate number of servers.
Let us consider an M/LN/n + GI/ queue, which has a Poisson arrival
process, a log-normal service time distribution with c2s = 1.52, and a patience
time distribution given by Example 5.1. The individual service rate is fixed
at µ = 1, and the parameters of patience time distribution are taken to be
γ = 5 and k = 5. We would consider two scenarios where the arrival rate is
λ = 50 and λ = 20, respectively.
For the first scenario λ = 50, Figure 5.4 compares diffusion approxima-
tions and simulations results for the percentage of delayed customers, and
find both recommending 46 servers. Figure 5.5 compares diffusion estimates

















Fig. 5.4: The probability that the waiting time exceeds z = 0.5 in the M/LN/n+GI
queue with λ = 50, µ = 1.0, c2s = 1.52 and the patience time distribution
defined by Example 5.1 with k = 5 and γ = 5; simulation results are
compared with diffusion estimates.
with simulations results for the total costs. The estimates from the diffusion
model suggest 48 servers for c2 = 1.2 and 47 servers for c2 = 4.0, while the
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Fig. 5.5: Total costs in the M/LN/n+ GI queue with λ = 50, µ = 1.0, c2s = 1.52,
c1 = c3 = 1.0 and the patience time distribution defined by Example 5.1
with k = 5 and γ = 5; simulation results are compared with diffusion
estimates.
simulation results recommend 49 and 47 servers, respectively. For the sec-
ond scenario λ = 20, the diffusion estimates and simulations results for the
percentage of delayed customers and total costs are compared by Figure 5.6
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Fig. 5.6: The probability that the waiting time exceeds z = 0.5 in the M/LN/n+GI
queue with λ = 20, µ = 1.0, c2s = 1.52 and the patience time distribution
given by Example 5.1 with k = 5 and γ = 5; simulation results are
compared with diffusion estimates.
and 5.7, respectively.
We can conclude that the diffusion estimates agree with the simulation
results in smaller systems.
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Fig. 5.7: Total costs in the M/LN/n+ GI queue with λ = 20, µ = 1.0, c2s = 1.52,
c1 = c3 = 1.0 and the patience time distribution given by Example 5.1
with k = 5 and γ = 5; simulation results are compared with diffusion
estimates.
6. CONCLUSION AND FUTURE WORK
This thesis proposed a diffusion model for the GI/GI/n + GI queue that
models call centers in the ED regime. Since delay announcements can cause
an upward jump in the patience time hazard rate after the announcement
time, we incorporated the patience time hazard rate in a neighborhood of
the mean virtual waiting time in the diffusion model. To obtain a one-
dimensional diffusion approximation for the virtual waiting time process, we
adopted a new patience time scaling approach which combines the space-time
scaling approach and the hazard rate scaling approach. Using this diffusion
model, we derived the steady-state distributions of virtual waiting time and
queue length, which in turn led to approximate formulas for performance
measures such as the service level and the effective abandonment fraction.
We further used the diffusion model to solve staffing problems.
The joint scaling approach allows us to simplify analysis when service
times follow a general distribution and to capture a rapid change in the
patience time hazard rate. In consequence, the diffusion limit and approx-
imate formulas include the patience time hazard rate in a neighborhood of
the mean virtual waiting time. These approximations are more general and
precise than those depending on the patience time distribution only through
a single point.
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Customers balking.
Customers who must wait before entering service receive announcements
upon their arrival. This type of announcement typically refers to the esti-
mated delay. We have considered a jump in patience time distribution around
the expected waiting time, while we have not considered another significant
impact of announcement on system performance. Customers receiving an-
nouncements upon arrival may choose to balk, which further results in less
waiting time without affecting system throughput (Armony et al., 2009). In
the future research, we may include balking in the diffusion model.
Let τ be the fixed estimated delay in the announcement. Given a delay
announcement of τ , we assume that an arriving customer balks with probabil-
ity B(τ) and that B is a CDF. Customers who do not balk will join the queue
and their patience times are also affected by the announced information τ .
Let H be the customer patience time distribution without delay announce-
ments. We assume that patience times with delay announcements follow a
conditional distribution H(t|τ), with H(0|τ) = 0 for each τ . To better char-
acterize the performance impact of delay announcements, it is important to
study how the delay τ affects customers balking and abandonment behavior
and what properties functions B and F have. An intuitive inference is that
customers get irritated once their waiting times reach the announced delay,
which may cause a rapid change in the patience time hazard rate.
Until now, we have considered announcements providing fixed estimated
delay. Announcements stating alternative real-time information is another
direction worthy of investigation. The information could be the delay of the
last customer to enter service, or the number of waiting customers ahead. We
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would also like to study the effects of a delay announcement which encourages
abandonment but also provides customers with the information about when
they can call back.
Time-varying arrivals.
In call centers, there is a large amount of daily traffic that is stochastic in
nature. We would like to extend the assumption of homogeneous arrival
process to non-homogeneous arrival process which refers to a time-varying
arrival rate. The staffing level is allowed to be adjusted in respond to changes
in demand. The many-server queue to be studied is denoted as Gt/GI/nt+GI,
where Gt and nt represent the time-varying arrival rate and staffing level
respectively. It is meaningful to establish a tractable model to approximate
this queue and determine time-dependent performance measures.
Sensitivity analysis.
The expected waiting time is not completely known. The announced ex-
pected waiting time may not be the actual mean waiting time. We will
consider the impact of a small perturbation of announced waiting time on
the approximation accuracy .
Customer strategies.
In our model, we consider that the expected delay is announced to customers
upon arrival so that they tend to abandon after the expected waiting time.
There is the chance that some customers become more strategic, knowing
that some customers might abandon around the mean waiting time. This
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may change the pattern. The most relevant references are as follows. Zohar
et al. (2002) and Armony et al. (2009) studied the effect of customer de-
lay expectations on the abandonment profile through a descriptive behavior
model and found an equilibrium where the actual delay coincides with the
expected(announced) delay. Other papers used a rational decision model to
capture the dependence of customer patience on expected wait; see Shimkin
and Mandelbaum (2004) and references therein. There are also some papers
considering strategic behavior of servers in large service systems (Gopalakr-
ishnan et al., 2014). However, to the best of our knowledge, there is no
framework for modeling customers strategies on patience times by deciding
whether or when to abandon during waiting. We look forward to exploring
this extension in the future work.
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