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a b s t r a c t
Realistic rendering of the organ surface appearance is necessary for high quality surgery
simulator. It can greatly enhance visual realism and hence the overall quality of the
VR simulators can be improved. This paper studied the realistic rendering methods
of the organ surface, including organ texture synthesis, texture mapping and lighting
computation for modelingmucous-covering of organ surfaces. Two different organ texture
synthesis methods were presented: procedural texture generation based on Perlin noise,
and applying an example synthesis based on an Ashikhmin algorithm. All kinds of
organ textures were synthesized effectively. With regard to the visibility of seams and
reducing the distortion, the created textures can be mapped to 3D mesh geometry
by mesh parameterization. Blending between the different textures of patches reduced
discontinuities. A kind of lighting computation method was described for modeling
translucent mucous covering, in which incoming light is decomposed into its two
components of surface reflection and sub-surface scattering that are then deal with
respectively. Experimental results show that the proposed method is both feasible and
effective.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Inminimal invasive surgery (MIS), virtual reality based systems are rapidly becoming an integral part of surgical training.
High-fidelity simulators offer the opportunity for safe, repeated practice and objective measurement of performance. They
provide an economical and time saving solution for acquiring, as well as assessing basic surgical skills. In particular, surgical
simulators are found to be valuable for training MIS procedures where the complexity of instrument controls, restricted
vision and mobility, difficult hand–eye co-ordination and the lack of tactile perception require a high degree of operator
dexterity. So, the development and research of VR simulator has received great attention and a wide range of VR simulator
systems have also been proposed and implemented in recent years.
Several academic projects have been carried out, for instance related to computer model of the thorax [1], shape
optimization for tumor location [2] and laparoscopic surgical procedures [3], and so on. A growing number of commercial
products are now available on the market. Although these simulators can accelerate the development of hand–eye skills,
there are serious shortcomings from the view point of the current technology, particularly in the visual realism that they
provided. Some surgery simulators only show organs with constant color or define colors at the mesh vertices whilst, and
the other surgery simulators show organs with a plastic-like surface appearance. These shortcomings affect seriously the
reality and immersion of virtual surgery. In fact, all organ surfaces are covered by somemicrostructure, namely organ texture
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Fig. 1. Candidate pixels are shown in the input image, and the gray area represents the completed portion.
whichprovides us information about the organ. For instance, fat, intestines, or liver all exhibits characteristic surface patterns
and color. Moreover, the variation of individual organ textures hints at possible pathological changes. So organ texture is
an important visual cue in surgery simulators. In addition, on top of the organ, there is a mucous layer which is wet and
semi-transparent which significantly influences the surface appearance. In order to enhance the visual realism of the organ
surface, this paper presents somemethods for organ texture generation and rendering ofmucous-covering on organ surfaces
and some case studies of examples.
The rest of the paper is arranged as follows. In the next section, the algorithm and mapping function for the texture
generation of the organ surface are studied. Then, the light computationmethod for the organ surfacewithmucous covering
is proposed, some computation examples are provided. Finally, the main conclusions of the paper are summarized.
2. Texture generation of the organ surface
Themost basic approach for creating organ textures suggested in the past is direct texture painting. This usually requires
a medical illustrator to manually draw the texture with the help of appropriate tools. In addition, the direct painting of
textures does not meet the requirements of variable training scene generation, since a new texture would have to be
created or adapted for every new organ. More advanced approaches proposed to draw textures directly in 3D. Directly
obtaining 3D textures avoids several texturing problems encountered in 2D approaches. The most significant advantage is
the circumvention of the surface mapping step. While high texture detail might be achievable with such an approach, its
costly and time consuming nature prohibit its real time use in surgical simulators. In this sense, 2D approaches appear to
be more flexible. Generation of organ textures with 2D approaches include two main steps: texture synthesis and texture
mapping.
2.1. Texture synthesis based on an Ashikhmin algorithm
Paget et al. [4] used a so-called fast non-parametric texture synthesis approach to obtain the required organ texture
images. This approach is computationally expensive. Here, we use a very simple texture algorithm to synthesize organ
texture. This algorithm is based on an Ashikhmin algorithm [5]. Organ texture synthesis is accomplished by generating the
output image pixel by pixel in scan line order, choosing at each step a pixel from the input image whose neighborhood is
most similar with respect to a specified measure to the currently available neighborhood in the texture being synthesized.
The similarity of two neighborhoods N1 and N2 is computed according to the distance between them which is a sum over
all pixels in the neighborhood of squared differences of pixel values at a particular position:
D(N1,N2) =

p in N
{(R1(p)− R2(p))2 + (G1(p)− G2(p))2 + (B1(p)− B2(p))2} (1)
where R, G and B are pixel values at position p in red, green and blue channels respectively, subscript 1 refers to the input
image, subscript 2 refers to the output image.
It is very important and reasonable to assume that pixels from the input sample that are appropriately ‘‘shifted’’ with
respect to pixels already used in synthesis arewell-suited to fill in the current pixel.We use an L-shaped neighborhood. Each
pixel in the current neighborhood generates a ‘‘shifted’’ candidate pixel (black) according to its original position (hatched)
in the input texture (see Fig. 1). For clarity, a smaller L-shaped neighborhood than the usual neighborhood is shown in
Fig. 1.
2.2. Texture synthesis based on the Perlin noise method
We also use procedural texturing based on the Perlin noise method to synthesize organ texture. The Perlin noise
method [6] is amethod of generating noisewith the features of randomness and self-similarity, it can be used for simulation,
for example marble, clouds, water, terrain and other textures. As the organ surface texture also has the traits of similarities
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and has characteristics of randomness, it therefore makes sense to try to simulate the organ texture with Perlin noise. With
this approach, problems with texture memory or bandwidth limitations can be avoided. Moreover, due to the procedural
design, texture resolution is infinite. In general, creating the classic Perlin noise functions requires three functions, namely,
a noise function, an interpolation function and a smooth function. The noise function uses an integer as an input parameter,
then returns a random number associated with it. To connect these isolated points it is necessary to use the interpolation
function. There are three kinds of interpolation methods: linear interpolation, cosine interpolation and cubic interpolation.
Linear interpolation is a simple algorithm, and it would be usable if you were only trying to do Perlin noise in real-time.
Cosine interpolation gives a much smother curve than linear interpolation. Cubic interpolation gives very smooth results,
but we need pay for it in speed. Aside from interpolation, we can also smooth the output of the noise function to make it
less random looking, and also fewer squares in the 2D and 3D versions. Smoothing is done much as you would expect. If we
take lots of such smoothing functions, with various frequencies and amplitudes, we can add them all together to create a
nice noisy function, namely, the Perlin noise function. The Perlin noise function is described as follows:
PerlinNoise(x, y) =
N
i=1
Noisei(x, y) (2)
where i denotes the i-th noise function to be added. Here we describe the noise functions using the pseudocode. If we use
the Cosine interpolation function, the relevant source programs are as follows.
(1) 2D Noise function
2D Function Noise (integer x, integer y)
n = x+ y ∗ 57;
n = (n << 13)n;
return (255 ∗ ((n ∗ (n ∗ n ∗ 15731+ 1376312589)+ 1376312589)&0x7fffffff)/(2 ∗ 1073741824.0f));
End function
All of those big numbers in 2D Noise function are the prime numbers. We could just use some other prime numbers of a
similar size.
(2) Interpolation function
Function Cosine_Interpolate (a, b, x)
ft = x ∗ 3.1415927;
f = (1− cos(ft)) ∗ 0.5;
return a ∗ (1− f )+ b ∗ f ;
End function
(3) Smooth function
Function SmoothNoise_2D(x, y)
corners = (Noise(x− 1, y− 1)+ Noise(x+ 1, y− 1)+ Noise(x− 1, y+ 1)+ Noise(x+ 1, y+ 1))/64;
sides = (Noise(x− 1, y)+ Noise(x+ 1, y)+ Noise(x, y− 1)+ Noise(x, y+ 1))/32;
center = Noise(x, y)/16;
return corners+ sides+ center;
End function.
2.3. Texture mapping
After the texture of organ was synthesized, what remains to be done is the mapping of the texture to organ geometries.
The most general method is to project the texture onto the object using an intermediate 3D shape like a box or a cylinder.
But distortions are inevitable when mapping from 2D texture patches with zero curvature to 3D organ with complicated
surfaces. So a method has to be found to minimize these distortions. In this paper, we present a texture mapping approach
based on parameterization. The approach contains two major steps aiming at distortion minimization and seams; namely,
mesh cutting and optimal parameterization, blending along seams. For texture mapping, the organ meshes have to be
parameterized. For parameterizing arbitrary meshes, a popular technique is to build texture atlases. The target surface is
first partitioned into a set of charts which are parameterized and packed into the texture domain. Here, we use the method,
called iso-charts [7] to create texture atlases on arbitrary meshes. It is necessary first to consider stretch not only when
we parameterize charts, but also when we form the charts. The output atlas bounds stretch by a user-specified constant,
allowing the user to balance the number of charts against their stretch. This approach combines two techniques: stretch-
minimizing parameterization, based on the surface integral of the trace of the local metric tensor, and the ‘‘isomap’’ or
MDS (multi-dimensional scaling) parameterization, based on an eigen-analysis of the matrix of squared geodesic distances
between pairs of mesh vertices. We apply the graph cut algorithm in optimizing chart boundaries to further minimize
stretch, follow sharp features, and avoid meandering. Fig. 2 shows the texture atlases of the liver.
Due to the selected approach, texture discontinuities exist along the cut seams of themesh. Although the number, length,
and visibility of the seams have beenminimized, these discontinuities still produce unwanted visual artifacts. We can apply
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Fig. 2. The liver model and its texture atlases.
Fig. 3. Blending across mesh boundaries.
(a) Before blending. (b) After blending.
Fig. 4. The comparison between before and after blending.
the blending method based on weight interpolation to reduce these artifacts. Supposing δ is the width of the neighbor area
along seams, P1(u1, v1) and P2(u2, v2) are two symmetrical pixels about the seam, d is the distance from P1(u1, v1) and
P2(u2, v2) to the seam, the process of the interpolation is as shown in Fig. 3.
The color value can be calculated as follows:
Color ′1(u1, v1) = f (d)Color1(u1, v1)+ [1− f (d)]Color2(u2, v2)
Color ′2(u2, v2) = f (d)Color2(u2, v2)+ [1− f (d)]Color1(u1, v1) (3)
where Color1(u1, v1) and Color2(u2, v2) are the color values of points P1, P2 in old texture; Color ′1(u1, v1) and Color
′
2(u2, v2)
the color values of points P1, P2 in new texture after weighted interpolating; f (d) is the weighted function. f (d) should be
monotonically increasing function of d and its expression is as
f (d) =

1 · · · d = δ
0.5+ d
2δ
0 < d < δ
0.5 · · · d = 0.
(4)
Fig. 4 shows the contrast before and after blending, (a) is the result before blending, and (b) is the result after blending.
We can see that the seams are not obvious after blending.
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3. Light computation of organ surface with mucous layer
On top of the organ, there is a mucous layer which is wet and semi-transparent. It significantly influences the surface
appearance by reflecting and scattering incoming light rays. In order to simulate the effect of this mucous layer, we
decompose the incoming light into two components, the surface specular reflectance and subsurface scattering. Each
component is handled with different methods. For the specular highlight, we use a 2D noise function to create a height
map, and convert it to a normal map which is used to disturb the surface normals. Then we use a Blinn–Phong model [8]
to compute the specular light contribution with these surface normals. For the subsurface scattering component, we only
consider the multiple scattering. We use Jensen’s dipole source approximation [9] and do the computation in image-space.
3.1. Computation of specular highlight
Because of thewetmucous layer, the surface of the tissue often has small-scale bumpy features. Bumpmapping combines
per-fragment lighting with surface normal perturbations supplied by a texture, which can simulate lighting interactions on
bumpy surfaces. With bumpmapping, we can capture the detailed surface features that influence an object’s lit appearance
in a texture instead of actually increasing the object’s geometric complexity. Correct bump mapping requires that the light
vector and the half-angle vector share a consistent coordinate system with the normal vectors in the normal map. It does
not matter what coordinate system you choose, as long as you choose it consistently for all vectors in the lighting equations.
Here we use the Blinn–Phongmodel to compute the specular highlight. The program requires a unique, non-overlapping
texture coordinate for each vertex of the model. We use the UVAtlas APIs offered by the DirectX Software Development
Kit, which generate a texture atlas by partitioning a surface into charts and packing the charts into a texture atlas. The
computation steps of specular highlight are as follows.
(1) Create a height map with 2D Perlin noise. Convert the height map to a normal map.
(2) Construct the rotation matrix that is used to transform each object-space light and half-angle vector into the texture
space so that they can share a consistent coordinate system with the normal vectors in the normal map.
(3) Use the vectors to perform the specular highlight computation.
3.2. Computation of subsurface scattering
The surface of the organ is translucent. Translucent materials exhibit subsurface scattering, in which light entering at
a certain point gets transmitted inside the medium and exits at a different location. Our algorithm employs the BSSRDF
(bidirectional surface scattering reflectance distribution function) model [10] for computing the subsurface scattering.
This model accounts for light transport between different locations on the surface, and it simulates both the directional
component (due to single scattering) as well as the diffuse component (due to multiple scattering). For highly scattering,
optically thickmaterials, the BSSRDF, S(xi,−→ωi , x0,−→ω0), is approximated as a sum of a single scattering term S(1) and a diffuse
multiple scattering term is defined as
Sd : S(xi,−→wi , xo,−→wo) = S(1)(xi,−→wi , xo,−→wo)+ Sd(xi,−→wi , xo,−→wo). (5)
Here we only consider the BSSRDF’s multiple scattering term which accounts for the diffusion of light inside the material.
For highly scattering translucent materials, it is sufficient to only consider the BSSRDF’s diffuse multiple-scattering term.
Although an analytic solution formultiple scattering is not known, it can be estimated using the dipole source approximation
defined by Jensen [9] as follows
Sd(xi,−→ωi , xo,−→ωo) = 1
π
Ft(η,−→ωi )Rd(||xi − xo||)Ft(η,−→ω o) (6)
where Ft is the Fresnel transmittance at the entry and exit points xi and x0, η is relative refraction index,−→ωi and−→ω0 indicate
incident and exiting light direction, Rd is defined by a diffusion dipole:
Rd(r) = α
′
4π

Zr

σtr + 1dr

e−σtrdr
d2r
+ Zv

σtr + 1dv

e−σtrdv
d2v

(7)
where α′ = σ ′s/σ ′t is the reduced albedo to be obtained from the reduced scattering and extinction coefficients, and
σtr =

3σaσ ′t is the effective extinction coefficient. The dipole approximation treats the multiple scattering contribution to
a point x0 of an incoming light ray at the point xi as illumination from a pair of real–virtual light sources placed below and
above the surface at distances zr and zv , respectively (see Fig. 5). dr and dv are respectively the distances from xo to the real
and virtual dipole lights. The expressions to compute these distances are as follows (see Table 1).
dr =

r2 + z2r , dv =

r2 + z2v , r = ||x0 − xi||, zr =
1
σ ′t
, zv =

1+ 4A
3

/σ ′t ,
A = (1+ Fdr)
(1− Fdr) , Fdr =
−1.44
η2
+ 0.71
µ
+ 0.0668+ 0.0636η. (8)
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Fig. 5. Jensen’s dipole model for multiple scattering [9].
Table 1
Symbols in the multiple scattering computation using the
dipole source BSSRDF model.
Symbol Description
g Average cosine of scattering angle
σs Scattering coefficient
σa Absorption coefficient
σ ′s Reduced scattering coefficient = (1− g) σs
σt Extinction coefficient = σa + σs
σ ′t Reduced extinction coefficient = σa + σ ′s
Note that Rd is simply a function of the distance between the incoming and outgoing points, xi and x0. Therefore, for a
given material with known absorption and scattering coefficients, Rd can be computed and stored as a lookup table indexed
by distance. But in order to computing the outgoing radiance at x0, we still should compute the area integration, which is
very costly. Here we use an image-space algorithm [10] to accelerate the area integration. The proposed algorithm is as
follows.
(1) Compute Rd in (7) and store it into a texture as a lookup table indexed by distance.
(2) Render the object in light view to obtain sample points xi on the surface that receives light, and then write the world
coordinates of xi and its light intensity received from light into two float textures.
(3) Render the object from the view point, and write the world coordinate of each visible vertex into a float texture.
(4) For each vertex in (2), splat the color to the vertices around it by rendering screen-aligned quads. Write the result into
a scatter texture.
(5) Final rendering with the scatter texture generated in step (4) and specular highlight contribution computed in the
previous section.
4. The experiment results
We implement our algorithms using NVIDIA Cg and OpenGL on CPU Pentium4 3.0G with 2G RAM, NVIDIA GeForce 9500
GT graphics hardware. Fig. 6 shows two liver texture synthesis results based on the Ashikhmin algorithm. In Fig. 6, the input
sample images on the left side come from the computer vision laboratory, ETH Zurich [11], its sizes are 64 × 35, and the
images on the right side are output results by ourmethod, sizes are 256×256. The running time is about 0.16 s, the different
output sizes and the synthesis time (in second) are listed in Table 2. From Table 2, we notice that output size affects synthesis
time obviously. The larger the output size, the longer the synthesis time will be. We also simulate abdominal organs, like
liver, intestine and fatty texture based on Perlin noise. Fig. 7 shows the results of texture synthesis based on Perlin noise.
Fig. 8 shows the result of texture mapping, where the model geometries are obtained from CT images. Fig. 9 shows the
simulation result of the wet mucous layer on liver surface. The model of liver has 86,530 vertices and a regular frame rate
of 75 fps is obtained.
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(a) Real texture. (b) Synthesis results. (a) Real texture. (b) Synthesis results.
Fig. 6. The results of liver texture synthesis based on the Ashikhmin algorithm.
Table 2
The same input size, different output
sizes and synthesis time (in seconds).
Input size Output size Time
64× 64
84× 84 0.028
104× 104 0.041
124× 124 0.058
144× 144 0.072
164× 164 0.088
184× 184 0.099
204× 204 0.113
224× 224 0.128
244× 244 0.143
256× 256 0.157
(a) The real pathological
liver texture.
(b) The simulation result of
pathological liver.
(c) The real intestinal texture. (d) The simulation result of
intestinal texture.
Fig. 7. The simulation results based on Perlin noise.
Fig. 8. The result of texture mapping.
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Fig. 9. The rendering effect of wet mucous layer on liver surface.
5. Conclusions
Providing realistic visual information is indispensable in surgery simulator. In this paper, we present some algorithms to
render the appearance of the organ surface. First, we have presented two different texture synthesis methods: procedural
texture generation based on Perlin noise, and applying example synthesis based on the Ashikhmin algorithm. We may
use Perlin noise to generate simple organ textures. The main drawback of the method is the nonintuitive control of the
algorithms. Manual tuning is required to set the parameters of the noise functions, as well as specifying the correct RGB
values to use for interpolation. For complex texture, we can apply example synthesis based on the Ashikhmin algorithm.
The key advantages of our texture synthesis algorithm are quality and speed: the quality of the synthesized textures is
equal to or better than those generated by previous techniques, while the computation speed is verymuch faster than those
approaches that generate comparable results to our algorithm. Thereafter, the created textures are mapped to the 3D mesh
geometries. This is done bymesh parameterization,which takes into account the visibility of seams and distortion reduction.
Textures are blended across seams to reduce boundary artifacts. Finally, the wet mucous layer on organ surface is simulated
by lighting computation. Thismethod effectively avoids the problemof plastic-like surface appearance and provides realistic
specular highlights. These presented algorithms can enhance significantly the visual realism in surgery simulator. Future
research is an image-based rendering method. Image-based modeling and rendering is a promising technique in that it
attains photorealistic visual feedback while maintaining interactive response.
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