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ABSTRACT
We present a characterization of orthogonally additive polynomials on vector
lattices as orthosymmetric multilinear maps. Our proof avoids partitionaly orthosymmetric
maps and results that represent orthogonally additive polynomials as linear maps on a power.
We also prove band characterizations for order bounded polynomial valuations and for order
continuous polynomials of order bounded variation. Finally, we use polynomial valuations
to prove that a certain restriction of the Arens extension of a bounded orthosymmetric
multilinear map is orthosymmetric.
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I. INTRODUCTION
We consider vector lattices, which are a special type of ordered vector space.
Definition 1.1. A real vector space E is called an ordered vector space if it is equipped with
a partial ordering ≤ that satisfies the following properties.
(i) x ≤ y implies x + z ≤ y + z for every z ∈ E.
(ii) x ≤ y implies αx ≤ αy for every α ≥ 0 in R.
Let E be an ordered vector space. For a nonempty subset A of E and x0 ∈ E, we call x0 an
upper bound of A if y ≤ x0 for all y ∈ A. An upper bound x0 of A such that x0 ≤ z for any
other upper bound z of A is called the least upper bound of A. We define lower bound and
greatest lower bound similarly. We denote the least upper bound of A and greatest lower
bound of A, if they exist, by supA and infA, respectively. In particular, if A = {x, y} for
some x, y ∈ E, then we denote supA by x ∨ y and infA by x ∧ y.
Definition 1.2. An ordered vector space E in which x∨ y, x∧ y ∈ E for all x, y ∈ E is called
a vector lattice.
Let E be a vector lattice. For x ∈ E, let ∣x∣ ∶= x ∨ −x. We denote the set of all x ∈ E such
that x ≥ 0 by E+.
Definition 1.3. Let E be a vector lattice.
(i) We call E Archimedean if inf { 1nx ∶ n ∈ N} = 0 in E for each x ∈ E+.
(ii) A vector lattice in which every nonempty subset that is bounded above has a supremum
is called Dedekind complete.
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For the rest of this dissertation, we will assume that all vector lattices are Archimedean.
Definition 1.4. ([40], Section 2) Let E1, ...,Es, and F be vector lattices. An s-linear map
T ∶E1 × ... ×Es → F is called positive if T (x1, ..., xs) ∈ F + whenever xi ∈ E+i (i ∈ {1, ..., s}). An
s-linear map that is a difference of two positive maps is called regular.
Let E be a vector lattice. For x, y ∈ E, we write xy to denote that ∣x∣∧ ∣y∣ = 0. The following
definition was first given by Buskes and van Rooij in [15] for s = 2.
Definition 1.5 ([10], Section 2). Let E be a vector lattice and let V be a vector space. Let
s ≥ 2. An s-linear map T ∶E × ... ×E → V is called orthosymmetric if T (x1, ..., xs) = 0 for all
x1, ..., xs ∈ E for which there exist i, j ∈ {1, ..., s} such that xixj.
Example 1.6. Let s ≥ 2 and let fi ∈ C[0,1] (i ∈ {1, ..., s}). Note that if there exists some
i, j ∈ {1, ..., s} such that fifj = 0, then f1⋯fs = 0. Thus, the multiplication
C[0,1] × ... ×C[0,1]→ C[0,1] defines an orthosymmetric positive s-linear map.
Let V and W be vector spaces. For s ≥ 2, define ∆∶V → V × ... × V´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s times
by ∆(x) = (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s times
)
for all x ∈ V . For s = 1, define ∆ to be the identity map. A map P ∶V → W is called
an s-homogeneous polynomial if there exists an s-linear map T ∶V × ... × V → W such that
P = T ○∆.
Definition 1.7 ([19], p. 6). Let V and W be vector spaces. An s-linear map T ∶V ×...×V →W
for which T (x1, ..., xs) = T (xσ(1), ..., xσ(s)) for all xi ∈ V (i ∈ {1, ..., s}) and permutations σ of{1, ..., s} is called symmetric.
For an s-homogeneous polynomial P ∶V →W , we denote the unique symmetric s-linear map
T ∶V × ... × V →W such that P = T ○∆ by Pˇ (Theorem 2.17).
Orthogonally additive s-homogeneous polynomials on vector lattices are introduced by
Sundaresan in [41].
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Definition 1.8. Let E be a vector lattice and let V be a vector space. A map M ∶E → V is
called orthogonally additive if
M(x + y) =M(x) +M(y)
for all x, y ∈ E with xy.
There is a natural correspondence between 2-homogeneous orthogonally additive polynomials
and orthosymmetric bilinear maps. Indeed, let V be a vector space, E a vector lattice,
and T ∶E ×E → V an orthosymmetric bilinear map. Define the 2-homogeneous polynomial
PT ∶E → V by PT (x) = T (x,x) for all x ∈ E. Let x, y ∈ E with xy. Note that
PT (x + y) =T (x + y, x + y)
=T (x,x) + T (x, y) + T (y, x) + T (y, y)
=T (x,x) + T (y, y)
=PT (x) + PT (y).
Hence, PT is orthogonally additive. Conversely, if P ∶E → V is an orthogonally additive
2-homogeneous polynomial, then
Pˇ (x, y) =P (x + y) − Pˇ (x,x) − Pˇ (y, y) − Pˇ (y, x)
=P (x) + P (y) − P (x) − P (y) − Pˇ (x, y)
= − Pˇ (x, y).
Thus, Pˇ (x, y) = 0. That is, Pˇ is orthosymmetric. Hence, a 2-homogeneous polynomial
P ∶E → V is orthogonally additive if and only if Pˇ is orthosymmetric. For a general s ≥ 2,
the correspondence between orthosymmetric s-linear maps and orthogonally additive poly-
nomials is less apparent.
Loane was the first author who investigated the correspondence between orthosymmetric
s-linear maps and orthogonally additive s-homogeneous polynomials. He proved the follow-
ing.
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Proposition 1.9 ([31], Proposition 4.38). Let E be a vector lattice. Let s ≥ 2. Let P ∶E → R
be an s-homogeneous polynomial. Then P is orthogonally additive if and only if
Pˇ (f, ..., f´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k
, g, ..., g´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s−k
) = 0 (⋆)
whenever f, g ∈ E with f ∧ g = 0 and 1 ≤ k ≤ s − 1.
Note that every orthosymmetric s-linear map satisfies (⋆).
Linares also investigated the correspondence between orthosymmetric s-linear maps and
orthogonally additive polynomials. He presented an incomplete proof of the following result.
Theorem 1.10 ([30], Theorem 3.2.9). Let E and F be vector lattices. Let s ≥ 2. Let
P ∶E → F be a positive s-homogeneous polynomial. Then P is orthogonally additive if and
only if Pˇ is orthosymmetric.
Linares’ argument for Theorem 1.10 hinges on the following theorem by Benyamini, Lasalle,
and Llavona.
Theorem 1.11 ([7], Theorem 2.3). Let X be a compact Hausdorff space and let Y be a
Banach space. If P ∶C(X) → Y is an orthogonally additive norm bounded s-homogeneous
polynomial, then there exists a bounded linear map B∶C(X)→ Y such that
P (f) = B(f s) (f ∈ C(X)).
In an effort to present a proof of Theorem 1.10 that avoids an argument via a result that
represents orthogonally additive polynomials as linear maps on a power (such as Theorem
1.11), Linares introduced partitionally orthosymmetric maps.
Definition 1.12 ([30], Definitions 3.2.10 and 3.2.11). Let E be a vector lattice and let V be
a vector space.
(i) We call x1, ..., xs ∈ E partitionally disjoint if there exists a partition I1, ..., Im (2 ≤m ≤ s)
of {1, ..., s} such that xikxil for all ik ∈ Ik and il ∈ Il (k, l ∈ {1, ...,m}, k ≠ l).
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(ii) An s-linear map T ∶E × ... ×E → V is called partitionally orthosymmetric if
T (x1, ..., xs) = 0 for all x1, ..., xs ∈ E such that x1, ..., xs are partitionally disjoint.
Linares used partitionally orthosymmetric maps as an intermediary between orthosymmet-
ric maps and orthogonally additive polynomials. For vector lattices E and F , he proved
that a symmetric s-linear map T ∶E × ...×E → F is partitionally orthosymmetric if and only
if T possesses the property (⋆) from Proposition 1.9 (Lemma 3.2.12 of [30]). As a conse-
quence, Linares showed that a positive s-homogeneous polynomial P ∶E → F is orthogonally
additive if and only if Pˇ is partitionally orthosymmetric. In addition, he proved that every
positive partitionally orthosymmetric map is orthosymmetric (Theorem 3.4.6 of [30]). In
communication with Buskes, Linares inquired whether it is possible to directly prove the
correspondence between orthosymmetric maps and orthogonally additive polynomials with-
out the use of partitionally orthosymmetric maps. In this dissertation, we present a positive
answer to his question.
Subsequent to Linares’ proof of Theorem 1.10, other authors, including Ben-Amor ([6],
Theorem 18), Bu and Buskes ([12], Lemma 5), Kusraeva ([29], Lemma 4), and Toumi ([44],
Proposition 2), have investigated the correspondence between orthosymmetric maps and
orthogonally additive polynomials in either the same or more general setting.
We present a generalization of Theorem 1.10 (see Theorem 3.21). In contraposition to
the proofs of the above mentioned results, our proof uses neither a result that linearizes
orthogonally additive polynomials (such as Theorem 1.11) nor partitionally orthosymmetric
maps. For our arguments, we consider valuations, which were introduced by Bauer.
Definition 1.13 ([5], Section 1). Let E be a vector lattice and let V be a vector space. A
map M ∶E → V is called a valuation if
M(x) +M(y) =M(x ∨ y) +M(x ∧ y) (x, y ∈ E).
For a vector lattice E and vector space V , we prove that an s-homogeneous polynomial
P ∶E → V is a valuation if and only if Pˇ is orthosymmetric (Theorem 3.9). This result
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plays a central role in our proof of the correspondence between orthosymmetric maps and
orthogonally additive polynomials (Theorem 3.21). Our use of valuations also goes beyond
Theorem 3.21. Indeed, polynomial valuations play a major role in the proof of one of our
other major results (Corollary 5.18).
In Chapter IV, we consider maps of order bounded variation on vector lattices (Definitions
4.1, Definition 4.11). We prove that every polynomial of order bounded variation has an
orthogonally additive component (Theorem 4.15). In addition, we derive a formula for the
orthogonally additive component of an s-homogeneous polynomial of order bounded variation
(Theorem 4.19). We also prove a similar band characterization for the order continuous
s-homogeneous polynomials of order bounded variation (Theorem 4.30, Corollary 4.31).
In Chapter V, we prove that, for vector lattices E and F , the restriction of the Arens
extension of an s-homogeneous polynomial of order bounded variation P ∶E → F to (E∼)∼n
is order continuous (Definition 5.2, Theorem 5.16). We also prove that the restriction of
the Arens extension of an orthosymmetric order bounded s-linear map T ∶E × ... ×E → F to(E∼)∼n × ... × (E∼)∼n is orthosymmetric (Definition 5.2, Theorem 5.17, Corollary 5.18).
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II. PRELIMINARY MATERIAL
Let E,E1, ...,Es, and F be vector lattices. For x, y ∈ E such that x ≤ y, we call[x, y] ∶= {z ∈ E ∶ x ≤ z ≤ y} an order interval. A subset of a vector lattice is called order
bounded if it is contained in an order interval.
Definition 2.1. ([42], p. 4) Let E1, ...,Es, and F be vector lattices. An s-linear map
T ∶E1 × ... ×Es → F for which T (A1, ...,As) is an order bounded subset of F whenever Ai is
an order bounded subset of Ei (i ∈ {1, ..., s}) is called order bounded.
We denote the set of all order bounded s-linear maps and the set of all regular s-linear
maps E1 × ... ×Es → F by Lb(E1, ...,Es;F ) and Lr(E1, ...,Es;F ), respectively. For x ∈ E+, a
partition of x is a finite sequence of elements of E+ whose sum is equal to x. We denote the
set of all partitions of x by Πx. For convenience, we will often denote (a1, ..., as) ∈ Πx by a.
Theorem 2.2 ([25], Section 2). Let E be a vector lattice and let F be a Dedekind complete
vector lattice. Then Lb(E;F ) is a Dedekind complete vector lattice. In addition,Lb(E;F ) = Lr(E;F ) and if T ∈ Lb(E;F ), then
∣T ∣(x) = sup{ n∑
k=1 ∣T (ak)∣ ∶ a ∈ Πx} (x ∈ E+).
We also consider various vector subspaces of vector lattices.
Definition 2.3 ([47], Definition 7.1). Let A be a vector subspace of a vector lattice E.
(i) We call A a vector sublattice of E if x ∨ y, x ∧ y ∈ A for all x, y ∈ A.
(ii) We say that A is an ideal of E if y ∈ A and ∣x∣ ≤ ∣y∣ implies x ∈ A.
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A vector subspace A of E is a vector sublattice of A if and only if ∣x∣ ∈ A whenever x ∈ A.
Every ideal in E is a vector sublattice of E.
Definition 2.4 ([47], Definition 7.1). Let E be a vector lattice. An ideal A of E such that
D ⊆ A and x = supD implies x ∈ A is called a band in E.
Let E be a vector lattice. For a nonempty subset A of E, let
Ad ∶= {x ∈ E ∶ xy for all y ∈ A}. A band B of E such that E = B ⊕Bd is called a projection
band. If B is a projection band in E, then each x ∈ E has a unique decomposition of the
form x = x1 +x2, where x1 ∈ B and x2 ∈ Bd. We call x1 and x2 the components of x in B and
Bd, respectively.
Theorem 2.5 ([47], Theorem 11.4). Let E be a vector lattice and let B be a projection band
in E. If x ∈ E+, then
x1 ∶= sup{y ∈ B ∶ 0 ≤ y ≤ x}
is the component of x in B.
If every band in E is a projection band, then E is said to have the projection property. Every
Dedekind complete vector lattice has the projection property.
Definition 2.6. ([40], Section 2) Let E1, ...,Es, and F be vector lattices and let
T ∶E1 × ... ×Es → F be an s-linear map. We call T a lattice s-morphism if∣T (x1, ..., xs)∣ = T (∣x1∣, ..., ∣xs∣) for all xi ∈ Ei (i ∈ {1, ..., s}). A lattice s-morphism for which
s = 1 is referred to as a lattice homomorphism.
Theorem 2.7 ([47], Exercise 19.9). If T ∶E → F is a lattice homomorphism and if B is a
projection band in E, then T (E) is a projection band in F . In particular, if E is Dedekind
complete and if B is a band in E, then T (B) is a projection band in F .
A bijective lattice homomorphism is called a lattice isomorphism. We call two vector
lattices E and F lattice isomorphic if there exists a lattice isomorphism E → F . We write
E ≅ F to denote that E and F are lattice isomorphic.
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Theorem 2.8 ([2], Theorem 2.24). If E is a vector lattice, then there exists a unique (up to
lattice isomorphism) Dedekind complete vector lattice Eδ for which the following hold.
(i) E is lattice isomorphic to a vector sublattice A of Eδ.
(ii) For each x ∈ Eδ, we have that x = sup{y ∈ A ∶ y ≤ x} = inf{z ∈ A ∶ x ≤ z}.
In the setting of the above theorem, we call Eδ the Dedekind completion of E. We say that
a vector subspace A of a vector lattice E majorizes E if for each x ∈ E there exists some
y ∈ A such that x ≤ y. If E is a vector lattice, then E majorizes Eδ.
Let E be a vector lattice. We denote the set of all real valued order bounded linear maps
on E by E∼. In the following example, E∼ is trivial.
Example 2.9. If 0 < p < 1, then Lp[0,1]∼ = {0}.
A directed set is a nonempty set A that is equipped with a reflexive and transitive relation≤ such that for all a, b ∈ A there exists some c ∈ A for which a ≤ c and b ≤ c. For a directed
set A and vector lattice E, we call a function x∶A→ E a net. For α ∈ A, we denote x(α) by
xα. We write (xα)α∈A in lieu of x.
A net (xα)α∈A is called decreasing if xα ≤ xβ whenever β ≤ α. A net (xα)α∈A in E is
called increasing if xβ ≤ xα whenever β ≤ α. For a decreasing net (xα)α∈A, we write xα ↓ x
to denote that inf xα = x. Similarly, for an increasing net (xα)α∈A, we write xα ↑ x to denote
that supxα = x.
Definition 2.10 ([1], Definition 1.2). Let E be a vector lattice. We say that a net (xα)α∈A
converges in order to x if the following hold.
(i) There exists a net (yβ)β∈B in E such that yβ ↓ 0.
(ii) For each β there exists some α0 ∈ A such that ∣x − xα∣ ≤ yβ whenever α ≥ α0.
We write xα → x to denote that xα converges in order to x. If xα ↑ x or if xα ↓ x, then
xα → x.
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Definition 2.11. Let E and F be vector lattices. A linear map T ∶E → F for which T (xα)→
T (x) whenever xα → x is called order continuous.
For vector lattices E and F , we denote the set of all order bounded order continuous maps
E → F by Ln(E;F ). We denote the set of all order continuous maps in E∼ by E∼n.
Theorem 2.12 ([47], Theorem 22.2). If E is a vector lattice and if F is a Dedekind complete
vector lattice, then Ln(E;F ) is a band in Lb(E;F ).
Definition 2.13 ([47], p. 49). Let (xn)n∈N be a sequence in E.
(i) We say that (xn)n∈N converges relatively uniformly to x ∈ E if there exists some u ∈ E+
such that for any  > 0 there exists some N ∈ N for which ∣x − xn∣ ≤ u for all n ≥ N .
(ii) We call (xn)n∈N uniformly Cauchy if there exists some u ∈ E+ such that for any  > 0
there exists some N ∈ N for which ∣xm − xn∣ ≤ u for all m,n ≥ N .
A vector lattice is uniformly complete if every uniform Cauchy sequence converges. A vector
sublattice A of a vector lattice E is relatively uniformly dense in E if for every x ∈ E there
exists a sequence (xn)n∈N in A and some u ∈ A such that xn → x relatively uniformly with
respect to u.
A lattice ordered algebra is a vector lattice A that posses an associative multiplication
such that xy ≥ 0 whenever x, y ∈ E+.
Definition 2.14 ([8], p. 4260). Let A be a lattice ordered algebra and let x, y, z ∈ A.
(i) We call A an f-algebra if x ∧ y = 0 and z ∈ A+ imply xz ∧ y = zx ∧ y = 0.
(ii) We say that A is an almost f-algebra if x ∧ y = 0 implies xy = 0.
We call e ∈ E+ an order unit if for every f ∈ E+ there exists some n ∈ N such that f ≤ ne. The
following theorem states that every vector lattice with an order unit is lattice isomorphic to
a space of continuous functions.
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Theorem 2.15 (Kakutani-Krein-Yosida Representation Theorem). Let E be a vector lattice.
If E possesses an order unit, then there exists a compact Hausdorff space X such that E is
lattice isomorphic to a relatively uniformly dense vector sublattice of C(X).
A constructive alternative to Theorem 2.15 via so-called small vector lattices is given by
Buskes and van Rooij in [14].
Theorem 2.16 ([14], Theorem 2.4). Let E be a vector lattice with order unit. If E is
countably generated as a vector lattice, then there exists a compact metric space K such that
E is lattice isomorphic to a relatively uniformly dense vector sublattice of C(K).
Next, we consider s-homogeneous polynomials. The formula in the next theorem recovers
symmetric multilinear maps from s-homogeneous polynomials.
Theorem 2.17 ([32], Section 2). (Mazur-Orlicz Polarization Formula).
Let V and W be vector spaces. If P ∶V →W is an s-homogeneous polynomial and if
T ∶V × ... × V →W is a symmetric s-linear map such P = T ○∆, then
T (x1, ..., xs) = 1
s!
∑
δi=0,1(−1)s−∑ δiP (x +
s∑
i=1 δixi) (x,x1, ..., xs ∈ V ).
The above theorem implies if V and W are vector spaces and if P ∶V → W is an s-
homogeneous polynomial, then there exists a unique symmetric s-linear map Pˇ ∶V ×...×V →W
such that P = Pˇ ○∆.
Lemma 2.18 ([19], Lemma 1.9). Let V and W be vector spaces. If P ∶V →W is an
s-homogeneous polynomial, then
P (x + y) = s∑
k=0(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y, ..., y´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
).
Proposition 2.19 ([19], Proposition 1.8, Proposition 1.11).
Let X and Y be Banach spaces. If P ∶X → Y is an s-homogeneous polynomial, then the
following are equivalent.
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(i) P is norm bounded.
(ii) P is continuous.
(iii) Pˇ is norm bounded.
(iv) Pˇ is continuous.
We also consider bornological spaces.
Definition 2.20 ([24], Section 1.1.1). A bornology on a set X is a set B of subsets of X
that satisfies the following properties.
(i) X = ⋃B∈BB.
(ii) If A ∈B and if B ⊆ A, then B ∈B.
(iii) If A,B ∈B, then A⋃B ∈B.
The elements of B are called the bounded subsets of X.
Definition 2.21 ([24], Section 0.A.3). Let V be a vector space and let A ⊆ V .
(i) We say that A is circled if λA ⊆ A whenever λ ∈ R such that ∣λ∣ ≤ 1.
(ii) We call A convex if λA + µA ⊆ A whenever λ,µ ∈ R+ with λ + µ = 1.
(iii) We refer to A as a disk if A is both convex and circled.
(iv) We say that A is absorbent in V if for for every x ∈ V there exists some α ∈ R+ such
that {x} ⊆ λA for all ∣λ∣ ≥ α.
Definition 2.22 ([24], Section 1.1.2). A bornology B on a vector space V is a vector bornol-
ogy on V if A +B ∈B, λA ∈B, and ⋃∣α∣≤1αA ∈B for all A,B ∈B and α ∈ R.
A bornological vector space is a pair (V,B) consisting of a vector space V and vector bornol-
ogy B on V .
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Definition 2.23. Let V be a bornological vector space.
(i) ([24], Section 1.1.3) We call V a convex bornological vector space if the convex hull of
every bounded subset of X is bounded.
(ii) ([24], Section 1.1.4) We call V separated if {0} is the only bounded vector subspace of
X.
The order bounded subsets of a vector lattice E form a separated convex bornology on
E called the order bornology. The norm bounded subsets of a normed vector space form a
separated bornology called the von Neumann bornology.
Definition 2.24 ([24], Section 1.2.1). Let E be a vector lattice and let (Y,B) be a bornolog-
ical set. We call a map M ∶E → Y bounded if u(A) ∈ B whenever A is an order bounded
subset of E.
For an absorbent disk D of a bornological vector space V , define pD∶V → R by
pD(x) = inf {α ∈ R ∶ x ∈ αD} for all x ∈ V .
Lemma 2.25 ([24], Section 0.A.4). If V is a separated bornological vector space and if D
is an absorbent disk in V , then pD is a norm on ⋃n>0 nD. In addition, the norm bounded
subsets of ⋃n>0 nD are bounded subsets of V .
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III. POLYNOMIAL VALUATIONS
Bauer investigates valuations on vector lattices in [5]. For vector lattices E and F , he
defined a map M ∶E → F to be bounded if for x, y ∈ E with x ≤ y, the set
{ n∑
k=1 ∣M(ak) −M(ak−1)∣ ∶ x = x0 ≤ a1 ≤ ... ≤ an = y}
is order bounded. We denote the set of all maps M ∶E → F for which M(0) = 0 that are
bounded in Bauer’s sense by M(E;F ). For M1,M2 ∈M(E;F ), we define M1 ⪯M2 to mean(M2 −M1)(a) ≤ (M2 −M1)(b) whenever a ≤ b. In particular, M ⪰ 0 in M(E;F ) if M(x) ≥ 0
for all x ≥ 0. Bauer proved the following.
Theorem 3.1 ([5], Section 2). If E and F are Dedekind complete vector lattices, then the
set of all valuations in M(E;F ) is a Dedekind complete vector lattice under the ordering ⪯.
We now turn to s-homogeneous polynomials on vector lattices.
Definition 3.2. ([22], Section 4) Let E and F be vector lattices. Let P ∶E → F be an
s-homogeneous polynomial.
(i) We call P positive if Pˇ is positive.
(ii) We say that P is regular if P is a difference of two positive polynomials.
For vector lattices E and F , we denote the set of all regular s-homogeneous polynomials
E → F by Pr(sE;F ). Loane proved the following theorem.
Theorem 3.3 ([31], Lemma 16). If E is a vector lattice and if F is a Dedekind complete
vector lattice, then Pr(sE;F ) is a Dedekind complete vector lattice. In addition, if
P ∈ Pr(sE;F ), then
∣P ∣(x) = sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣Pˇ (ak1 , ..., aks)∣ ∶
n∑
k=1ak = x
⎫⎪⎪⎬⎪⎪⎭(x ∈ E+).
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Let E be a vector lattice and let F be a Dedekind complete vector lattice. Let s ≥ 2.
In Chapter IV, we will prove that the valuations in Pr(sE;F ) are a band in Pr(sE;F )
(Theorem 4.19). The following example implies the identity map does not define a lattice
homomorphism between the valuations in Pr(sE;F ) and the set of all polynomial valuations
of order s in M(E;F ).
Example 3.4 ([31], Example 1.6). Define the 2-homogeneous polynomial P ∶R2 → R by
P (x) = (x1 −x2) for all x ∈ R2. Note that P (x) ≥ 0 for all x ≥ 0. However, Pˇ is not positive.
Therefore, P is not a positive 2-homogeneous polynomial.
For a vector lattice E and vector space V , we call an s-homogeneous polynomial
P ∶E → V a polynomial valuation if P is a valuation. In this chapter, we will characterize
s-homogeneous polynomial valuations as orthosymmetric s-linear maps (Theorem 3.9) and as
orthogonally additive s-homogeneous polynomials (Theorem 3.21). To this end, we consider
maps that have the Hammerstein property, which were introduced by Koldunov in [26].
Definition 3.5 ([26], Section 1). Let E be a vector lattice and let V be a vector space. A
map M ∶E → V has the Hammerstein property if
M(x + y + z) −M(x + z) =M(y + z) −M(z)
for all x, y, z ∈ E for which xy.
We call an s-homogeneous polynomial P ∶E → V that satisfies the Hammerstein property a
Hammerstein polynomial. The following proposition by Ercan and Wickstead states that
every map that has the Hammerstein property is a valuation.
Proposition 3.6 ([20], Corollary 2.3). Let E be a vector lattice and let V be a vector space.
Let M ∶E → V be a map for which M(0) = 0. Then M has the Hammerstein property if and
only if M is a valuation.
For a vector lattice E and vector space V , we will use the following lemma to prove that
if an s-homogeneous polynomial P ∶E → V has the Hammerstein property on E+, then Pˇ is
orthosymmetric (Proposition 3.8).
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Lemma 3.7. Let E be a vector lattice and let V be a vector space. Let s ≥ 2. If M ∶E → V
is a map that satisfies the Hammerstein property on E+, then
∑
δi=0,1(−1)s−∑si=1 δiM (x +
s∑
i=1 δixi) = 0
for all x,x1, ..., xs ∈ E+ with x1x2.
Proof. The proof proceeds by induction on s. If s = 2, then the conclusion follows from the
Hammerstein property. Assume that the result holds for some s ≥ 2. We prove that the
result holds for s + 1. Note that
∑
δi=0,1(−1)s+1−∑s+1i=1 δiM (x +
s+1∑
i=1 δixi) = ∑δi=0,1(−1)s+1−δs+1−∑si=1 δiM (δs+1xs+1 + x +
s∑
i=1 δixi) .
If δs+1 = 1, then
(−1)s+1−δs+1−∑si=1 δiM (δs+1xs+1 + x + s∑
i=1 δixi) = (−1)s−∑si=1 δiM (xs+1 + x + s∑i=1 δixi) .
On the other hand, if δs+1 = 0, then
(−1)s+1−δs+1−∑si=1 δiM (δs+1xs+1 + x + s∑
i=1 δixi) = −(−1)s−∑si=1 δiM (x + s∑i=1 δixi) .
Thus,
∑
δi=0,1
i∈{1,...,s+1}
(−1)s+1−δs+1−∑si=1 δiM (δs+1xs+1 + x + s∑
i=1 δixi)
= ∑
δi=0,1
i∈{1,...,s}
(−1)s−∑si=1 δiM (xs+1 + x + s∑
i=1 δixi) − ∑δi=0,1
i∈{1,...,s}
(−1)s−∑si=1 δiM (x + s∑
i=1 δixi) .
Let x0 = xs+1 + x. By the induction hypothesis,
∑
δi=0,1(−1)s−∑si=1 δiM (xs+1 + x +
s∑
i=1 δixi) = ∑δi=0,1(−1)s−∑si=1 δiM (x0 +
s∑
i=1 δixi) = 0.
It also follows from the induction hypothesis that
∑
δi=0,1(−1)s−∑si=1 δiM (x +
s∑
i=1 δixi) = 0.
Therefore, ∑δi=0,1(−1)s+1−∑s+1i=1 δiM (x +∑s+1i=1 δixi) = 0.
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Proposition 3.8. Let E be a vector lattice and let V be a vector space. Let s ≥ 2. Let
P ∶E → V be an s-homogeneous polynomial.
(i) If P is a Hammerstein polynomial on E+, then Pˇ is orthosymmetric on E+.
(ii) If Pˇ is orthosymmetric, then P is a Hammerstein polynomial.
Proof. (i) Suppose that P is a Hammerstein polynomial. Let x1, ..., xs ∈ E+ with xixj
for some i, j ∈ {1, ..., s}. If i = j, then xi = xj = 0. Thus, Pˇ (x1, .., xs) = 0. Suppose that
i ≠ j. Since Pˇ is symmetric, we may assume that i = 1 and that j = 2. The Mazur-Orlicz
polarization formula (Theorem 2.17) implies
Pˇ (x1, ..., xs) = 1
s!
∑
δi=0,1(−1)s−∑si=1 δiP (
s∑
i=1 δixi) .
In addition, it follows from Lemma 3.7 that
∑
δi=0,1(−1)s−∑si=1 δiP (
s∑
i=1 δixi) = 0.
Hence, Pˇ (x1, ..., xs) = 0. Therefore, Pˇ is orthosymmetric on E+.(ii) Suppose that Pˇ is orthosymmetric. Let x, y, z ∈ E with xy. It follows from Lemma
2.18 that
P (x + y + z) = s∑
k=0(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y + z, ..., y + z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
)
=P (y + z) + s∑
k=1(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y + z, ..., y + z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
).
Since Pˇ is orthosymmetric,
s∑
k=1(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y + z, ..., y + z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
) = s∑
k=1(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, z, ..., z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
).
Thus,
P (y + z) + s∑
k=1(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y + z, ..., y + z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
) =P (y + z) + s∑
k=1(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, z, ..., z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
)
=P (y + z) − P (z) + s∑
k=0(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, z, ..., z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
)
=P (x + z) + P (y + z) − P (z).
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Therefore, P is a Hammerstein polynomial.
Next, we combine Propositions 3.6 and 3.8.
Theorem 3.9. Let E be a vector lattice and let V be a vector space. Let s ≥ 2. If P ∶E → V
is an s-homogeneous polynomial, then the following are equivalent.
(i) P is a polynomial valuation.
(ii) P is a polynomial valuation on E+.
(iii) P is a Hammerstein polynomial.
(iv) P is a Hammerstein polynomial on E+.
(v) Pˇ is orthosymmetric.
(vi) Pˇ is orthosymmetric on E+.
Proof. Trivially, (i)⇒ (ii). By Proposition 3.6, it follows that (ii)⇒ (iv) and that (iii)⇒(i). In addition, it follows from Proposition 3.8 that (iv) ⇒ (vi) and that (v) ⇒ (iii). It
remains to prove that (vi)⇒ (v).
Let x1, ..., xs ∈ E with xixj for some i, j ∈ {1, ..., s}. If i = j, then xi = xj = 0. Thus,
Pˇ (x1, .., xs) = 0. Suppose that i ≠ j. Since Pˇ is symmetric, we may assume that i = 1 and
j = 2. Note that
Pˇ (x1, x2, ..., xs) =Pˇ (x+1 − x−1 , x+2 − x−2 , ..., xs) =
=Pˇ (x+1 , x+2 , ..., xs) − Pˇ (x+1 , x−2 , ..., xs) − Pˇ (x−1 , x+2 , ..., xs) + Pˇ (x−1 , x−2 , ..., xs).
Note that x1x2 implies x+1x+2 , x+1x−2 , x−1x+2 , and x−1x−2 . Since Pˇ is orthosymmetric on E+,
we have that
Pˇ (x+1 , x+2 , ..., xs) − Pˇ (x+1 , x−2 , ..., xs) − Pˇ (x−1 , x+2 , ..., xs) + Pˇ (x−1 , x−2 , ..., xs) = 0.
Therefore, Pˇ is orthosymmetric.
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It is immediate that every map with the Hammerstein property is orthogonally additive
(set z = 0 in Definition 3.5). Consequently, by Proposition 3.6, every valuation is orthogonally
additive. The following is an example of an orthogonally additive map that is not a valuation.
Example 3.10 ([27], Section 1). The map M ∶C[0,1]→ R that is defined by
M(f) = inf{∣f ∣(x) ∶ x ∈ [0,1]} for all f ∈ C[0,1] is orthogonally additive. However, M is not
a valuation.
Note that in the above example, M is not an s-homogeneous polynomial. In fact, we will
prove that every orthogonally additive bounded s-homogeneous polynomial from a vector
lattice to a separated convex bornological vector space is a valuation (Proposition 3.20). To
this end, we consider Baire functions.
Let X be a topological space. A real valued function on X is called a Baire-1 function
if it is the pointwise limit of a sequence of continuous functions on X. We denote the norm
bounded Baire-1 functions on X by B1(X). Natanson credits the following characterization
of Baire-1 functions to Lebesgue.
Theorem 3.11 ([34], p. 141). Let K be a compact metric space. Then f ∈ B1(K) if and
only if for each α ∈ R the sets {x ∈ K ∶ f(x) > α} and {x ∈ K ∶ f(x) < α} are Fσ subsets of
K.
For a set X, f ∶X → R is called a simple function if f(X) is finite. The following corollary
to Theorem 3.11 is in essence Lemma 2 of [34].
Corollary 3.12. Let K be a compact metric space. If u, v ∈ B1(K) are simple functions, then
there exist α1, ..., αn, β1, ..., βn ∈ R and Fσ subsets A1, ...,An of K such that u = ∑ni=1αi1Ai ,
v = ∑ni=1 βi1Ai, and Ai ∩Aj = ∅ whenever i ≠ j.
Proof. By definition, there exist α1, ..., αn, β1, ..., βm ∈ R and subsets
B1, ...,Bn,C1, ...,Cm of K such that u = ∑ni=1αi1Bi , v = ∑mi=1 βi1Ci , Bi⋂Bj = ∅ whenever
i ≠ j, and Ci⋂Cj = ∅ whenever i ≠ j. Let  ∶= min{∥αi − αj∥ ∶ i, j ∈ {1, ..., n}}. Since
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the intersection of two f-sigma sets is an f-sigma set, it follows from Theorem 3.11 that
Bi = {x ∈K ∶ u(x) > αi − }⋂{u(x) ∶ u(x) < αi + } is an f-sigma subset of K (i ∈ {1, ..., n}).
Similarly, each Ci is an f-sigma subset of K (i ∈ {1, ...,m}). Let Ai,j ∶= Bi⋂Cj(i ∈ {1, ..., n}, j ∈ {1, ...,m}). Note that each Ai,j is an f-sigma subset of K and that
the elements of {Ai,j ∶ i ∈ {1, ..., n}, j ∈ {1, ...,m}} are pairwise disjoint. In addition,
u = ∑ni=1∑mj=1αi1Ai,j and v = ∑ni=1∑mj=1 βj1Ai,j .
In [7], Benyamini, Lassalle, and Llavona used Theorem 3.11 along with the following pair of
theorems to linearize orthogonally additive polynomials.
Theorem 3.13 ([7], Lemma 2.1). If K is a compact metric space, then the simple functions
in B1(K) are norm dense in B1(K).
Theorem 3.14 ([7], Lemma 2.2). Let K be a compact metric space. If P ∶C(K) → R is
an orthogonally additive norm bounded s-homogeneous polynomial, then P extends to an
orthogonally additive norm bounded s-homogeneous polynomial P ′∶B1(K)→ R.
We will use the same triad of theorems as Benyamni, Lassalle, and Llavona (Theorems
3.11, 3.13, and 3.14) and similar techniques to prove that certain orthogonally additive
s-homogeneous polynomials are valuations (Lemma 3.17). First, we prove the following
proposition and lemma.
Proposition 3.15. Let V and W be bornological vector spaces. Let P ∶V →W be an
s-homogeneous polynomial. Then P is bounded if and only if Pˇ is bounded.
Proof. Suppose that P is bounded. Let A1, ...,As be bounded subsets of V . It follows from
the Mazur-Orlicz polarization formula (Theorem 2.17) that
Pˇ (A1, ...,As) = 1
s!
∑
δi=0,1(−1)s−∑ δiP (
s∑
i=1 δiAi) .
Fix δ1, ..., δs ∈ {1, ..., s}. Since V is a bornological vector space, ∑si=1 δiAi is bounded. Con-
sequently, 1s!(−1)s−∑ δiP (∑si=1 δiAi) is bounded since P is bounded and W is a bornological
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vector space. Then 1s! ∑δi=0,1(−1)s−∑ δiP (∑si=1 δiAi) is bounded since the sum has finitely
many terms. That is, Pˇ is bounded. If Pˇ is bounded, then it is clear that P is bounded.
Part 1 of the following lemma is well known.
Lemma 3.16. Let X be a compact Hausdorff space.
(i) If T ∶C(X) × ... ×C(X)→ R is an s-linear map, then T is order bounded if and only if
T is norm bounded.
(ii) If P ∶C(X) → R is an s-homogeneous polynomial, then P is order bounded if and only
if P is norm bounded.
Proof. (i) Let 1 be the function that is identically equal to 1 on X. Suppose that T is order
bounded. Let f1, ..., fs ∈ C(X) with ∥fi∥ ≤ 1 (i ∈ {1, ..., s}). Since T is order bounded, there
exists some α ∈ R+ such that T ([−1,1], ..., [−1,1]) ⊆ [−α,α]. Since ∣fi∣ ≤ 1 (i ∈ {1, ..., s}), it
follows that ∣T (f1, .., fs)∣ ≤ α. This implies sup{∣T (f1, ..., fs)∣ ∶ ∥f1∥, ..., ∥fs∥ ≤ 1} ≤ α. That is,
T is norm bounded.
Suppose that T is norm bounded. Let A1, ...,As be order bounded subsets of C(X). Note
that there exists some α ∈ R+ such that A1, ...,As ⊆ α[−1,1]. Thus, for fi ∈ Ai(i ∈ {1, ..., s}), we have that ∣T (f1, ..., fs)∣ ≤ ∥T ∥∥f1∥⋯∥fs∥ ≤ ∥T ∥αs. This implies
T (A1, ...,As) ⊆ [−∥T ∥αs, ∥T ∥αs]. Therefore, T is order bounded.(ii) If P is order bounded, then Proposition 3.15 implies Pˇ is order bounded. It now
follows from (i) that Pˇ is norm bounded. Therefore, P is norm bounded. It also follows
from Proposition 3.15 and (i) that if P is norm bounded, then P is order bounded.
We can now prove the next lemma.
Lemma 3.17. Let K be a compact metric space. If P ∶C(K)→ R is an orthogonally additive
order bounded s-homogeneous polynomial, then P is a polynomial valuation.
Proof. By Lemma 3.16, P is norm bounded. Consequently, P extends to an orthogonally
additive norm bounded s-homogeneous polynomial P ′∶B1(K)→ R via Theorem 3.14.
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Let u, v ∈ B1(K) be simple functions. By Corollary 3.12, there exist α1, ..., αn, β1, ..., βn ∈
R and Fσ subsets A1, ...,An of K such that u = ∑ni=1αi1Ai , v = ∑ni=1 βi1Ai , and Ai ∩Aj = ∅
whenever i ≠ j. Since P ′ is orthogonally additive and s-homogeneous,
P ′(u) + P ′(v) = P ′ ( n∑
i=1αi1Ai) + P ′ ( n∑i=1 βi1Ai) = n∑i=1(αsi + βsi )P ′ (1Ai) .
Note that if α,β ∈ R, then αs + βs = (α ∧ β)s + (α ∨ β)s. Thus,
n∑
i=1(αsi + βsi )P ′ (1Ai) = n∑i=1((αi ∧ βi)s + (βi ∨ αi)s)P ′ (1Ai)=P ′ ( n∑
i=1(αi ∧ βi)1Ai) + P ′ ( n∑i=1(αi ∨ βi)1Ai)=P ′(u ∧ v) + P ′(u ∨ v).
Hence, P ′ is a valuation on the simple functions in B1(K).
Let f, g ∈ C(K). By Theorem 3.13, there exist sequences of simple functions un and vn
in B1(K) such that un → f and vn → g in norm. Note that Proposition 2.19 implies P ′ is
continuous. Thus,
P ′(f) + P ′(g) = lim
n
(P ′(un) + P ′(un))
= lim
n
(P ′(un ∨ vn) + P ′(un ∧ vn))
=P ′(f ∨ g) + P ′(f ∧ g).
Therefore P (f) + P (g) = P (f ∨ g) + P (f ∧ g).
We will use the following pair of lemmas to strengthen Lemma 3.17 (see Proposition 3.20).
The first of the two is a special case of a result by Kusraeva (Lemma 3 of [29]).
Lemma 3.18. Let X be a compact Hausdorff space and let F be a relatively uniformly com-
plete vector lattice. Let s ≥ 2. If A is a relatively uniformly dense vector sublattice of C(X)
and if P ∶A→ F is an orthogonally additive order bounded s-homogeneous polynomial, then P
extends to an orthogonally additive order bounded s-homogeneous polynomial P¯ ∶C(X)→ F .
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Lemma 3.19. Let E be a vector lattice with order unit e and let V be a separated convex
bornological vector space.
(i) If T ∶E × ... × E → V is a bounded s-linear map, then T (E, ...,E) is contained in a
normed vector subspace V0 of V . In addition, T is bounded as a map E × ... ×E → V0
when V0 is equipped with its von Neumann bornology.
(ii) If P ∶E → V is a bounded s-linear map, then P (E) is contained in a normed vector
subspace V0 of V . In addition, P is bounded as a map E → V0 when V0 is equipped with
its von Neumann bornology.
Proof. (i) Since T is bounded, T ([−e, e], ..., [−e, e]) is a bounded subset of V . Because
V is a convex bornological vector space, there exists a bounded disk D of V such that
T ([−e, e], ..., [−e, e]) ⊆D. Let V0 ∶= ⋃n>0 nD. By Lemma 2.25, we have that V0 is normed by
the map pD∶V0 → R that is defined by
pD(x) = inf {α ∈ R ∶ x ∈ αD} (x ∈ V0).
In addition, since e is an order unit of E, it follows that T (E, ...,E) ⊆ V0.
It remains to prove that T is bounded as a map E × ... × E → V0 when V0 is equipped
with its von Neumann bornology. Let Ai be an order bounded subset of E (i ∈ {1, ..., s}).
Note that there exists some α ∈ R such that T (A1, ...,As) ⊆ αD. Hence, pD(x) ≤ α for all
x ∈ T (A1, ...,As). Therefore, T (A1, ...,As) is a norm bounded subset of V0.(ii) Note that Proposition 3.15 implies Pˇ is bounded. It now follows from (i) that
P (E) = Pˇ (E, ...,E) is contained in a normed vector subspace V0 of V and that Pˇ is bounded
as a map E × ... ×E → V0 when V0 is equipped with its von Neumann bornology. Therefore,
P is bounded as a map E → V0 when V0 is equipped with its von Neumann bornology.
We denote the norm dual of a normed vector space V by V ′. We are now ready to strengthen
Lemma 3.17 as follows.
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Proposition 3.20. Let E be a vector lattice and let V be a separated convex bornological
vector space. If P ∶E → V is an orthogonally additive bounded s-homogeneous polynomial,
then P is a polynomial valuation.
Proof. Let x, y ∈ E and let A be the vector sublattice of E that is generated by {x, y}. By
Theorem 2.16, we may assume that A is a relatively uniformly dense vector sublattice of
C(K) for some compact metric space K. Note that e ∶= ∣x∣ + ∣y∣ is an order unit of A. It
follows from Lemma 3.19 that P (A) is contained in a normed vector subspace V0 of V and
that we may consider P as a bounded s-homogeneous polynomial A→ V0.
Let φ ∈ V ′0 . Note that φ ○ P extends to an orthogonally additive order bounded
s-homogeneous polynomial φ ○ P ∶C(K) → R via Lemma 3.18. In addition, Lemma 3.17
implies φ ○ P is a valuation. Thus,
φ(P (x) + P (y)) =(φ ○ P )(x) + (φ ○ P )(y)
=(φ ○ P )(x ∨ y) + (φ ○ P )(x ∧ y)
=φ(P (x ∨ y) + P (x ∧ y)).
Since V ′0 separates the points of V0, we conclude that P (x)+P (y) = P (x∨ y)+P (x∧ y).
We are now ready to prove the main result of this chapter.
Theorem 3.21. Let E be a vector lattice and let V be a separated convex bornological vector
space. Let s ≥ 2. If P ∶E → V is a bounded s-homogeneous polynomial, then the following are
equivalent.
(i) P is orthogonally additive.
(ii) P is a polynomial valuation.
(iii) P is a polynomial valuation on E+.
(iv) P is a Hammerstein polynomial.
24
(v) P is a Hammerstein polynomial on E+.
(vi) Pˇ is orthosymmetric.
(vii) Pˇ is orthosymmetric on E+.
Proof. By Proposition 3.20, we have that (i)⇒ (ii). By Theorem 3.9, properties (ii) through(vii) are equivalent. We prove that (vii) ⇒ (i). Suppose that Pˇ is orthosymmetric. Let
x, y ∈ E with xy. Note that
P (x + y) = s∑
k=0(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y, ..., y´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
).
Since Pˇ is orthosymmetric,
s∑
k=0(sk)Pˇ (x, ..., x´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k times
, y, ..., y´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s-k times
) = P (x) + P (y).
In contrast to all of the other similar results in the literature, which we survey below, our
proof of the above theorem neither includes partitionally orthosymmetric maps nor a result
that represents orthogonally additive polynomials as linear maps on a power. However,
now that we have proved a correspondence between orthosymmetric maps and orthogonally
additive polynomials, we obtain the following as an easy corollary to Theorem 3.21.
Corollary 3.22. Let E be a vector lattice and let V be a separated convex bornological
vector space. Let s ≥ 2. If P ∶E → V is a bounded s-homogeneous polynomial, then Pˇ is
orthosymmetric if and only if Pˇ is partitionally orthosymmetric.
In the buildup to his proof of the following theorem, Ben-Amor used lengthy arguments
to prove that orthosymmetry and partitional orthosymmetry are equivalent (Lemmas 13
through 17 of [6]).
Theorem 3.23 ([6], Theorem 18). Let E be a uniformly complete vector lattice and let V be
a separated bornological vector space. Let s ≥ 2. Let P ∶E → V be a bounded s-homogeneous
polynomial. Then P is orthogonally additive if and only if Pˇ is orthosymmetric.
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Similarly, Toumi presented a series of complicated arguments (Lemmas 1 through 3 of [43])
to prove the following.
Proposition 3.24 ([43], Proposition 2). Let E and F be vector lattices. Let s ≥ 2. Let
T ∶E × ... ×E → F be an order bounded symmetric s-linear map. Then T is orthosymmetric
if and only if T is partitionally orthosymmetric.
Note that our Corollary 3.22 implies Propositions 1.9 and 3.24. Unfortunately, our Theorem
3.21 is not more general than Theorem 3.23 as the range we consider is convex. However, we
do not need to assume any uniform completeness. In addition, our proof of Theorem 3.21 is
shorter and more transparent than the proof of Theorem 3.23. We also present a longer list
of equivalent properties. In fact, our characterization of orthosymmetric maps as polynomial
valuations will play a key role in the proof of one of our main results (Corollary 5.18).
As we noted earlier, we also avoid arguments via representation theorems such as Theorem
1.11. Recall that Linares used Theorem 1.11 to prove the following.
Theorem 3.25 ([30], Theorem 3.2.9). Let E and F be vector lattices. Let s ≥ 2. Let
P ∶E → F be a positive s-homogeneous polynomial. Then P is orhogonally additive if and
only if Pˇ is orthosymmetric.
Bu and Buskes proved the same result (Lemma 5.1 of [12]) via a theorem by Perez-Garcia
and Villanueva (Theorem 2.1 of [36]) that represents orthogonally additive polynomials as
vector valued integrals.
Now that we have proved a concrete correspondence between orthosymmetric maps and
orthogonally additive polynomials, we will prove our own linearization result for orthogonally
additive polynomials (Corollary 3.36). For inspiration, we turn to the following claim that
Buskes and van Rooij made in [16].
Theorem 3.26 ([16]). Let X be a compact Hausdorff space and let F be a vector lattice. If
T ∶C(X)×C(X)→ F is an orthosymmetric order bounded bilinear map, then there exists an
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order bounded linear map B∶C(X)→ F such that
T (f, g) = B(fg) (f, g ∈ C(X)).
In their proof of Theorem 9 of [16], Buskes and van Rooij wrote that the above assertion is
a consequence of the following theorem.
Theorem 3.27 ([15], Theorem 1). Let X be a compact Hausdorff space, F a vector lattice,
and A a relatively uniformly dense vector sublattice of C(X). Let A2 be the linear hull of{fg ∶ f, g ∈ A}. If T ∶A ×A → F is a positive orthosymmetric bilinear map, then there exists
a positive linear map B∶A2 → F such that
T (f, g) = B(fg) (f, g ∈ A).
It is not obvious how to obtain Theorem 3.26 from Theorem 3.27. We will present an
independent proof of the following theorem, which yields Theorem 3.26.
Theorem 3.28. Let X be a compact Hausdorff space and let F be a separated convex
bornological vector space. Let s ≥ 2. If T ∶C(X) × ... × C(X) → F is an orthosymmetric
bounded s-linear map, then there exists a bounded linear map B∶C(X)→ F such that
T (f1, ..., fs) = B (f1⋯fs) (f1, ..., fs ∈ C(X)).
We collect the following preliminary results before we prove the above theorem. The
following is a corollary to Theorem 3.14.
Corollary 3.29. Let K be a compact metric space. If T ∶C(K)×C(K)→ R is an orthosym-
metric norm bounded bilinear map, then T extends to an orthosymmetric norm bounded
bilinear map T ′∶B1(K) ×B1(K)→ R.
Lemma 3.30. Let K be a compact metric space. If T ∶C(K) ×C(K) → R is an orthosym-
metric order bounded bilinear map, then
T (f, g) = T (fg,1) (f, g ∈ C(K)).
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Proof. Lemma 3.16 implies T is norm bounded. Hence, T extends to an orthosymmetric
continuous bilinear map T ′∶B1(K) ×B1(K)→ R via Corollary 3.29.
Let u, v ∈ B1(K) be simple functions. By Corollary 3.12, there exist α1, ..., αn, β1, ..., βn ∈
R and Fσ subsets A1, ...,An of K such that u = ∑ni=1αi1Ai , v = ∑ni=1 βi1Ai , and Ai ∩Aj = ∅
whenever i ≠ j. Since T ′ is a bilinear map,
T ′(u, v) = T ′ ( n∑
i=1αi1Ai ,
n∑
i=1 βi1Ai) = n∑j=1 n∑k=1αjβkT ′ (1Aj ,1Ak) .
It follows from the orthosymmetry of T ′ that T (1Aj ,1Ak) = 0 whenever j ≠ k. Thus,
n∑
j=1
n∑
k=1αjβkT ′ (1Aj ,1Ak) = n∑i=1αiβiT ′ (1Ai ,1Ai) .
Note that if A is an Fσ subset of K, then the orthosymmetry of T ′ implies T ′ (1A,1 − 1A) = 0.
Then T ′(1A,1) = T ′(1A,1A). Consequently,
n∑
i=1αiβiT ′ (1Ai ,1Ai) = n∑i=1αiβiT ′ (1Ai ,1) = T ′(uv,1).
That is,
T ′(u, v) = T ′(uv,1).
Let f, g ∈ C(K). By Theorem 3.13, there exist sequences of simple functions un and vn in
B1(K) such that un → f and vn → g in norm. It follows that
T (f, g) = lim
n
T ′(un, vn) = lim
n
T ′(unvn,1) = T (fg,1).
The following is an example of a lattice ordered algebra A and orthosymmetric s-linear map
T ∶A × ... ×A→ R such that T (f1, ..., fs) ≠ T (f1⋯fs,1).
Example 3.31. Let A be the lattice ordered algebra that consists of the maps [0,1] → R
that are a polynomial in a neighborhood of 0. Let s ≥ 2. Define T ∶A × ... × A → R by
T (f1, ..., fs) = (f1)′+(0)⋯(fs)′+(0) for all f1, .., fs ∈ A where (fi)′+ denotes the right hand
derivative of fi (i ∈ {1, ..., s}). Let f1, ..., fs ∈ A such that fifj for some i, j ∈ {1, ..., s}. If
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i = j, then T (f1, ..., fs) = 0. Suppose i ≠ j. Since T is symmetric, we may assume that i = 1
and that j = 2. Note that f1(x) ⋅f2(x) = 0 for all x in [0,1]. Since f1 and f2 are continuous in
a neighborhood of 0, there exists a neighborhood of 0 on which either f1(x) = 0 or f2(x) = 0.
Then either (f1)′+(0) = 0 or (f2)′+(0) = 0. This implies T (f1, f2, ..., fs) = 0. Therefore, T is
orthosymmetric. For each n ∈ N, define gn ∈ A by
gn(x) = nx
for all x ∈ [0,1]. Note that T (g1, ..., g1) = 1 while T (g1⋯g1,1, ..1) = 0. Not that T is not order
bounded. Indeed, ∥gn∥ ≤ 1 and T (gn, ..., gn) = ns (n ∈ N). Thus,
sup{T (f1, ..., fs) ∶ ∥fi∥ ≤ 1 (i ∈ {1, ..., s})} =∞.
In particular, T ([1,−1], ..., [1,−1]) is not an order bounded subset of R.
Boulabiar proved the following proposition, which, for s ≥ 2, was first proved by Buskes
and van Rooij in [16].
Proposition 3.32 ([9], Proposition 2.1). Let E and F be a vector lattices. If T ∶E×...×E → F
is a positive orthosymmetric s-linear map, then T is symmetric.
We will extend Proposition 3.32 to orthosymmetric order bounded s-linear maps with values
in a separated convex bornological vector space. Our proof will use the following corollary
to Theorem 3.18.
Corollary 3.33. Let X be a compact Hausdorff space and let F be a relatively uniformly
complete vector lattice. Let s ≥ 2. If A is a relatively uniformly dense vector sublattice of
C(X) and if T ∶A × ... × A → F is an orthosymmetric order bounded s-linear map, then T
extends to an orthosymmetric order bounded s-linear map T¯ ∶C(X) × ... ×C(X)→ F .
We are now ready to extend Proposition 3.32 as follows.
Proposition 3.34. Let E be a vector lattice and let V be a separated convex bornological
vector space. Let s ≥ 2. If T ∶E × ... × E → V is an orthosymmetric bounded s-linear map,
then T is symmetric.
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Proof. Let xi ∈ Ei (i ∈ {1, ..., s}). Fix i, j ∈ {1, ..., s} with i ≠ j. It will suffice to prove that
T (x1, ..., xi, ..., xj, ..., xs) = T (x1, ..., xj, ..., xi, ..., xs).
Let A be the vector lattice that is generated by {x1, ..., xs}. By Theorem 2.16, we may assume
that A is a relatively uniformly dense vector sublattice of C(K) where K is a compact
metric space. By Lemma 3.19, there exists a normed vector subspace V0 of V such that
T (A, ...,A) ⊆ V0. In addition, we may consider T as a bounded s-linear map A× ...×A→ V0.
Let φ ∈ V ′0 . Note that φ ○ T extends to an orthosymmetric order bounded s-linear map
φ ○ T ∶C(K) × ... ×C(K)→ R via Corollary 3.33. Define S∶C(K) ×C(K)→ R by
S(h, g) = φ ○ T (x1, ..., h®
i
, ..., g®
j
, ..., xs)
for all h, g ∈ C(K). Note that S is order bounded and orthosymmetric. It follows from
Lemma 3.30 that S(xi, xj) = S(xixj,1) = S(xjxi,1) = S(xj, xi). That is,
(φ ○ T )(x1, ..., xi®
i
, ..., xj®
j
, ..., xs) = (φ ○ T )(x1, ..., xj®
i
, ..., xi®
j
, ..., xs).
Since V ′0 separates the points of V0, it follows that T is symmetric.
Next, we extend Lemma 3.30 to s-linear maps.
Lemma 3.35. Let K be a compact metric space. Let s ≥ 2. If T ∶C(K) × ... ×C(K) → R is
an orthosymmetric order bounded s-linear map, then
T (f1, ..., fs) = T (f1⋯fs,1, ...,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s−1
) (f1, ..., fs ∈ C(K)).
Proof. The proof proceeds by induction on s. The case in which s = 2 is Lemma 3.30.
Suppose that this lemma holds for some s ≥ 2. We prove that this lemma holds for s + 1.
Define K(T )∶C(K)→ Lb(sC(K);R) by
K(T )(fs+1)(f1, ..., fs) = T (f1, ..., fs+1)
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for all f1, ..., fs+1 ∈ C(K). Fix f1, ..., fs+1 ∈ C(K). By the induction hypothesis,
K(T )(fs+1)(f1, ..., fs) =K(T )(fs+1) (f1⋯fs,1, ...,1) = T (f1⋯fs,1, ...,1, fs+1) .
Proposition 3.34 implies T is symmetric. Thus,
T (f1⋯fs,1, ...,1, fs+1) =T (f1⋯fs,1, ..., fs+1,1)
=K(T )(1) (f1⋯fs,1, ..., fs+1)
=K(T )(1) (f1⋯fs+1,1, ...,1)
=T (f1⋯fs+1,1, ...,1) .
Therefore, T (f1, ..., fs+1) = T (f1⋯fs+1,1, ...,1).
We are now ready to prove Theorem 3.28.
Proof of Theorem 3.28. Define B∶C(X)→ F by
B(f) = T (f,1, ...,1) (f ∈ C(K).
Let f1, ..., fs ∈ C(X). Let A be the f-algebra generated by {f1, ..., fs,1}. Lemma 2.6 of [13]
implies A is countably generated as a vector lattice. Thus, by Theorem 2.16, we may assume
that A is a relatively uniformly dense vector sublattice of C(K) where K is a compact metric
space. Since 1 ∈ A, it follows from Lemma 3.19 that there exists a normed vector subspace
F0 of F such that T (A, ...,A) ⊆ F0 and that we may consider T as a bounded s-linear map
A × ... ×A→ F0.
Let φ ∈ F ′0. Note that φ ○ T extends to an orthosymmetric order bounded s-linear map
φ ○ T ∶C(K) × ... ×C(K)→ R via Corollary 3.29. By Lemma 3.35, we have that
(φ ○ T )(f1, ..., fs) =φ ○ T (f1, ..., fs)
=φ ○ T (f1⋯fs,1, ...,1)
=(φ ○ T )(f1⋯fs,1, ...,1)
=(φ ○B)(f1⋯fs).
Since F ′0 separates the points of F0, it follows that T (f1, ..., fs) = B(f1⋯fs).
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The following corollary to Theorem 3.28 implies Theorem 1.11.
Corollary 3.36. Let X be a compact Hausdorff space and let F be a separated convex
bornological vector space. Let s ≥ 2. If P ∶C(X) → F is an orthogonally additive bounded
s-homogeneous polynomial, then there exists a bounded linear map B∶C(X)→ F such that
P (f) = B (f s) (f ∈ C(X)).
Proof. By Theorem 3.21, Pˇ is orthosymmetric. Hence, by Theorem 3.28, there exists a
bounded linear map B∶C(X)→ F such that P (f) = Pˇ (f, ..., f) = B(f s) (f ∈ C(X)).
Theorem 3.28 and Corollary 3.36 have already been proved by Ben Amor under more general
conditions (Theorems 5 and 9 of [6]). In the setting of Theorem 3.28, Ben Amor does not
require F to be convex. At the expense of a less general range, we were able to present a
considerably shorter and more transparent proof.
We will conclude the chapter with an application of Theorem 3.28. The following notion
of a jointly orthosymmetric map was introduced by Troitsky and Zabeti in [45].
Definition 3.37 ([45], p.2). Let E be a vector lattice and let V be a vector space. Let s ≥ 2.
An s-linear map T ∶E × ...×E → V is called jointly orthosymmetric if T (x1, ..., xs) = 0 for all
x1, ..., xs ∈ E such that ∣x1∣ ∧ ... ∧ ∣xs∣ = 0.
In [45], Troitsky and Zabeti call a multilinear map T orthosymmetric if T is jointly or-
thosymmetric. Next, we prove that orthosymmetry and joint orthosymmetry are equivalent
properties, which then erases the potential confusion that arises from the previous sentence.
Proposition 3.38. Let E be a vector lattice and let V be a separated convex bornological
vector space. Let s ≥ 2. Let T ∶E × ... × E → V be a bounded s-linear map. Then T is
orthosymmetric if and only if T is jointly orthosymmetric.
Proof. Suppose that T is orthosymmetric. Let x1, ..., xs ∈ E with ∣x1∣∧ ...∧ ∣xs∣ = 0. Let A be
the vector lattice that is generated by {x1, ..., xs}. By Theorem 2.16, we may assume that A
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is a relatively uniformly dense vector sublattice of C(K) where K is a compact metric space.
By Lemma 3.19, there exists a normed vector subspace F0 of F such that T (A, ...,A) ⊆ F0.
We may also consider T as a bounded s-linear map from A × ... ×A→ F0.
Let φ ∈ F ′0. Note that φ ○ T extends to an orthosymmetric order bounded s-linear map
φ ○ T ∶C(K) × ... × C(K) → R via Corollary 3.33. In addition, ∣x1∣ ∧ ... ∧ ∣xs∣ = 0 implies
x1⋯xs = 0. Thus, it follows from Lemma 3.30 that
(φ ○ T )(x1, ..., xs) = φ ○ T (x1, ..., xs) = φ ○ T (x1⋯xs,1, ...,1) = 0.
Since F ′0 separates the points of F0, we conclude that T (x1, ..., xs) = 0.
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IV. MULTILINEAR MAPS OF ORDER BOUNDED VARIATION AND
HOMOGENEOUS POLYNOMIALS OF ORDER BOUNDED VARIATION
Buskes and van Rooij introduced bilinear maps of order bounded variation in Section 3
of [17]. Their definition extends to s-linear maps as follows.
Definition 4.1. Let E1, ...,Es, and F be vector lattices. An s-linear map T ∶E1× ...×Es → F
is of order bounded variation if for all xi ∈ E+i (i ∈ {1, ..., s}) the set⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
is order bounded.
For vector lattices E1, ...,Es and F , we denote the set of all s-linear maps of order bounded
variation E1×...×Es → F by Lobv(E1, ...,Es;F ). Note that every linear map of order bounded
variation is order bounded. In addition, if F is Dedekind complete, thenLb(E;F ) = Lobv(E;F ).
Buskes and van Rooij used the Fremlin tensor product to prove that if E1 and E2 are
vector lattices and if F is a Dedekind complete vector lattice, then Lobv(E1,E2;F ) is a
Dedekind complete vector lattice (Theorem 3.1 of [17]). In the introduction to [12], Bu
and Buskes noted that this result generalizes to s-linear maps of order bounded variation as
follows.
Theorem 4.2 (Bu, Buskes). If E1, ...,Es are vector lattices and if F is a Dedekind complete
vector lattice, then the following hold.
(i) Lobv(E1, ...,Es;F ) is a Dedekind complete vector lattice.
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(ii) If T ∈ Lobv(E1, ...,Es;F ), then
∣T ∣(x1, ..., xs) = sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
for all xi ∈ E+i (i ∈ {1, ..., s}).
(iii) Lobv(E1, ...,Es;F ) = Lr(E1, ...,Es;F ).
(iv) The map K ∶Lobv(E1, ...,Es;F )→ Lb(Es;Lobv(E1, ...,Es−1;F )) that is defined by
K(T )(xs)(x1, ..., xs−1) = T (x1, ..., xs)
for all T ∈ Lobv(E1, ...,Es;F ) and for all xi ∈ Ei (i ∈ {1, ..., s}) is a lattice isomorphism.
In general, if E1, ...,Es are vector lattices, if F is a Dedekind complete vector lattice, and if
s ≥ 2, then Lb(E1, ...,Es;F ) ≠ Lobv(E1, ...,Es;F ) = Lr(E1, ...,Es;F ). Indeed, the following is
an example of a set of order bounded bilinear maps with Dedekind complete range that is
not a vector lattice.
Example 4.3 ([35], p. 180). There exists a bilinear map T ∈ Lb(`2, `2;R) such that
T /∈ Lr(`2, `2;R). Consequently, Lb(`2, `2;R) is not a vector lattice.
Unlike an arbitrary order bounded s-linear map for which s ≥ 2, every orthosymmetric order
bounded s-linear map is of order bounded variation. Indeed, we prove the following.
Theorem 4.4. Let E and F be vector lattices. If T ∶E × ... ×E → F is an orthosymmetric
order bounded s-linear map, then T is of order bounded variation.
Proof. Let xi ∈ E+ (i ∈ {1, ..., s}). Let A be the ideal generated by {x1, ..., xs} and let
e ∶= ∣x1∣+...+∣xs∣. Since T is order bounded, T ([−e, e], ..., [−e, e]) ⊆ [−d, d] for some d ∈ F +. Let
B be the ideal generated by d. Note that T (A, ...,A) ⊆ B. In addition, if a = (a1, ..., an) ∈ Πxi
for some i ∈ {1, ..., s}, then each aj ∈ A (j ∈ {1, ..., n}). Thus,⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ ⊆ B.
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By Theorem 2.15, there exist compact Hausdorff spaces X and Y such that A and B
are lattice isomorphic to relatively uniformly dense vector sublattices of C(X) and C(Y ),
respectively. Consider T as an orthosymmetric order bounded map A × ... × A → C(Y )δ.
Note that T extends to an orthosymmetric order bounded s-linear map
T¯ ∶C(X) × ... × C(X) → C(Y )δ via Corollary 3.33. By Theorem 3.28, there exists an order
bounded linear map B∶C(X)→ C(Y )δ such that
T¯ (f1, ..., fs) = B(f1 ⋅ ... ⋅ fs) (f1, ..., fs ∈ C(X)).
It follows from Theorem 2.2 that B is regular. This implies T¯ is regular. Thus, T¯ is of order
bounded variation. Hence,⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
is an order bounded subset of C(Y )δ. Note that B majorizes C(Y ) (Theorem 2.13 of
[37]) and that C(Y ) majorizes C(Y )δ (Theorem 2.8). Consequently, B majorizes C(Y )δ.
Therefore, ⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
is an order bounded subset of B. We conclude that T is of order bounded variation.
For vector lattices E1, ...,Es and F , we call an s-linear map T ∶E1 × ...×Es → F separately
order bounded if for each i ∈ {1, ..., s} and xj ∈ Ej (j ∈ {1, ..., s} ∖ {i}) the linear map
x↦ T (x1, ..., x, ..., xs) (x ∈ Ei)
is order bounded ([42], p. 3). In Example 5 of [42], Swartz presents an example of a separately
order bounded bilinear map that is not order bounded. The following is a variation of his
example.
Example 4.5. Let ej ∈ c0 be the sequence in c0 that is 1 in coordinate j and 0 elsewhere.
The map T ∶L2[0,1] ×L2[0,1]→ c0 that is defined by
T (f, g) = ∞∑
j=1(∫ 10 f(t)g(t)sin(pijt)dt) ej
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for all f, g ∈ L2[0,1] is an orthosymmetric separately order bounded bilinear map that is not
order bounded. In particular, T is not of order bounded variation.
For vector lattices E and F , we denote the set of all orthosymmetric order bounded
s-linear maps E × ...×E → F by Los(sE;F ). Next, we prove that every s-linear map of order
bounded variation with values in a Dedekind complete vector lattice has an orthosymmetric
component.
Theorem 4.6. Let s ≥ 2. If E is a vector lattice and if F is a Dedekind complete vector
lattice, then Los(sE;F ) is a band in Lobv(sE;F ).
Proof. By Theorem 4.4, Los(sE;F ) ⊆ Lobv(sE;F ). We first prove that Los(sE;F ) is a vector
sublattice of Lobv(sE;F ). Let T ∈ Los(sE;F ) and let x1, ..., xs ∈ E+ with xixj for some
i, j ∈ {1, ..., s}. If i = j, then ∣T ∣(x1, ..., xs) = 0. Suppose that i ≠ j. Note that if 0 ≤ ai ≤ xi
and if 0 ≤ aj ≤ xj, then aiaj. Thus, it follows from Theorem 4.2 and the orthosymmetry of
T that
∣T ∣(x1, ..., xs) = sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,...,kn ∣T (a1,k1 , ..., an,kn)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ = 0.
Hence, ∣T ∣ is orthosymmetric. Consequently, if S ∈ Lobv(sE;F ), if T ∈ Los(sE;F ), and if∣S∣ ≤ ∣T ∣, then S ∈ Los(sE;F ). That is, Los(sE;F ) is an ideal in Lobv(sE;F ).
Let T ∈ Los(sE;F ). Suppose that (Tα)α∈A is a net in Los(sE;F ) such that Tα ↑ T inLobv(sE;F ). Note that Tα(x1, ..., xs) = 0 for all α ∈ A. Hence, 0 = Tα(x1, ..., xs) ↑ T (x1, ..., xs).
That is, T (x1, ..., xs) = 0. Therefore, T is orthosymmetric. We conclude that Los(sE;F ) is a
band in Lobv(sE;F ).
Since Lobv(sE;F ) is a Dedekind complete vector lattice, Lobv(sE;F ) has the projection
property. Thus,
Lobv(sE;F ) = Los(sE;F )⊕Los(sE;F )d.
We denote the orthosymmetric component of T ∈ Lobv(sE;F ) by Tos.
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In [21], van Gaans presented the following formula that calculates the orthosymmetric
component of a real valued positive bilinear map.
Theorem 4.7 (Theorem 3.2, [21]). Let E be a vector lattice. If T ∶E ×E → R is a positive
bilinear map, then
Tos(x1, x2) = inf ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑k,lak∧bl≠0T (ak, bl) ∶ a ∈ Πx1, b ∈ Πx2
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .
For partitions a = (a1, ..., aN) and b = (b1, ..., bM) of x ∈ E, we call b a refinement of a if
there exists a partition I1, ..., IN of {1, ...,M} such that an = ∑m∈In bm (n ∈ {1, ...,N}). The
following theorem by Riesz implies every pair of partitions of x ∈ E has a common refinement.
Theorem 4.8. Riesz Decomposition Theorem ([38], Section 1). Let E be a vector lattice
and let x1, ..., xn, y1, ..., ym ∈ E+. If ∑ni=1 xi = ∑mj=1 yj, then there exist zi,j ∈ E+ (i ∈ {1, ..., n},
j ∈ {1, ...,m}) such that xi = ∑mj=1 zi,j (i ∈ {1, ..., n}) and yj = ∑ni=1 zi,j (j ∈ {1, ...,m}).
Let E be a vector lattice and let x ∈ E. For a, b ∈ Πx, we define a ≤ b to mean b is a refinement
of a. By the above theorem, Πx is a directed set under ≤.
For vector lattices E1, ...,Es, and F , a map M ∶E+1 × ... × E+s → F is called separately
additive if for each i ∈ {1, ..., s} and xj ∈ E+j (j ∈ {1, ..., s} ∖ {i}) the map
x↦ T (x1, ..., x, ..., xs) (x ∈ E+i )
is additive. Loane proved the following theorem, which, for s = 1, was first proved by
Kantorovich.
Theorem 4.9 ([31], Theorem 2.3). Let E1, ...,Es and F be vector lattices. If T ∶E+1 ×...×E+s →
F + is a separately additive s-linear map, then T extends to a unique positive s-linear map
E1 × ... ×Es → F .
Next, we extend Theorem 4.7 to positive s-linear maps with Dedekind complete range.
Note that our characterization of orthosymmetric multilinear maps from Proposition 3.38
facilitates our proof.
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Theorem 4.10. Let E be a vector lattice and let F be a Dedekind complete vector lattice.
If T ∶E × ... ×E → F is a positive s-linear map, then
Tos(x1, ..., xs) = inf ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑k1,...,ksa1,k1∧...∧as,ks≠0T (a1,k1 , ..., as,ks) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
for all x1, ..., xs ∈ E+ such that x1 ∧ ... ∧ xs ≠ 0.
Proof. Define S∶E+ × ... ×E+ → F + by
S(x1, ..., xs) = inf ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑k1,...,ksa1,k1∧...∧as,ks≠0T (a1,k1 , ..., as,ks) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
for all x1, ..., xs ∈ E+ such that x1 ∧ ... ∧ xs ≠ 0 and by
S(x1, ..., xs) = 0
for all x1, ..., xs ∈ E+ such that x1 ∧ ... ∧ xs = 0.
First, we prove that S is separately additive. Let y, z, x2, ..., xs ∈ E+ and let ai ∈ Πxi(i ∈ {2, ..., s}). If y ∧ x2 ∧ ... ∧ xs = 0 and if z ∧ x2 ∧ ... ∧ xs = 0, then
S(y + z, x2, ..., xs) = S(y, x2, ..., xs) + S(z, x2, ..., xs) = 0.
Suppose that y ∧ x2 ∧ ... ∧ xs ≠ 0. Let b = (b1, ..., bn) ∈ Π(y + z). It follows from the Riesz
decomposition theorem that b splits into partitions (c1, ..., cn) of y and (d1, ..., dn) of z such
that bi = ci + di (i ∈ {1, ..., n}). Note that
S(y, x2, ..., xs) + S(z, x2, ..., xs) ≤
≤ ∑
i,k2,...,ks
ci∧a2,k2∧...∧as,ks≠0
T (ci, a2,k2 , ..., as,ks) + ∑
i,k2,...,ks
di∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks)
≤ ∑
i,k2,...,ks(ci+di)∧a2,k2∧...∧as,ks≠0
T (ci, a2,k2 , ..., as,ks) + ∑
i,k2,...,ks(ci+di)∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks)
= ∑
i,k2,...,ks(ci+di)∧a2,k2∧...∧as,ks≠0
T (ci + di, a2,k2 , ..., as,ks) = ∑
i,k2,...,ks
bi∧a2,k2∧...∧as,ks≠0
T (bi, a2,k2 , ..., as,ks).
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Thus,
S(y, x2, ..., xs) + S(z, x2, ..., xs) ≤
≤ inf
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ ∑i,k2,...,ksbi∧a2,k2∧...∧as,ks≠0T (bi, a2,k2 , ..., as,ks) ∶ b ∈ Π(y + z), a2 ∈ Πx2, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭=S(y + z, x2, ..., xs).
Next, we prove that S(y+z, x2, ..., xs) ≤ S(y, x2, ..., xs)+S(z, x2, ..., xs). Let c = (c1, ..., cn) ∈ Πy
and let d = (d1, ..., dm) ∈ Πz. Let h ∶= (c1, ..., cn, d1, ..., dm). Since h ∈ Π(y + z), it follows that
S(y + z, x2, ..., xs) ≤ ∑
i,k2,...,ks
hi∧a2,k2∧...∧as,ks≠0
T (hi, a2,k2 , ..., as,ks)
= ∑
i,k2,...,ks
ci∧a2,k2∧...∧as,ks≠0
T (ci, a2,k2 , ..., as,ks) + ∑
i,k2,...,ks
di∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks).
Hence,
S(y + z, x2, ..., xs) ≤ inf ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑i,k2,...,ksci∧a2,k2∧...∧as,ks≠0T (ci, a2,k2 , ..., as,ks) ∶ c ∈ Πy, a2 ∈ Πx2, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭+ ∑
i,k2,...,ks
di∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks)
=S(y, x2, ..., xs) + ∑
i,k2,...,ks
di∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks).
Thus, if z ∧ x2 ∧ ... ∧ xs ≠ 0, then
S(y + z, x2, ..., xs) ≤S(y, x2, ..., xs)
+ inf
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ ∑i,k2,...,ksdi∧a2,k2∧...∧as,ks≠0T (di, a2,k2 , ..., as,ks) ∶ d ∈ Πz, a2 ∈ Πx2, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭=S(y, x2, ..., xs) + S(z, x2, ..., xs).
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On the other hand, if z ∧ x2 ∧ ... ∧ xs = 0, then
S(y + z, x2, ..., xs) ≤S(y, x2, ..., xs) + ∑
i,k2,...,ks
di∧a2,k2∧...∧as,ks≠0
T (di, a2,k2 , ..., as,ks)
=S(y, x2, ..., xs) = S(y, x2, ..., xs) + S(z, x2, ..., xs).
Therefore,
S(y + z, x2, ..., xs) = S(y, x2, ..., xs) + S(z, x2, ..., xs).
We conclude that S is separately additive. Thus, S uniquely extends to a positive s-linear
map E × ... ×E → F , which we also denote by S, via Theorem 4.9.
By definition, S is jointly orthosymmetric. Consequently, S is orthosymmetric. It remains
to prove that S = Tos. Suppose that R ∈ Los(sE;F )+ and that R ≤ T . We prove that R ≤ S.
Let ai ∈ Πxi (i ∈ {1, .., s}). By Proposition 3.38, R is jointly orthosymmetric. Hence, if
x1, ..., xs ∈ E+ such that x1 ∧ ... ∧ xs ≠ 0, then
R(x1, ..., xs) = ∑
k1,...,ks
R(a1,k1 , ..., as,ks)
= ∑
k1,...,kn
a1,k1∧...∧an,kn≠0
R(a1,k1 , ..., an,kn)
≤ ∑
k1,...,kn
a1,k1∧...∧an,kn≠0
T (a1,k1 , ..., an,kn).
Thus,
R(x1, ..., xs) ≤ inf ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑k1,...,ksa1,k1∧...∧as,ks≠0T (a1,k1 , ..., as,ks) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ = S(x1, ..., xs).
It now follows from Theorem 2.5 that S = Tos.
Recall that if E1, ...,Es are vector lattices and if F is a Dedekind complete vector lattice,
then Lr(E1, ...,Es;F ) = Lobv(E1, ...,Es;F ) (Theorem 4.2). We will prove an analogue of
this result for s-homogeneous polynomials (Proposition 4.12). To this end, we introduce
polynomials of order bounded variation.
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Definition 4.11. Let E and F be vector lattices. An s-homogeneous polynomial P ∶E → F is
of order bounded variation if for all x ∈ E+, the set {∑k ∣P (ak)∣ ∶ ak ∈ Πx} is order bounded.
For vector lattices E and F , we denote the set of all s-homogeneous polynomials of order
bounded variation E → F by Pobv(sE;F ).
Proposition 4.12. Let E and F be vector lattices. Let P ∶E → F be an s-homogeneous
polynomial. Then P is of order bounded variation if and only if Pˇ is of order bounded
variation.
Proof. Suppose that P ∶E → F is an s-homogeneous polynomial of order bounded variation.
Let xi ∈ E+ and let ai ∈ Πxi (i ∈ {1, ..., s}). It follows from the Mazur-Orlicz polarization
formula (Theorem 2.17) that
∑
k1,...,ks
∣Pˇ (a1,k1 , ..., as,ks)∣ = 1s! ∑k1,...,ks
RRRRRRRRRRR ∑δi=0,1(−1)s−∑ δiP (
s∑
i=1 δiai,ki)
RRRRRRRRRRR≤ 1
s!
∑
k1,...,ks
∑
δi=0,1 ∣P (
s∑
i=1 δiai,ki)∣ .
Fix δ1, ..., δs ∈ {0,1}. Note that (δ1a1 + ... + δsas) ∈ Π(δ1x1 + ... + δsxs). Consequently, since
P is of order bounded variation, there exists some yδ1,...,δs ∈ F , that does not depend on our
choice of ai ∈ Πxi (i ∈ {1, ..., s}), such that ∑k1,...,ks ∣P (∑si=1 δiai,ki) ∣ ≤ yδ1,...,δs .
Since each of the following sums are finite,
1
s!
∑
k1,...,ks
∑
δi=0,1 ∣P (
s∑
i=1 δiai,ki)∣ = 1s! ∑δi=0,1 ∑k1,...,ks ∣P (
s∑
i=1 δiai,ki)∣ ≤ 1s! ∑δi=0,1 yδ1,...,δs <∞.
We conclude ⎧⎪⎪⎨⎪⎪⎩ ∑k1,...,ks ∣Pˇ (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
is order bounded. Therefore, Pˇ is of order bounded variation. If Pˇ is of order bounded
variation, then it is clear that P is of order bounded variation.
For vector lattices E and F , we denote the set of all symmetric s-linear maps
E × ... ×E → F by Lsym(sE;F ). As we note in Chapter III, Loane proved that if E is a
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vector lattice and if F is a Dedekind complete vector lattice, then Pr(sE;F ) is a Dedekind
complete vector lattice (Theorem 3.3). The main ingredient of Loane’s proof is the following
lemma.
Lemma 4.13 ([31], Lemma 2.15). Let E be a vector lattice. If F is a Dedekind complete
vector lattice, then Lrsym(sE;F ) is a Dedekind complete vector lattice.
We use the above lemma and Proposition 4.12 to prove the following theorem.
Theorem 4.14. If E is a vector lattice and and if F is a Dedekind complete vector lattice,
then the following hold.
(i) Pobv(sE;F ) is a Dedekind complete vector lattice.
(ii) If P ∈ Pobv(sE;F ), then
∣P ∣(x) = sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣Pˇ (ak1 , ..., aks)∣ ∶
n∑
k=1ak = x
⎫⎪⎪⎬⎪⎪⎭(x ∈ E+).
(iii) Pobv(sE;F ) = Pr(sE;F ).
Proof. It follows from Theorem 4.2 that Lr(sE;F ) = Lobv(sE;F ). Thus, Lemma 4.13 impliesLobvsym(sE;F ) is a Dedekind complete vector lattice. It now follows from Proposition 4.12
that Pobv(sE;F ) = Pr(sE;F ). The formula for ∣P ∣ in the statement of the theorem is a
consequence of Theorem 3.3.
For vector lattices E and F , we denote the set of all order bounded s-homogeneous polynomial
valuations E → F by Pval(sE;F ).
Theorem 4.15. If E is a vector lattice and if F is a Dedekind complete vector lattice, thenPval(sE;F ) is a band in Pobv(sE;F ).
Proof. If s = 1, then Pval(sE;F ) = Lb(E;F ). If s ≥ 2, it follows from Theorem 3.21 that
Pˇ ↦ P is a bijection Los(sE;F )→ Pval(sE;F ). Note that Los(sE;F ) is a band inLobvsym(sE;F ) (Theorem 4.6). In addition, Pˇ ↦ P is a lattice isomorphism
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Lobvsym(sE;F ) → Pobv(sE;F ). Thus, it follows from Theorem 2.7 that Pval(sE;F ) is a band
in Pobv(sE;F ).
Let E be a vector lattice and let F be a Dedekind complete vector lattice. Let s ≥ 2. It
follows from Theorem 4.15 that
Pobv(sE;F ) = Pval(sE;F )⊕Pval(sE;F )d.
For P ∈ Pobv(sE;F ), we denote the component of P in Pval(sE;F ) by Pval.
We will prove a variation of the formula that we use to calculate Tos (Theorem 4.10) to
calculate Pval (Theorem 4.19). To this end, we consider the following lemmas. We omit the
details of their proofs as they are essentially identical to van Gaans’ proofs of Lemmas 3.1
and 3.3 of [21], respectively.
Lemma 4.16. Let E and F be a vector lattices. Let xi ∈ E, ai = (ai,1, ..., ai,ni) ∈ Πxi, and
a′i = (a′i,1, ..., a′i,mi) ∈ Πxi (i ∈ {1, ..., s}). If T ∶E × ... ×E → F is a positive s-linear map and if
a′i is a refinement of ai (i ∈ {1, ..., s}), then
∑
k1,...,ks
a′1,k1∧...∧a′n,kn≠0
T (a′1,k1 , ..., a′s,ks) ≤ ∑
j1,...,js
a1,j1∧...∧an,jn≠0
T (a1,j1 , ..., as,js).
Lemma 4.17. Let E be a Dedekind complete vector lattice and let x ∈ E+. If a ∈ Πx, then
there exist finite subsets U1, ..., Un of E+ for which the following hold.
(i) The elements of U1, ..., Un form a partition of x that is finer than a.
(ii) xy whenever x ∈ Ui and y ∈ Uj (i, j ∈ {1, ..., n}, i ≠ j).
(iii) If x1, ..., xs ∈ Ui, then x1 ∧ ... ∧ xs ≠ 0 (i ∈ {1, ..., n}).
For s = 2, van Gaans used the above lemmas to prove the following.
Theorem 4.18 ([21], Theorem 3.4). Let E be a Dedekind complete vector lattice. If
T ∶E ×E → R is an orthosymmetric positive bilinear map, then
Tos(x,x) = inf { n∑
k=1T (ak, ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} (x ∈ E+).
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Our characterization of orthosymmetric maps as jointly orthosymmetric maps (Proposition
3.38) enables us to easily extended van Gaans’ proof of Theorem 4.18 to positive s-linear
maps. The details are contained in the proof of the following theorem.
Theorem 4.19. Let E and F be Dedekind complete vector lattices. Let s ≥ 2. If P ∶E → F
is a positive s-homogeneous polynomial, then
Pval(x) = inf { n∑
k=1P (ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} (x ∈ E+).
Proof. It follows from the formula that calculates Pˇos (Theorem 4.10) that
Pˇos(x, ..., x) ≤ inf { n∑
k=1 Pˇ (ak, ..., ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} .
We prove the reverse inequality. Let x ∈ E+ and let a = (a1, ..., an) ∈ Πx. It follows from
Lemma 4.17 that there exists some a′ = (a′1, ..., a′m) ∈ Πx and partition I1, ..., In of {1, ...,m}
such that a ≤ a′ and that a′ia′j whenever i ∈ Ik and j ∈ Il (k, l ∈ {1, ..., n}, k ≠ l). In addition,
it follows Lemma 4.17 that a′i1 ∧ ... ∧ a′is ≠ 0 if i1, ..., is ∈ Ik (k ∈ {1, ..., n}). Let bi ∶= ∑k∈Ii a′k(i ∈ {1, ..., n}). Then (b1, ..., bn) ∈ Πx and bibj whenever i ≠ j. Fix i ∈ {1, ..., n}. Note that
Pˇ (bi, ..., bi) = ∑
k1,...,ks∈Ii Pˇ (a′k1 , ..., a′ks) = ∑k1,...,ks∈Ii
a′k1∧...∧a′ks≠0
Pˇ (a′k1 , ..., a′ks).
Thus,
n∑
i=1 Pˇ (bi, ..., bi) = n∑i=1 ∑k1,...,ks∈Ii
a′k1∧...∧a′ks≠0
Pˇ (a′k1 , ..., a′ks) = ∑
k1,...,ks
a′k1∧...∧a′ks≠0
Pˇ (a′k1 , ..., a′ks).
Since a′ is a refinement of a, it now follows from Lemma 4.16 that
n∑
i=1 Pˇ (bi, ..., bi) ≤ ∑j1,...,js
aj1∧...∧ajn≠0
Pˇ (aj1 , ..., ajs).
In addition,
inf { n∑
k=1P (ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} ≤ n∑i=1P (bi) = n∑i=1 Pˇ (bi, ..., bi).
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Thus,
inf { n∑
k=1P (ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} ≤ ∑j1,...,js
aj1∧...∧ajn≠0
Pˇ (aj1 , ..., ajs).
Therefore,
inf { n∑
k=1P (ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} ≤ inf
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ ∑j1,...,jsaj1∧...∧ajn≠0 Pˇ (aj1 , ..., ajs) ∶ a ∈ Πx
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭=Pˇos(x, ..., x).
We conclude
Pˇos(x, ..., x) = inf { n∑
k=1 Pˇ (ak, ..., ak) ∶ a ∈ Πx, ai ∧ aj = 0 (i ≠ j)} .
It remains to show that Pˇos ○ ∆ = Pval. Suppose that Q is a polynomial valuation of order
s such that Pˇos ○ ∆ ≤ Q ≤ P . Note that Pˇos ≤ Qˇ ≤ Pˇ . In addition, Qˇ is orthosymmetric
(Theorem 3.21). Since Pˇos is the orthosymmetric component of Pˇ , it follows that Pˇos = Qˇ.
Therefore, Pˇos ○∆ = Q. It follows from Theorem 2.5 that Pˇos ○∆ = Pval.
Recall that Ln(E;F ) is a band in Lb(E;F ) whenever E is a vector lattice and F is a
Dedekind complete vector lattice (Theorem 2.12). Our final goal in this chapter is to extend
Theorem 2.12 to s-homogeneous polynomials of order bounded variation. We start with
order continuous multilinear maps.
Nakano introduced separately order continuous bilinear maps in the introduction of [33].
Cristescu introduced order continuous bilinear maps on page 200 of [18]. Their definitions
extend to s-linear maps as follows.
Definition 4.20. Let E1, ...,Es, and F be vector lattices and let T ∶E1 × ... ×Es → F be an
s-linear map.
(i) T is called separately order continuous if for each i ∈ {1, ..., s} and xj ∈ Ej (j ∈ {1, ..., s}∖{i}) the linear map
x↦ T (x1, ..., x, ..., xs) (x ∈ Ei)
is order continuous.
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(ii) T is called order continuous if T (x1,α1 , ..., xs,αs)→ T (x1, ..., xs) in F
whenever (xi,αi)αi∈Ai is a net such that xi,αi → xi in Ei (i ∈ (1, ..., s)).
For vector lattices E1, ...,Es and F , we denote the set of all separately order continuous
s-linear maps of order bounded variation E1 × ... ×Es → F by Ln(E1, ...,Es;F ).
Nakano proved that Ln(E1,E2;R) is a band in Lobv(E1,E2;R) if E1 and E2 are vector
lattices (Theorem 3.4 of [33]). Cristescu showed that this result also holds for order con-
tinuous bilinear maps with Dedekind complete range (p. 201 of [18]). We will prove thatLn(E1, ...,Es;F ) is a band in Lobv(E1, ...,Es;F ). First, we prove the following lemma.
Lemma 4.21. Let F be a Dedekind complete vector lattice. If F0 is a band in F , thenLobv(E1, ...,Es;F0) is a band in Lobv(E1, ...,Es;F ).
Proof. Let T ∈ L(E1, ...,Es;F0) and let xi ∈ E+i (i ∈ {1, .., s}). We first prove thatLobv(E1, ...,Es;F0) is a vector sublattice of Lobv(E1, ...,Es;F ). Note that⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
is contained in F0. Then
∣T ∣(x1, ..., xs) = sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ ∈ F0
since F0 is a band in F . That is, ∣T ∣ ∈ L(E1, ...,Es;F0).
Suppose S ∈ Lobv(E1, ...,Es;F ) such that ∣S∣ ≤ ∣T ∣. Since F0 is an ideal in F and
∣S(x1, ..., xs)∣ ≤ ∣S∣(x1, ..., xs) ≤ ∣T ∣(x1, ..., xs) ∈ F0,
we have that S(x1, ..., xs) ∈ F0. That is, S ∈ Lobv(E1, ...,Es;F0). Hence, Lobv(E1, ...,Es;F0)
is an ideal in Lobv(E1, ...,Es;F ).
Finally, suppose (Tα)α∈A is a net in Lobv(E1, ...,Es;F0) such that Tα ↑ T inLobv(E1, ...,Es;F ). Note that Tα(x1, ..., xs) ↑ T (x1, ..., xs). Then T (x1, ..., xs) ∈ F0 since F0
is a band in F . Thus, T ∈ Lobv(E1, ...,Es;F0). Therefore, Lobv(E1, ...,Es;F0) is a band inLobv(E1, ...,Es;F ).
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We make some preliminary observations before we prove the next lemma. Let s ≥ 2.
Define K ∶Lobv(E1, ...,Es;F )→ Lb(Es;Lobv(E1, ...,Es−1;F )) by
K(T )(xs)(x1, ..., xs−1) = T (x1, ..., xs)
for all T ∈ Lobv(E1, ...,Es;F ) and for all xi ∈ Ei (i ∈ {1, ..., s}). Consider the following
diagram.
Ln(E1, ...,Es;F ) Lobv(E1, ...,Es;F )
Ln(Es;Ln(E1, ...,Es−1;F )) Lb(Es;Lobv(E1, ...,Es−1;F ))
⊆
⊆
K
Recall that K is a lattice isomorphism Lobv(E1, ...,Es;F ) → Lb(Es;Lobv(E1, ...,Es−1;F ))
(Theorem 4.2) and that the image of a band under a lattice isomorphism is a band (Theo-
rem 2.7). Thus, in order to prove that Ln(E1, ...,Es;F ) is a band in Lobv(E1, ...,Es;F ), it
will suffice to show that the restriction of K to Ln(E1, ...,Es;F ) is a lattice isomorphismLn(E1, ...,Es;F )→ Ln(Es;Ln(E1, ...,Es−1;F )) and that Ln(Es;Ln(E1, ...,Es−1;F )) is a band
in Lb(Es;Lobv(E1, ...,Es−1;F )). The proof of the former follows.
Lemma 4.22. If E1, ...,Es are vector lattices, if F is a Dedekind complete vector lattice,
and if s ≥ 2, then the map K ∶Ln(E1, ...,Es;F )→ Ln(Es;Ln(E1, ...,Es−1;F ) that is defined by
K(T )(xs)(x1, ..., xs−1) = T (x1, ..., xs)
for all T ∈ Lobv(E1, ...,Es;F ) and for all xi ∈ Ei (i ∈ {1, ..., s}) is a lattice isomorphism.
Proof. It will suffice to prove that K (Ln(E1, ...,Es;F )) = Ln(Es;Ln(E1, ...,Es−1;F )). Let
T ∈ Ln(E1, ...,Es;F ) and let xi ∈ Ei (i ∈ {1, ..., s}). If i = s and if (xi,αi)αi∈Ai is a net in Ei
such that xi,αi → xi, then it follows from the separate order continuity of T that
T (x1, ..., xs−1, xs,αs)→ T (x1, ..., xs−1, xs).
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That is,
K(T )(xs,αs)(x1, ..., xs−1)→K(T )(xs)(x1, ..., xs−1).
Hence, K(T ) ∈ Ln(Es;Lobv(E1, ...,Es−1;F )). Similarly, if 1 ≤ i ≤ s − 1, then
K(T )(xs)(x1, ..., xi,αi , ..., xs−1)→K(T )(xs)(x1, ..., xi, ..., xs−1).
Thus, K(T ) ∈ Ln(Es;Ln(E1, ...,Es−1;F )). That is,
K(Ln(E1, ...,Es;F )) ⊆ Ln(Es;Ln(E1, ...,Es−1;F )).
Let T ∈ Ln(Es;Ln(E1, ...,Es−1;F )). Define T0 ∈ Ln(E1, ...,Es;F ) by
T0(x1, ..., xs) = T (xs)(x1, ...xs−1)
for all xi ∈ Ei (i ∈ {1, ..., s}). Note that K(T0) = T . Thus, T ∈ K(Ln(E1, ...,Es;F )).
Therefore, K(Ln(E1, ...,Es;F )) = Ln(E1, ...,Es−1;Ln(Es;F )).
We are now ready to prove the next theorem.
Theorem 4.23. If E1, ...,Es are vector lattices and if F is a Dedekind complete vector lattice,
then Ln(E1, ...,Es;F ) is a band in Lobv(E1, ...,Es;F ). In particular, Lsym,n(E1, ...,Es;F ) is
a band in Lobvsym(E1, ...,Es;F ).
Proof. The proof proceeds by induction on s. If s = 1, then it follows from Theorem 2.12
that Ln(E1;F ) is a band in Lb(E1;F ) = Lobv(E1;F ). Suppose that the theorem holds for
some s ≥ 1. We prove that the theorem holds for s + 1. It follows from the induction
hypothesis that Ln(E1, ...,Es;F ) is a band in Lobv(E1, ...,Es;F ). Thus, Lemma 4.21 im-
plies Lb(Es+1;Ln(E1, ...,Es;F )) is a band in Lb(Es+1;Lobv(E1, ...,Es;F )). In addition, we
have that Ln(Es+1;Ln(E1, ...,Es;F )) is a band in Lb(Es+1;Ln(E1, ...,Es;F )). Consequently,Ln(Es+1;Ln(E1, ...,Es;F )) is a band in Lb(Es+1;Lobv(E1, ...,Es;F )). It now follows from
Lemma 4.22 that Ln(E1, ...,Es;F ) is a band in Lobv(E1, ...,Es;F ).
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Cristescu proved on page 200 of [18] that if F is Dedekind complete, then a regular bilinear
map T ∶E1 ×E2 → F is order continuous if and only if T is separately order continuous. We
will extend his result to s-linear maps of order bounded variation (Proposition 4.25). To this
end, we prove the following lemma.
Lemma 4.24. Let E1, ...,Es and F be vector lattices. Let T ∶E1 × ... ×Es → F be a positive
s-linear map. Then T is separately order continuous if and only if T is order continuous.
Proof. Suppose that T is separately order continuous. We induct on s to prove that T is
order continuous. Trivially, T is order continuous if s = 1. Assume that the lemma holds for
some natural number s ≥ 1. We prove that the lemma holds for s + 1. Let xi ∈ Ei and let(xi,αi)αi∈Ai be a net in Ei such that xi,αi → xi (i ∈ {1, ..., s + 1}). Note that
∣T (x1,α1 , ..., xs,αs , xs+1,αs+1) − T (x1, ..., xs+1)∣ ≤≤∣T (x1,α1 , ..., xs,αs , xs+1,αs+1 − xs+1)∣ + ∣T (x1,α1 , ..., xs,αs , xs+1) − T (x1, ..., xs+1)∣≤∣T (x1,α1 , ..., xs,αs , ∣xs+1,αs+1 − xs+1∣)∣ + ∣T (x1,α1 , ..., xs,αs , xs+1) − T (x1, ..., xs+1)∣.
By definition, for each i ∈ {1, ..., s + 1}, there exists some zi ∈ Ei and αi0 ∈ Ai such that∣xi,αi ∣ ≤ zi whenever αi ≥ αi0 . Thus, for αi ≥ αi0 (i ∈ {1, ..., s + 1}), we have that
∣T (x1,α1 , ..., xs,αs , ∣xs+1,αs+1 − xs+1∣)∣ + ∣T (x1,α1 , ..., xs,αs , xs+1) − T (x1, ..., xs+1)∣≤∣T (z1, ..., zs, ∣xs+1,αs+1 − xs+1∣)∣ + ∣T (x1,α1 , ..., xs,αs , xs+1) − T (x1, ..., xs+1)∣.
Since T is separately order continuous, ∣T (z1, ..., zs, ∣xs+1,αs+1−xs+1∣)∣→ 0. It remains to prove
that ∣T (x1,α1 , ..., xs,αs , xs+1)−T (x1, ..., xs+1)∣→ 0. Define K(T )∶Es+1 → Lobv(E1×...×Es+1;F )+
by
K(T )(xs+1)(x1, ..., xs) = T (x1, ..., xs+1)
for all xi ∈ Ei (i ∈ {1, ..., s + 1}). Since T is separately order continuous, it follows from the
induction hypothesis that K(T )(xs+1) is order continuous. Hence,
∣T (x1,α1 , ..., xs,αs , xs+1) − T (x1, ..., xs+1)∣=∣K(T )(xs+1)(x1,α1 , ..., xs,αs) −K(T )(xs+1)(x1, ..., xs)∣→ 0.
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We conclude that ∣T (x1,α1 , ..., xs+1,αs+1)− T (x1, ..., xs+1)∣→ 0. That is, T is order continuous.
It is clear that if T is order continuous, then T is separately order continuous.
We can now easily prove the next proposition.
Proposition 4.25. Let E1, ...,Es be vector lattices and let F be a Dedekind complete vector
lattice. Let T ∶E1 × ... × Es → F be an s-linear map of order bounded variation. Then T is
order continuous if and only if T is separately order continuous.
Proof. Suppose that T is separately order continuous. Since Ln(E1, ...,Es;F ) is a vector
lattice (Theorem 4.23), there exist separately order continuous positive s-linear maps T1 and
T2 such that T = T1 − T2. In addition, it follows from Lemma 4.24, that T1 and T2 are order
continuous. Then T = T1 − T2 is order continuous. It is clear that if T is order continuous
then T is separately order continuous.
Let E1, ...,Es be vector lattices and let F be a Dedekind complete vector lattice. By
Theorem 4.23, we have that
Lobv(E1, ...,Es;F ) = Ln(E1, ...,Es;F )⊕Ln(E1, ...,Es;F )d.
For T ∈ Lobv(E1, ...,Es;F ), we denote the order continuous component of T by Tn. The
formula in the following theorem by Schep calculates the order continuous component of a
positive linear map.
Theorem 4.26 ([39], Theorem 2.5). Let E be a vector lattice and let F be a Dedekind
complete vector lattice. If T ∶E → F is a positive linear map, then
Tn(x) = inf {sup
α
T (xα) ∶ 0 ≤ xα ↑ x} (x ∈ E+).
We extend the above theorem to positive s-linear maps.
Theorem 4.27. Let E1,...,Es be vector lattices and let F be a Dedekind complete vector
lattice. If T ∶E1 × ... ×Es → F is a positive s-linear map, then
Tn(x1, ..., xs) = inf { sup(α1,...,αs)T (x1,α1 , ..., xs,αs) ∶ 0 ≤ x1,α1 ↑ x1, ...,0 ≤ xs,αs ↑ xs}
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for all xi ∈ E+i (i ∈ {1, ..., s}).
Proof. Define S∶E+1 × ... ×E+s → F + by
S(x1, ..., xs) = inf { sup(α1,...,αs)T (x1,α1 , ..., xs,αs) ∶ 0 ≤ x1,α1 ↑ x1, ...,0 ≤ xs,αs ↑ xs}
for all xi ∈ E+i (i ∈ {1, ..., s}). We first prove that S is separately additive.
Suppose that (wβ)β∈B is a net in E+1 such that wβ ↑ (y+z). For each β ∈ B, let yβ ∶= wβ∧y
and let zβ ∶= wβ −yβ. Note that yβ ↑ y and that zβ ↑ z. Hence, for nets (xi,αi)αi∈Ai in E+i such
that xi,αi ↑ xi (i ∈ {2, ...s}), we have that
S(y, x2..., xs) + S(z, x2, ..., xs) ≤
≤ sup(β,α2,...,αs)T (yβ, x2,α2, ..., xs,αs) + sup(β,α2,...,αs)T (zβ, x2,α2 , ..., xs,αs)= sup(β,α2,...,αs)T (yβ + zβ, x2,α2 , ..., xs,αs) == sup(β,α2,...,αs)T (wβ, x2,α2 , ..., xs,αs).
Therefore,
S(y, x2..., xs) + S(z, x2, ..., xs) ≤
≤inf { sup(β,α2,...,αs)T (wβ, x2,α2 , ..., xs,αs) ∶ 0 ≤ wβ ↑ (y + z),0 ≤ x2,α2 ↑ x2, ...,0 ≤ xs,αs ↑ xs}=S(y + z, x2, ..., xs).
On the other hand, suppose that (yβ)β∈B and (zγ)γ∈G are nets in E+1 such that yβ ↑ y and
zγ ↑ z. If (xi,αi)αi∈Ai is a net in E+i such that xi,αi ↑ Ei (i ∈ {2, ..., s}), then
S(y + z, x2..., xs) ≤
≤ sup(β,γ,α2,...,αs)T (yβ + zγ, x2,α2 , ..., xs,αs)= sup(β,α2,...,αs)T (yβ, x2,α2 , ..., xs,αs) + sup(γ,α2,...,αs)T (zγ, x2,α2 , ..., xs,αs).
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Hence,
S(y + z, x2..., xs) ≤
≤inf { sup(β,α2,...,αs)T (yβ, x2,α2 , ..., xs,α2) ∶ 0 ≤ yβ ↑ y,0 ≤ x2,α2 ↑ x2, ...,0 ≤ xs,αs ↑ xs}
+ inf { sup(γ,α2,...,αs)T (zγ, x2,α2 , ..., xs,αs) ∶ 0 ≤ zγ ↑ z,0 ≤ x2,α2 ↑ x2, ...,0 ≤ xs,αs ↑ xs}=S(y, x2..., xs) + S(z, x2, ..., xs).
Therefore,
S(y, x2..., xs) + S(z, x2, ..., xs) = S(y + z, x2..., xs).
It now follows that S extends to a positive s-linear map E1 × ... ×Es → F via Theorem 4.9.
Next, we prove that S is separately order continuous. We proceed by induction on s. The
case in which s = 1 is Theorem 4.26. Assume that the result holds for some natural number
s ≥ 1. We prove that the result holds for s + 1. Define K(S)∶Es+1 → Lobv(E1, ...,Es;F )+ by
K(S)(xs+1)(x1, ..., xs) = S(x1, ..., xs, xs+1)
for all xi ∈ Ei (i ∈ {1, ..., s + 1}). Suppose that (xβ)β∈B is a net in E+1 such that xβ ↓ 0. For a
fixed β ∈ B and xi ∈ E+i (i ∈ {2, ..., s + 1}), we have that
S(xβ, x2, ..., xs+1) ≤
≤ inf { sup(α1,...,αs)T (x1,α1 , ..., xs,αs , xs+1) ∶ 0 ≤ x1,α1 ↑ xβ,0 ≤ x2,α2 ↑ x2, ...,0 ≤ xs,αs ↑ xs}
= inf { sup(α1,...,αs)K(T )(xs+1)(x1,α1 , ..., xs,αs) ∶ 0 ≤ x1,α1 ↑ xβ,0 ≤ x2,α2 ↑ x2, ...,0 ≤ xs,αs ↑ xs}=(K(T )(xs+1))n(xβ, x2, ..., xs).
By the induction hypothesis,
0 ≤ S(xβ, x2, ..., xs+1) ≤ (K(T )(xs+1))n(xβ, x2, ..., xs) ↓ 0.
We conclude that S is separately order continuous. Since S ≤ T , Theorem 2.5 implies S ≤ Tn.
53
On the other hand, it follows from the order continuity of Tn that
Tn(x1, ..., xs+1) = inf { sup(α1,...,αs+1)Tn(x1,α1 , ..., xs+1,αs+1) ∶ 0 ≤ x1,α1 ↑ x1, ...,0 ≤ xs+1,αs+1 ↑ xs+1}
≤ inf { sup(α1,...,αs+1)T (x1,α1 , ..., xs+1,αs+1) ∶ 0 ≤ x1,α1 ↑ x1, ...,0 ≤ xs+1,αs+1 ↑ xs+1}=S(x1, ..., xs+1).
Therefore Tn = S.
Next, we introduce order continuous polynomials.
Definition 4.28. Let E and F be vector lattices. An s-homogeneous polynomials P ∶E → F
is called order continuous if P (xα)→P (x) whenever xα→x.
For vector lattices E and F , we denote the set of all order continuous s-homogeneous poly-
nomials of order bounded variation E → F by Pn(sE;F ).
Proposition 4.29. Let E and F be vector lattices. Let T ∶E × ... ×E → F be a symmetric
s-linear map. Then T is order continuous if and only if T (xα, ..., xα)→ T (x, ..., x) whenever(xα)α∈A is a net in E such that xα → x. In particular, if P ∶E → F is an s-homogeneous
polynomial, then P is order continuous if and only if Pˇ is order continuous.
Proof. Suppose that T (xα, ..., xα) → T (x, ..., x) whenever xα → x in E. Define the s-
homogeneous polynomial PT ∶ E → F by PT (x) = T (x, ..., x) for all x ∈ E. Since T is
symmetric, PˇT = T . Let (xi,αi)αi∈Ai be a net such that xi,αi → xi in E (i ∈ {1, ...s}). Fix
αi ∈ Ai (i ∈ {1, ..., s}). By the Mazur-Orlicz polarization formula (Theorem 2.17), we have
that
T (x1,α1 , ..., xs,αs) = 1s! ∑δi=0,1(−1)s−∑ δiPT (
s∑
i=1 δixi,αi) .
Since PT is order continuous and ∑δi=0,1(−1)s−∑ δiPT (∑si=1 δixi,αi) is a sum with finitely many
terms,
1
s!
∑
δi=0,1(−1)s−∑ δiPT (
s∑
i=1 δixi,αi)→ 1s! ∑δi=0,1(−1)s−∑ δiPT (
s∑
i=1 δixi) .
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In addition,
1
s!
∑
δi=0,1(−1)s−∑ δiPT (
s∑
i=1 δixi) = T (x1, ..., xs).
Therefore, T (x1,α1 , ..., xs,αs)→ T (x1, ..., xs).
We can now extend Theorem 2.12 to s-homogeneous polynomial of order bounded variation.
Theorem 4.30. If E is a vector lattice and if F is a Dedekind complete vector lattice, thenPn(sE;F ) is a band in Pobv(sE;F ).
Proof. Recall Lsym,n(sE;F ) is a band in Lobvsym(sE;F ) (see Theorem 4.23). In addition,
Proposition 4.29 implies Pn(sE;F ) is the image of Lsym,n(sE;F ) under the lattice isomor-
phism Pˇ ↦ P . Hence, it follows from Theorem 2.7 that Pn(sE;F ) is a band in Pobv(sE;F ).
Let E be a vector lattice and let F be a Dedekind complete vector lattice. It follows
from Theorem 4.30 that
Pobv(sE;F ) = Pn(sE;F )⊕Pn(sE;F )d.
For P ∈ Pobv(sE;F ), we denote the order continuous component of P by Pn.
Theorem 4.31. Let E be a vector lattice and let F be a Dedekind complete vector lattice.
If P ∶E → F is a positive s-homogeneous polynomial, then
Pn(x) = inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} .
Proof. Let x ∈ E+. Let (xi,αi)αi∈Ai be a net in E+ such that xi,αi ↑ x (i ∈ {1, ..., s}). Let
A ∶= A1 × ... × As. For each α = (α1, ..., αs) in A, let zα ∶= x1,α1 ∧ ... ∧ xs,αs . Note that
zα ↑ x ∧ ... ∧ x = x. Thus,
inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} ≤ sup
α
P (zα) = sup(α1,...,αs)P (x1,α1 ∧ ... ∧ xs,αs).
Since Pˇ is positive, we also have that
P (x1,α1 ∧ ... ∧ xs,αs) = Pˇ (x1,α1 ∧ ... ∧ xs,αs , ..., x1,α1 ∧ ... ∧ xs,αs) ≤ Pˇ (x1,α1 , ..., xs,αs)
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for all αi ∈ Ai (i ∈ {1, ..., s}). Thus,
sup(α1,...,αs)P (x1,α1 ∧ ... ∧ xs,αs) ≤ sup(α1,...,αs) Pˇ (x1,α1 , ..., xs,αs).
Consequently,
inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} ≤ inf { sup(α1,...,αs) Pˇ (x1,α1 , ..., xs,αs) ∶ 0 ≤ x1,α1 ↑ x, ...,0 ≤ xs,αs ↑ x} .
That is,
inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} ≤ Pˇn(x, ..., x).
On the other hand,
Pˇn(x, ..., x) ≤ inf {sup
α
Pˇ (xα, ..., xα) ∶ 0 ≤ xα ↑ x} = inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} .
Therefore, (Pˇn ○∆)(x) = Pˇn(x, ..., x) = inf {sup
α
P (xα) ∶ 0 ≤ xα ↑ x} .
It remains to show that Pˇn ○∆ = Pn. Note that Proposition 4.29 implies (Pn)ˇ is order
continuous. Thus, (Pn)ˇ = (Pn)ˇn ≤ Pˇn. That is, Pn ≤ Pˇn ○ ∆. On the other hand, Pˇn ○ ∆
is an order continuous s-homogeneous polynomial such that Pˇn ○ ∆ ≤ P . Consequently, by
Theorem 2.5, we have that Pˇn ○∆ ≤ Pn. Therefore, Pˇn ○∆ = Pn.
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V. ARENS ADJOINTS
Arens presented the following definitions in a more general setting in Section 2 of [4].
Definition 5.1. Let E1, ...,Es, and F be vector lattices. The Arens adjoint of an s-linear
map T ∶E1 ×⋯ ×Es → F is the map T ∗∶F ∼ ×E1 × ... ×Es−1 → E∼s that is defined by
T ∗(f, x1, ..., xs−1)(xs) = f(T (x1, ..., xs−1, xs))
for all f ∈ F ∼, x1 ∈ E1, ..., xs ∈ Fs.
Definition 5.2. Let E1, ...,Es, and F be vector lattices. Let T ∶E1×...×Es → F be an s-linear
map. Let T [1]∗ ∶= T ∗ and inductively define T [k]∗ by T [k]∗ = (T [k−1]∗)∗ (k ≥ 2). The s-linear
map T [s+1]∗ ∶ E∼∼1 × ... ×E∼∼s → F ∼∼ is called the Arens extension of T .
For a vector lattice E, we define xˆ ∈ E∼∼ by xˆ(f) = f(x) (f ∈ E∼). Note that if E1, ...,Es,
and F are vector lattices and if T ∶E1 × ... ×Es → F is an s-linear map, then
T [s+1]∗(xˆ1, ..., xˆs) = T (x1, ..., xs)ˆ for all x1 ∈ E1, ..., xs ∈ Es. Indeed, if f∼ ∈ F ∼ and if
x1 ∈ E1, ..., xs ∈ Es, then
T [s+1]∗(xˆ1, ..., xˆs)(f∼) = xˆ1 (T [s]∗(xˆ2, ..., xˆs, f∼)) = T [s]∗(xˆ2, ..., xˆs, f∼)(x1).
Repeating the above calculation s more times shows that
T [s+1]∗(xˆ1, ..., xˆs)(f∼) = f∼ (T (x1, ..., xs)) = T (x1, ..., xs)ˆ (f∼) .
If A is an algebra with multiplication m, then m∗∗∗ defines a multiplication on A∗∗, which
we call the Arens multiplication of A. In [3], Arens investigates properties that m∗∗∗ inherits
from m. He notes that if m is associative, then m∗∗∗ is associative. However, he also notes
that if m is commutative, then m∗∗∗ is not necessarily commutative.
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The following theorem by Grobler describes a setting in which the commutativity of m
is transferred to m∗∗∗.
Proposition 5.3 ([23], Theorem 4). If A is an Abelian lattice ordered algebra, then (A∼n)∼
is an Abelian lattice ordered algebra under the Arens multiplication.
Part (iv) of the following theorem by Boulabiar, Buskes, and Page generalizes the above
proposition.
Theorem 5.4 ([11], Theorem 2.1). Let E1,E2 and F be vector lattices. If T ∶E1 ×E2 → F is
a bilinear map of order bounded variation, then the following hold.
(i) T ∗ is of order bounded variation.
(ii) The restriction of T ∗∗∗ to (E∼1 )∼n × (E∼2 )∼n is separately order continuous.
(iii) T ((E∼)∼n × (F ∼)∼n)) ⊆ (G∼)∼n.
(iv) If E = E1 = E2 and if T is symmetric, then the restriction of T ∗∗∗ to (E∼)∼n × (E∼)∼n is
symmetric.
Recall that a lattice ordered algebra A is an almost f-algebra if fg = 0 whenever f ∧ g = 0
(Definition 2.14). The following theorem by Bernau and Huijsmans states that the Arens
extension of an almost f-algebra multiplication is itself an almost f-algebra multiplication.
Theorem 5.5 ([8], Theorem 2.12). If A is an almost f-algebra, then A∼∼ is an almost
f-algebra with respect to the Arens multiplication.
Note that every almost f-algebra multiplication defines a positive orthosymmetric bilinear
map. Hence, the following theorem by Yilmaz generalizes Theorem 5.5.
Theorem 5.6 ([46], Theorem 2.2). Let E be a vector lattice. If T ∶E × E → F is an or-
thosymmetric positive bilinear map, then T ∗∗∗ is an orthosymmetric positive bilinear map.
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Toumi considered Arens extensions of orthosymmetric s-linear maps in [44] for s ≥ 2. He
proved the following.
Theorem 5.7 ([Theorem 4, [44]). Let E be a vector lattice. If T ∶ E × ... × E → R is an
orthosymmetric lattice s-morphism, then the restriction of T [s+1]∗ to (E∼n)∼ × ... × (E∼n)∼ is
orthosymmetric.
In this chapter, we will use our correspondence between orthosymmetric maps and poly-
nomial valuations (Theorem 3.21) to prove that if E and F are vector lattices and if
T ∶E × ... ×E → F is an orthosymmetric order bounded s-linear map, then the restriction of
T [s+1]∗ to (E∼)∼n × ... × (E∼)∼n is orthosymmetric (Corollary 5.18). Unfortunately, our result
is only a partial generalization of Theorems 5.5 and 5.6 in that we are unable to prove that
T [s+1]∗ is orthosymmetric on all of E∼∼ × ... ×E∼∼.
Our first objective in this chapter is to extend Theorem 5.4 to s-linear maps of order
bounded variation. The proof of the following theorem is essentially identical to the proof
of part (i) of Theorem 5.4.
Theorem 5.8. Let E1, ...,Es, and F be vector lattices. If T ∶E1 × ... ×Es → F is an
s-linear map of order bounded variation, then T ∗∶F ∼×E1× ...×Es−1 → E∼s is of order bounded
variation.
Proof. Let f ∈ F ∼+ and let xi ∈ E+i (i ∈ {1, ..., s}). Let
D ∶= ⎧⎪⎪⎨⎪⎪⎩ ∑k,k1,...,ks−1 ∣T ∗(bk, a1,k1 , ..., as−1,ks−1)∣ ∶ b ∈ Πf, a1 ∈ Πx1, ..., as−1 ∈ Πxs−1
⎫⎪⎪⎬⎪⎪⎭ .
Since D is upward directed, it suffices to prove that {D(f) ∶ D ∈ D} is order bounded for
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each y ∈ F +. By Theorem 2.2,
∑
k,k1,...,ks−1
∣T ∗(bk, a1,k1 , ..., as−1,ks−1)∣(xs)
= ∑
k,k1,...,ks−1
sup{∑
ks
∣T ∗(bk, a1,k1 , ..., as−1,ks−1)(as,ks)∣ ∶ as ∈ Πxs}
= ∑
k,k1,...,ks−1
sup{∑
ks
∣bk(T (a1,k1 , ..., as,ks))∣ ∶ as ∈ Πxs}
≤ ∑
k,k1,...,ks−1
sup{∑
ks
bk(∣T (a1,k1 , ..., as,ks)∣) ∶ as ∈ Πxs}
≤∑
k
sup
⎧⎪⎪⎨⎪⎪⎩ ∑k1,...,ks bk(∣T (a1,k1 , ..., as,ks)∣) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ .
Since T is of order bounded variation,⎧⎪⎪⎨⎪⎪⎩ ∑k1,...,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
has an upper bound z. Thus,
∑
k
sup
⎧⎪⎪⎨⎪⎪⎩ ∑k1,...,ks bk(∣T (a1,k1 , ..., as,ks)∣) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ ≤∑k bk(z) = f(z).
Therefore T ∗ is of order bounded variation.
We collect some preliminary lemmas before we extend part (ii) of Theorem 5.4 to s-linear
maps of order bounded variation (Theorem 5.12). Let E1, ...,Es, and F be vector lattices
and let T ∶E1 × ... ×Es → F be an s-linear map. If ∣T ∣ exists, then ∣T ∗∣ ≤ ∣T ∣∗. Indeed, T ≤ ∣T ∣
and −T ≤ ∣T ∣. Hence, T ∗ ≤ ∣T ∣∗ and −T ∗ ≤ ∣T ∣∗. This implies ∣T ∗∣ ≤ ∣T ∣∗. Example 1.74 in [2]
shows that, in general, ∣T ∗∣ ≠ ∣T ∣∗. In the next lemma, we present criteria in which equality
is obtained.
Lemma 5.9. Let E1, ...,Es be vector lattices and let F be a Dedekind complete vector lattice.
If T ∶E1 × ... ×Es → F is an s-linear map of order bounded variation, then
∣T ∗∣(f, x1, ..., xs−1) = ∣T ∣∗(f, x1, ..., xs−1)
for all xi ∈ Ei (i ∈ {1, ..., s − 1}) and f ∈ F ∼n .
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Proof. We have already observed that ∣T ∗∣ ≤ ∣T ∣∗ in the paragraph preceding this lemma.
We prove that ∣T ∣∗ ≤ ∣T ∗∣. Let xi ∈ E+i (i ∈ {1, .., s}) and let f ∈ (F ∼n )+. Theorem 4.2 implies
∣T ∣∗(f, x1, ..., xs−1)(xs) =f (∣T ∣(x1, ..., xs−1, xs))
=f ⎛⎝sup
⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭⎞⎠ .
Since f is order continuous,
f
⎛⎝sup
⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T (a1,k1 , ..., as,ks)∣ ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭⎞⎠
= sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks f(∣T (a1,k1 , ..., as,ks)∣) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭ .
Let ai,ki ∈ Ei (i ∈ {1, ..., s}). By Theorem 1.23 of [2], there exists an order bounded linear
map g ∈ F ∼ such that g ≤ f and
f(∣T (a1,k1 , ..., as,ks)∣) = g(T (a1,k1 , ..., as,ks)).
Thus,
f(∣T (a1,k1 , ..., as,ks)∣) =g(T (a1,k1 , ..., as,ks))=T ∗(g, a1,k1 , ..., as,ks−1)(as,ks)≤∣T ∗∣(g, a1,k1 , ..., as,ks−1)(as,ks)≤∣T ∗∣(f, a1,k1 , ..., as,ks−1)(as,ks).
Hence,
sup
⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks f(∣T (a1,k1 , ..., as,ks)∣) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭
≤ sup⎧⎪⎪⎨⎪⎪⎩ ∑k1,..,ks ∣T ∗∣(f, a1,k1 , ..., as,ks−1)(as,ks) ∶ a1 ∈ Πx1, ..., as ∈ Πxs
⎫⎪⎪⎬⎪⎪⎭=∣T ∗∣(f, x1, ..., xs−1)(xs).
Therefore, ∣T ∣∗ ≤ ∣T ∗∣.
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The above lemma implies the following result by Krengel.
Corollary 5.10 ([28], Theorem 6.2). Let E be a vector lattice and let F be a Dedekind
complete vector lattice. If T ∶ E → F is an order bounded linear map, then ∣T ∗∣(f) = ∣T ∣∗(f)(f ∈ F ∼n ).
Next, we prove that, the ith adjoint of an s-linear map of order bounded variation is order
continuous in argument i whenever 1 ≤ i ≤ s.
Lemma 5.11. Let E1,...,Es be vector lattices and let F be a Dedekind complete vector lattice.
Let 1 ≤ i ≤ s. If T ∶E1 × ... × Es → F is an s-linear map of order bounded variation and if
fα → f in (F ∼n ), then
T [i]∗(ψs−i+2, ..., ψs, fα, x1, ..., xs−i)→ T [i]∗(ψs−i+2, ..., ψs, f, x1, ..., xs−i)
for all ψj ∈ (E∼j )∼n (j ∈ {s − i + 2, ..., s}) and xj ∈ Ej (j ∈ {1, ..., s − i}).
Proof. Let (fα)α∈A be a net in F ∼n such that fα ↓ 0. The proof proceeds by induction on i.
Suppose that i = 1. Let α ∈ A, fs ∈ E∼s , and let xj ∈ E+j (j ∈ {1, ..., s − 1}). It follows from
Theorem 2.2 that
∣T ∗(fα, x1, ..., xs−1)∣(xs) = sup(∑
k
∣T ∗(fα, x1, ..., xs−1)(ak)∣ ∶ a ∈ Πxs)
= sup{∑
k
∣fα(T (x1, ..., xs−1, ak))∣ ∶ a ∈ Πxs} .
Since fα is order continuous, we have that
sup{∑
k
∣fα(T (x1, ..., xs−1, ak))∣ ∶ a ∈ Πxs}
≤fα (sup{∑
k
∣T ∣(x1, ..., xs−1, ak) ∶ a ∈ Πxs})
=fα (∣T ∣(x1, ..., xs−1, xs)) ↓ 0.
Suppose that the lemma holds for some natural number i ≥ 1. We prove that the lemma
holds for i + 1. Let ψj ∈ (E∼j )∼n (j ∈ {s − i + 1, ..., s}), and let xj ∈ Ej (j ∈ {1, ..., s − i}). Note
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that
∣T [i+1]∗(ψs−i+1, ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1)∣(xs−i)
≤∣T [i+1]∗∣(ψs−i+1, ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1)(xs−i).
It follows from Lemma 5.9 that
∣T [i+1]∗∣(ψs−i+1, ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1)(xs−i)
=∣T ∣[i+1]∗(ψs−i+1, ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1)(xs−i)
=ψs−i+1(∣T ∣[i]∗(ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1, xs−i)).
By the induction hypothesis,
∣T ∣[i]∗(ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1, xs−i)→ 0.
Since ψs−i+1 is order continuous, it follows that
ψs−i+1 (∣T ∣[i]∗(ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1, xs−i))→ 0.
Therefore, ∣T [i+1]∗(ψs−i+1, ψs−i+2, ..., ψs, fα, x1, ..., xs−i−1)∣(xs−i)→ 0.
For convenience, we will denote the restriction of T [s+1]∗ to (E∼1 )∼n × ... × (E∼s )∼n by T [s+1]∗
from this point forward. We are now ready to extend part (ii) of Theorem 5.4 to s-linear
maps.
Theorem 5.12. Let E1, ...,Es, and F be vector lattices. If T ∶E1 × ...×Es → F is an s-linear
map of order bounded variation, then T [s+1]∗ is separately order continuous.
Proof. Fix j ∈ {1, ..., s}. Let (ψα)α∈A be a net in (E∼j )∼n such that ψα ↓ 0. If ψi ∈ (E∼i )∼+n(i ∈ {1, ..., s} ∖ {j}), then Lemma 5.9 implies
∣T [s+1]∗(ψ1, ..., ψα, ..., ψs)∣ ≤ ∣T [s+1]∗∣(ψ1, ..., ψα, ..., ψs) = ∣T [s−j]∗∣[j]∗(ψ1, ..., ψα, ..., ψs).
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It follows from Lemma 5.11 that ∣T [s−j]∗∣[j]∗(ψ1, ..., ψα®
j
, ..., ψs)→ 0. We conclude that T [s+1]∗
is separately order continuous.
Let E and F be vector lattices. Define
IS ∶= {x ∈ E ∶ xα ↑ x for some net (xα)α∈A in S}.
We define DS similarly for downward directed nets. The following theorem by Grobler states
that if E is a vector lattice, then elements of (E∼)∼n can be approximated by elements of Eˆ.
Theorem 5.13 ([23], Theorem 3). If E is a vector lattice, then DIDI(Eˆ) = (E∼)∼n.
Boulabiar, Buskes, and Page used the above theorem to prove that if E and F are vector
lattices and if T ∶E × E → F is a bilinear map of order bounded variation, then T ∗∗∗ is
symmetric (part (iii) of Theorem 5.4). We extend their result to s-linear maps, as follows.
Theorem 5.14. Let E and F be vector lattices. If T ∶E × ...×E → F is a symmetric s-linear
map of order bounded variation, then T [s+1]∗ is symmetric.
Proof. Let ψ1, ..., ψs ∈ (E∼)∼n. Fix i, j ∈ {1, ..., s} with i ≠ j. It will suffice to prove that
T [s+1]∗(ψ1, ..., ψi, ..., ψj, ..., ψs) = T [s+1]∗(ψ1, ..., ψj, ..., ψi, ..., ψs).
Suppose that ψi ∈ IEˆ (i ∈ {1, ..., s}). By definition, there exists a net (xi,αi)αi∈Ai in (E∼)∼n
such that xˆi,αi ↑ ψi (i ∈ {1, ..., s}). It follows from the symmetry of T that
T [s+1]∗(xˆ1,α1 , ...., xˆi,αi , ...., xˆj,αj , ..., xˆs,αs) =T (x1,α1 , ...., xi,αi , ...., xj,αj , ..., xs,αs)ˆ=T (x1,α1 , ...., xj,αj , ...., xi,αi , ..., xs,αs)ˆ=T [s+1]∗(xˆ1,α1 , ...., xˆj,αj , ...., xˆi,αi , ..., xˆs,αs).
Note that Theorem 5.12 implies T [s+1]∗ is separately order continuous. Hence, it follows from
Proposition 4.25 that T [s+1]∗ is order continuous. Thus,
T [s+1]∗(xˆ1,α1 , ...., xˆi,αi , ...., xˆj,αj , ..., xˆs,αs) ==T [s+1]∗(xˆ1,α1 , ...., xˆj,αj , ...., xˆi,αi , ..., xˆs,αs)→ T [s+1]∗(ψ1, ..., ψj, ..., ψi, ..., ψs).
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We also have that,
T [s+1]∗(xˆ1,α1 , ...., xˆi,αi , ...., xˆj,αj , ..., xˆs,αs)→ T [s+1]∗(ψ1, ..., ψi, ..., ψj, ..., ψs).
Therefore, T [s+1]∗(ψ1, ..., ψi, ..., ψj, ..., ψs) = T [s+1]∗(ψ1, ..., ψj, ..., ψi, ..., ψs).
A near identical calculation proves that
T [s+1]∗(ψ1, ..., ψi, ..., ψj, ..., ψs) = T [s+1]∗(ψ1, ..., ψj, ..., ψi, ..., ψs)
if ψ1, ..., ψs ∈ DIEˆ. Continuing in this way while using Theorem 5.13 proves that T [s+1]∗ is
symmetric.
Next, we consider Arens adjoints of polynomials.
Definition 5.15. Let E and F be vector lattices. Let P ∶E → F be an s-homogeneous
polynomial. We call the s-homogeneous polynomial P [s+1]∗ ∶ E∼∼ → F ∼∼ that is defined by
P [s+1]∗(ψ) = Pˇ [s+1]∗(ψ, ..., ψ)
for all ψ ∈ E∼∼ the Arens extension of P.
Note that P [s+1]∗(xˆ) = P (x)ˆ for all x ∈ E.
Theorem 5.16. Let E and F be vector lattices. If P ∶E → F is an s-homogeneous polynomial
of order bounded variation, then the following hold.
(i) P [s+1]∗ is of order bounded variation.
(ii) P [s+1]∗ is order continuous.
Proof. (i) Proposition 4.12 implies Pˇ is of order bounded variation. In addition, by
Theorem 5.8, we have that Pˇ [s+1]∗∶E∼∼ × ... × E∼∼ → F ∼∼ is of order bounded variation.
Therefore, P [s+1]∗ is of order bounded variation.(ii) Theorem 5.12 implies Pˇ [s+1]∗ is separately order continuous. Hence, it follows from
Proposition 4.25 that Pˇ [s+1]∗ is order continuous. Therefore, P [s+1]∗ is order continuous.
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We are now ready to prove the main results of this chapter.
Theorem 5.17. Let E and F be a vector lattices. If P ∶E → F is an s-homogeneous poly-
nomial valuation of order bounded variation, then P [s+1]∗ is an s-homogeneous polynomial
valuation of order bounded variation.
Proof. Let φ,ψ ∈ (E∼)∼n. Suppose that φ,ψ ∈ IEˆ. By definition, there exist nets (xα)α∈A and(yβ)β∈B in E such that xˆα ↑ φ and yˆβ ↑ ψ in (E∼)∼n. Let α ∈ A and β ∈ B. Since P is a
polynomial valuation,
P [s+1]∗(xˆα) + P [s+1]∗(yˆβ) = (P (xα) + P (yβ)) ˆ
=(P (xα ∧ yβ) + P (xα ∨ yβ))ˆ
=P [s+1]∗(xˆα ∧ yˆβ) + P [s+1]∗(xˆα ∨ yˆβ).
Theorem 5.16 implies P [s+1]∗ is order continuous. Consequently,
P [s+1]∗(φ) + P [s+1]∗(ψ) = P [s+1]∗(φ ∧ ψ) + P [s+1]∗(φ ∨ ψ).
A near identical calculation shows that P [s+1]∗ is a valuation on DI(Eˆ). Continuing in this
way proves P [s+1]∗ is a valuation on DIDI(Eˆ) = (E∼)∼n (Theorem 5.13).
The following corollary implies Theorem 5.7 and is a partial generalization of Theorems 5.5
and 5.6.
Corollary 5.18. Let E and F be vector lattices. Let s ≥ 2. If T ∶E × ... × E → F is an
orthosymmetric order bounded s-linear map, then T [s+1]∗ is orthosymmetric.
Proof. Let PT be the polynomial that is generated by T . Theorem 3.9 implies PT is a
polynomial valuation. In addition, Theorem 4.4 implies PT is of order bounded variation.
Hence, it follows from Theorem 5.17 that (PT )[s+1]∗ is a polynomial valuation. Consequently,(P [s+1]∗T )ˇ is orthosymmetric by Theorem 3.9. Note that Proposition 3.34 implies T is
symmetric. Hence, T [s+1]∗ is symmetric by Theorem 5.14. Therefore, T [s+1]∗ = (P [s+1]∗T )ˇ is
orthosymmetric.
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