Abstract. We study the analyticity of the semigroups generated by some classes of degenerate second order differential operators in the space of continuous function on a domain with corners. These semigroups arise from the theory of dynamics of populations.
Introduction
In this paper we deal with the class of degenerate second order elliptic differential operators arises in the theory of Fleming-Viot processes, namely measure-valued processes that can be viewed as diffusion approximations of empirical processes associated with some classes of discrete time Markov chains in population genetics. We refer to [21, 22, 25] for more details on the topic. Recent applications of Fleming-Viot processes to the study of the volatility-stabilized markets can be found in [32] . From the analytic point of view, the interest in the operator (1.1) relies on the fact that it is of degenerate type and its domain presents edges and corners, hence, the classical techniques for the study of (parabolic) elliptic operators on smooth domains cannot be applied. In the one-dimensional case, the study of such type of degenerate (parabolic) elliptic problems on C([0, 1]) started in the fifties with the papers by Feller [23, 24] , where it is pointed out that the behaviour on the boundary of the diffusion process associated with the degenerate operator constitutes one of its main characteristics. The subsequent work of Clément and Timmermans [15] clarified which conditions on the coefficients of the operator (1.1) guarantee the generation of a C 0 -semigroup in C([0, 1]). The problem of the regularity of the generated semigroup in C([0, 1]) has been considered by several authors, [6, 10, 9, 29, 2] . In particular, Metafune [29] established the analyticity of the semigroup under suitable conditions on the coefficients of the operator, obtaining, among other results, the analyticity of the semigroup generated by x(1 − x)D 2 on C([0, 1]), which was a problem left open for a long time. We refer to [11] for a survey on this topic.
The latter result was extended to the multidimensional case in [4] , where the authors proved the analyticity of the semigroup generated by the operator
on C(S d ), where S d is the d-dimensional canonical simplex. On this topic we refer to the papers [1, 2, 3, 4, 14, 12, 20, 33, 34, 35, 36] and the references quoted therein (in particular, see the introduction of [4] for a brief survey of the main results on this operator). In [13] Cerrai and Clément established Schauder estimates for (1.1) under suitable Hölder continuity hypothesis on its coefficients. Analogous estimates, but with different tecniques, where established in [8] (see also [7] ) for the same operator defined on the orthant R d + and in [18, 19] for similar operators defined on domains with corners. The aim of this paper is to present some results about generation, sectoriality and gradient estimates for the resolvent of a suitable realization of (1.1) in C(Q d ). To this end, we start with the analysis in the particular case that the functions b i are costant and Γ = 1, first in the one-dimensional case and then, via a tensor product argument, in the multi-dimensional setting. Much attention is paid to the costants appearing in the analyticity and gradient estimates, showing their uniformity for b i belonging to an interval [0, B]. These results strongly rely on estimates proved in [5] . As a consequence, we can treat the case of non-costant drift with a perturbation argument under the assumption that there exists δ > 0 and C > 0 such that, for every i = 1, . . . , d and x, x ′ ∈ Q d with x i < δ and x ′ i = 0, we have
Finally we treat the case that Γ is not a costant function, by applying a "freezing coefficients" proof. An important role in this argument will be played by the uniformity of the costants in the resolvent estimates.
As a by-product of the previous results we obtain analogous results for the operator
This will be the starting point for a forthcoming paper on the analyticity of FlemingViot type operators defined on the canonical simplex.
1.1. Notation. The function spaces considered in this paper consist of complexvalued functions. Let K ⊆ R d be a compact set. For n ∈ N we denote by C n (K) the space of all n-times continuously differentiable functions u on K such that lim x→x 0 D α u(x) exists and is finite for all |α| ≤ n and x 0 ∈ ∂K. In particular, C(K) denotes the space of all continuous functions u on K. The norm on C(K) is the supremum norm and is denoted by ∞ . The norm n,∞ on C n (K) is defined by u n,∞ = |α|≤n D α u ∞ .
Moreover, we denote by C([0, ∞]) the Banach space of continuous functions on [0, ∞[ converging at infinity, endowed with the supremum norm || · || ∞ . Analogously, for every n ∈ N, C n ([0, ∞]) stands for the space of functions u ∈ C([0, ∞]) with derivatives up to order n that have finite limits at ∞. For easy reading, in some cases we will adopt the notation ϕ(x)u ∞ to still denote sup x∈K |ϕ(x)u(x)|.
For other undefined notation and results on the theory of semigroups we refer to [17, 28, 31] .
In the present paper we will use some results about injective tensor products of Banach spaces. We refer to [26, 27, 37, 30] for definitions and basic results in this topic and for related applications.
Auxiliary Results

2.1.
The one-dimensional case. Let M, B ∈ R with M, B > 0 and let γ ∈ C([0, M ]) be a strictly positive function. Set
and consider the one-dimensional second order differential operator
According to [29, Proposition 3 .1] (see also [11] ), we define the domain of L γ,b in the following way:
It is known from [29, 10, 11, 15] that the operator
We are here interested in proving estimates for the norm of the resolvent operators of L γ,b and of their gradient with constants which depend only on B. In order to do this we need the following fact.
Remark 2.1. Let B, γ 0 > 0. For every b ∈ [0, B] and γ ∈ R, γ ≥ γ 0 consider the one-dimensional second order differential operator There exists c 1 , c 2 , R > 0 depending only on B and on γ 0 such that, for every λ ∈ C with Reλ > R and u ∈ C([0, ∞]),
The proof is as follows. Set G := G 1,0 . Then, for every λ = |λ|e iθ ∈ (−∞, 0] with |θ| < π, we have
where µ 2 = λ with Reµ > 0 and c = 
for every λ = |λ|e iθ ∈ (−∞, 0] with |θ| < π and u ∈ C([0, ∞]). We now consider the operator G γ,0 with γ ≥ γ 0 and observe that
This equality implies via (2.8) and (2.9) that
, then by (2.11) we obtain, for every λ = |λ|e iθ ∈ (−∞, 0] with |θ| < π and
By (2.12), for every λ = |λ|e iθ with |θ| < π/2 and |λ| > R = 8B 2 /γ 0 and b ∈ [0, B], the operator H b R(λ, G γ,0 ) has norm < 1/2 and so the operator S b (λ) :
So, by (2.10), (2.11) and (2.14) we obtain, for every λ = |λ|e iθ with |θ| < π/2, (
and for every λ ∈ C with Reλ > R, we have
where R is the same constant which appears in part (1).
Proof. W.l.o.g. we may assume M = 1.
(1) For each n ∈ N and i ∈ {1, . . . , n − 1} set
For every i ∈ {1, . . . , n − 2} we consider the operators
For i = n − 1 we consider the operator
By [5, Corollary 4.2] and Remark 2.1, there exists
By (2.22) and (2.23) we get, for every n ∈ N, that
n ≡ 0 and ϕ n−1 n ≡ 1 in an neighbourhood of 0 and in an neighbourhood of 1 respectively, we
, n ∈ N. Applying again (2.22) and (2.23) we obtain
On the other hand, by [5, Proposition 5.1(2)], Remark 2.1 and (2.22), there exists
In order to estimate ||C n 1 (λ)||, we observe, for every
n and i ∈ {1, . . . , n − 2} and that |γ
. So, it follows from [5, Proposition 5.1(2)], Remark 2.1 and (2.22) that
Therefore, combining (2.24), (2.25) and (2.26), we obtain
Now, let ε > 0 be small enough that 3ε
Fixed λ ∈ C with Reλ > R ′ , it follows via [5, Proposition 5.1(2)], Remark 2.1 and
..,n−1 ||ϕ i n || ∞ , 6d 1 }, then the thesis now follows. We also have (1) of this proposition, we can apply [28, Proposition 2.1.11] to conclude that, for every λ ∈ C with λ = R and
and also the estimates in the relative proof). Since (T (t)) t≥0 contractive, it follows that (1) of this proposition ensures that, for every λ ∈ R, λ > R, we have
As the semigroup (T (t)) t≥0 is analytic and hence,
for every f ∈ C[0, 1] and t > 0. So, if we choose λ = t −1 for every t < R −1 and λ = R+ 1 for every t ≥ R −1 , then we get the assertion. Moreover,
for t > 0. Indeed, this property holds for every u ∈ D(L γ,b ) by part (1) of this proposition. 
and λ ∈ C with Reλ > R, where R is the costant which appears in Proposition 2.2(1). Then there exists v ∈ C([0, M ]) such that R(λ, L γ,b )v = u and hence, by Propositon 2.2, we have that
where d 0 depends only on B and γ. Now, the assertion follows from (2.28) and from Proposition 2.2(1) by choosing ε = R −1 and, for 0 < ε < ε, |λ| = 1/ε.
Proof. The assertion follows with the same argument of Proposition 3.1 in [5] , with some minor chages.
(and hence, a norm continuous C 0 -semigroup) and has compact resolvent, (T (t)) t≥0 is also compact, [17, Theorem 4.29] . 
The d-dimensional case with constant drift term
(such a space is a Banach space when endowed with the supremum norm 2,∞ ), then the following holds.
is a subspace of the domain of the closure of L γ,b and is dense therein with respect to the graph norm.
We now prove that the operator (L γ,b , D(L γ,b )) also shares similar gradient estimates with the analogous one-dimensional operator. (1) There exist K, α, t > 0 depending on B and on γ such that, for every u ∈ C(Q d ) and i = 1, . . . , d, we have
Moreover, for every i ∈ {1, . . . , d} and u ∈ C(Q d ),
and lim
(2) There exist d 1 , d 2 , R > 0 depending on B and on γ such that, for every λ ∈ C with Reλ > R , u ∈ C(Q d ) and i = 1, . . . , d, we have
and
There exist C, D, ε > 0 depending on B and on γ such that, for every 0
Proof.
(1) By Proposition 2.2(2) there exists t, K, α > 0 depending on B and γ i such that the operators
with norm less or equal to Ke αt / √ t if 0 < t < t and to Ke αt if t ≥ t. Then the operators
are also bounded on C(Q d ) with norm less or equal to Ke αt / √ t if 0 < t < t or to Ke αt if t ≥ t, [26] (see also [13, Appendix A] or [4, §2.2]). So, inequalities (3.3) and (3.4) are satisfied. In particular, for every u ∈ C(Q d ) and i = 1, . . . , d we have
Moreover, again by Proposition 2.2(2) we have that tL γ i ,b i T i (t) ≤ Ke αt for every t ≥ 0. Then, via (3.1) the linear operators
with norm less or equal to dKe αt for every t ≥ 0. So,
) and the continuity of the linear operators 
It follows, for every λ ∈ C with Reλ > 2α and
i.e., (3.6) is satisfied. Now, by (3.3) and (3.4) we can derivate under the sign of integral and so we obtain, for every η > α, u ∈ C(Q d ), x ∈ Q d and i = 1, . . . , d, that
and hence, that
By (3.3) and (3.4) it follows from (3.9) that
Moreover, by applying Lebesgue domination theorem and (3.5) in (3.9) we deduce that (3.8) is valid.
The proof of (3.7) follows, with minor changes, as in the proof of [4, Propositions 2.1(3)].
(3) It follows as in the proof of Corollary 2.4.
Main Results
We are here first concerned with the following d-dimensional second order elliptic differential operator 
and ν denotes the unit inward normal at ∂Q d .
In the sequel we denote by L 0 the operator defined according to (4.1) with b(x) = 0 and Γ(x) = 1 for x ∈ Q d . Moreover, for each i = 1, . . . , d, we denote by
where the sets ∂(Q d ) i and ∂(Q d ) i are defined as in §3. It is easy to verify that
, resp.) for every k ∈ N 0 . Lemma 4.2. Suppose Hypotheses 4.1 are fulfilled. If u ∈ C 2 ⋄ (Q d ) and x 0 ∈ Q d is a point where u achieves its minimum, then Next, suppose that (4.2) holds for some
On the other hand, if we set
This, together with (4.3), implies that
Next, we observe that
By (4.4) and (4.5) this implies that
and hence, the proof of the first part is complete.
Suppose that x 0 ∈ ∂(Q d ) i . Then ∂ x i u(x 0 ) = 0 and hence, ∂ 2 x i u(x 0 ) ≥ 0 as it is easy to prove argumenting as above when d = 1. It follows that
By (4.6) and (4.7) this implies that
Hence, the proof is complete.
As an immediate consequence of Lemma 4.2 we obtain that the operator (L, C 2 ⋄ (Q d )) satisfies the following maximum principle. 
this is a contradiction. So, the first part of corollary follows.
Fix u ∈ C 2 ⋄ (Q d ). By Lemma 4.2 we may assume that 0 < u(x 0 ) = u ∞ for some x 0 ∈ Q d . So, again by Lemma 4.2 we have To show the first main result of this paper we need a further hypothesis. (iii) There exists δ > 0 and C > 0 such that, for every i = 1, . . . , d and x, x ′ ∈ Q d with x i < δ and x ′ i = 0, we have 
for every x, x ′ ∈ Q d with x ′ i = 0 and i = 1, . . . , d. 
The converse inclusion follows after proving part (2) of this theorem.
for some positive constants a, b. So, for each i ∈ {1, . . . , d}, it follows that (
is a Cauchy sequence in C(Q d ). On the other hand, Hypothesis 4.5 and Remark 4.6(b) yield that
) is a closed operator, we conclude that f ∈ D(L) and Lf = g. So, the proof is complete.
(2) Set B : 
To show this claim, we first observe that
On the other hand, by Hypothesis 4.5 and Remark 4.6(b) there exists C ′ > 0 such that
So, by applying Proposition 3.2(3) we obtain that, there exist C ′′ , D ′ , ε > 0 such that, for every 0 < ε < ε, we have 
. By (4.11) it follows that (Bf n ) n is also a Cauchy sequence in C(Q d ) and so it converges to some g in
) is closed and hence, u ∈ D(B) and Bu = g (we point out that this fact proves also that D(L γ,b ) ⊆ D(B)). Finally, by replacing u with f n in (4.11) and passing to the limit for n → ∞, it follows that (4.11) remains valid for such a fixed u in D(L γ,b ). So, for every 0 < ε < ε, we have 
after having taken in (4.13) ε 0 small enough to have D ′ ε 0 < 1. Using again the facts that
. This completes the proof of part (1) 
of this theorem and ensures that
As
and hence L = L γ,b + B, the proof of part (2) is now complete. We point out that the positivity of the semigroup (T (t)) t≥0 follows from Corollary 4.3.
Thanks to the proof of Theorem 4.7 we are able to show that the operator (L, D(L)) shares further properties of the operator (L γ,b , D(L γ,b ) ). Precisely, we prove estimates for the norm of the resolvent operators of (L, D(L)) and of their gradient with constants which don't depend on the function b. 
satisfies the following properties.
(1) There exist K, α, t > 0 depending on B and on γ such that, for every u ∈ C(Q d ) and i = 1, . . . , d, we have
(2) There exist d 1 , d 2 , R > 0 depending on B and on γ such that, for every λ ∈ C with Reλ > R and for every f ∈ C(Q d ), we have
Moreover, for every i ∈ {1, . . . , d} and u ∈ C(Q d ), D(B) ) the differential operators already considered in the proof of Theorem 4.7. We begin showing first part (3). By Proposition 3.2(3) there exist C, D, ε > 0 depending on B and γ such that, for every 0 < ε < ε, i = 1,
If we take in (4.14) Dε 0 < 1/2, then from (4.22) and (4.14) it follows, for every 0 < ε < ε, i = 1, . . . , d and u ∈ D(L), that
This completes the proof of part (3).
(2) By Proposition 3.2(2) and by (4.11) there exist d 1 , R > 0 and C ′′ , D ′ , ε > 0 such that, for every 0 < ε < ε, λ ∈ C with Reλ > R and u ∈ C(Q d ), we have (2) of Theorem 4.7), by (4.25) and Proposition 3.2(2) we obtain, for every λ ∈ C with Reλ > R ′ and 26) and that
Moreover, Proposition 3.2(2) and formula (4.25) also imply, for every i = 1, . . . , d, that
(1) Part (1) follows as in the proof of Proposition 2.2(2) taking into account that the operator (L, D(L)) satisfies part (2) of this proposition and generates a contractive
Now, we can show that the operator (L, D(L)) with Γ any strictly positive continuous function on Q d also generates an analytic compact C 0 -semigroup (T (t)) t≥0 of positive contractions in C(Q d ). In order to prove this, we state the following lemma whose proof is straightforward.
Lemma 4.9. For each n ∈ N and i ∈ {1, . . . , n − 1} set
n , ∞ (in the suitable order) and D(L 1 )) generates a (bounded analytic compact) C 0 -semigroup of positive contractions in C(Q d ) (and of angle π/2). Since L = ΓL 1 we can apply [16, Theorem 12] 
and L = ΓL 1 follow from the facts that Γ is a strictly positive continuous function on
We claim that the semigroup (T (t)) t≥0 is analytic. To show this thanks to Theorem 4.7 and Proposition 4.8 we can proceed as in the proof of Propositions 2.6 and 2.7 in [4] and so we indicate here only the main changes.
In the sequel we follow the notation introduced in Lemma 4.9. For each n ∈ N and i ∈ J d n set
we can consider the operators defined by
On the other hand, for every λ ∈ C with Reλ >
, the following equality holds
n (λ)) and hence, via (4.29) we obtain, for every λ ∈ C with Reλ >
We now consider the continuous functions {Φ i n } i∈J d n defined according to (4.28) of the above Lemma 4.9 and define the the approximate resolvents of (L, D(L)) given by
for every λ ∈ C with Reλ > R Γ 0 and u ∈ C(Q d ). So, by Lemma 4.9 and (4.29) we obtain, for every λ ∈ C with Reλ >
Moreover, for every λ ∈ C with Reλ >
We now fix n such that
for all i ∈ J d n . Then, from (4.29), (4.30), Proposition 4.8(2) and Lemma 4.9 it follows, for every λ ∈ C with Reλ > 35) where , R} large enough to get max{ C n 2 (λ) , C n 3 (λ) } < 1/4 for all λ ∈ C with Reλ > R ′ . So, C n 1 (λ) + C n 2 (λ) + C n 3 (λ) < 1/2 via (4.33) for all λ ∈ C with Reλ > R ′ (we note that R ′ depends on B, Γ, γ and on the functions {Φ i n } i∈J d n ). This inequality, combined r with the equality (4.32), implies that the operator
and so the operator (λ − L) is injective for all λ ∈ C with Reλ > 0, it follows that R(λ, L) = S n (λ)(C(λ)) −1 and that by (4.31)
for every λ ∈ C with Reλ > R ′ . This inequality ensures that the operator (L, D(L)) is sectorial (see [28, Proposition 2.1.11]), i.e., generates an analytic C 0 -semigroup in C(Q d ). Moreover, the identity R(λ, L) = S n (λ)(C(λ)) −1 implies that the operator R(λ, L) is compact as S n (λ) is compact, being S n (λ) a sum of compact operators (observe that
. So, the semigroup (T (t)) t≥0 is also compact, being it analytic and so norm continuous with compact resolvents. We now prove that the estimates (4.19) and ( 
On the other hand, there exists also
Γ (λu − Lu) and hence, by (4.36) we have
with K 3 = max 1,
. Combining (4.37) with (4.38) we obtain, for every i = 1, . . . , d, that
Since u is arbitrary and R(λ, L) :
is bijective (for λ ∈ C with Reλ > R ′ ), the inequality (4.20) in Proposition 4.8(2) is satisfied. Moreover, the equality R(λ, L) = S n (λ)(C(λ)) −1 implies, for every u ∈ C(Q d ) and i = 1, . . . , d, that
One can prove that the estimates in Proposition 4.8 (1), (2) hold for L by arguing as in the proof of Proposition 4.8.
We now consider the following second order elliptic differential operator 
if |1 − x i | < δ and x ′ i = 1. Proceeding in a similar way as in the proofs of Lemma 4.2 and of Corollary 4.3 (or see [13] ), one shows that Hypotheses 4.11(i)-(ii) imply that a minimum principle holds for the operator (U, C 2 (Q d )). Since U 1 = 0, it follows that the operator (U, C 2 (Q d )) is dissipative and hence, (U, For easy reading the proof of Theorem 4.12 it is useful to introduce some notation and point out some results.
In the sequel we follow the notation of Lemma 4.9. Let n = 2 and set I i = I i 2 and
2 with coordinates all equal to 1. Moreover, the operator
In particular, Ψ i transforms the operator U i = U | I i into the operator L i of type (4.1) acting on the space C 2 ⋄ (I i 0 ). Indeed, we have, for every u ∈ C 2 ⋄ (I i 0 ), that
where c h = 1 if i h = 1 and c h = −1 if i h = 2, and hence
Now, we observe that if we setγ h (y) = γ h ((ψ 
We are now able to show Theorem 4.12.
Proof. By (2)' above we have, for every i ∈ J d 2 and λ ∈ C with Reλ > R, that
So, for every λC with Reλ > R we can consider the operator S(λ) :
Hence, by (4.42) we have, for every λ ∈ C with Reλ > R, that
We observe that the previous considerations on the differential operators U i ensure,
and, for every u, v ∈ D(U i ), that
By (4.45) and (4.46) we obtain, for every λ ∈ C with Reλ > R and
By (4.42) we deduce, for every λ ∈ C with Reλ > R and u ∈ C(Q d ), that
Applying again the property (2)' above we obtain, for every λ ∈ C with Reλ > R and u ∈ C(Q d ), that
where whenever λ − U is injective, in particular, for λ > 0 as the operator U is dissipative (observe that R(λ, U ) is also compact as S(λ) is compact). Since (U , D(U )) is also densely defined, by Lumer-Phillips theorem this fact ensures that the operator (U , D(U )) generates a C 0 -semigroup (T (t)) t≥0 of contractions in C(Q d ). So, for every λ ∈ C with Reλ > R ′ we have that R(λ, U ) = S(λ)(D(λ)) −1 and satisfies inequality (4.50). Finally, from (4.50) it follows that the operator (U , D(U )) is sectorial (see [28, Proposition 2.1.11]), i.e., generates an analytic C 0 -semigroup in C(Q d ). Since the semigroup is analytic, hence norm-continuous, and the differential operator (U , D(U )) has compact resolvent, the semigroup is also compact.
We end this section with the following result which could be useful for further developments. (1) There exist K, α, t > 0 depending on B and on Γ, γ, such that, for every u ∈ C(Q d ) and i = 1, . . . , d, we have tU T (t) ≤ Ke αt , t ≥ 0, (3) There exist ε > 0, C > 0 and D > 0 depending on B and on Γ, γ, such that, for every 0 < ε < ε, i = 1, . . . , d and u ∈ D(U ), we have
Proof. The result follows argumenting as in the end of the proof of Theorem 4.10. 
