Abstract. We find expressions of the polynomials defining the dual varieties of Grassmannians Gr(3, 9) and Gr(4, 8) both in terms of the fundamental invariants and in terms of a generic semi-simple element. We project the polynomial defining the dual of the adjoint orbit of E 8 , and obtain the polynomials of interest as factors. To find an expression of the Gr(4, 8) discriminant in terms of fundamental invariants, which has 15, 942 terms, we perform interpolation with mod-p reduction and rational reconstruction. From these expressions for the discriminants of Gr(3, 9) and Gr(4, 8) we also obtain expressions for well-known hyperdeterminants of formats 3 × 3 × 3 and 2 × 2 × 2 × 2.
Introduction
Cayley's 2 × 2 × 2 hyperdeterminant is the well-known polynomial 100 + 4(x 000 x 011 x 101 x 110 + x 001 x 010 x 100 x 111 ) − 2(x 000 x 001 x 110 x 111 + x 000 x 010 x 101 x 111 + x 000 x 011 x 100 x 111 + x 001 x 010 x 101 x 110 + x 001 x 011 x 100 x 110 + x 010 x 011 x 100 x 101 ).
It generates the ring of invariants for the natural group SL(2) ×3 ⋉S 3 acting on the tensor space C 2×2×2 . It is well-studied in Algebraic Geometry. Its vanishing defines the projective dual of the Segre embedding of three copies of the projective line (a toric variety) [11, 32] , and also coincides with the tangential variety of the same Segre product [21, 25, 30] . It is the unique relation among the principal minors of a general 3 × 3 symmetric matrix [15] . It is the starting point for many interesting studies in combinatorics [11] . In Computer Vision, the singular locus of its 2 × 2 × 2 × 2 cousin [19, 41] is the variety of quadrifocal tensors for flatlander cameras [29] , and whose defining equations cut out the relations among principal minors of a general 4 × 4 matrix [24] . On real tensors it separates real ranks 2 and 3 [9] . In Quantum Information hyperdeterminants are used as a measure of entanglement [12, 35] and can also be investigated to stratify the ambient space of multiqubits systems [16, 17, 23, 26] .
Since Sylvester, Schläfli, and Cayley in the 19th century, efficient expressions of resultants, discriminants and hyperdeterminants have been key for solving polynomials. General resultants are provably difficult to compute [14, 37] . On the other hand, for polynomials with extra structure like those that often come from applications [5, 8, 10, 18] , sparse resultants can often be computable because of the extra structure they inherit [3, 4, 37] .
For a basic example take quadratic forms viewed as symmetric matrices, which use all the variables that square matrices use, however not in an essential way. Hence, the usual matrix determinant applied to a symmetric matrix is a sparse resultant. Since determinants are easy to compute (with Gaussian elimination, for instance), this is the standard way to compute the discriminant of the quadratic polynomial associated with the symmetric matrix. A central theme of this article is sparse (up to a natural change of coordinates) resultants.
Returning to Cayley's hyperdeterminant, there is a natural projection from C 2×2×2 to S 3 C 2 obtained by symmetrizing the coordinates x i,j,k → s sort(i,j,k) = , where s i,j,k is the coefficient on the monomial x i x j x k for i, j, k ∈ {0, 1} [28] .
One can also see a copy of C 2×2×2 inside 3 C 6 by the splitting C 6 = C 2 ⊕ C 2 ⊕ C 2 , and decomposing 3 (C 2 ⊕ C 2 ⊕ C 2 ) as an SL (2) ×3 -module. The projection is given by , and p i,j,k → 0 if {i, j, k} contains more than one element from any of the sets {1, 4}, {2, 5}, {3, 6}. Cayley's polynomial is the projection of the defining polynomial of the dual of the Grassmannian Gr (3, 6) , which in Plücker coordinates is Our aim is to explain these coincidences geometrically and provide several generalizations. In particular, we will find the defining polynomials for the duals of Gr (3, 9) and Gr (4, 8) by projecting the discriminants of the adjoint orbits of E 8 and E 7 respectively, and use them to recover the 3 × 3 × 3 and 2 × 2 × 2 × 2 hyperdeterminants (again by projecting the discriminants of the Grassmannians). These examples fit nicely into the story of Vinberg's θ-representations, (see [13] for connections moduli of abelian varieties and free resolutions) and this rich theory helps make our computations manageable.
In Section 2 we give Theorem 2.2 which generalizes a lemma from the famous textbook [11] , and allows us to study projections of polynomials defining dual varieties. In Section 3 we project the equations ∆ G of the duals of some adjoint varieties for G = E 8 , E 7 , E 6 and SO (8) . We obtain divisibility relations between the discriminants of certain Grassmannians and of the discriminants of adjoint orbits (see Figure 1 for a summary). In Section 4 we describe a Jordan-Chevalley decomposition of certain types of skew-symmetric tensors, and use this to evaluate the Gr (3, 9) and Gr(4, 8) discriminants on a generic semi-simple element. In Section 5 we construct expressions for the Gr (3, 9) and Gr(4, 8) discriminants as polynomials in fundamental invariants using linear interpolation, reductions mod p, and rational reconstruction. In Section 6 we give methods to evaluate the Gr (3, 9) and Gr(4, 8) discriminants on skew-symmetric tensors of the corresponding types. In particular, we make use of Katanova's explicit expressions for the fundamental invariants as traces of powers of special matrices [20] . We also describe their respective restrictions to tensors of format 3 × 3 × 3 and 2 × 2 × 2 × 2.
Projection and dual varieties
Let V denote an n-dimensional vector space over C with basis e 1 , . . . , e n . A direct sum splitting V = A ⊕ B induces a splitting on the dual, V * = A * ⊕ B * , where A * are linear functionals on A extended by linearity to linear functionals on V by setting their value to 0 on B. The homogeneous polynomials of degree d on a basis of V are in one-to-one correspondence with the space of symmetric d-forms on V , denoted
We denote all of these projections by π B . We use ⊥ to denote the annihilator in the dual, so that A * ⊥ = B, and we can also write the projection π B = π A * ⊥ . The restriction of a polynomial f ∈ S d V * to a subset of variables (after a possible change of coordinates) that span a vector space A can be viewed as projection f |A = π B (f ). As such, f can be decomposed uniquely as
Proof. It suffices to consider points [a] with
implies that π B (a) = 0 if and only if f (a) = 0, which is what we wanted to show.
Recall if X ⊂ PV is a projective variety the projective dual variety of X, denoted X ∨ ⊂ PV * is defined as the Zariski closure of hyperplanes tangent to X at smooth points, [11] :
If X is irreducible, then (over C) so is X ∨ , so when X ∨ is a hypersurface, we often denote by ∆ X its equation, V(∆ X ) = X ∨ , and refer to it as a hyperdeterminant or a discriminant. Theorem 2.2 below characterizes situations when the restriction of the hyperdeterminant is divisible by the equation of the hyperdeterminant of the restriction. This question was considered for hyperdeterminants and symmetric tensors in [28] , and for hyperdeterminants and other Schur functors in [39] . Similar considerations were also made in Pedersen and Sturmfels [34, Section 4] and [34, Theorem 5.1] , and are key to Poisson formulas [8] . 
Moreover if X ∨ and Y ∨ are hypersurfaces defined respectively by polynomials ∆ X and ∆ Y and, for every general point
A is a hyperplane that is general among those hyperplanes tangent to Y at a smooth point [y] . Then the hypotheses guarantee that there is a smooth point x ∈ X such that every point t ∈ T x X can be written uniquely as t = a + b with a ∈ T y Y and b ∈ B. Since h is a linear form we have h(t) = h(a) + h(b), and h(a) = 0 because a ∈ T y Y and h(b) = 0 for all b ∈ B by construction. Therefore, h vanishes at every point of T x X, and H = V(h) is a hyperplane tangent to X. This concludes the first part. Now for the second part. Let Sing m−1 (X ∨ ) denote the closure of the points of multiplicity m in X ∨ .
Step 1:
, with O(B) denoting those terms with at least one variable in B. Evaluate at h: ∆ X (h) = π B ∆ X (h) + O(B)(h) = 0 since by the first part we get π B ∆ X (h) = 0 and O(B)(h) = 0 because h doesn't use any B-variables. Taking a derivative,
where ∂A k stands for any k-order partial derivative with respect to variables in A. Now evaluate at h for k ≤ m − 1 to obtain [33] implies that the hypothesis [h] is a singular point of X ∨ of multiplicity m is equivalent to the statement that the Milnor number of the singular section X ∩ V(h) is m. In particular if V(h) has k points of tangency defining each a Morse singularity, i.e. the quadratic part of the singularity is of full rank, one directly obtains m = k. More generally if the points of tangency of V(h) are isolated, then m = mult [h] X ∨ is greater than the number of points of tangency.
We will apply Theorem 2.2 in the cases when Y = X ∩ PA and when Y = π B (X). ( (1) and (2) and 
Proof. For (1) and (1a) Let V denote the tautological sheaf (vector bundle) on a variety X ⊂ PV , and let E be a coherent subsheaf of V . Suppose V = A ⊕ B and let π B denote the projection V → B, and by abuse of notation also let π B denote the projection
We also let π B denote the restriction of π B to E. In particular, to the bundle E → X we assign the sheaf π B E → π B (X).
Let π B T X denote the sheaf over π B (X) given by the union of the fiber-wise projections,
Then we claim:
(2) For projective dual varieties:
Proof. For (1), let d := dim(X). Without loss of generality we may assume that X is irreducible, otherwise repeat the construction for each irreducible component. By definition
However, there are potentially special points x for which π B drops rank, and hence the image π B ( T x X) has lower dimension than expected. Let Y 0 denote the set of smooth points in X such that dim π B (T For (2), by (1) and by repeated use of the first conclusion of Theorem 2.2 we obtain the
Now suppose H is a hyperplane in PA, viewed as a hyperplane in PV that is tangent to X at some point x. Since π(H) = H and H ⊃ T x X we see that H ⊃ π( T x X) and thus H contains T π B (x) Y i for some i by equation (1) and part (1) of the theorem, giving the other inclusion.
2.1. Examples. Here we describe examples of our main geometric technique, including the case where the center of projection intersects the variety X, some matrix examples, and the example in the introduction.
We often consider the Grassmannian Gr(k, V ) ⊂ P k V , the Segre variety Seg(PV ×d ) ⊂ PV ⊗d , and the Veronese variety
The Chow variety Chow λ PV associated with a partition λ of an integer d > 0 with t parts is the projection to symmetric tensors of the Segre-Veronese variety Seg λ (PV ) |λ| , whose general point is of the form [v
Tocino [39] noted that all but two Schur functors S λ : V ⊗d → V ⊗d have the property that the projections in Proposition 2.7 are zero, and thus most hyperdeterminants of format n ×d restrict to zero for special symmetry types of tensors. 
Id. Notice that this projection does not generally preserve matrix rank. The dual Y ∨ is a degree n(n − 1) hypersurface (it is the dual of an adjoint orbit), whereas X ∨ is a degree n (determinantal) hypersurface. Since the restriction of ∆ X cannot have degree at least n(n − 1) if n ≥ 3 this must be a situation where 2.4(2) does not apply.
Indeed, in bases the tangent space T e 1 ⊗en Y and respectively the projection of T e 1 ⊗en Seg(PV * × PV ) to Γ n−1,1 comprise matrices of the forms
, and respectively
In the first case elements have rank at most 2, but in the second the matrices generally have full rank. In particular, the requirement that there should exist a point [x] in X = Seg(PV * × PV ) such that T x X projects into T y Y fails. ♦ Example 2. We show how our methods apply to the well-known matrix determinants. We have a decomposition V ⊗2 = Sym 2 V ⊕ 2 V as an SL(V )-module, with respective projections π • and π ∧ . Let X = Seg(PV × PV ) ⊂ PV ⊗2 denote the projective variety of rank-1 square matrices. The tangent bundle over X is T X = P{a⊗V +V ⊗b → a⊗b ∈ X | a, b ∈ V }. Recall the Chow variety of completely decomposable forms of format
Symmetric case: The sheaf π • T X splits as the sum of two vector bundles:
The fiber over the point [a •2 ] ∈ ν 2 PV (which is general because ν 2 PV is homogeneous) is n − 1 dimensional and contains all points [ 
The only way for this space to project into a tangent space to ν 2 PV is for p and q to be collinear, hence [p ⊗ q] must be of the form [a ⊗ a] for some a ∈ V , and the multiplicity m 1 = 1.
Moreover, (Chow 1,1 PV ) ∨ is not a hypersurface [28, Thm. 1.3]. Thus Theorem 2.6 applies, and implies that the discriminant of a quadric (the equation of the dual of the Veronese ν 2 (PV )) is the determinant of a symmetric matrix (up to scale):
Skew-symmetric case: Assume n ≥ 2. The affine sheaf π ∧ T X splits as:
however, the first bundle disappears in the projective setting. An easy dimension count shows that if n is even Gr(2, V ) ∨ is a hypersurface. Moreover, any skew-symmetric hyperplane that vanishes on T a∧b Gr(2, V ) also vanishes on T a⊗b Seg(PV × PV ) and on T b⊗a Seg(PV × PV ), so Corollary 2.4 implies that we have at least m = 2 and ∆ 2 Gr(2,V ) | π ∧ (∆ Seg(PV ×PV ) ). Further work can show that the multiplicity is exactly 2, and the computation of the projection of the tangent bundle above, together with Theorem 2.6 implies that there are no other components in the determinant to skew-symmetric matrices.
On the other hand, if n is odd we get the additional condition that any hyperplane H ⊂ P 2 V , viewed as a matrix has (at least) a 1-dimensional kernel K, and hence, H is tangent to the Grassmannian Gr(2, V ) at E must be tangent along a line E, K , and hence Gr(2, V ) ∨ is not a hypersurface, and hence the discriminant is 0 in this case. Thus we find the well-known result that when n is even, the square of the discriminant of a skew 2-form (the Pfaffian) is the determinant of a skew-symmetric matrix (up to scale):
Returning to the example in the introduction, let us start with a 6-dimensional vector space V with standard basis {e 1 , . . . , e 6 }. The orbit of E = e 1 ∧ e 2 ∧ e 3 in P 3 V is the Grassmannian Gr (3, 6) , and a standard computation shows that the tangent space at E is
Now consider a splitting
where we identify ∧-products and ⊗-products of complementary spaces. The intersection of Gr(3, V ) with
. This variety is a homogeneous variety G/P . If we further decompose T E Gr(3, V ) as a module for the reductive part of P we get
= e 1 ⊗ e 2 ⊗ e 3 , e 1 ⊗ e 2 ⊗ e 6 , e 1 ⊗ e 5 ⊗ e 3 , e 4 ⊗ e 2 ⊗ e 3 ,
We notice that T e 1 ⊗e 2 ⊗e 3 Seg(PV 1 × PV 2 × PV 3 ) is a submodule (underlined), and that, moreover, the projection to V 1 ⊗ V 2 ⊗ V 3 is precisely this tangent space. Thus Theorem 2.2 applies, and (by a dimension calculation) we see that that ∆ P 1 ×P 1 ×P 1 divides the restriction of ∆ Gr(3,6) to 3-mode binary tensors. To see that no other factors divide the restriction of ∆ Gr(3,6) we need to check that as we vary e 1 ∧ e 2 ∧ e 3 that still the only relevant projection to
is the tangent space to the Segre. Indeed, if a ∧ b ∧ c ∈ Gr(3, V ), if the projection C{a, b, c} → V i is not one-dimensional for each i, then the projection of the tangent space at a ∧ b ∧ c will be based over zero, which is not a point of projective space. Thus for each i there are non-zero vectors v i ∈ V i in the respective images of the projections, and (by dimension count) {v 1 , v 2 , v 3 } forms a basis of C{a, b, c}. Now by changing bases in V 1 , V 2 , and V 3 we may assume that v i = e i , and the computation of the tangent space is again as above. So we only have one type of tangent space in the projection of the tangent bundle, and Theorem 2.6 implies that there are no other components in the restriction. Further work can show that the multiplicity is one.
U is the Veronese variety ν 3 PU. Thus Theorem 2.2 applies again, and we see that ∆ ν 3 P 1 divides the restriction of ∆ P 1 ×P 1 ×P 1 to symmetric tensors. Since all these invariants have degree 4, the division relations obtained are equalities (up to scalar).
If we did not know the degree of these invariants, we could argue as follows: The image of the general tangent space T u 1 ⊗u 2 ⊗u 3 Seg(PU ×3 ) under the projection to S 3 U could be viewed as the tangent space of the Chow variety Chow 1,1,1 P 1 , however, since every bivariate homogenous form is completely decomposable, Chow 1,1,1 P 1 = P 2 , and we don't obtain any divisibility from this potential component.We may specialize the tangent space T u 1 ⊗u 2 ⊗u 3 Seg(PU ×3 ). The general situation is when two of the forms are independent and the lines [u i ] are mutually distinct yielding Chow 1,1,1 P 1 = P 2 , already discussed. ν 3 PU. Theorem 2.6 with our above calculation says that no other component divides the restriction. We could work further in each case to show that the general hyperplane in the smaller space is non-singular in the dual, and thus the multiplicities are all one. ♦
Projections of discriminants of Lie algebras
We establish division relations based on Theorem 2.2 between different equations of dual varieties. Those relations will allow us to get new explicit equations of duals.
Recall that for g a semi-simple Lie algebra, the adjoint variety, denoted X ad G , is the projectivization of the highest weight orbit of g for the adjoint action of the Lie group G, X
The adjoint variety X ad G is the unique closed orbit for the adjoint action on Pg. Duals of adjoint varieties are hypersurfaces [38] , and as such, are defined by a single (up to scale) irreducible homogeneous polynomial, which we call the G-discriminant.
If g is equipped with a Z k -grading g = g 0 ⊕g 1 ⊕· · ·⊕g k−1 , let G 0 denote the subgroup of G with Lie algebra g 0 . Here G 0 acts on each graded summand of g. One can establish relations between duals of G 0 -orbits and the projection of the G-discriminant by Theorems 2.2 and 2.6. Example 4. Let us consider the exceptional Lie algebra e 8 with its Z 3 -grading (see [20, 40] for explicit descriptions of the different actions):
Let E = e 1 ∧ e 2 ∧ e 3 ∈ 3 V , and let E also denote the subspace of V . E is nilpotent in e 8 and a calculation on the roots shows that dim([e 8 , E]) = 58, i.e. P(E 8 .E) is a nilpotent orbit of dimension 57 and thus corresponds to X ad E 8
. The tangent space of X E 8 may be computed at E by acting by g (this action is described in [40, (2.4)-(2.9)]). The G 0 = SL(V )-orbit of E in P( 3 V ) is the Grassmannian variety Gr(3, 9) = Gr(3, V ) ⊂ P( 3 V ). By the grading, we notice that the component of
, so applying Theorem 2.2 we obtain the divisibility relation ∆ Gr(3,9) | π g * ⊥
1
(∆ E 8 ). We now show that ∆ Gr(3,9) is the only non-constant SL(9)-invariant polynomial that divides π g * ⊥
(∆ E 8 ). Assume that ∆ Y is an irreducible SL(9)-invariant polynomial such that 
The tangent space at x of the adjoint orbit decomposes as
where Γ ω 7 is the fundamental E 7 representation with weight ω 7 and has dimension 56. Let's denote by P the subgroup of SL(V ) that stabilizes y. The affine tangent space of Y at y is the P -module [g 0 , y]. Because we assume π g * ⊥
, y] one has P ⊂ E 7 and P stabilizes x as well. Therefore, the P -irreducible module [g 0 , y] should appear as a component of the decomposition of T x X ad E 8 under the action of P . Indeed, if we decompose x = y + z + w with z ∈ g 0 and w ∈ g −1 and since P stabilizes x and y we have,
Let us now consider the potential groups P that may lead to different decompositions of
. Recall that P has to be a subgroup of SL (9) and E 7 . If we first consider the maximal subgroups we have two possibilities, P = SL(3) × SL(6) and P = SL (8) . The first possibility leads to the following decomposition of
where V 20 is the 20 dimensional irreducible module 3 C 6 ⊗ C. This corresponds to the case where
can be projected to the tangent space of Gr(3, 9) which corresponds to the P -module x ⊕ C 3 * ⊗ C 6 . Note that there is no SL(9)-orbit of dimension 21 in 3 C 9 that could correspond to x ⊕ V 20 . The second case of SL(8) leads to,
But according to [40] there is no SL(9)-orbit in 3 C 9 that has dimension 29 and thus there is no orbit closure Y whose affine tangent space could correspond to the component x ⊕ 2 C 8 . Now if we consider P not a maximal subgroup, then P will be a subgroup of either SL(3) × SL(6) and/or SL (8) . The decomposition of T x X ad E 8 as a P -module will correspond to finer decomposition of (4) and (5). Therefore, the P -modules of the new decompositions will be of dimensions smaller than 28 and will not correspond to any new orbits (the only orbit of dimension less than 29 in 3 C 9 is Gr(3, 9)). One concludes that if ∆ Y |π g * ⊥
(∆ E 8 ) then necessarily Y = Gr (3, 9) . Thus combining with known degrees deg(∆ E 8 ) = 240 [31] and deg(∆ Gr(3,9) ) = 120 [22] leads to the relation
Note we could also use Proposition 4.1 to lift the formula (17) on semi-simple elements. ♦ Example 5. We now consider e 7 with the following Z 2 -grading ( [20] ):
Then one can project ∆ E 7 to 
, so we know that ∆ Y must divide the restriction π (C 3 ⊗C 3 ⊗C 3 ) * ⊥ (∆ E 6 ). Using Theorem 2.2, we see that ∆ Y divides the restriction of ∆ E 6 . The analogous geometric argument that the multiplicity of this division is 2 and that no other factors divide is tricky. Instead, we appeal to the formula at (17) on a generic semi-simple element. Proposition 4.1 allows us to conclude that (17) holds on the entire space.
Note that the degrees are known: deg((Seg( 17] ). As last example, let us consider so 8 and the Z 2 grading given by
Considering the projection to (C 2 ) ⊗4 , one has Y = Seg(
(12) ♦ A general philosophy of this paper is to show that new discriminants and some wellknown nontrivial hyperdeterminants can be derived by projecting the dual equation of the E 8 discriminant, and as such, they are a flavor of sparse resultant. Figure 1 gives a summary. Figure 1 . Division relations for a sequence of discriminants starting from the E 8 -discriminant. The first row comes from the inclusion so 8 ⊂ e 6 ⊂ e 7 ⊂ e 8 , and an application of [38, Thm 2.5]. The second row comes from Examples 4, 5, 6, and 7. The last two rows will be explicitly given in Sec. 6.
Expressions of discriminants/hyperdeterminants on semi-simple elements

Recall the Chevalley Restriction Theorem that C[g] G = C[h]
W , where g is a complex semisimple Lie algebra associated with the Lie group G, h ⊂ g is a Cartan subalgebra and W is the Weyl group. The Jordan-Chevelley decomposition (or Jordan decomposition for short) of an element x ∈ g is a unique decomposition of form x = s + n, with s semi-simple and n nilpotent. We will fix a Cartan subalgebra t with basis t 1 , . . . , t n and declare a generic semi-simple form to be s = i s i t i , for parameters s i not all zero. Our interest in expressing invariants on a generic semi-simple form s is the following. The fundamental invariants, being continuous, take the same value on s + n as they do on s. This was noted in [40, Section 3.1] and stated more explicitly in [35, Prop. 2.2]. Thus we can evaluate the invariants on a generic semi-simple form, as this is essentially no loss of information for computations in the invariant ring, and moreover, the formulas become very nice. For instance, Tevelev showed that the discriminant of the unique closed adjoint orbit restricted to t, where t is any Cartan subalgebra (a maximal subspace of mutually commuting semi-simple elements), is the product of the roots [38, Thm 2.5] .
Finally, we will be interested in expressing hyperdeterminants and discriminants in terms of their associated fundamental invariants because this will allow for evaluation without computing a Jordan-Chevalley decomposition of the input. To determine the expression of an invariant as a polynomial in fundamental invariants, it suffices to work on a basis of semisimple elements and work on a generic form that parametrizes a non-trivial open subset in that Cartan subalgebra. For reference we state this explicitly as follows: 4.1. Gr (3, 9) . Our basic reference is [40] . We now compute the expression of ∆ Gr(3,9) on a basic set of semi-simple elements in 3 V . We will use Tevelev's result that the restriction of ∆ E 8 on a Cartan subalgebra of e 8 is given by ∆ E 8 |h = α∈R α where R is the set of roots of e 8 [38, Thm 2.5]. Again we will use the Z 3 grading of the exceptional Lie algebra e 8 in [40] :
Let h ⊂ g 0 be the Cartan subalgebra in a vector space C 9 with basis e 1 ⊗e 1 , e 2 ⊗e 2 , . . . , e 9 ⊗e 9 given by the hyperplane i e i ⊗ e i = 0 in C 9 . The weights ε i ∈ h * are defined by ε i (e j ) = δ i,j and ε i (e j ) = −δ j i with the induced action on tensor powers of V . The root system of
where we abbreviate e i ∧ e j ∧ e k by e ijk , the basis vector with weight ε i + ε j + ε k . The following set of basic semi-simple elements of e 8 ,
, forms a basis of an (alternative) maximally commuting subalgebra s −1 ⊕ s 1 = s ⊂ e 8 . An open set of semi-simple elements in s 1 ⊂ 3 V = g 1 is given by the generic form
for parameters z i not all zero. Let ω = e 2iπ/3 . The 240 roots of E 8 project to s 1 via
The product of the roots restricted to s 1 is the projection of ∆ E 8 on 3 C 9 restricted to semi-simple tensors. We have the following expression:
. This result agrees with (25) below after a swap between z 2 and z 3 .
4.1.1. Expressions of ∆ 333 on semi-simple elements from E 8 . Choose an ordered basis of C 9 in 3 triplets that coincides with the choice that determined the expression of p 1 in (13).
e 1 , e 4 , e 7 ⊕ e 2 , e 5 , e 8 ⊕ e 3 , e 6 , e 9 = C 9 .
Now we consider a copy of C 3 ⊗C 3 ⊗C 3 inside 3 C 9 induced by this choice, and take {x I | I ∈ {0, 1, 2} 3 } to be the corresponding basis of the tensor space, where x I = x i 1 ⊗x i 2 ⊗x i 3 and a 0 (respectively a 1, or 2) in position j corresponds to the first (respectively the second, or third) basis vector in factor j. This induces a choice of basic semi-simple elements s ′ ⊂ C 3 ⊗C 3 ⊗C 3 :
An open subset of semi-simple elements in s ′ is given by the generic form bp 2 + cp 3 + dp 4 , for some constants b, c, d not all zero. Evaluating fundamental invariants and the hyperdeterminant of 3 × 3 × 3 tensors on s ′ produces formulas that can be found in [2, Eq. (5)]. The projection of ∆ Gr (3, 9) to (C 3 ) ⊗3 on semi-simple elements is the coordinate projection sending a to 0. Comparing (25) 
When restricted to s ′ , the product of the roots of E 8 becomes zero because there are 6 copies of a which went to zero in the projection. Deleting those roots, we obtain (up to scale):
Using the expressions in [2, Eq. (5)] we find that this restriction is
If we restrict the 72 roots of E 6 to the semi-simple elements s ′ by the same method, we find:
4.2. Gr (4, 8) . Similarly using the discriminant ∆ E 7 expressed on semi-simple elements as the product of the roots of e 7 and the fact that [∆ Gr (4, 8) 
we establish an expression of ∆ Gr (4, 8) on a subspace of semi-simple elements. We follow the notation in [1] . Let {α ∈ R} be the usual root system for E 7 expressed in the hyperplane i ε i = 0 where ε 1 , . . . , ε 8 is the basis of the diagonal 8 × 8 matrices. A basic set of semi-simple elements s ⊂ 4 C 8 is 
where e ijkl = e i ∧ e j ∧ e k ∧ e l . An open set of semi-simple elements is given by the generic form p = i y i p i , for parameters y i not all zero. We used the following substitutions [1] : ε 1 (p) = y 1 +y 2 +y 3 +y 4 +y 5 +y 6 +y 7 , ε 2 (p) = y 1 −y 2 +y 3 −y 4 −y 5 −y 6 +y 7 , ε 3 (p) = y 1 +y 2 −y 3 +y 4 −y 5 −y 6 −y 7 , ε 4 (p) = y 1 −y 2 −y 3 −y 4 +y 5 +y 6 −y 7 , ε 5 (p) = −y 1 +y 2 +y 3 −y 4 +y 5 −y 6 −y 7 , ε 6 (p) = −y 1 −y 2 +y 3 +y 4 −y 5 +y 6 −y 7 , ε 7 (p) = −y 1 +y 2 −y 3 −y 4 −y 5 +y 6 +y 7 , ε 8 (p) = −y 1 −y 2 −y 3 +y 4 +y 5 −y 6 +y 7 .
Restricting ∆ Gr (4, 8) to our choice of semi-simple tensors gives [(∆ Gr (4, 8) ) |s ] = [h 2 ], with h = (y1+y2+y3+y6)(y1+y2+y3−y6)(y1+y2−y3+y6)(y1+y2−y3−y6)(y1−y2+y3+y6)(y1−y2+y3−y6)(y1−y2−y3+y6)(y1−y2−y3−y6) (y1+y3+y4+y5)(y1+y3+y4−y5)(y1+y3−y4+y5)(y1+y3−y4−y5)(y1−y3+y4+y5)(y1−y3+y4−y5)(y1−y3−y4+y5)(y1−y3−y4−y5) (y1+y2+y5+y7)(y1+y2+y5−y7)(y1+y2−y5+y7)(y1+y2−y5−y7)(y1−y2+y5+y7)(y1−y2+y5−y7)(y1−y2−y5+y7)(y1−y2−y5−y7) (y1+y4+y6+y7)(y1+y4+y6−y7)(y1+y4−y6+y7)(y1+y4−y6−y7)(y1−y4+y6+y7)(y1−y4+y6−y7)(y1−y4−y6+y7)(y1−y4−y6−y7) (y2+y3+y4+y7)(y2+y3+y4−y7)(y2+y3−y4+y7)(y2+y3−y4−y7)(y2−y3+y4+y7)(y2−y3+y4−y7)(y2−y3−y4+y7)(y2−y3−y4−y7) (y2+y4+y5+y6)(y2+y4+y5−y6)(y2+y4−y5+y6)(y2+y4−y5−y6)(y2−y4+y5+y6)(y2−y4+y5−y6)(y2−y4−y5+y6)(y2−y4−y5−y6) (y3+y5+y6+y7)(y3+y5+y6−y7)(y3+y5−y6+y7)(y3+y5−y6−y7)(y3−y5+y6+y7)(y3−y5+y6−y7)(y3−y5−y6+y7)(y3−y5−y6−y7) y1y2y3y4y5y6y7. Consider a copy of C 2 ⊗ C 2 ⊗ C 2 ⊗ C 2 inside 4 C 8 induced by this choice, and take {x I | I ∈ {0, 1} 4 } to be the corresponding basis of the tensor space, where x I = x i 1 ⊗x i 2 ⊗x i 3 ⊗x i 4 and a 0 (respectively a 1) in position j corresponds to the first (respectively the second) basis vector in factor j. This induces a projection of basic semi-simple elements (18) in 4 C 8 to:
whose span we denote by s ′ . Specifically, the coordinate projection s → s ′ is given by 
The roots of E 7 contain 6 roots that are vanish on s ′ . This is evident from (19) , where the restriction of ∆ Gr(4,8)|s contains (y 2 y 3 y 5 )
2 , which we set to zero in (20) . When those 6 factors are deleted we obtain a polynomial of degree 120 that has the 4-th power of this restriction of the hyperdeterminant as a factor:
(∆ E 7 ) |s (y 2 y 3 y 5 ) 2
5. The Gr (3, 9) and Gr (4, 8) 
discriminants in fundamental invariants
Here we are interested in writing our discriminants in terms of lower degree invariants. This has been done before in other settings, see [2, 6, 27] .
Gr(3, 9). The invariant ring
SL (9) is a polynomial ring generated by fundamental invariants denoted f i for degrees i = 12, 18, 24, 30. These invariants can be computed explicitly by taking traces of powers of Katanova's matrix [20] , which we recall in Section 6. We can also restrict those invariants to the set of semi-simple elements s ⊂ 3 C 9 and express them in terms of the roots of E 8 thanks to the following isomorphisms induced by the restriction maps:
In this case because the Weyl group W E 8 acts transitively on the root system, invariants of degree i of C[h] W 8 can be chosen to be the sum of the i-th power of the roots and therefore f i|s can be expressed as, proportional to ∆ Gr (4, 8) . By Proposition 4.1 it suffices to work on generic semi-simple element. A fundamental invariant in C[ 4 C 8 ] SL(8) of degree d can be computed on semi-simple tensors as d-th powers of sums of the roots of E 7 (see Eq(23)). These polynomials are symmetric in the variables y 1 . . . y 7 . Figure 3 gives a list of their terms up to symmetry. Note the coefficients are highly composite.
In theory, linear interpolation over the rationals should work as follows. Evaluating each monomial in fundamental invariants and the discriminant at at least n = 15, 976 + 1 points (in practice we use 10% more points in addition to help ensure that the points we choose at random are not in special position). Store these results in the rows of a matrix, and compute a basis of its null space. Though we were able to generate a ⌊1.1n⌋ × n matrix by this method, it was dense and had large integer entries (approximately 6GB of disk space space), and we were not able to finish the null space computation in rational arithmetic due to memory issues caused by coefficient explosion in the intermediate results.
Working modulo a prime p we can avoid coefficient growth and complete the interpolation problem, use Proposition 4.1 and express ∆ Gr (4, 8) as a polynomial in the fundamental invariants modulo p. Using a server with 32 processors, for small primes, this computation took approximately 6 hours and the resulting expression for ∆ Gr (4, 8) can be stored as a list of coefficients of size approximately 78kb. We provide our Maple scripts and resulting expression for ∆ Gr (4, 8) in the ancillary files accompanying the arXiv version of this article.
We repeated this computation on Auburn's CASIC cluster for over 100 different instances for the first 100 primes above 1000 to produce 100 reductions of the true null-vector (each of these computations took approximately 4 hours, but we ran them in parallel). We then used the Chinese remainder theorem in each place to produce an integer vector modulo N, with N equal to the product of all but one of the primes. Then we used rational reconstruction in each coordinate to find each unique rational number equivalent to each of our coordinates 
with a total of 15,942 terms. We checked that this vector reduces to the same result modulo several other primes. We also checked that for new random points on the discriminant locus that this expression for the discriminant vanishes (without reducing modulo p). These probabilistic checks are not a proof. We can certify that the rational reconstruction is a solution by using the following: In particular, if d is the zero vector, then y is a solution to Ax = 0 if n||A|| max ||y|| ∞ < M/2. In our case the maximum entry in A is less than 10
200 . The lcm of the denominators in y is < 10 115 , and n = 15976 < 10 6 . The product of the first 100 primes with 4 digits gives M = 0.2 . . . × 10 360 . Since n||A|| max ||y|| ∞ < 10 321 < M/2 = 0.1 . . . × 10 360 , 6.2. Evaluating the Gr(3, 9)-discriminant. An expression for the 3 × 3 × 3 hyperdeterminant in fundamental invariants was given in [2] . Here we will describe our methods for evaluating this invariant using the methods of this paper. Katanova [20] gave explicit expressions of the fundamental invariants in this case. She constructs an 84 × 84 matrix C with entries that are cubic 3 C 9 . Then the power-traces f 3n = tr(C n ) give the fundamental invariants for n = 4, 6, 8, 10. The matrix C is constructed as a sum over a 9-tuple index and is best constructed using sparse arrays on software that is optimized for computations with such data structures, like Mathematica. However, once C is constructed, it is efficient to evaluate C and the powers of its traces on a particular tensor in 3 C 9 .
6.3. Evaluating the Gr(4, 8)-discriminant. Again, Katanova gave explicit expressions for the fundamental invariants as traces of powers of a special matrix. In this case we can give a simple construction of her matrix without relying on a sum over a large index set. A generic tensor T ∈ 4 C 8 defines mappings by concatenation ∧T : 2 C 8 → 6 C 8 and by contraction T :
The composition of these maps produces A :
which can be viewed as a matrix whose entries are quadratic in the entries of T . One checks that the traces of the powers of appropriate degrees produce the fundamental invariants: f 2n = tr(A) n , for n = 1, 3, 4, 5, 6, 7, 9.
This can be done in a few lines in Macaulay2, for instance. A =sub( A2*A1,S); f_2 = trace A; time f_6 = trace A^3; While the symbolic traces are unlikely to finish in a reasonable amount of time, evaluating A first at a specific tensor will allow the computations to finish. For example, in Macaulay2 one may evaluate the invariants on the tensor p 1234 + p 5678 by continuing with the following: use S; myA = sub(sub(A, {x_{1,2,3,4}=>1, x_{5,6,7,8}=>1 }),QQ); for i in {1,3,4,5,6,7,9} do t_(2*i) = trace(myA^i); Note that in our computation of ∆ Gr (4, 8) we used expressions of fundamental invariants f i (gotten by taking traces of sums of powers of of roots) that were normalized so that the coefficients were integers with no common factors. So once one calibrates the choices for the basic fundamental invariants so that they match these conventions, values for the fundamental invariants can be substituted into the expression (26) to obtain the value of the discriminant at that point.
