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Introduzione
In questo elaborato studieremo delle proprieta` di alcune algebre di matrici
associate a trasformate trigonometriche e discuteremo il loro ruolo nella riso-
luzione del problema della rifocatura delle immagini digitali sfocate. Ovvero,
data un’immagine sfocata, cercheremo di ricostruire l’immagine originale
conoscendo a priori l’operatore di sfocatura.
Questo problema e` reso attuale dallo sviluppo della fotografia digitale ed
ha importanti applicazioni in campo medico ed astronomico. Per esempio, e`
molto importante che nelle analisi cliniche, quali TAC e risonanze magneti-
che, le immagini delle lastre siano piu` nitide possibili per poter effettuare una
diagnosi corretta, o, nel caso di immagini astronomiche, che le informazioni
fornite da un telescopio siano sufficientemente dettagliate per poter analizzare
la conformazione di una stella o di un pianeta. Nelle immagini effettuate
nello spazio, gli astronomi cercano di rimuovere il disturbo causato dalla
turbolenza atmosferica, che in parte e` dovuta al mescolarsi di aria calda e
fredda.
Quando la qualita` dell’immagine e` degradata da rumore e dalla non mes-
sa a fuoco, le informazioni importanti rimangono nascoste e non possono
essere interpretate correttamente senza un’elaborazione matematica svolta
opportunamente mediante computer.
In letteratura, esistono molti libri ed articoli che hanno trattato il pro-
blema della rifocatura delle immagini digitali, come per esempio [1], [7], [15]
e [16].
In questa tesi, studiamo alcuni aspetti algebrici, algoritmici e numerici
legati al problema della rifocatura delle immagini digitali, formulato come
risoluzione del sistema lineare
Avec(F) + vec(µ) = vec(G),
dove G e` una matrice che rappresenta l’immagine sfocata, µ il possibile ru-
more aggiuntivo, F e` la matrice che rappresenta l’immagine originale ed A
e` l’operatore di sfocatura. Con queste notazioni, vec(X) e` il vettore colon-
na ottenuto trasponendo e giustapponendo le righe della matrice X. Da-
ta l’immagine G, il nostro scopo sara` quello di ricavare F, anche in forma
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approssimata, conoscendo a priori la matrice A e disponendo solo di in-
formazioni qualitative sul rumore µ. Nella maggior parte dei casi, in cui
l’operatore di sfocatura e` invariante per traslazione e “a supporto compat-
to”, la matrice A risulta essere a banda a blocchi con un’ulteriore struttura
di Toeplitz.
In questo sistema, il numero di equazioni risulta inferiore a quello delle
incognite e a questa mancanza di informazioni si sopperisce introducendo
delle condizioni opportune che porteranno ad un nuovo sistema con egual
numero di equazioni ed incognite. Queste condizioni, che coinvolgeranno
le componenti del bordo dell’immagine ricostruita F, prendono il nome di
Condizioni al Contorno. Inoltre, a ciascuna di queste puo` essere associata
un’algebra di matrici. Infatti, le matrici che si ottengono mediante le con-
dizioni al contorno, generalmente appartengono ad algebre dotate di forti
proprieta` di struttura, computazionali e spettrali.
In letteratura, sono state introdotte diverse tipologie di condizioni al con-
torno. In questa tesi, analizzeremo le condizioni al contorno di Dirichlet ([1]
pp. 211-220), periodiche ([15] p. 258), riflettenti ([19] p. 855) ed antiri-
flettenti ([21] p. 1312). La matrice del sistema che si ottiene imponendo
le condizioni periodiche e riflettenti, risulta appartenente all’algebra delle
matrici diagonalizzabili rispettivamente tramite la Trasformata Discreta di
Fourier e quella del coseno del III tipo (vedi [15] p. 258 e [19] p. 856). Inol-
tre, per quanto riguarda le condizioni al contorno antiriflettenti, la matrice
del sistema cos`ı generato contiene una sottomatrice diagonalizzabile tramite
la Trasformata Discreta del seno del I tipo (vedi [21] pp. 1313-1316). Per
questo motivo, abbiamo analizzato piu` in dettaglio queste Trasformate Dis-
crete ed alcuni algoritmi veloci per il loro calcolo. Inoltre, abbiamo studiato
altre note Trasformate Discrete Trigonometriche non utilizzate in letteratura
per l’elaborazione di immagini digitali, evidenziando la struttura delle alge-
bre matriciali associate e ricavando da queste, in alcuni casi, delle condizioni
al contorno da utilizzare per il problema della rifocatura.
Successivamente abbiamo analizzato diversi metodi risolutivi, alcuni di-
retti, sfruttando, per esempio, l’Inversa Generalizzata (vedi [5] p. 457) o
invertendo le matrici generate imponendo le diverse condizioni al contorno,
ed altri iterativi, legati all’utilizzo del gradiente coniugato precondizionato
(vedi [5] pp. 272-283). Oltre ai metodi risolutivi, abbiamo studiato delle
tecniche aggiuntive, quali la Regolarizzazione (vedi [14]) e il metodo della
Risfocatura (vedi [12], [13]) introdotte in letteratura per controllare l’ampli-
ficazione del rumore presente nei dati. Inoltre, abbiamo realizzato un metodo
che si e` rivelato molto efficace per ridurre alcuni artefatti, noti come effetto
Gibbs o ringing effects (vedi [23]), che si possono generare quando si calcola
numericamente la soluzione. Abbiamo chiamato questa tecnica metodo del
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Bordo Aggiunto. Essa consiste nel sostituire l’immagine sfocata con una leg-
germente piu` ampia, ottenuta applicando opportune condizioni al contorno.
Il nuovo problema viene risolto con i metodi analizzati e dalla soluzione ot-
tenuta in questo modo viene estratta la parte centrale. In questa maniera,
vengono rimossi i ringing effects in prossimita` del bordo. Infine abbiamo
effettuato degli esperimenti numerici per testare l’efficacia dei metodi e delle
tecniche studiate nel testo.
La tesi e` organizzata come segue. Nel Capitolo 1 formuliamo il problema
sia nel caso monodimensionale che in quello bidimensionale, mentre, nel Capi-
tolo 2 studiamo le condizioni al contorno di Dirichlet, periodiche, riflettenti
ed antiriflettenti e le relative matrici generate imponendo queste condizioni.
Nel Capitolo 3, invece, analizziamo, sia nel caso monodimensionale che in
quello N -dimensionale, le varie algebre matriciali associate alle Trasformate
Discrete Trigonometriche a cui appartengono le matrici generate dalle con-
dizioni al contorno. Successivamente, studiamo le altre Trasformate Discrete
Trigonometriche evidenziando la struttura delle matrici appartenenti all’al-
gebra associata e, quando possibile, determinando le condizioni al contorno
che ne derivano. Nel Capitolo 4 analizziamo i metodi risolutivi e le tecniche
aggiuntive quali la risfocatura, la regolarizzazione e il bordo aggiunto. In-
fine, nel Capitolo 5 sono presentati e discussi i risultati delle sperimentazioni
numeriche effettuate utilizzando alcune delle tecniche viste nei vari capitoli.
In appendice sono riportati i programmi utilizzati per la sperimentazione
numerica.
Dall’ampia sperimentazione numerica svolta, risulta che i metodi basati
sulle condizioni al contorno e sulle proprieta` computazionali delle algebre
matriciali associate hanno una piu` elevata efficienza in termini di costo com-
putazionale.
Nel caso in cui i dati siano affetti da rumore, le tecniche di regolarizzazione
e risfocatura diventano necessarie per il controllo del rumore. Esse si accop-
piano ed integrano efficacemente con i metodi diretti basati sulle algebre di
matrici.
Inoltre, gli artefatti al bordo, che si formano per l’effetto Gibbs, sono
perfettamente controllabili dalla tecnica del bordo aggiunto, sia in assenza
che in presenza di rumore.
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Capitolo 1
Analisi del problema
1.1 Descrizione
1.1.1 Caso monodimensionale
Il problema classico della rifocatura di immagini o segnali sfocati in pre-
senza di rumore consiste nel cercare di ricostruire un’immagine o un segnale
con la sola conoscenza a priori dell’operatore di sfocatura e dell’immagine o
del segnale sfocato. Per riuscire in tale intento e` necessario modellizzare il
problema e cercare di risolverlo utilizzando strumenti matematici ed il cal-
colatore. Il problema puo` venire modellizzato come segue. Consideriamo il
caso monodimensionale che riguarda l’analisi dei segnali. Data h : R → R
funzione continua tale che∫ +∞
−∞
h(x)dx = 1 e lim
|x|→∞
h(x) = 0 (1.1)
allora il problema puo` essere espresso nella forma∫ +∞
−∞
h(y)f(x+ y)dy + µ(x) = g(x), (1.2)
dove f rappresenta il segnale originale, µ il rumore, e g il segnale misurato. Il
problema e` quello di ricostruire f(x) conoscendo g(x) e la risposta all’impulso
h(x).
Cerchiamo di capire meglio cosa accade con un esempio. Supponiamo che
il segnale f sia dato da
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f(x) =
{
1 x = −3, 3
0 altrimenti
,
mentre la risposta all’impulso sia data dalla funzione continua
h(x) =
1√
2pi
e−
x2
2 .
Se consideriamo µ = 0, allora il segnale misurato g diventa
g(x) =
1√
2pi
e−
(1−x)2
2 +
1√
2pi
e−
(−1−x)2
2 .
Il nostro scopo, quindi, e` quello di cercare di risalire al segnale tramesso
f , conoscendo a priori h e g.
Nei problemi di ingegneria, dove i segnali si trattano in forma digitale, e`
piu` conveniente adottare un modello discreto in cui h, f , µ e g sono sostituiti
da successioni. In questo modo, l’operazione di integrazione viene sostituita
da quella di sommatoria, ottenendo cos`ı il problema∑
j∈Z
hjfi+j + µi = gi,
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che in forma matriciale equivale a

. . . . . . . . .
· · · h−k · · · h0 · · · hk · · ·
. . . . . . . . .
· · · h−k · · · h0 · · · hk · · ·
. . . . . . . . .


...
f−k+1
...
f1
...
fn
...
fn+k
...

+

...
µ1
...
µn
...
 =

...
g1
...
gn
...
 .
Nel caso in cui i valori di hj appartengono ad un insieme finito, grazie a
(1.1) possiamo supporre che esista indice k tale che hj = 0 per |j| > k e che∑k
j=−k hj = 1. Si osservi che, sia nel modello continuo che discreto, i segnali
hanno una estensione infinita. Nelle applicazioni pratiche, pero`, consideriamo
solo una parte finita del segnale. Quindi, dato {1, . . . , n} l’insieme degli indici
della parte finita del segnale, si ottiene il sistema
Af + µ = g, (1.3)
dove
A =
a−k · · · a0 · · · ak 0. . . . . . . . .
0 a−k · · · a0 · · · ak
 (1.4)
con ai = hi per i = −k, · · · , k e
f =

f−k+1
...
f1
...
fn
...
fn+k

, µ =
µ1...
µn
 , g =
g1...
gn
 . (1.5)
1.1.2 Caso bidimensionale
Consideriamo adesso il caso bidimensionale direttamente nella sua for-
mulazione discreta e finita. Nel modello bidimensionale, alla successione
CAPITOLO 1. ANALISI DEL PROBLEMA 7
f = (fi) viene sostituita la matrice F = (fi,j) che tipicamente rappresenta
una immagine, dove i valori fi,j rappresentano l’intensita` luminosa del pixel
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in posizione (i, j) dell’immagine. In modo analogo il vettore g viene sosti-
tuito da una matrice G = (gi,j) che rappresenta l’immagine sfocata, mentre
µ = (µi,j) rappresenta il possibile rumore aggiuntivo. La funzione di rispo-
sta all’impulso viene sostituita dalla Point Spread Function (PSF) data dalla
matrice H = (hi,j). La PSF rappresenta l’effetto della sfocatura di un punto
luminoso di intensita` unitaria, per cui si ha hi,j ≥ 0 e
∑
i,j hi,j = 1. Nei pro-
blemi fisici, la sfocatura di un punto luminoso e` rappresentata da una piccola
macchiolina dai contorni sfumati. Quindi e` ben descritta da una PSF a sup-
porto compatto e per questo e` conveniente indicizzarla per i, j = −k, . . . , k
con k intero positivo opportuno.
Per rappresentare il nostro modello in termini di sistema lineare e` utile
associare alle matrici F, G e µ dei vettori vec(F), vec(G) e vec(µ), dove in
generale vec(A) e` il vettore colonna ottenuto giustapponendo e trasponendo
le righe della matrice A. Inoltre, chiamando n edm rispettivamente il numero
di righe e di colonne della matrice G otteniamo che
vec(F) =

f (−k+1)
...
f (1)
...
f (n)
...
f (n+k)

, vec(µ) =
µ
(1)
...
µ(n)
 , vec(G) =
g
(1)
...
g(n)
 , vec(H) =
h
(−k)
...
h(k)

avendo posto
f (i) = (fi,−k+1, · · · , fi,m+k)T per i = −k + 1, · · · , n+ k
g(i) = (gi,1, · · · , gi,m)T per i = 1, · · · , n
µ(i) = (µi,1, · · · , µi,m)T per i = 1, · · · , n
h(i) = (hi,−k, · · · , hi,k)T per i = −k, · · · , k
. (1.6)
A questo punto, il problema ha assunto la stessa rappresentazione di
quello monodimensionale (1.3) dove la matrice A ha una una struttura a
blocchi, ovvero dobbiamo risolvere il sistema
Avec(F) + vec(µ) = vec(G),
1Il termine pixel deriva dalla contrazione delle parole picture element e rappresenta un
singolo punto dell’immagine
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dove
A =
a
(−k) · · · a(0) · · · a(k) 0
. . . . . . . . .
0 a(−k) · · · a(0) · · · a(k)
 .
Ogni a(i) e` a sua volta una matrice con la stessa struttura di (1.4) e per
essere precisi si ha
a(i) =
hi,−k · · · hi,0 · · · hi,k 0. . . . . . . . .
0 hi,−k · · · hi,0 · · · hi,k
 . (1.7)
Il sistema che si ottiene dalla discretizzazione del problema, sia nel caso
monodimensionale che in quello bidimensionale, e` sottodeterminato, cioe` il
numero di equazioni e` inferiore al numero di incognite. Per questo motivo,
avremmo bisogno di informazioni supplementari sul segnale f . Poiche´ non
disponiamo di tali informazioni, dobbiamo cercare di imporre delle condizioni
opportune che non alterino di molto la soluzione e che permettano di risolvere
agevolmente il nuovo sistema che ne deriva. Queste condizioni riguardano il
valore del segnale o dell’immagine considerata lungo il bordo e per questo
motivo prendono il nome di Condizioni al contorno.
1.2 Nozioni Preliminari
In questo paragrafo daremo alcune nozioni preliminari utili per una mag-
giore comprensione del testo (per maggiori dettagli si rimanda a [20] ed a
[5]).
Definizione 1.2.1 (Supporto di una funzione). Sia f : Ω ⊆ Rn → Rm,
allora il supporto di f e` dato dalla chiusura dell’insieme degli x ∈ Ω per cui
f(x) 6= 0, ovvero
spt(f) := {x ∈ Ω | f(x) 6= 0}.
Definizione 1.2.2 (Matrice di Toeplitz). Una matrice A ∈ Cn×m possiede
la struttura di Toeplitz se
[A]j,k = aj−k ∀j = 1, . . . , n ; k = 1, . . . ,m,
ovvero si ha
A =

a0 a−1 . . . a−m+1
a1
. . . . . . . . .
...
. . . . . . a−1
an−1 . . . a1 a0
 .
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Definizione 1.2.3 (Matrice di Circolante). Una matrice A ∈ Cn×n possiede
la struttura Circolante se
[A]j,k = ai, con i = (j − k) mod n, ∀j, k = 1, . . . , n
ovvero si ha
A =

a0 an−1 . . . a1
a1
. . . . . . . . .
...
. . . . . . an−1
an−1 . . . a1 a0
 .
Definizione 1.2.4 (Matrice di Hankel). Una matrice A ∈ Cn×m possiede la
struttura di Hankel se
[A]j,k = aj+k−2 ∀j = 1, . . . , n ; k = 1, . . . ,m,
ovvero si ha
A =

a0 a1 . . . am−1
a1 . .
. . ..
...
... . .
. . .. an+m−3
an−1 . . . an+m−3 an+m−2
 .
Definizione 1.2.5 (Matrice a blocchi). Una matrice p × q a blocchi e` una
matrice della forma
A =

A1,1 A1,2 . . . A1,q
A2,1 A2,2 . . . A2,q
...
...
...
Ap,1 Ap,2 . . . Ap,q
 ,
dove Ai,j ∈ Cmi×nj , e mi, nj sono interi positivi per i = 1, . . . , p, j = 1, . . . , q,
e quindi A ∈ Cm×n, con
m =
p∑
i=1
mi, n =
q∑
j=1
nj.
Si definisce, inoltre, struttura esterna di una matrice a blocchi, quella che
si ottiene considerando ogni Ai,j come un singolo elemento. Quando ogni
blocco possiede la medesima struttura, si definisce struttura interna di una
matrice a blocchi, la struttura di ogni singolo blocco.
CAPITOLO 1. ANALISI DEL PROBLEMA 10
Esempio 1.2.1. Ogni matrice A puo` essere partizionata in blocchi, per
esempio
A =

a1,1 a1,2 a1,3 a1,4 a1,5 a1,6
a2,1 a2,2 a2,3 a2,4 a2,5 a2,6
a3,1 a3,2 a3,3 a3,4 a3,5 a3,6
a4,1 a4,2 a4,3 a4,4 a4,5 a4,6
a5,1 a5,2 a5,3 a5,4 a5,5 a5,6
a6,1 a6,2 a6,3 a6,4 a6,5 a6,6
a7,1 a7,2 a7,3 a7,4 a7,5 a7,6

=

A1,1 A1,2 A1,3
A2,1 A2,2 A2,3
A3,1 A3,2 A3,3
A4,1 A4,2 A4,3
 .
La matrice A non possiede nessuna struttura, mentre la matrice
B =

b1,1 b1,2 b5,1 b5,2 b3,1 b3,2
b1,2 b2,2 b5,2 b6,2 b3,2 b4,2
b3,1 b3,2 b1,1 b1,2 b5,1 b5,2
b3,2 b4,2 b1,2 b2,2 b5,2 b6,2
b5,1 b5,2 b3,1 b3,2 b1,1 b1,2
b5,2 b6,2 b3,2 b4,2 b1,2 b2,2
 =
 B1 B3 B2B2 B1 B3
B3 B2 B1

possiede la struttura interna di Hankel e quella esterna circolante.
Definizione 1.2.6 (Prodotto tensore). Date due matrici A ∈ Cn1×m1 e
B ∈ Cn2×m2 allora il prodotto tensore (o prodotto di Kronecker) A ⊗ B e`
definito dalla matrice a blocchi
A⊗B =
 a1,1B . . . a1,m1B... ...
an1,1B . . . an1,m1B
 ∈ C(n1n2)×(m1m2).
Proposizione 1.2.1. (Proprieta` del prodotto tensore) Il prodotto tensore
e` bilineare e associativo, ma non e` commutativo. Ovvero, date A,B e C
matrici di dimensioni compatibili e λ ∈ C si ha
A⊗ (B + C) = A⊗B + A⊗C,
(A + B)⊗C = A⊗C + B⊗C,
(λA)⊗B = A⊗ (λB) = λ(A⊗B),
A⊗ (B⊗C) = (A⊗B)⊗C,
A⊗B 6= B⊗A.
Supponendo, inoltre, che A,B,C e D siano matrici per cui siano definiti
i prodotti AC e BD, allora vale
(A⊗B)(C⊗D) = (AC)⊗ (BD).
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Definizione 1.2.7 (Algebra matriciale). Un insieme A forma un’algebra su
un campo K se e solo se valgono le seguenti proprieta`:
• A e` uno spazio vettoriale sul campo K
• Esiste un’operazione bilineare ? : A×A→ A, cioe` tale che
(a+ b) ? c = a ? c+ b ? c
a ? (b+ c) = a ? b+ a ? c
(ka) ? b = k(a ? b)
a ? (kb) = k(a ? b)
con a, b, c ∈ A e k ∈ K. (1.8)
Un’algebra matriciale e` un’algebra i cui elementi sono delle matrici quadrate
ed in cui l’operazione ? e` l’usuale moltiplicazione tra matrici.
Definizione 1.2.8 (Generatore di un’algebra matriciale). Sia G matrice
appartenente ad un’algebra di matrici A su campo K. Supponiamo inoltre
valga
A ∈ A⇐⇒ A =
n−1∑
i=0
aiG
i (1.9)
con ai ∈ K ed n minore o uguale la dimensione della matrice G. Allora G si
chiama Generatore dell’algebra matriciale A, n e` la dimensione dell’algebra
e {I,G,G2, . . . ,Gn−1} e` una base di A come spazio vettoriale.
Proposizione 1.2.2. Sia S una matrice n×n non singolare e G una matrice
n× n appartenente all’algebra matriciale AS data da
AS =
{
SDS−1 |D ∈ Kn×n matrice diagonale} ,
Se G ha tutti gli autovalori distinti allora G e` un generatore dell’algebra AS.
Dimostrazione. Siano λi per i = 0, . . . , n − 1 gli autovalori distinti di G.
Allora si ha che
G = SDS−1
dove D = diag(λ0, . . . , λn−1) matrice diagonale. Poiche` G ∈ AS ed AS e`
un’algebra, allora Gi ∈ AS per i = 1, . . . , n− 1. Inoltre
Gi = SDiS−1
per i = 1, . . . , n− 1. Allora si ha che {I,G,G2, . . . ,Gn−1} sono linearmente
indipendenti, ovvero
a0I + a1G + . . .+ an−1Gn−1 = 0⇐⇒ aj = 0 per j = 0, . . . , n− 1.
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Infatti, supponiamo a0I + a1G + . . .+ an−1Gn−1 = 0, allora si ha
a0I + a1G + . . .+ an−1Gn−1 = 0⇒ S(a0I + a1D + . . .+ an−1Dn−1)S−1 = 0.
Da qui si ricava il sistema
a0 + a1λ0 + . . .+ an−1λn−10 = 0
...
a0 + a1λn−1 + . . .+ an−1λn−1n−1 = 0
.
Poiche` i λi sono tutti distinti allora
det
∣∣∣∣∣∣∣∣∣
1 λ0 . . . λ
n−1
0
1 λ1 . . . λ
n−1
1
...
... . . .
...
1 λn−1 . . . λn−1n−1
∣∣∣∣∣∣∣∣∣ 6= 0, (1.10)
e da qui si ha che aj = 0 per j = 0, . . . , n − 1. Questo dimostra che
{I,G,G2, . . . ,Gn−1} sono linearmente indipendenti.
Dimostriamo che {I,G,G2, . . . ,Gn−1} formano una base. Supponiamo
A ∈ AS, allora esiste matrice D̂ = diag(σ0, . . . , σn−1) diagonale, tale che
A = SD̂S−1.
Allora, la condizione a0I + a1G + . . .+ an−1Gn−1 = A, si scrive in forma
equivalente come
a0 + a1λ0 + . . .+ an−1λn−10 = σ0
...
a0 + a1λn−1 + . . .+ an−1λn−1n−1 = σn−1
e da qui, grazie a (1.10) possiamo concludere che esistono a0, . . . , an tale che
A = (a0I + a1G + . . .+ an−1Gn−1). Questo dimostra che {I,G, . . . ,Gn−1}
formano una base.
A questo punto possiamo dimostrare che G e` un generatore dell’algebra
verificando la validita` della proprieta` (1.9). Infatti data A =
∑n−1
i=0 aiG
i
allora, poiche` AS e` un’algebra, si ha A ∈ AS. D’altra parte data A ∈ AS,
poiche` {I,G,G2, . . . ,Gn−1} formano una base allora esistono a0, . . . , an−1
tali che A =
∑n−1
i=0 aiG
i. Questo conclude la dimostrazione.
Capitolo 2
Condizioni al Contorno
In questo capitolo ci occuperemo del problema di trasformare il sistema
sottodeterminato (1.3) in un sistema con matrice quadrata non singolare,
ottenuto imponendo particolari condizioni al contorno. Questo sistema sara`
indicato con
A(BC)f (BC) + µ = g
dove le lettere BC sono l’acronimo di Boundary Conditions. Le condizioni
al contorno che analizzeremo sono le condizioni di Dirichlet, periodiche,
riflettenti e antiriflettenti.
2.1 Condizioni di Dirichlet
Le prime condizioni introdotte e studiate in letteratura sono le condizioni
al contorno di Dirichlet (vedi [1], pp. 211-220). Supponendo che {1, . . . , n}
sia il supporto di g, questo tipo di condizioni al contorno impongono che
le componenti di f esterne al supporto di g siano nulle, ovvero, nel caso
monodimensionale, si ha {
f1−j = 0
fn+j = 0
(2.1)
per j = 1, · · · , k. Consideriamo, adesso, il sistema in (1.3) e sostituiamo le
componenti esterne di f al supporto di g con il relativo valore dato dalle
condizioni al contorno di Dirichlet. Effettuando il prodotto matrice-vettore
ci accorgiamo che la risoluzione di (1.3) con le condizioni al contorno equivale
alla risoluzione del sistema di Toeplitz dato da
A(D)f + µ = g,
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Figura 2.1: Rappresentazione continua delle condizioni al contorno di Dirichlet
dove
A(D) =

a0 · · · ak 0
...
. . . . . . . . .
a−k
. . . . . . . . . ak
. . . . . . . . .
...
0 a−k · · · a0
 (2.2)
con ai = hi. Nel caso bidimensionale queste condizioni diventano
f1−j1,j2 = 0
fn+j1,j2 = 0
fj3,1−j4 = 0
fj3,m+j4 = 0
(2.3)
per j1, j4 = 1, . . . , k, j2 = 1−k, . . . ,m+k e j3 = 1−k, . . . , n+k. Sfruttando
la rappresentazione gia` usata per l’analisi bidimensionale del problema, il
sistema con le condizioni di Dirichlet bidimensionali e` equivalente al sistema
la cui matrice ha la stessa struttura di (2.2), dove
ai =

hi,0 · · · hi,k 0
...
. . . . . . . . .
hi,−k
. . . . . . . . . hi,k
. . . . . . . . .
...
0 hi,−k · · · hi,0
 .
Quindi e` una matrice di Toeplitz a blocchi con blocchi di Toeplitz.
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Figura 2.2: Rappresentazione continua delle condizioni al contorno periodiche
Come ci mostra la figura 2.1, questa tipologia di condizioni al contorno
produce una sorta di discontinuita` nel segnale f e questo causa, quando si
risolve il problema, la comparsa di un disturbo al bordo, chiamato effetto
Gibbs. In effetti nel caso bidimensionale delle immagini, imporre queste
condizioni equivale a considerare completamente nero il bordo dell’immagine
originale ed e` per questo che spesso vengono utilizzate quando si lavora con
immagini astronomiche ritraenti oggetti nello spazio, dove il bordo e` quasi
sempre buio.
2.2 Condizioni Periodiche
Con le condizioni al contorno periodiche si impone che le componenti di
f esterne al supporto di g siano periodiche (vedi [15], p. 258), ovvero nel
caso monodimensionale si ha che{
f1−j = fn+1−j
fn+j = fj
(2.4)
per j = 1, · · · , k. Come ci mostra la figura 2.2, il segnale, che viene cos`ı
esteso per periodicita`, puo` presentare una discontinuita` al bordo come nel
caso delle condizioni di Dirichlet. Inoltre, l’effetto Gibbs permane al bordo
dell’immagine restaurata.
Analogamente a quanto fatto per le condizioni di Dirichlet, consideriamo
il sistema in (1.3), sostituendo le componenti esterne di f al supporto di g con
il relativo valore dato dalle condizioni al contorno periodiche. Effettuando il
prodotto matrice-vettore e riordinando in funzione di f1, . . . , fn ci accorgiamo
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che il sistema risulta equivalente a
A(P )f + µ = g
dove la matrice A(P ) e` la matrice circolante definita da
A(P ) =

a0 · · · ak a−k · · · a−1
...
. . . . . . . . . . . .
...
a−k
. . . . . . . . . . . . 0 a−k
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
ak 0
. . . . . . . . . . . . ak
...
. . . . . . . . . . . .
...
a1 · · · ak a−k · · · a0

(2.5)
con ai = hi.
Nel caso bidimensionale, invece, queste condizioni al contorno equivalgono
a porre 
f1−j1,j2 = fn+1−j1,j2
fn+j1,j2 = fj1,j2
fj3,1−j4 = fj3,m+1−j4
fj3,m+j4 = fj3,j4
(2.6)
per j1, j4 = 1, . . . , k, j2 = 1− k, . . . ,m+ k e j3 = 1− k, . . . , n+ k. Analoga-
mente a quanto gia` visto, la matrice del sistema assume la stessa struttura
di (2.5), dove
ai =

hi,0 · · · hi,k hi,−k · · · hi,−1
...
. . . . . . . . . . . .
...
hi,−k
. . . . . . . . . . . . hi,−k
. . . . . . . . . . . . . . .
hi,k
. . . . . . . . . . . . hi,k
...
. . . . . . . . . . . .
...
hi,1 · · · hi,k hi,−k · · · hi,0

.
Si ha quindi una matrice circolante a blocchi con blocchi circolanti.
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Figura 2.3: Rappresentazione continua delle condizioni al contorno riflettenti
2.3 Condizioni Riflettenti
Abbiamo gia` osservato che le precedenti condizioni al contorno possono
generare sul segnale f una discontinuita` sul bordo con conseguenti ripercus-
sioni negative nella risoluzione del sistema. Si e` pensato, allora, di imporre
delle condizioni che rendessero il segnale continuo al bordo. Le condizioni
al contorno di Neumann o riflettenti soddisfano questa proprieta` (vedi [19]).
Infatti, nel caso monodimensionale, queste corrispondono a imporre che{
f1−j = fj
fn+j = fn−j+1
(2.7)
per j = 1, · · · , k. Come si vede dalla figura 2.3, a differenza delle condizioni
periodiche, il segnale viene riflesso rispetto al bordo mantenendo quindi una
sorta di continuita` nel segnale.
Per verificarlo consideriamo il caso continuo e supponiamo che spt(g) =
[a, b] con a < b (vedi Definizione 1.2.1). Supponiamo, inoltre, che si abbia
f ∈ C1((a − δ, b + δ)) con δ > 0. Dato n ∈ N ed H = b−a
n
passo di
discretizzione costante, definiamo xj = a + H(j − 1) e fj = f(xj). Il valore
esatto di f1−j e` dato dal seguente sviluppo in serie di Taylor
f1−j = f(a)−Hjf ′(αj), con αj ∈ (a− δ, b+ δ), (2.8)
mentre lo sviluppo del valore approssimato derivato dalle condizioni riflettenti
e` dato da
fj = f(a) +H(j − 1)f ′(βj), con βj ∈ (a− δ, b+ δ). (2.9)
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La differenza dei valori tende a zero come H e questo ci garantisce la
continuita` di f al bordo lungo l’estremo a. Un analogo risultato si ottiene per
l’altro estremo. Inoltre supponendo µ = 0, consideriamo il sistema Af = g,
dove A e` l’operatore definito in (1.4) ed f e` il segnale originale, ed il sistema
A(BC)f (BC) = g, ovvero quello generato imponendo le condizioni al contorno.
Con queste notazioni si ha che
Af −A(BC)f (BC) = 0 =⇒ [A−A(BC)] f + A(BC) [f − f (BC)] = 0 (2.10)
e da qui, ponendo e(BC) = f − f (BC), si ottiene
eBC =
(
A(BC)
)−1 [
A(BC) −A] f. (2.11)
Quindi, imponendo la continuita` del segnale, per l’arbitrarieta` di f e
supponendo che
(
A(BC)
)−1
sia uniformemente limitata, si ha che la quantita`[
A(BC) −A] e` infinitesima come H al tendere di n all’infinito, mentre con le
precedenti condizioni questo non accade.
La matrice che si ottiene con queste condizioni al contorno non e` ne` una
matrice di Toeplitz ne` una matrice circolante, ma e` data dalla somma di una
Toeplitz e di una Hankel, in particolare, analogamente a quanto visto per le
precedenti condizioni al contorno, il sistema da risolvere diventa
A(R)f + µ = g,
dove
A(R) =

a0 a1 · · · ak 0
a−1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
a−k
. . . . . . . . . . . .
...
. . . . . . . . . . . . a1
0 a−k · · · a−1 a0

+

a−1 · · · a−k
... . .
.
a−k
0
ak
. ..
...
ak · · · a1

con ai = hi.
Nel caso bidimensionale imporre queste condizioni equivale a porre
f1−j1,j2 = fj1,j2
fn+j1,j2 = fn−j1+1,j2
fj3,1−j4 = fj3,j4
fj3,m+j4 = fj3,m−j4+1
per j1, j4 = 1, . . . , k, j2 = 1−k, . . . ,m+k e j3 = 1−k, . . . , n+k. La matrice
che si genera in questo modo e` una matrice a blocchi la cui struttura esterna
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ed interna (vedi 1.2.5) concide con quella monodimensionale, ovvero e` data
da A(R) dove
ai =

hi,0 + hi,−1 hi,1 + hi,−2 · · · hk 0
hi,−1 + hi,−2
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,k
hi,−k
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,1 + hi,2
0 hi,−k · · · hi,−1 + hi,2 hi,0 + hi,1

per i = −k, . . . , k.
Nel capitolo 5 vedremo come gli effetti di bordo del segnale ricostrui-
to con queste condizioni al contorno persistono, nonostante siano molto ri-
dotti rispetto alle soluzioni calcolate imponendo le altre condizioni. Inoltre
dall’analisi fatta in (2.8) e in (2.9) si puo` vedere come queste rendano continuo
il segnale, ma non la sua derivata prima.
2.4 Condizioni Antiriflettenti
Le condizioni al contorno antiriflettenti si sviluppano proprio sull’idea di
rendere continua anche la derivata prima del segnale (vedi [21]). Nel caso
monodimensionale si impone che{
f1−j = 2f1 − fj+1
fn+j = 2fn − fn−j (2.12)
per j = 1, · · · , k.
Per verificare che queste condizioni portino ad una continuita` della deriva-
ta del segnale f procediamo ad una analisi nel caso continuo come ab-
biamo fatto per le condizioni riflettenti. Supponendo che il segnale f sia
C2((a − δ, b + δ)), dove [a, b] = spt(g) con a < b, e che fj = f(xj) con
xj = a + H(j − 1) ed H passo di discretizzazione costante, allora il valore
esatto di f1−j e` dato dallo sviluppo in serie di Taylor
f1−j = f(a)−Hjf ′(a) + (Hj)
2
2
f ′′(αj), con αj ∈ (a− δ, b+ δ), (2.13)
mentre per il valore approssimato derivato dalle condizioni antiriflettenti si
ha
fj = 2f(a)− (f(a) +Hjf ′(a) + (Hj)22 f ′′(βj)) =
= f(a)−Hjf ′(a)− (Hj)2
2
f ′′(βj)
(2.14)
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Figura 2.4: Rappresentazione continua delle condizioni al contorno antiriflettenti
con βj ∈ (a − δ, b + δ). La differenza tra i due valori tende a zero come H2
e questo ci garantisce la continuita` della derivata prima del segnale, mentre
nelle condizioni riflettenti avevamo ottenuto che questa tendeva a zero come
H.
Supponendo che la PSF sia simmetrica (simmetrica rispetto al centro nel
caso bidimensionale, cioe` che hi,j = h±i,±j), allora la matrice del sistema
che si ottiene imponendo queste condizioni al contorno ha una struttura
particolare. Analogamente a quanto visto per le precedenti condizioni al
contorno, il sistema, nel caso monodimensionale, diventa
A(AR)f + µ = g
con
A(AR) =

z1 + a0 0 . . . 0 0
...
...
zk + ak−1 0
ak Â ak
0 zk + ak−1
...
...
0 0 . . . 0 z1 + a0

(2.15)
con zj = 2
∑k
m=j am. Â e` data dalla differenza di una matrice di Toeplitz ed
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una Hankel, e per essere precisi si ha
Â =

a0 a1 · · · ak 0
a1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
ak
. . . . . . . . . . . .
...
. . . . . . . . . . . . a1
0 ak · · · a1 a0

−

a2 · · · ak
... . .
.
ak
0
ak
. ..
...
ak · · · a2

, (2.16)
dove aj = hj.
Per quanto riguarda il caso bidimensionale la scelta sui valori da assegnare
al bordo diventa 
f1−j1,j2 = 2f1,j2 − fj1+1,j2
fn+j1,j2 = 2fn,j2 − fn−j1,j2
fj3,1−j4 = 2fj3,1 − fj3,j4+1
fj3,m+j4 = 2fj3,m − fj3,m−j4
per j1, j4 = 1, . . . , k, j2 = 1−k, . . . ,m+k e j3 = 1−k, . . . , n+k. Osserviamo
che con questa imposizione, i valori sul bordo dell’angolo diventano
f1−j1,1−j2 = 4f1,1 − 2fj1+1,1 − 2f1,j2+1 + fj1+1,j2+1
fn+j1,1−j2 = 4fn,1 − 2fn−j1,1 − 2fn,j2+1 + fn−j1,j2+1
f1−j1,m+j2 = 4f1,m − 2fj1+1,m − 2f1,m−j2 + fj1+1,m−j2
fn+j1,m+j2 = 4fn,m − 2fn−j1,m − 2fn,m−j2+ + fn−j1,m−j2
(2.17)
per j1, j2 = 1, . . . , k. La matrice del sistema che si ottiene e` a blocchi, inoltre
la struttura interna ed esterna e` la stessa di (2.15). Per essere precisi questa
matrice e` data da A(AR) dove ogni ai e` a sua volta una matrice con la stessa
struttura di A(AR) ed elementi hi,j per j = −k, . . . , k.
Capitolo 3
Algebre Matriciali
Imponendo le diverse condizioni al contorno, abbiamo visto che in alcuni
casi le matrici che si ottengono hanno delle strutture particolari. Vedremo
come queste strutture le rendono diagonalizzabili tramite delle trasformate
veloci, permettendoci di risolvere il sistema lineare associato in O(n log(n))
operazioni aritmetiche dove n e` la dimensione del sistema. Un’ulteriore pro-
prieta` derivante dall’essere diagonalizzabile da queste trasformate e` che le
matrici che si ottengono appartengo ad un’algebra. Sfruttando la proprie-
ta` di essere un’algebra possiamo utilizzare alcune tecniche particolari per la
rifocatura dei segnali o delle immagini quali la Risfocatura e la Regolariz-
zazione (vedi paragrafi 4.4 e 4.3). Analizziamo, quindi, piu` in dettaglio le
varie trasformate veloci e le algebre matriciali che ne derivano per poter poi
sfruttare i risultati ottenuti nella risoluzione del problema
A(BC)f (BC) + µ = g. (3.1)
3.1 Algebra delle circolanti
3.1.1 Descrizione
Imponendo le condizioni al contorno periodiche la matrice del sistema
assume la struttura circolante. Vedremo come questa risulta essere diago-
nalizzabile tramite la Trasformata Discreta di Fourier. In effetti, per una
matrice, la struttura circolante e l’essere diagonalizzabile tramite la Trasfor-
mata Discreta di Fourier sono proprieta` equivalenti. Analizziamole piu` in
dettaglio, prima nel caso monodimensionale e successivamente in dimensione
piu` alta.
22
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3.1.2 Caso Monodimensionale
Sia Fn la matrice n× n definita da
[Fn]j,k =
e−2pii(j−1)(k−1)/n√
n
per j, k = 1, . . . , n. (3.2)
Definiamo, allora, la Trasformata Discreta di Fourier di un vettore x il
vettore
y =
√
nFnx,
(vedi [20] pp. 37-38). Per semplicita` di notazione omettiamo il pedice n
quando non vi e` ambiguita` sulla dimensione delle matrici. La matrice F cos`ı
definita e` unitaria, ovvero si ha che FHF = FFH = I.
Sia C l’insieme di tutte la matrici diagonalizzabili tramite la Trasformata
Discreta di Fourier, cioe`
C = {FHDF |D = diag{d} con d = (d1, . . . , dn) ∈ Cn}. (3.3)
Si ha, allora la seguente
Proposizione 3.1.1. C forma un’algebra su C
In realta` vale un lemma piu` generale
Lemma 3.1.2. Data Λ matrice non singolare, sia
AΛ = {Λ−1DΛ |D = diag{d} con d = (d1, . . . , dn) ∈ Cn }.
Allora AΛ forma un’algebra su C.
Dimostrazione. AΛ e` un sottoinsieme di Cn×n ed e` uno spazio vettoriale
con l’operazione di addizione e moltiplicazione per uno scalare, infatti date
Ai = Λ
−1DiΛ ∈ AΛ per i = 1, 2 e λ ∈ C si ha
A1 + A2 = Λ
−1D1Λ + Λ−1D2Λ = Λ−1(D1 + D2)Λ
λAi = λΛ
−1DiΛ = Λ−1(λDi)Λ.
(3.4)
Verifichiamo che AΛ forma un’algebra con l’operazione di moltiplicazione
tra matrici. Date Ai come sopra si ha
A1A2 = Λ
−1D1ΛΛ−1D2Λ = Λ−1(D1D2)Λ. (3.5)
Quindi AΛ e` chiuso rispetto all’operazione di moltiplicazione tra matrici.
Dunque, essendo la proprieta` di bilinearita` ovvia per la moltiplicazione tra
matrici, possiamo concludere che AΛ e` un’algebra su C.
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Dimostriamo ora che le matrici circolanti sono diagonalizzabili tramite
la Trasformata Discreta di Fourier, e quindi appartengono a C. In effetti
il legame tra l’algebra C e le matrici circolanti e` molto piu` stretto, come
dimostra la seguente
Proposizione 3.1.3. C = {C ∈ Cn×n |C matrice circolante}
Dimostrazione. Sia C = (cj,k) la matrice circolante definita da cj,k = δa,1 con
a = (j − k) mod n e
δj,k =
{
1 se j = k
0 altrimenti
(delta di Kronecker). Quindi, la matrice C e` data da
C =

0 1
1
. . .
. . . . . .
0 1 0
 . (3.6)
Questa risulta diagonalizzabile tramite la Trasformata Discreta di Fourier,
e si ha
FCFH = D = diag(d) con d = (1, ω, . . . , ωn−1),
dove ω = e2pii/n (radice n-esima dell’unita`). Infatti, svolgendo i prodotti tra
matrici si ottiene che
[FCFH ]j,k =
n∑
h=1
e−2pii(j−1)(h−1)/n · e2pi(h−2)(k−1)/n =
= e−2pii(k−1)/n
n∑
h=1
e2pi(h−1)(k−j)/n = ω(k−1)δj,k = [D]j,k.
Quindi, poiche´ gli autovalori di C sono tutti distinti, grazie alla Propo-
sizione 1.2.2 possiamo concludere che C e` un generatore dell’algebra C,
ovvero
A ∈ C⇐⇒ A =
n−1∑
j=0
αjC
j, (3.7)
(vedi Definizione 1.2.8).
Per capire la struttura di A, calcoliamo Cj. Questa e` data dalla matrice
circolante la cui prima colonna e` data dal vettore ej+1 = (δa,j+1)a=1,...,n,
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ovvero dalla matrice
Cj =

0 1 0
. . . . . .
. . . 1
1
. . .
. . . . . .
0 1 0

.
Quindi A =
∑n−1
j=0 αjC
j e` proprio la matrice circolante la cui prima
colonna e` data da (α0, . . . , αn−1)T e questo conclude la dimostrazione.
Grazie alla proposizione precedente, possiamo calcolare gli autovalori del-
la matrice circolante C calcolando una Trasformata Discreta di Fourier della
prima colonna, infatti si ha
FCFH = D⇒ FC = DF⇒ FCe1 = DFe1 = 1√
n
d1...
dn
 .
3.1.3 Caso N-dimensionale
Prima di analizzare il caso N -dimensionale, soffermiamoci sulla Trasfor-
mata Discreta di Fourier bidimensionale. Questa e` definita dalla matrice
F⊗F, dove l’operatore ⊗ e` il prodotto tensore tra matrici (vedi Definizione
1.2.6). La Trasformata Discreta di Fourier bidimensionale di un vettore x e`
data da
y =
√
nm (Fn ⊗ Fm)x.
Come per il caso monodimensionale definiamo
C2n×m =
{
(Fn ⊗ Fm)HΛ(Fn ⊗ Fm) |Λ ∈ Cn×m matrice diagonale
}
.
Analogamente al caso precedente si dimostra che C2n×m e` un’algebra di
matrici e quest’algebra coincide con quella delle matrici circolanti bidimen-
sionali. Infatti, dati Cn e Cm dei generatori delle rispettive algebre monodi-
mensionali, come per esempio quello definito in (3.6), si ha
C2n×m =
{∑
j,k
aj,kC
j
n ⊗Ckm | aj,k ∈ C
}
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Le dimostrazioni, tenendo conto delle proprieta` del prodotto tensore (vedi
1.2.1), sono analoghe a quelle del caso monodimensionale. In definitiva, data
A circolante a blocchi con blocchi circolanti, esistono due matrici diagonali
Λn, Λm tali che
(Fn ⊗ Fm)A(Fn ⊗ Fm)H =
∑
j,k
aj,k(Fn ⊗ Fm)(Cjn ⊗Ckm)(Fn ⊗ Fm)H =
=
∑
j,k
aj,k(FnC
j
nF
H
n )⊗ (FmCkmFHm) =
∑
j,k
aj,k(Λ
j
n ⊗Λkm).
Per il calcolo degli autovalori si ha, come nel caso monodimensionale
(Fn ⊗ Fm)Ae1 = 1√
nm
 d1...
dnm
 .
Imponendo le condizioni al contorno periodiche nel caso bidimensionale,
la matrice del sistema assume la struttura sopra citata. In questo modo e`
possibile risolvere il sistema associato con un costo computazionale molto piu`
basso rispetto al caso di una matrice arbitraria.
Nel caso monodimensionale, le matrici diagonalizzabili dalla trasformata
di Fourier assumono la struttura circolante, mentre nel caso bidimensiona-
le quella di circolante a blocchi con blocchi circolanti. In effetti, nel caso
generale, si ha che le matrici diagonalizzabili dalla trasformata di Fourier
N -dimensionale assumono la struttura circolante a blocchi con blocchi dia-
gonalizzabili tramite la trasformata discreta di Fourier (N−1)-dimensionale.
La trasformata discreta di Fourier N -dimensionale e` definita dalla matrice
FNm = Fm1 ⊗ . . .⊗ FmN ,
dove m =
∏N
i=1mi. Da qui, dato x vettore di m componenti definiamo la
Trasformata Discreta N -dimensionale di x, il vettore
y =
√
mFNmx.
Analogamente a quanto fatto in precedenza, definiamo l’algebra
CNm =
{
(FNm)
HD(FNm) |D matrice diagonale complessa
}
.
Quest’algebra coincide con l’algebra delle matrici circolantiN -dimensionali,
ovvero
CNm =
{ ∑
j1,...,jN
aj1,...,jNC
j1
m1
⊗ · · · ⊗CjNmN | aj,k ∈ C
}
,
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dove le matrici Cmj sono dei generatori delle rispettive algebre monodimen-
sionali. Da questo possiamo concludere che, per calcolare gli autovalori di
una matrice circolante N -dimensionale ci basta effettuare una Trasformata
Discreta di Fourier N -dimensionale sulla prima colonna della matrice. Si ha
infatti
FNmAe1 =
1√
m
d1...
dm
 ,
dove A =
∑
j1,...,jN
aj1,...,jNC
j1
m1
⊗ · · · ⊗CjNmN .
3.1.4 Costo computazionale
Abbiamo visto come le matrici circolanti N -dimensionali siano diagona-
lizzabili tramite la Trasformata Discreta di Fourier N -dimensionale. Ana-
lizziamo il costo computazionale del calcolo degli autovalori. Nel caso delle
matrici circolanti monodimensionali avevamo trovato che
FCe1 =
1√
n
d1...
dn
 .
Quindi per il calcolo degli autovalori l’operazione principale e` la molti-
plicazione matrice per vettore, che ha un costo computazionale di O(n2)
operazioni aritmetiche e lo stesso si ha per l’inversione della matrice, mentre,
per una matrice arbitraria, in generale e` di O(n3). Quindi, abbiamo una
sostanziale riduzione del tempo di calcolo per il prodotto matrice-vettore e
l’inversione.
Esiste, pero`, un algoritmo che riduce ulteriormente il costo computazionale,
abbassandolo ad O(n log (n)) nel caso monodimensionale. Questo e` l’algorit-
mo di Cooley-Tukey.
Algoritmo di Cooley-Tukey
L’algoritmo di Cooley-Tukey e` un algoritmo ricorsivo per il calcolo della
Trasformata Discreta di Fourier di un vettore (vedi [11]). L’idea che sta
dietro l’algoritmo e` quella di calcolare la Trasformata Discreta di dimensione
n mediante il calcolo di due trasformate di dimensione n
2
. Consideriamo
n = 2m. In generale e` possibile estendere l’algoritmo anche per n 6= 2m.
Dato un vettore x di dimensione n, la Trasformata Discreta di Fourier di x
e` data da
√
nFnx = y ⇒ yj =
n∑
h=1
xhe
−2pii(j−1)(h−1)/n =
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=
n/2∑
s=1
x2s−1e−2pii(j−1)(2s−2)/n + x2se−2pii(j−1)(2s−1)/n.
Ponendo n1 = n/2 si ha
yj =
n1∑
s=1
x2s−1e−2pii(2j−2)(s−1)/2n1 + e2pii(j−1)/2n1
n1∑
s=1
x2se
−2pii(2j−2)(s−1)/2n1 =
=
n1∑
s=1
x2s−1e−2pii(j−1)(s−1)/n1 + e2pii(j−1)/2n1
n1∑
s=1
x2se
−2pii(j−1)(s−1)/n1 .
Allora si ha che
yj =
{
1√
2
√
n1 Fn1xˆ+
e2pii(j−1)/2n1√
2
√
n1 Fn1x˜ se j ≤ n1
1√
2
√
n1 Fn1xˆ− e
2pii(j−n1−1)/2n1√
2
√
n1 Fn1x˜ altrimenti
,
dove xˆ = (x1, x3, . . . , xn−1) e x˜ = (x2, x4, . . . , xn). Quindi, a meno di fattori
moltiplicativi, abbiamo ricondotto il calcolo della trasformata di dimensione
n al calcolo di due di dimensione n/2. Iterando il procedimento si ottiene
che il costo complessivo e` di O(n log (n)) operazioni aritmetiche.
Per quanto riguarda la Trasformata Discreta bidimensionale e` possibile
sfruttare ancora l’algoritmo di Cooley-Tukey. Supponiamo di voler calcolare
gli autovalori della matrice circolante bidimensionale C = Cn ⊗Cm. Suddi-
vidiamo la prima colonna di questa matrice come un vettore di n componenti,
in cui ogni elemento e` a sua volta un vettore di m componenti e riscriviamola
come una matrice di dimensione m× n, ovvero
Ce1 =
c1...
cn
 99K
 | |c1 · · · cn
| |
 .
A questo punto calcoliamo la Trasformata discreta di dimensione m delle
colonne c1, . . . , cn ottenendo rispettivamente ĉ1, . . . , ĉn. Chiamiamo c˜1, . . . , c˜m
i vettori riga ottenuti considerando le righe della matrice che ha come colonne
ĉ1, . . . , ĉn, cioe`  | |ĉ1 · · · ĉn
| |
 =
− c˜1 −...
− c˜m −
 .
Adesso dobbiamo solo calcolare la Trasformata Discreta di dimensione n
dei vettori c˜1, . . . , c˜m, ottenendo cos`ı gli autovalori della matrice C. Verifi-
chiamo che in effetti i valori ottenuti sono proprio gli autovalori della matrice
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C. Sappiamo che
(Fn ⊗ Fm)Ce1 = 1√
nm
 d1...
dnm
 , (3.8)
dove
(Fn ⊗ Fm) =
 e−2pii(j−1)(k−1)/n · Fm
 e Ce1 =
c1...
cn
 .
Esplicitando i conti si ha
(Fn ⊗ Fm)Ce1 = 1√
n
n∑
h=1
e−2pii(j−1)(h−1)/nFmch. (3.9)
La Trasformata Discreta delle colonne cj e` data da ĉj = (ĉ1,j, . . . , ĉm,j)
T .
Ponendo c˜j = (ĉj,1, . . . , ĉj,n)
T , da (3.9) si ottiene
(Fn ⊗ Fm)Ce1 = 1√
nm
n∑
h=1
e−2pii(j−1)(h−1)/nĉj,h =
1√
nm
Fnc˜j.
Quindi, confrontando il risultato ottenuto con (3.8), possiamo concludere
che la nostra procedura per il calcolo degli autovalori e` corretta. Usando
questo metodo per calcolare gli autovalori di una matrice circolante bidimen-
sionale, dobbiamo effettuare n Trasformate di dimensione m, e m Trasfor-
mate di dimensione n. Quindi, in definitiva, supponendo che n = max{n,m},
il costo computazionale complessivo e` di O(n2 log(n)) sfruttando l’algorit-
mo di Cooley-Tukey per il calcolo delle Trasformate Discrete di Fourier
monodimensionali.
3.2 Algebra generata dalla DCT-III
3.2.1 Descrizione
Con le condizioni al contorno riflettenti, la matrice del sistema assume
una struttura particolare, ovvero quella dovuta alla somma di una matrice
di Toeplitz ed una di Hankel. Quando la PSF e` simmetrica (nel caso bidi-
mensionale simmetrica rispetto alla prima componente, cioe` si ha hi,j = hi,−j
per i = −k . . . , k), vedremo che questa matrice risulta essere diagonaliz-
zabile tramite la Trasformata Discreta del coseno del III tipo, rendendo la
risoluzione del sistema associato molto piu` rapida, proprio come accade per
le condizioni al contorno periodiche. Analizziamo, quindi, piu` in dettaglio
questa particolare struttura e tutte le varie proprieta` che ne conseguono.
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3.2.2 Caso Monodimensionale
La matrice di Toeplitz e quella di Hankel, che si ottengono imponendo
le condizioni al contorno riflettenti, non sono due matrici qualsiasi, ma sono
legate fra loro. Supponiamo, infatti, di chiamare T(v) la matrice di Toeplitz
simmetrica definita dalla prima colonna v. Allora si ha che
A(R) = T(v) + JT(Jσ(v)), (3.10)
dove
J =
 1. ..
1
 e σ(v) =

0 1
0 1
. . . . . .
. . . 1
0


v1
v2
...
vn−1
vn
 =

v2
v3
...
vn
0
 .
La matrice A(R) risultera` essere diagonalizzabile tramite la Trasformata
discreta del coseno del III tipo. Dato x vettore di n componenti, definiamo
la Trasformata Discreta del coseno del III tipo come il vettore y = (yj)j dove
yj = (Qnx)j.
La matrice Qn e` data da[
Qn
]
j,k
=
√
2− δj,1
n
cos
(
(j − 1)(2k − 1)pi
2n
)
,
(vedi [19] pp. 855-856). Per semplicita` di notazione omettiamo il pedice n
quando non vi e` ambiguita` sulle dimensioni delle matrici. Questa matrice e`
ortogonale, ovvero QTQ = QQT = I. Definiamo allora
Q =
{
QTDQ |D matrice diagonale reale} .
Grazie al Lemma 3.1.2, questo insieme risulta essere un’algebra, proprio
come accadeva nel caso della Trasformata Discreta di Fourier, ed analoga-
mente si ha che
Proposizione 3.2.1. Q = {T(v) + JT(Jσ(v)) | v ∈ Rn}
Dimostrazione. Sia G la matrice data da
G =

1 1
1 0
. . .
. . . . . . . . .
. . . 0 1
1 1
 . (3.11)
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Allora G e` diagonalizzabile tramite la Trasformata Discreta del coseno del
III tipo, ovvero QGQT = D con D matrice diagonale. Infatti, se chiamiamo
v(j) la j-esima colonna della matrice QT , data da
v(j) =
√
2− δj,1
n

cos
(
(j−1)pi
2n
)
cos
(
(j−1)3pi
2n
)
...
cos
(
(j−1)(2n−1)pi
2n
)
 ,
allora Gv(j) e` dato da
√
2− δj,1
n

cos
(
(j−1)pi
2n
)
+ cos
(
(j−1)3pi
2n
)
cos
(
(j−1)pi
2n
)
+ cos
(
(j−1)5pi
2n
)
...
cos
(
(j−1)(2n−5)pi
2n
)
+ cos
(
(j−1)(2n−1)pi
2n
)
cos
(
(j−1)(2n−3)pi
2n
)
+ cos
(
(j−1)(2n−1)pi
2n
)

= 2 cos
(
(j − 1)2pi
n
)
v(j),
dove l’ultima uguaglianza e` dovuta al fatto che
cos(α) + cos(β) = 2 cos
(
α + β
2
)
cos
(
α− β
2
)
(3.12)
ed alle proprieta` di periodicita` del coseno.
Quindi la matrice G e` diagonalizzabile tramite la Trasformata discreta
del coseno del III tipo, e gli autovalori sono dati da
λj = 2 cos
(
(j − 1)2pi
n
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra Q, ovvero si ha che
A ∈ Q⇐⇒ A =
n−1∑
j=0
αjG
j.
Ci resta da dimostrare che una matrice A =
∑n−1
j=0 αjG
j possiede proprio
la struttura data da T(v) + JT(Jσ(v)) per un opportuno vettore v. Per far
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questo calcoliamo le potenze di G cominciando da
G2 =

2 1 1 0
1 2 0
. . .
1 0
. . . . . . . . .
. . . . . . . . . 0 1
. . . 0 2 1
0 1 1 2

.
Allora, svolgendo i conti, si ottiene che
m∑
j=0
αjG
j = T(v) + JT(Jσ(v)) (3.13)
per m = 2 e v = (α0 + 2α2, α1, α2, 0 . . . , 0)
T .
Dopo aver calcolato G3 e svolto i conti, si ottiene che (3.13) vale perm = 3
con v = (α0 + 2α2, α1 + 3α3, α2, α3, 0 . . . , 0)
T ed operando nello stesso modo
si riesce a dimostrare che dato α = (α0, . . . , αn−1)T esiste v = (v0, . . . , vn−1)T
tale che valga (3.13) per m = n− 1 e questo conclude la dimostrazione.
Grazie alla proprieta` di essere diagonalizzabili tramite la Trasformata
Discreta, possiamo calcolare in maniera rapida gli autovalori delle matrici
appartenenti all’algebra associata, infatti data A ∈ Q si ha
QAQT = D⇒ QA = DQ⇒ QAe1 = DQe1
e da qui
dj =
(QAe1)j
(Qe1)j
∀ j = 1, . . . , n. (3.14)
Quindi per calcolare gli autovalori di una matrice A appartenente a Q ci
basta effettuare la Trasformata Discreta del coseno del III tipo della prima
colonna di A e dividere ogni componente del vettore cos`ı ottenuto per quella
analoga di Qe1.
3.2.3 Caso N-dimensionale
Analogamente al caso della Trasformata Discreta di Fourier definiamo la
Trasformata Discreta del coseno del III tipo N -dimensionale come
yj = (Q
N
mx)j.
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con
QNm = Qm1 ⊗ · · · ⊗QmN
ed m =
∏n
i=1mi. Da qui, l’algebra ad essa associata diventa
QNm =
{
(QNm)
HΛ(QNm) |Λ ∈ Rm matrice diagonale
}
.
Grazie a quanto visto nel caso mondodimensionale, si ha che quest’algebra
coincide con l’insieme della matrici a blocchi la cui struttura esterna e` quella
definita in (3.10) ed in cui i blocchi sono delle matrici diagonalizzabili dalla
Trasformata Discreta del coseno del III tipo (N − 1)-dimensionale. Quindi
ad ogni livello la struttura e` sempre la stessa, ovvero quella di Toeplitz piu`
Hankel. Per quanto riguarda il calcolo degli autovalori vale l’analoga di
(3.14), ovvero
dj =
(QNmAe1)j
(QNme1)j
∀ j = 1, . . . ,m.
3.2.4 Costo computazionale
Analizziamo adesso il costo computazionale per il calcolo degli autovalori
di una matrice appartenente all’algebra generata dalla Trasformata Discreta
del coseno del III tipo dati gli elementi della sua prima colonna.
Cominciamo dal caso monodimensionale. Grazie a (3.14) il calcolo degli
autovalori si riduce ad effettuare una moltiplicazione matrice-vettore e n
divisioni. Quindi il costo complessivo e` di O(n2) operazioni aritmetiche.
Esistono, pero`, dei sistemi per ridurre questo costo computazionale fino
a O(n log(n)) sfruttando l’algoritmo di Cooley-Tukey per il calcolo della
Trasformata Discreta di Fourier. Le due trasformate, infatti, sono legate
fra loro grazie alle seguenti uguaglianze
eix = cos(x) + i sin(x)⇒ cos(x) = e
ix + e−ix
2
. (3.15)
Vediamo come sfruttare queste proprieta`.
Supponiamo di voler calcolare la Trasformata Discreta del coseno del III
tipo del vettore x = (x1, . . . , xn)
T . Poniamo y = (x1, . . . , xn, xn, . . . , x1)
T e
calcoliamo la Trasformata Discreta di Fourier di y. Supponendo che j ≤ n,
si ha
y˜j =
1√
2n
2n∑
h=1
yhe
−2pii(j−1)(h−1)/2n =
=
1√
2n
n∑
h=1
xhe
−2pii(j−1)(h−1)/2n +
1√
2n
2n∑
h=n+1
x2n+1−he−2pii(j−1)(h−1)/2n =
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=
1√
2n
n∑
h=1
xhe
−2pii(j−1)(h−1)/2n +
1√
2n
2n∑
h=1
xhe
−2pii(j−1)(2n−h)/2n =
=
1√
2n
n∑
h=1
xh
(
e−2pii(j−1)(h−1)/2n + e−2pii(j−1)(−h)/2n
)
=
=
2epii(j−1)/2n√
2n
n∑
h=1
xh
(
e−2pii(j−1)(h−1/2)/2n + e2pii(j−1)(h−1/2)/2n
)
2
=
=
2epii(j−1)/2n√
2n
n∑
h=1
xh cos
(
(j − 1)(2h− 1)pi
2n
)
=
2epii(j−1)/2n√
2n
x̂j,
dove x̂j e` la j-esima componente della Trasformata Discreta del coseno del
III tipo di x. In definitiva si ha che
x̂j =
√
n
2
e−pii(j−1)/2n y˜j ∀ j = 1, . . . , n.
Quindi, per calcolare la Trasformata Discreta del coseno del III tipo di
un vettore di n componenti dobbiamo calcolare una Trasformata Discre-
ta di Fourier di un vettore con 2n componenti ed effettuare n divisioni.
Percio`, utilizzando l’algoritmo di Cooley-Tukey il costo complessivo diventa
O(2n log(n)) operazioni aritmetiche nel caso monodimensionale. Per quanto
riguarda il caso bidimensionale, che e` quello che riguarda il problema iniziale
della rifocatura delle immagini, vale il discorso analogo fatto nel caso della
Trasformata Discreta di Fourier. Bisogna effettuare n trasformate di ordine
m e m trasformate di ordine n, quindi supponendo che n = max{n,m}, il
costo complessivo diventa O(n2 log(n)) operazioni aritmetiche.
3.3 Algebra generata dalla DST-I
3.3.1 Descrizione
Imponendo le condizioni al contorno antiriflettenti, si ottiene una matrice
che in generale non e` diagonalizzabile tramite una Trasformata discreta. Se,
pero`, la PSF e` simmetrica rispetto al centro, ovvero hi,j = h±i,±j, allora
vedremo che esiste una sottomatrice la cui struttura risulta essere diagona-
lizzabile tramite la Trasformata Discreta del seno del I tipo. Analizziamo,
quindi, piu` in dettaglio questa trasformata.
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3.3.2 Caso Monodimensionale
Dato x vettore di n componenti, la sua Trasformata Discreta del seno del
I tipo e` definita dal vettore
y =
√
n+ 1
2
Snx,
dove
[Sn]j,k =
√
2
n+ 1
sin
(
jkpi
n+ 1
)
,
(vedi [21] p. 1313). Per semplicita` di notazione omettiamo il pedice n quando
non vi e` ambiguita` sulla dimensione delle matrici. La matrice S e` simmetrica
e ortogonale, ovvero S = ST e S2 = I. Cos`ı come abbiamo fatto per le altre
Trasformate, definiamo
S = {SDS |D matrice diagonale reale} .
Grazie al Lemma 3.1.2, questo insieme e` un’algebra e si ha il seguente
risultato (vedi [4])
Proposizione 3.3.1. S = {T(v)− JT(Jσ(σ(v))) | v ∈ Rn}
Dimostrazione. Sia H la matrice data da
H =

0 1
1 0
. . .
. . . . . . . . .
. . . 0 1
1 0
 . (3.16)
Allora H e` diagonalizzabile tramite la Trasformata Discreta del seno del
I tipo. Infatti, se chiamiamo v(k) la k-esima colonna della matrice S, data da
v(k) =
√
2
n+ 1

sin
(
kpi
n+1
)
sin
(
2kpi
n+1
)
...
sin
(
nkpi
n+1
)

allora Hv(k) e` dato da
√
2
n+ 1

sin
(
2pik
n+1
)
sin
(
pik
n+1
)
+ sin
(
3pik
n+1
)
...
sin
(
(n−2)pik
n+1
)
+ sin
(
npik
n+1
)
sin
(
(n−1)pik
n+1
)

= 2 cos
(
kpi
n+ 1
)
v(k),
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dove l’ultima uguaglianza e` dovuta al fatto che
sin(α) + sin(β) = 2 sin
(
α + β
2
)
cos
(
α− β
2
)
(3.17)
ed alle proprieta` di periodicita` del seno.
Inoltre, gli autovalori della matrice H sono dati da
λk = 2 cos
(
kpi
n+ 1
)
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che H e` un generatore dell’algebra S, quindi
A ∈ S⇐⇒ A =
n−1∑
j=0
αjH
j.
Dobbiamo solo dimostrare che una matrice A =
∑n−1
j=0 αjH
j possiede
proprio la struttura data da T(v)− JT(Jσ(σ(v))) per un opportuno vettore
v. Per far questo calcoliamo le potenze di H cominciando da
H2 =

1 0 1 0
0 2 0
. . .
1 0
. . . . . . . . .
. . . . . . . . . 0 1
. . . 0 2 0
0 1 0 1

.
Svolgendo i conti, si giunge alla conclusione che
m∑
j=0
αjH
j = T(v) + JT(Jσ(σ(v))) (3.18)
per m = 2 e v = (α0 + 2α2, α1, α2, 0 . . . , 0)
T .
Analogamente calcolando H3 e svolgendo i conti, si ottiene che (3.18)
vale per m = 3 con v = (α0 + 2α2, α1 + 3α3, α2, α3, 0 . . . , 0)
T . Continuando
nello stesso modo si riesce a dimostrare che dato α = (α0, . . . , αn−1)T esiste
v = (v0, . . . , vn−1)T tale che valga (3.18) per m = n− 1 e questo conclude la
dimostrazione.
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La sottomatrice Â in (2.15) ha proprio la struttura definita sopra, e quindi
e` diagonalizzabile tramite la Trasformata Discreta del seno del I tipo. Il
calcolo degli autovalori e` analogo a quello delle altre trasformate, infatti
data A ∈ S si ha
SAS = D⇒ SA = DS⇒ SAe1 = DSe1
e da qui
dj =
(SAe1)j
(Se1)j
∀j = 1, . . . , n.
Quindi il calcolo degli autovalori di una matrice appartenente all’alge-
bra S puo` essere effettuato tramite una moltiplicazione matrice-vettore ed n
divisioni.
3.3.3 Caso N-dimensionale
Il caso N -dimensionale e` analogo al precedente. La matrice della Trasfor-
mata Discreta del seno del I tipo N -dimensionale e` definita da
SNm = Sm1 ⊗ . . .⊗ SmN ,
dove m =
∏n
i=1mi. Quindi la relativa algebra associata diventa
SNm =
{
SNmΛS
N
m |Λ ∈ Rm matrice diagonale
}
.
Analogamente al caso mondodimensionale, quest’algebra coincide con
l’insieme della matrici a blocchi la cui struttura e` quella definita in (2.16) i
cui blocchi sono delle matrici diagonalizzabili dalla Trasformata Discreta del
seno del I tipo (N − 1)-dimensionale. Per quanto riguarda il calcolo degli
autovalori, il risultato e` analogo a quello del caso monodimensionale, ovvero
si ha
dj =
(SNmAe1)j
(SNme1)j
∀ j = 1, . . . ,m.
3.3.4 Costo computazionale
Passiamo, adesso, ad analizzare il costo computazionale per il calcolo degli
autovalori di una matrice diagonalizzabile tramite la Trasformata Discreta del
seno del I tipo. Nel caso monodimensionale, avevamo visto che per trovare
gli autovalori era necessario effettuare una moltiplicazione matrice-vettore
ed n riscalamenti. Come per la Trasformata Discreta del coseno del III
tipo e` possibile calcolare il prodotto matrice-vettore sfruttando l’algoritmo
di Cooley-Tukey per il calcolo della Trasformata Discreta di Fourier.
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Supponiamo di voler calcolare la Trasformata Discreta del seno del I tipo
del vettore x = (x1, . . . , xn)
T . Sia y = (0, x1, . . . , xn, 0,−xn, . . . ,−x1)T vet-
tore di 2n+ 2 componenti e calcoliamo la Trasformata Discreta di Fuorier di
questo. Si ha
y˜j =
1√
2n+ 2
2n+2∑
h=1
yhe
−2pii(j−1)(h−1)
2n+2 =
=
1√
2n+ 2
n+1∑
h=2
xh−1e
−2pii(j−1)(h−1)
2n+2 − 1√
2n+ 2
2n+2∑
h=n+3
x2n+3−he
−2pii(j−1)(h−1)
2n+2 =
=
1√
2n+ 2
n∑
h=1
xhe
−2pii(j−1)(h)
2n+2 − 1√
2n+ 2
n∑
h=1
xhe
−2pii(j−1)(2n+2−h)
2n+2 =
=
1√
2n+ 2
n∑
h=1
xh
(
e
−2pii(j−1)h
2n+2 − e 2pii(j−1)h2n+2
)
=
=
−2i√
2n+ 2
n∑
h=1
xh
(
e
2pii(j−1)h
2n+2 − e−2pii(j−1)h2n+2
)
2i
=
=
−2i√
2n+ 2
n∑
h=1
xh sin
(
(j − 1)hpi
n+ 1
)
=
=
−2i√
2(n+ 1)
√
n+ 1
2
x˜j−1 = −i x̂j−1,
dove x̂j e` la j-esima componente della Trasformata Discreta del seno del I
tipo di x. Quindi si ha che
x̂j = i y˜j+1.
Questo ci permette di calcolare la Trasformata Discreta del seno del I tipo
di un vettore di n componenti calcolando una Trasformata Discreta di Fou-
rier di un vettore con 2n + 2 componenti. Percio`, utilizzando l’algoritmo di
Cooley-Tukey il costo complessivo diventa O(n log(n)) operazioni aritmetiche
nel caso monodimensionale. Per quanto riguarda il caso bidimensionale il di-
scorso analogo a quanto visto per le altre trasformate, ovvero sono necessarie
n trasformate di ordine m e m trasformate di ordine n. Supponendo, quindi,
che n = max{n,m}, il costo complessivo diventa O(n2 log(n)) operazioni
aritmetiche.
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3.4 Ricerca di condizioni al contorno da altre
algebre matriciali
Come abbiamo visto precedentemente, dalle condizioni al contorno pe-
riodiche, riflettenti, e antiriflettenti, si generano delle matrici il cui sistema
e` facilmente risolubile rispettivamente tramite la Trasformata Discreta di
Fourier, del coseno del III tipo, e del seno del I tipo. Adesso, invece, proce-
deremo a ritroso, ovvero partendo dalle Trasformate Discrete cercheremo di
vedere se, dalle algebre che ne derivano, e` possibile generare delle condizioni
al contorno che conducano a matrici nell’algebra stessa. In generale, pero`,
non e` semplice dare una caratterizzazione, in termini di matrici, dell’algebra
che deriva da queste trasformate. Nonostante cio` e` possibile stabilire se una
matrice diagonalizzabile da una Trasformata Discreta puo` essere vista come
matrice generata dall’imposizione di particolari condizioni al contorno.
Affronteremo questo problema in modo sperimentale, cioe` data la trasfor-
mata discreta, andremo a costruire una generica matrice nell’algebra delle
matrici diagonalizzabili dalla trasformata discreta in un modo che descrive-
remo piu` avanti. Analizzando le proprieta` di struttura di questa matrice
cercheremo di dedurre le proprieta` di struttura dell’algebra. In una seconda
fase, andremo a ricercare condizioni al contorno che producano matrici di
quest’algebra. Infine dimostreremo queste proprieta`.
Per far questo, facciamo l’ipotesi di lavoro che le matrici che si ottengono
imponendo le varie condizioni al contorno ad un sistema originale di Toeplitz
a banda, devono avere la struttura seguente
A =

A1,1 0 A1,3
A2,1 T(h) A2,3
A3,1 0 A3,3
 , (3.19)
dove T(h) e` data
T(h) =

hk
...
. . .
h−k
. . . hk
. . .
...
h−k

(in effetti, le matrici che si ottengono imponendo le condizioni al contorno
viste nel capitolo 2 possiedono questa struttura).
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Il motivo per cui la matrice del sistema derivante dalle condizioni al con-
torno assume la struttura indicata precedentemente e` legato al fatto che la
matrice del sistema sottodeterminato iniziale e` una matrice di Toeplitz e che
le condizioni al contorno interagiscono solo con il bordo del segnale. Quin-
di, grazie a questa rappresentazione sappiamo che se A e` una matrice che
si ottiene imponendo delle condizioni al contorno, allora le colonne centrali
saranno date da un vettore
a = (0, . . . , 0, hk, . . . , h−k, 0, . . . , 0)T , (3.20)
dove gli hi sono situati nelle relative posizioni in base alla colonna considerata.
Vediamo come sfruttare questa proprieta` per il nostro scopo. Supponiamo
che Q sia la matrice che definisce una Trasformata Discreta e sia A una
matrice diagonalizzabile tramite questa, allora esiste D tale che
QAQ−1 = D⇒ QA = DQ⇒ QAei = DQei
e da qui possiamo concludere che
dj =
(QAei)j
(Qei)j
.
Quindi, conoscendo una sola colonna della matrice A e` possibile cal-
colarne gli autovalori, e da questi ricostruire interamente la matrice. In
definitiva, per stabilire se e` possibile considerare una matrice diagonaliz-
zabile tramite una particolare trasformata discreta come matrice derivante
dall’imposizione di alcune condizioni al contorno dobbiamo
1. Calcolare la Trasformata di una colonna centrale i della matrice A, che
sappiamo essere come in (3.20) con h0 in posizione i.
2. Calcolare la Trasformata del vettore ei e gli autovalori dj
3. Ricostruire A = Q−1DQ e controllare se possiede una struttura simile
a (3.19).
Nell’analisi precedente, abbiamo considerato la Trasformata Discreta del
coseno del III tipo e quella del seno del I tipo, ma ne esistono altri tre tipi per
ciascuna di esse (vedi [17] p. 197). Analizziamole, quindi, piu` in dettaglio
cercando, quando possibile, di generare delle nuove condizioni al contorno.
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3.4.1 Algebra generata dalla DCT-I
La Trasformata Discreta del coseno del I tipo di un vettore x e` data da
y = Qnx,
dove
[Qn]j,k =

√
2
n−1
1
2
k = 1; j = 1, . . . , n√
2
n−1
(−1)j−1
2
k = n; j = 1, . . . , n√
2
n−1 cos
(
(j−1)(k−1)pi
n−1
)
k = 2, . . . , n− 1; j = 1, . . . , n
Omettiamo il pedice per semplicita` di notazione. Questa matrice cos`ı
definita ha la proprieta` di essere l’inversa di se stessa, ovvero Q2 = I.
Applichiamo, adesso, quanto visto nel paragrafo precedente. Consideria-
mo una PSF simmetrica definita dal vettore h = (hk, . . . , h0, . . . , hk)
T e il
vettore a dato da (3.20) relativo ad una colonna i ≈ n/2. Calcolando gli
autovalori dj e ricostruendo la matrice A = QDQ si ottiene che
A =

a0 . . . ak
...
. . . . . . . . .
ak
. . . . . . . . . ak
. . . . . . . . .
...
ak . . . a0
+

0 a1 . . . ak 0
...
... . .
. ...
... ak ak
...
... . .
. ...
...
0 ak . . . a1 0
 , (3.21)
dove aj = hj.
Dimostriamo, adesso, che la struttura di (3.21) caratterizza le matrici
diagonalizzabili tramite la Trasformata Discreta del coseno del I tipo.
Teorema 3.4.1. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del coseno del I tipo se e solo se A possiede la struttura data in
(3.21).
Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo aj = 0
per j 6= 1 e a1 = 1, ovvero
G =

0 2
1 0 1
. . . . . . . . .
1 0 1
2 0
 . (3.22)
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Allora G e` diagonalizzabile tramite la Trasformata Discreta del coseno
del I tipo, ovvero QGQ = D con D matrice diagonale. Infatti, chiamando
v(k) la k-esima colonna della matrice Q per k = 2, . . . , n− 1, si ha
v(k) =
√
2
n− 1

1
cos
(
(k−1)pi
n−1
)
cos
(
(k−1)2pi
n−1
)
...
cos ((k − 1)pi)

.
Calcolando Gv(k) si ottiene
2√
n− 1

2 cos
(
(k−1)pi
n−1
)
1 + cos
(
(k−1)2pi
n−1
)
...
cos
(
(k−1)(n−3)pi
n−1
)
+ cos ((k − 1)pi)
2 cos
(
(k−1)(n−2)pi
n−1
)

= 2 cos
(
(k − 1)pi
n− 1
)
v(k),
dove l’ultima uguaglianza e` dovuta a (3.12) ed alle proprieta` di periodicita`
del coseno. Per quanto k = 1 e k = n, svolgendo i conti, si ottiene un
risultato analogo al precedente.
Quindi la matrice G e` diagonalizzabile tramite la Trasformata discreta
del coseno del I tipo, e gli autovalori sono dati da
λk = 2 cos
(
(k − 1)pi
n− 1
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra Q, ovvero si ha che
A ∈ Q⇐⇒ A =
n−1∑
j=0
αjG
j.
Per concludere la dimostrazione, dobbiamo verificare che una matrice
A =
∑n−1
j=0 αjG
j possiede proprio la struttura data da (3.21). Per far questo
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calcoliamo le potenze di G cominciando da
G2 =

2 0 2 0 0
0 3 0 1
1 0 2
. . . . . .
. . . . . . . . . . . . . . .
. . . . . . 2 0 1
1 0 3 0
0 2 0 2

.
Allora, svolgendo i conti si ha che la matrice
∑m
j=0 αjG
j per m = 2 e`
uguale alla matrice in (3.21) dove a0 = α0 + 2α2, a1 = α1 e a2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste a = (a0, . . . , an−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.21)
e questo conclude la dimostrazione.
Cerchiamo, adesso, di estrarre le condizioni al contorno associate a quest’al-
gebra. Per farlo, consideriamo i prodotti matrice-vettore tra (3.21) ed f =
(f1, . . . , fn)
T e quello dato dal sistema (1.3) con µ = 0. Eguagliando i risul-
tati ottenuti componente per componente si ha che le condizioni al contorno
associate a quest’algebra sono date da{
f1−j = fj+1
fn+j = fn−j
(3.23)
per j = 1, . . . , k. Estendendole al caso bidimensionale, si ottengono le
condizioni 
f1−j1,j2 = fj1+1,j2
fn+j1,j2 = fn−j1,j2
fj3,1−j4 = fj3,j4+1
fj3,m+j4 = fj3,m−j4
(3.24)
per j1, j4 = 1, . . . , k, j2 = 1 − k, . . . ,m + k e j3 = 1 − k, . . . , n + k. In
questo modo, la matrice del sistema e` diagonalizzabile tramite la Trasformata
Discreta del coseno del I tipo. Dato un vettore x di nm componenti, la
Trasformata Discreta del coseno del I tipo bidimensionale e` data da
y = (Qn ⊗Qm)x.
La matrice del sistema che si genera e` una matrice a blocchi, in cui la
struttura interna ed esterna coincidono con quella del caso monodimensiona-
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le. La matrice, quindi, e` data da (3.21), dove
aj =

hj,0 . . . hj,k
...
. . . . . . . . .
hj,k
. . . . . . . . . hj,k−1
. . . . . . . . .
...
hj,k . . . hj,0
+

0 hj,1 . . . hj,k 0
...
... . .
. ...
... hj,k hj,k
...
... . .
. ...
...
0 hj,k . . . hj,1 0
 .
3.4.2 Algebra generata dalla DCT-II
Dato il vettore x si definisce la Trasformata Discreta del coseno del II
tipo come
y = Qnx,
dove
[Qn]j,k =
√
2
n(1 + δ1,k)
cos
(
(2j − 1)(k − 1)pi
2n
)
.
Come al solito, omettiamo il pedice per semplicita` di notazione. La
matrice appena definita e` ortogonale, e quindi QQT = QTQ = I.
Cerchiamo, adesso, di riapplicare lo stesso metodo usato per la Trasforma-
ta Discreta del coseno del I tipo. Consideriamo una PSF simmetrica definita
dal vettore h = (hk, . . . , h0, . . . , hk)
T e il vettore a dato da (3.20) relativo ad
una colonna i ≈ n/2. Calcolando gli autovalori dj e ricostruendo la matrice
A = QTDQ otteniamo che
A = T˜ + H˜ (3.25)
dove
T˜ =

h0
√
2h1 . . .
√
2hk√
2h1 h0 h1 . . . hk
... h1
. . . . . . . . . . . .
√
2hk
...
. . . . . . . . . . . . hk
hk
. . . . . . . . . . . .
...
. . . . . . . . . . . . h1
hk . . . h1 h0

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e
H˜ =

0 . . . . . . . . . . . . 0
... h2 . . . hk
...
... . .
.
... hk
... −hk
... . .
. ...
0 −hk . . . −h2

.
A questo punto dimostriamo formalmente il risultato che abbiamo rica-
vato sperimentalmente.
Teorema 3.4.2. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del coseno del II tipo se e solo se A possiede la struttura data in
(3.25).
Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo hj = 0
per j 6= 1 e h1 = 1, ovvero
G =

0
√
2√
2 0 1
1
. . . . . .
. . . 0 1
1 0
 . (3.26)
Allora G e` diagonalizzabile tramite la Trasformata Discreta del coseno
del II tipo, ovvero QGQT = D con D matrice diagonale. Infatti, chiamando
v(j) la j-esima colonna della matrice QT , data da
v(j) =
√
2
n

1√
2
cos
(
(2j−1)pi
n
)
cos
(
(2j−1)2pi
n
)
...
cos
(
(2j−1)(n−1)pi
n
)

.
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Calcolando Gv(j) si ottiene
2√
n
cos
(
(2j−1)pi
n
)
2√
n
+ 2√
n
cos
(
(2j−1)2pi
n
)
2√
n
[
cos
(
(2j−1)1pi
n
)
+ cos
(
(2j−1)3pi
n
)]
...
2√
n
[
cos
(
(2j−1)(n−3)pi
n
)
+ cos
(
(2j−1)(n−1)pi
n
)]
2√
n
cos
(
(2j−1)(n−2)pi
n
)

= 2 cos
(
(2j − 1)pi
n
)
v(j),
dove l’ultima uguaglianza e` dovuta a (3.12) ed alle proprieta` di periodicita`
del coseno.
Quindi la matrice G e` diagonalizzabile tramite la Trasformata discreta
del coseno del II tipo, e gli autovalori sono dati da
λj = 2 cos
(
(2j − 1)pi
n
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra Q, ovvero si ha che
A ∈ Q⇐⇒ A =
n−1∑
j=0
αjG
j.
A questo punto ci resta da verificare che una matrice A =
∑n−1
j=0 αjG
j
possiede proprio la struttura che abbiamo ricavato precedentemente. Per far
questo calcoliamo le potenze di G cominciando da
G2 =

2 0
√
2 0 0
0 3 0 1√
2 0 2
. . . . . .
1
. . . . . . 0 1
. . . 0 2 0
0 1 0 1

.
Allora, svolgendo i conti si ha che la matrice
∑m
j=0 αjG
j per m = 2 e`
uguale alla matrice in (3.25) dove h0 = α0 + 2α2, h1 = α1 e h2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste h = (h0, . . . , hn−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.25)
e questo conclude la dimostrazione.
CAPITOLO 3. ALGEBRE MATRICIALI 47
Per quanto riguarda le condizioni al contorno, diversamente da quanto
visto finora, da questa matrice non e` possibile estrarre delle condizioni. In-
fatti, eseguendo il prodotto matrice-vettore tra questa ed f = (f1, . . . , fn)
T e
eguagliandolo a quello di (1.3) con µ = 0 si ottengono delle condizioni incom-
patibili fra loro, e precisamente le condizioni generate imponendo l’uguaglian-
za della prima componente sono in contrasto con quelle che si ottengono
imponendo l’uguaglianza della seconda componente.
3.4.3 Algebra generata dalla DCT-IV
La Trasformata Discreta del coseno del IV tipo di un vettore x e` definita
da
y = Qnx,
dove
[Qn]j,k =
√
2
n
cos
(
(2j − 1)(2k − 1)pi
4n
)
.
La matrice Qn e` ortogonale e simmetrica, e quindi Q = Q
T e Q2 = I.
Applichiamo ancora una volta lo stesso metodo per trovare la struttura
della matrice A. Consideriamo una PSF simmetrica definita dal vettore
h = (hk, . . . , h0, . . . , hk)
T e il vettore a dato da (3.20) relativo ad una colonna
i ≈ n/2. Calcolando gli autovalori dj e ricostruendo la matrice A = QTDQ,
otteniamo una matrice con la struttura data da
A =

a0 a1 . . . ak
a1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
ak
. . . . . . . . . . . .
...
. . . . . . . . . . . . a1
ak . . . a1 a0

+

a1 · · · ak
... . .
.
ak
0
−ak
. ..
...
−ak · · · −a1

(3.27)
con aj = hj.
Dimostriamo adesso che la struttura delle matrici diagonalizzabili tramite
la Trasformata Discreta del coseno del IV tipo e` la stessa di quella in (3.27).
Teorema 3.4.3. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del coseno del IV tipo se e solo se A possiede la struttura data in
(3.27).
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Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo aj = 0
per j 6= 1 e a1 = 1, ovvero
G =

1 1
1 0 1
1
. . . . . .
. . . 0 1
1 −1
 . (3.28)
Allora G e` diagonalizzabile tramite la Trasformata Discreta del coseno
del IV tipo, ovvero QGQT = D con D matrice diagonale. Infatti, chiamando
v(j) la j-esima colonna della matrice QT , data da
v(j) =
√
2
n

cos
(
(2j−1)pi
4n
)
cos
(
(2j−1)3pi
4n
)
...
cos
(
(2j−1)(2n−1)pi
4n
)
 .
Calcolando Gv(j) si ottiene
√
2
n

cos
(
(2j−1)pi
4n
)
+ cos
(
(2j−1)3pi
4n
)
cos
(
(2j−1)pi
4n
)
+ cos
(
(2j−1)5pi
4n
)
...
cos
(
(2j−1)(2n−5)pi
4n
)
+ cos
(
(2j−1)(2n−1)pi
4n
)
cos
(
(2j−1)(2n−3)pi
4n
)
− cos
(
(2j−1)(2n−1)pi
4n
)

= 2 cos
(
(2j − 1)pi
2n
)
v(j),
dove l’ultima uguaglianza e` dovuta a (3.12) ed alle proprieta` di periodicita`
del coseno.
La matrice G, quindi, e` diagonalizzabile tramite la Trasformata discreta
del coseno del IV tipo, e gli autovalori sono dati da
λj = 2 cos
(
(2j − 1)pi
2n
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra Q, cioe` si ha che
A ∈ Q⇐⇒ A =
n−1∑
j=0
αjG
j.
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L’ultima verifica da fare e` che una matrice A =
∑n−1
j=0 αjG
j possiede
proprio la struttura vista in (3.27). Calcoliamo, allora, le potenze di G,
partendo da
G2 =

2 1 1 0 0
1 2 0 1
1 0 2
. . . . . .
1
. . . . . . 0 1
. . . 0 2 −1
0 1 −1 2

.
Svolgendo i conti, si osserva che la matrice
∑m
j=0 αjG
j per m = 2 e` uguale
alla matrice in (3.27) dove a0 = α0 + 2α2, a1 = α1 e a2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste a = (a0, . . . , an−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.27)
e quindi si ha la tesi.
Per quanto riguarda le condizioni al contorno, svolgendo i prodotti matrice-
vettore e confrontandoli tra loro come abbiamo fatto precedentemente, si
ottengono e le seguenti condizioni{
f1−j = fj
fn+j = −fn+1−j
per j = 1, . . . , k. Estendendole al caso bidimensionale otteniamo
f1−j1,j2 = fj1,j2
fn+j1,j2 = −fn+1−j1,j2
fj3,1−j4 = fj3,j4
fj3,m+j4 = −fj3,m+1−j4
(3.29)
per j1, j4 = 1, . . . , k, j2 = 1−k, . . . ,m+k e j3 = 1−k, . . . , n+k. La matrice
del sistema che si ottiene e` diagonalizzabile dalla Trasformata Discreta del
coseno del IV tipo, dove, dato un vettore x di nm componenti, la Trasformata
Discreta del coseno del IV tipo bidimensionale e` definita da
y = (Qn ⊗Qm)x.
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La matrice del sistema, quindi, e` data da (3.27), dove
ai =

hi,0 hi,1 . . . hi,k
hi,1
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,k
hi,k
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,1
hi,k . . . hi,1 hi,0

+

hi,1 · · · hi,k
... . .
.
hi,k
0
−hi,k
. ..
...
−hi,k · · · −hi,1

.
3.4.4 Algebra generata dalla DST-II
Dato un vettore x definiamo la Trasformata Discreta del seno del II tipo
come il vettore
y = Snx,
dove
[Sn]j,k =
√
2
n(1 + δj,n)
sin
(
j(2k − 1)pi
2n
)
.
Questa matrice e` ortogonale, quindi SST = STS = I (abbiamo omesso il
pedice n).
Analogamente a quanto fatto per le altre algebre, la struttura della ma-
trice A = STDS che ha come i-esima colonna il vettore dato da (3.20) con
h0 nella i-esima posizione e` data da
A =

a0 a1 . . . ak
a1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
ak
. . . . . . . . . . . .
...
. . . . . . . . . . . . a1
ak . . . a1 a0

−

a1 · · · ak
... . .
.
ak
0
ak
. ..
...
ak · · · a1

. (3.30)
con ai = hi.
A questo punto dimostriamo formalmente che questa struttura caratte-
rizza le matrici diagonalizzabili tramite la Trasformata Discreta del seno del
II tipo.
Teorema 3.4.4. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del seno del II tipo se e solo se A possiede la struttura data in (3.30).
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Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo aj = 0
per j 6= 1 e a1 = 1, ovvero
G =

−1 1
1 0 1
1
. . . . . .
. . . 0 1
1 −1
 . (3.31)
Allora G e` diagonalizzabile tramite la Trasformata Discreta del seno del
II tipo, ovvero SGST = D con D matrice diagonale. Infatti, chiamando v(j)
la j-esima colonna della matrice ST , data da
v(j) =
√
2
(1 + δj,n)n

sin
(
jpi
2n
)
sin
(
3jpi
2n
)
...
sin
(
(2n−1)jpi
2n
)
 .
Calcolando Gv(j) si ottiene
√
2
(1 + δj,n)n

− sin ( jpi
2n
)
+ sin
(
3jpi
2n
)
sin
(
jpi
2n
)
+ sin
(
5jpi
2n
)
...
sin
(
(2n−5)jpi
2n
)
+ sin
(
(2n−1)jpi
2n
)
sin
(
(2n−3)jpi
2n
)
− sin
(
(2n−1)jpi
2n
)

= 2 cos
(
jpi
n
)
v(j),
dove l’ultima uguaglianza e` dovuta a (3.17) ed alle proprieta` di periodicita`
del seno.
La matrice G, quindi, e` diagonalizzabile tramite la Trasformata discreta
del seno del II tipo, e gli autovalori sono dati da
λj = 2 cos
(
jpi
n
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra S, cioe` si ha che
A ∈ S⇐⇒ A =
n−1∑
j=0
αjG
j.
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Adesso, dobbiamo solo verificare che una matrice A =
∑n−1
j=0 αjG
j possiede
proprio la struttura vista in (3.30). Calcoliamo, allora, le potenze di G,
partendo da
G2 =

2 −1 1 0 0
−1 2 0 1
1 0 2
. . . . . .
1
. . . . . . 0 1
. . . 0 2 −1
0 1 −1 2

.
Svolgendo i conti, si osserva che la matrice
∑m
j=0 αjG
j per m = 2 e` uguale
alla matrice in (3.30) dove a0 = α0 + 2α2, a1 = α1 e a2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste a = (a0, . . . , an−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.30)
e da qui la tesi.
Le condizioni al contorno che ne seguono sono date da{
f1−j = −fj
fn+j = −fn+1−j
per j = 1, . . . , k ed estendendole al caso bidimensionale si ottiene
f1−j1,j2 = −fj1,j2
fn+j1,j2 = −fn+1−j1,j2
fj3,1−j4 = −fj3,j4
fj3,m+j4 = −fj3,m+1−j4
(3.32)
per j1, j4 = 1, . . . , k, j2 = 1− k, . . . ,m+ k e j3 = 1− k, . . . , n+ k. Nel caso
bidimensionale, la matrice generata da queste condizioni al contorno e` diago-
nalizzabile tramite la Trasformata Discreta del seno del II tipo bidimensionale
definita da
y = (Sn ⊗ Sm)x,
dove x e` un vettore di nm componenti. La matrice del sistema che si genera
e` data da (3.30) dove
ai =

hi,0 hi,1 . . . hi,k
hi,1
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,k
hi,k
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,1
hi,k . . . hi,1 hi,0

−

hi,1 · · · hi,k
... . .
.
hi,k
0
hi,k
. ..
...
hi,k · · · hi,1

.
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3.4.5 Algebra generata dalla DST-III
La Trasformata Discreta del seno del III tipo di un vettore x e` data da
y = Snx,
dove
[Sn]j,k =
√
2
n(1 + δk,n)
sin
(
(2j − 1)kpi
2n
)
.
Omettiamo in pedice n per semplicita` di notazione. La matrice S e`
ortogonale, quindi SST = STS = I.
Applichiamo la solita procedura per costruire la matrice A = STDS come
per le precedenti condizioni al contorno. Eseguendo le operazioni analoghe a
quelle dei casi precedenti otteniamo che la matrice A e` data da
A = T˜ + H˜ (3.33)
dove
T˜ =

a0 a1 . . . ak
a1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
ak
. . . . . . . . . . . .
...
√
2ak
. . . . . . . . . . . . a1
...
ak . . . a1 a0
√
2a1√
2ak . . .
√
2a1 a0

ed
H˜ =

−a2 . . . −ak 0
... . .
. ...
−ak ...
ak
...
. ..
...
...
ak . . . a2
...
0 . . . . . . . . . . . . 0

.
Dimostriamo, adesso, che questa struttura caratterizza le matrici diago-
nalizzabili tramite la Trasformata Discreta del seno del III tipo.
Teorema 3.4.5. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del seno del III tipo se e solo se A possiede la struttura data in
(3.33).
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Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo aj = 0
per j 6= 1 e a1 = 1, ovvero
G =

0 1
1 0
. . .
. . . . . . 1
1 0
√
2√
2 0
 . (3.34)
Allora G e` diagonalizzabile tramite la Trasformata Discreta del seno del
III tipo, ovvero SGST = D con D matrice diagonale. Infatti, chiamando v(j)
la j-esima colonna della matrice ST , data da
v(j) =
√
2
n

sin
(
(2j−1)pi
2n
)
sin
(
(2j−1)2pi
2n
)
...
sin
(
(2j−1)(n−1)pi
2n
)
1√
2
sin
(
(2j−1)pi
2
)

.
Calcolando Gv(j) si ottiene
2√
n

sin
(
(2j−1)pi
n
)
sin
(
(2j−1)pi
2n
)
+ sin
(
(2j−1)3pi
2n
)
...
sin
(
(2j−1)(n−3)pi
2n
)
+ sin
(
(2j−1)(n−1)pi
2n
)
sin
(
(2j−1)(n−2)pi
2n
)
+ sin
(
(2j−1)npi
2n
)
√
2 sin
(
(2j−1)(n−1)pi
2n
)

= 2 cos
(
(2j − 1)pi
2n
)
v(j),
dove l’ultima uguaglianza e` dovuta a (3.17) ed alle proprieta` di periodicita`
del seno.
Quindi la matrice G e` diagonalizzabile tramite la Trasformata discreta
del seno del III tipo, e gli autovalori sono dati da
λj = 2 cos
(
(2j − 1)pi
2n
)
,
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ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra S, ovvero si ha che
A ∈ S⇐⇒ A =
n−1∑
j=0
αjG
j.
A questo punto ci resta da verificare che una matrice A =
∑n−1
j=0 αjG
j
possiede proprio la struttura che abbiamo ricavato precedentemente. Per far
questo calcoliamo le potenze di G cominciando da
G2 =

1 0 1 0
0 2 0
. . .
1 0
. . . . . . 1
. . . . . . 2 0
√
2
1 0 3 0
0
√
2 0 2

.
Allora, svolgendo i conti si ha che la matrice
∑m
j=0 αjG
j per m = 2 e`
uguale alla matrice in (3.33) dove a0 = α0 + 2α2, a1 = α1 e a2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste a = (a0, . . . , an−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.33)
e questo conclude la dimostrazione.
Proprio come accade per il caso della Trasformata Discreta del coseno
del II tipo, da questa matrice non e` possibile estrarre delle condizioni al
contorno. Infatti, le condizioni che si generano dall’ultima e dalla penultima
componente sono in contrasto tra loro.
3.4.6 Algebra generata dalla DST-IV
Dato un vettore x definiamo la Trasformata Discreta del seno del IV tipo
come il vettore
y = Snx,
dove
[Sn]j,k =
√
2
n
sin
(
(2j − 1)(2k − 1)pi
4n
)
.
Questa matrice e` ortogonale e simmetrica, quindi S = ST e S2 = I
(abbiamo omesso il pedice n).
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Eseguendo la stessa procedura vista per le altre algebre, ricaviamo che la
struttura della matrice A = STDS che ha come i-esima colonna il vettore
dato da (3.20) con h0 nella i-esima posizione e` data da
A =

a0 a1 . . . ak
a1
. . . . . . . . . . . .
...
. . . . . . . . . . . . ak
ak
. . . . . . . . . . . .
...
. . . . . . . . . . . . a1
ak . . . a1 a0

−

a1 · · · ak
... . .
.
ak
0
−ak
. ..
...
−ak · · · −a1

(3.35)
con ai = hi.
A questo punto dimostriamo formalmente che questa struttura caratte-
rizza le matrici diagonalizzabili tramite la Trasformata Discreta del seno del
IV tipo.
Teorema 3.4.6. Una matrice A e` diagonalizzabile tramite la Trasformata
Discreta del seno del IV tipo se e solo se A possiede la struttura data in
(3.35).
Dimostrazione. Consideriamo la matrice G ottenuta da A ponendo aj = 0
per j 6= 1 e a1 = 1, ovvero
G =

−1 1
1 0 1
1
. . . . . .
. . . 0 1
1 1
 . (3.36)
Allora G e` diagonalizzabile tramite la Trasformata Discreta del seno del
IV tipo, ovvero SGST = D con D matrice diagonale. Infatti, chiamando v(j)
la j-esima colonna della matrice ST , data da
v(j) =
√
2
n

sin
(
(2j−1)pi
4n
)
sin
(
3(2j−1)pi
4n
)
...
sin
(
(2n−1)(2j−1)pi
4n
)
 .
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Calcolando Gv(j) si ottiene
√
2
n

− sin
(
(2j−1)pi
4n
)
+ sin
(
3(2j−1)pi
4n
)
sin
(
(2j−1)pi
4n
)
+ sin
(
5(2j−1)pi
4n
)
...
sin
(
(2n−5)(2j−1)pi
4n
)
+ sin
(
(2n−1)(2j−1)pi
4n
)
sin
(
(2n−3)(2j−1)pi
4n
)
+ sin
(
(2n−1)(2j−1)pi
4n
)

= 2 cos
(
(2j − 1)pi
2n
)
v(j),
dove l’ultima uguaglianza e` dovuta a (3.17) ed alle proprieta` di periodicita`
del seno.
La matrice G, quindi, e` diagonalizzabile tramite la Trasformata discreta
del seno del IV tipo, e gli autovalori sono dati da
λj = 2 cos
(
(2j − 1)pi
2n
)
,
ed essendo tutti distinti, grazie alla Proposizione 1.2.2 possiamo concludere
che G e` un generatore dell’algebra S, cioe` si ha che
A ∈ S⇐⇒ A =
n−1∑
j=0
αjG
j.
Adesso, dobbiamo solo verificare che una matrice A =
∑n−1
j=0 αjG
j possiede
proprio la struttura vista in (3.35). Calcoliamo, allora, le potenze di G,
partendo da
G2 =

2 −1 1 0 0
−1 2 0 1
1 0 2
. . . . . .
1
. . . . . . 0 1
. . . 0 2 1
0 1 1 2

.
Svolgendo i conti, si osserva che la matrice
∑m
j=0 αjG
j per m = 2 e` uguale
alla matrice in (3.35) dove a0 = α0 + 2α2, a1 = α1 e a2 = α2.
Operando in modo analogo si dimostra che, dato α = (α0, . . . , αn−1)T
esiste a = (a0, . . . , an−1)T tale che la matrice
∑n−1
j=0 αjG
j sia uguale a (3.35)
e da qui la tesi.
Le condizioni al contorno che ne seguono sono date da{
f1−j = −fj
fn+j = fn+1−j
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per j = 1, . . . , k. Per quanto riguarda il caso bidimensionale si ottiene che
f1−j1,j2 = −fj1,j2
fn+j1,j2 = fn+1−j1,j2
fj3,1−j4 = −fj3,j4
fj3,m+j4 = fj3,m+1−j4
(3.37)
per j1, j4 = 1, . . . , k, j2 = 1 − k, . . . ,m + k e j3 = 1 − k, . . . , n + k. Nel
caso bidimensionale, la matrice generata da queste condizioni al contorno e`
diagonalizzabile tramite la Trasformata Discreta del seno del IV tipo bidi-
mensionale. Dato un vettore x di nm componenti, la Trasformata Discreta
del coseno del I tipo bidimensionale e` data da
y = (Sn ⊗ Sm)x.
La matrice del sistema generato da queste condizioni e` data da (3.35)
dove
ai =

hi,0 hi,1 . . . hi,k
hi,1
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,k
hi,k
. . . . . . . . . . . .
...
. . . . . . . . . . . . hi,1
hi,k . . . hi,1 hi,0

−

hi,1 · · · hi,k
... . .
.
hi,k
0
−hi,k
. ..
...
−hi,k · · · −hi,1

.
3.4.7 Algebra generata dalla trasformata di Hartley
La Trasformata Discreta di Hartley di un vettore x e` data da
y = Hnx,
dove
[Hn]j,k =
1√
n
(
sin
(
2pijk
n
)
+ cos
(
2pijk
n
))
.
(vedi [6]). Omettiamo il pedice n per semplicita` di notazione. La matrice H
e` simmetrica e ortogonale, quindi H = HT e H2 = I.
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Applicando la solita procedura per costruire la matrice A = STDS come
per le precedenti condizioni al contorno, si scopre che la matrice A e` data da
A =

h0 · · · hk hk · · · h1
...
. . . . . . . . . . . .
...
hk
. . . . . . . . . . . . 0 hk
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
hk 0
. . . . . . . . . . . . hk
...
. . . . . . . . . . . .
...
h1 · · · hk hk · · · h0

Questa matrice circolante e` la stessa che si ottiene nel caso delle con-
dizioni al contorno Periodiche. Quindi dalla Trasformata Discreta di Hartley
si generano le condizioni al contorno Periodiche.
Per quanto riguarda l’algebra Hn associata alla Trasformata Discreta di
Hartley, considerando gli insiemi
An = {Circ(c0, . . . , cn−1)|ci ∈ R t.c. ci = cn−i, i = 1, . . . , bn/2c} ,
Bn = {Circ(0, c1, . . . , cn−1)|ci ∈ R t.c. ci = −cn−i, i = 1, . . . , bn/2c} ,
dove per Circ(v) intendiamo la matrice circolante con v come prima colonna,
allora si ha che
Hn = {A + JB|A ∈ An, B ∈ Bn}
con J la matrice di Hankel data da
J =

1 0
. .. 1
. .. . ..
0 1

(per maggiori dettagli e per la dimostrazione vedi [6]).
Capitolo 4
Restauro di immagini digitali
Nei capitoli precedenti abbiamo visto come il problema della rifocatura
delle immagini o dell’elaborazione di segnali digitali, si possa trasformare in
quello della risoluzione di un sistema lineare sottodeterminato dato da
Af + µ = g
dove f e µ sono sconosciuti. Per risolvere questo sistema esistono diver-
si metodi, alcuni diretti, altri iterativi, ed, inoltre, esistono altri partico-
lari tecniche aggiuntive che permettono di controllare l’effetto del rumore µ.
Analizziamo piu` in dettaglio questi metodi.
4.1 Metodi Diretti
4.1.1 Risoluzione senza condizioni al contorno
Consideriamo prima il caso in cui il rumore µ sia nullo. Abbiamo visto
come il sistema risulta sottodeterminato e per ovviare a questo problema ab-
biamo introdotto le condizioni al contorno. E` possibile, pero`, risolvere questo
sistema senza utilizzare quest’ultime, utilizzando uno strumento chiamato
Inversa Generalizzata. Prima, pero`, di parlare di Inversa Generalizzata, e`
necessario introdurre il concetto di Decomposizione ai valori singolari (vedi
[5] p. 444).
Teorema 4.1.1. (Decomposizione ai valori singolari) Sia A ∈ Cp×q. Allora
esistono una matrice unitaria U ∈ Cp×p e una matrice unitaria V ∈ Cq×q
tali che
A = UΛVH , (4.1)
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dove la matrice Λ ∈ Rp×q ha elementi λi,j nulli per i 6= j e per i = j ha
elementi λi,j = σi, con
σ1 ≥ σ2 ≥ . . . ≥ σs ≥ 0, s = min {p, q}.
La decomposizione (4.1) e` detta decomposizione ai valori singolari di A,
i valori σi sono detti valori singolari di A. Le colonne di U e V sono detti
rispettivamente vettori singolari sinistri e vettori singolari destri. Inoltre la
matrice Λ e` univocamente determinata anche se U e V non lo sono. Adesso
possiamo introdurre la seguente
Definizione 4.1.1. (Inversa Generalizzata di Moore-Penrose) Sia A ∈ Cp×q
e sia A = UΛVT una decomposizione ai valori singolari di A, dove Λ e`
definita come nel teorema 4.1.1 La matrice A+ ∈ Cq×p tale che
A+ = VΛ+UH , (4.2)
dove Λ+ ∈ Rq×p ha elementi λ+i,j nulli per i 6= j e per i = j ha elementi
λ+i,i = σ
+
i , con
σ+i =
{
1
σi
se σi 6= 0
0 se σi = 0
i = 1, . . . , s (4.3)
e` detta Inversa Generalizzata di Moore-Penrose di A.
Se il rango della matrice A e` massimo e la matrice ha elementi reali,
allora
A+ =

(ATA)−1AT se p ≥ q
AT (AAT )−1 se p ≤ q
A−1 se p = q = rango di A
. (4.4)
(vedi [5] p. 457). Per le proprieta` dell’inversa di Moore-Penrose possiamo
scrivere la soluzione di minima norma del sistema in assenza di rumore come
x∗ = A+g (4.5)
e questo ci permette di trovare una soluzione anche al problema del restauro
delle immagini.
Un grosso problema di tipo computazionale e` dato dal calcolo della ma-
trice A+ che, se effettuato mediante le 4.4, richiede una moltiplicazione una
matrice di dimensione p × q per la sua trasposta, l’inversione del risulta-
to ottenuto ed un’ulteriore moltiplicazione per AT . Poiche` nel nostro caso
|p − q| e` molto piccolo sia rispetto a p che a q, cioe` p ≈ q, allora il costo
computazionale diventa O(p3). Inoltre, nel caso bidimensionale, p e` pari al
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prodotto delle dimensioni dell’immagine. Quindi, supponendo che l’immagi-
ne che vogliamo restaurare contenga 1280×960 pixel, allora p ≈ 106 e il costo
computazionale salirebbe a circa 1018, il che rende impraticabile il calcolo.
Analogamente, procedendo mediante il calcolo della decomposizione ai valori
singolari, il costo computazionale sarebbe comunque O(p3).
4.1.2 Risoluzione con le condizioni di Dirichlet
Imponendo le condizioni al contorno di Dirichlet, la matrice del siste-
ma nel caso monodimensionale assume la struttura di Toeplitz. Per risol-
vere questo sistema esistono diversi algoritmi diretti, come l’algoritmo di
Levinson-Durbin (vedi [20] pp. 27-29) del costo computazionale di O(n2) e
algoritmi superveloci (vedi [20] pp. 33-36) del costo di O(n log2(n)), dove n e`
la dimensione della matrice. Gli algoritmi di quest’ultima classe, pero`, sono
affetti da problemi di stabilita` numerica (vedi [20] p. 36).
Nel caso bidimensionale la matrice assume la struttura di Toeplitz a
blocchi con blocchi di Toeplitz e grazie ad una variante dell’algoritmo di
Levinson-Durbin il costo computazionale diventa O(n5) dove n rappresenta
sia la dimensione di ogni blocco che la dimensione della matrice ottenuta
considerando ogni blocco come uno scalare (vedi [18]).
4.1.3 Risoluzione con le condizioni periodiche
La matrice del sistema che si ottiene con le condizioni al contorno pe-
riodiche e` una circolante e puo` essere diagonalizzata tramite la Trasformata
Discreta di Fourier. Per risolvere il sistema dobbiamo invertire la matrice ed
effettuare un prodotto matrice-vettore. Per far cio` bisogna
1. Calcolare la trasformata della prima colonna della matrice per ottenere
cos`ı gli autovalori ed invertirli.
2. Calcolare la trasformata del termine noto e moltiplicare componente
per componente con l’inverso degli autovalori.
3. Calcolare l’antitrasformata della precedente moltiplicazione ottenendo
cos`ı la soluzione del sistema
In definitiva, tenendo conto che il costo della trasformata e dell’anti-
trasformata e` di O(n log(n)), risolvere il sistema circolante monodimensionale
ha un costo computazionale di O(n log(n)) operazioni aritmetiche.
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Per quanto riguarda il caso bidimensionale, la matrice risulta diagonaliz-
zabile tramite la Trasformata Discreta bidimensionale di Fourier, e le opera-
zioni da eseguire per risolvere il sistema sono le medesime del caso monodi-
mensionale, tenendo presente che per il calcolo di ogni trasformata bidimen-
sionale si ricorre al metodo che sfrutta la trasformata monodimensionale ri-
portato nei capitoli precedenti. Il costo complessivo per la risoluzione risulta
essere O(n2 log(n)) operazioni aritmetiche, dove n e` sia la dimensione di ogni
blocco che la dimensione della matrice ottenuta considerando ogni blocco
come un singolo scalare.
4.1.4 Risoluzione con le condizioni di riflettenti
Imponendo le condizioni al contorno riflettenti, la matrice che si ot-
tiene e` diagonalizzabile tramite la Trasformata Discreta del coseno del III
tipo. Quindi la risoluzione del sistema, sia nel caso monodimensionale che
in quello bidimensionale, e` analoga a quella precedentemente viste per le
condizioni periodiche. Il costo computazionale che ne deriva, sfruttando la
Trasformata Discreta di Fourier nel caso monodimensionale e bidimensionale
e` rispettivamente di O(n log(n)) e O(n2 log(n)) operazioni aritmetiche.
4.1.5 Risoluzione con le condizioni antiriflettenti
Con le condizioni al contorno antiriflettenti, la matrice che si genera con-
tiene una sottomatrice diagonalizzabile tramite la Trasformata discreta del
seno del I tipo. Per essere precisi, nel caso monodimensionale, abbiamo vis-
to che la matrice A(AR) e` data da (2.15) e che Â era diagonalizzabile dalla
Trasformata discreta del seno del I tipo. Poiche´ A
(AR)
1,1 = A
(AR)
n,n = 1 allora
possiamo porre f1 = g1 e fn = gn. A questo punto passiamo a risolvere il
sistema
Âf̂ = ĝ, (4.6)
dove
f̂j = fj+1 per j = 1, . . . , n− 2
ĝj = gj+1 −A(AR)j+1,1f1 per j = 1, . . . , k
ĝn−j−1 = gn−j −A(AR)n−j,nfn per j = 1, . . . , k
ĝj = gj+1 per j = k + 1, . . . , n− k − 2
. (4.7)
Inoltre si ha che la matrice Â = Pn−2A(AR)PTn−2 dove
Pn−2 =
 0 0... In−2 ...
0 0
 ∈ R(n−2)×n
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con In−2 matrice identica di dimensione n − 2. Grazie alla Trasformata
Discreta del seno del I tipo, il sistema (4.6) puo` essere risolto in O(n log(n))
operazioni artimetiche.
Per quanto riguarda il caso bidimensionale, procediamo analogamente a
quanto visto nel caso monodimensionale. Poniamo
f ′i = (fi,1, · · · , fi,m)T per i = 1, · · · , n
g′i = (gi,1, · · · , gi,m)T per i = 1, · · · , n
f ′′j = (f1,j, · · · , fn,j)T per j = 1, · · · ,m
g′′j = (g1,j, · · · , gn,j)T per j = 1, · · · ,m
h′i = (hi,−k, · · · , hi,k)T per i = −k, · · · , k
,
A
(m)
j =
k−j∑
i=−k+j
ai (4.8)
con j = 0, . . . , k ed ai matrice del sistema m ×m dovuta alle condizioni al
contorno antiriflettenti monodimensionali con PSF data da h′i. Calcoliamo,
allora, f ′1, f
′′
1 , f
′
n e f
′′
n risolvendo i sistemi
A
(m)
0 · f ′j = g′j j ∈ {1, n}
A
(n)
0 · f ′′j = g′′j j ∈ {1,m}.
Per calcolarli possiamo utilizzare il metodo visto nel caso monodimen-
sionale. A questo punto passiamo a risolvere il sistema
Âf̂ = ĝ (4.9)
con f̂ e ĝ date da formule analoghe a (4.7). Inoltre si ha che
Â = (Pn−2 ⊗Pm−2)A(Pn−2 ⊗Pm−2)T
e questa matrice risulta diagonalizzabile tramite la Trasformata Discreta
del seno del I tipo bidimensionale rendendo cos`ı il sistema risolubile con
O(nm(log(n) + log(m))) operazioni aritmetiche.
4.1.6 Risoluzione mediante altre condizioni al contorno
Nei paragrafi 3.4.1, 3.4.3, 3.4.4 e 3.4.6 abbiamo ricavato delle nuove con-
dizioni al contorno. Imponendo queste condizioni si generano delle matrici
diagonalizzabili rispettivamente tramite la Trasformata Discreta del coseno
del I e del IV tipo e del seno del II e IV tipo. Quindi la risoluzione del siste-
ma, sia nel caso monodimensionale che in quello bidimensionale, e` analoga
a quella vista per le condizioni periodiche e riflettenti. Anche in questo
caso e` possibile sfruttare la Trasformata Discreta di Fourier, ed il costo
computazionale, quindi, diventa O(n log(n)) nel caso monodimensionale e
O(n2 log(n)) in quello bidimensionale.
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4.2 Metodi Iterativi
I metodi iterativi sono metodi di risoluzione approssimati di sistemi linea-
ri. Questi, dato un vettore di partenza x0, generano una successione di vettori
(xj)j=1,...,m, dove xj rappresenta la soluzione approssimata al passo j-esimo.
Inoltre, un metodo iterativo si dice convergente, se qualunque sia il punto
iniziale x0 la successione (xj)j risulta convergente. Noi studieremo un par-
ticolare metodo iterativo, il metodo del Gradiente Coniugato (vedi [5] pp.
272-278).
4.2.1 Metodo del Gradiente Coniugato
Il metodo del Gradiente Goniugato e` un metodo iterativo con il quale
risolvere il sistema Ax = b con A matrice n× n definita positiva. Il metodo
nasce come metodo diretto, poiche` in n iterazioni fornisce la soluzione esat-
ta del sistema (vedi [5] pp. 272-283). Nella maggior parte dei casi, pero`,
dopo poche iterazioni il metodo genera approssimazioni molto accurate del-
la soluzione. Ecco, quindi, spiegato poiche´ il metodo viene utilizzato come
iterativo, piuttosto che come diretto. Questo metodo si basa sulla ricerca di
un vettore x che minimizza il funzionale
ϕ(x) =
1
2
xTAx− bTx, (4.10)
dove supponiamo A ∈ Rn×n, definita positiva e b ∈ Rn. Risolvere questo
problema, equivale a trovare la soluzione del sistema iniziale, infatti abbiamo
la seguente
Proposizione 4.2.1. Sia A ∈ Rn×n matrice definita positiva, b ∈ Rn e ϕ(x)
funzionale definito in (4.10). Allora
min
x∈Rn
ϕ(x) = ϕ(x¯) ⇐⇒ x¯ = A−1b. (4.11)
Dimostrazione. Supponiamo minx∈Rn ϕ(x) = ϕ(x¯), allora x¯ deve annullare il
gradiente di ϕ(x). Poiche´ si ha
∇ϕ(x) =
[
∂ϕ
∂x1
(x), ∂ϕ
∂x2
(x), . . . , ∂ϕ
∂xn
(x)
]
= Ax− b (4.12)
allora, essendo A definita positiva e quindi invertibile, abbiamo che
∇ϕ(x¯) = 0 ⇐⇒ Ax¯− b = 0 ⇐⇒ x¯ = A−1b. (4.13)
Per dimostrare la freccia inversa non basta sapere che x¯ annulla il gra-
diente, occorre verificare che la matrice Hessiana H di ϕ in x¯ risulti essere
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definita positiva. Ma la matrice Hessiana di ϕ e` H(x) ≡ A che per ipotesi
e` definita positiva. Essendo, quindi, la matrice Hessiana in x¯ definita posi-
tiva e poiche´ (4.13) vale in entrambi i versi, allora x¯ e` punto di minimo per
ϕ(x).
I metodi del gradiente si basano sul costruire una successione di vettori
{xk}k che converge al punto di minimo del funzionale. Supponiamo, al passo
k, di avere un vettore xk che non e` punto di minimo per il funzionale, allora
si sceglie un vettore di decrescita pk per ϕ, cioe` tale che p
T
k∇ϕ(xk) < 0.
In questo modo determiniamo il vettore xk+1 come punto di minimo del
funzionale sulla retta passante per xk e avente la direzione pk, cioe`
xk+1 = xk + αpk, (4.14)
dove α ∈ R e` stato scelto in modo che
ϕ(xk+1) = min
α∈R
ϕ(xk + αpk) . (4.15)
La funzione ϕ(xk + αpk) dipende solo da α quindi per trovare il minimo
possiamo derivarla rispetto ad α, cos`ı otteniamo
∂ϕ
∂α
= (xk + αpk)
TApk − bTpk (4.16)
ed imponendo ∂ϕ
∂α
= 0 otteniamo che
αk =
(b−Axk)Tpk
pTkApk
=
rTk pk
pTkApk
, (4.17)
dove rk e` il vettore del residuo definito da rk = b−Axk = −∇ϕ(xk). Inoltre
si ha che rTk pk = −pTk∇ϕ(xk) > 0 poiche` pk e` un vettore di descrescita per ϕ.
Da cio`, sapendo che A e` definita positiva, possiamo concludere che αk > 0.
In questo modo abbiamo creato un successione {xk}k che converge al punto
di minimo cercato.
Vi sono diversi metodi del gradiente e tutti hanno la stessa struttura
di base, ma differiscono per la scelta del vettore di discesa. Nel metodo
del gradiente coniugato questo vettore e` scelto in modo tale da tener in
considerazione i precedenti vettori di discesa, cioe`
pk =

r0 se k = 0
rk + βkpk−1 se k ≥ 1
, (4.18)
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dove βk e` scelto in modo che
pTkApk−1 = 0. (4.19)
Un vettore pk che soddisfa (4.19) viene chiamato A-coniugato con il
vettore pk−1. Imponendo la condizione (4.19) in (4.18) otteniamo che
βk = − r
T
k Apk−1
pTk−1Apk−1
, k ≥ 1. (4.20)
Dobbiamo verificare che la direzione cos`ı presa e` una direzione di decresci-
ta per il funzionale ϕ(x). Utilizzando la (4.12) e la (4.18) si ha che
−pTk∇ϕ(xk) = pTk rk = rTk rk + βkpTk−1rk = rTk rk ≥ 0, (4.21)
dove la terza uguaglianza si ha poiche` pTk−1rk = 0. Per verificare quest’ultima
basta vedere che
rk = b−Axk = b−Axk−1 − αk−1Apk−1 = rk−1 − αk−1Apk−1 (4.22)
da cui, per la (4.17), si ottiene
rTk pk−1 = (rk−1 − αk−1Apk−1)Tpk−1 =
rTk−1pk−1 − αk−1pTk−1Apk−1 = 0. (4.23)
Dall’equazione (4.21) si ha che rTk rk > 0 se rk 6= 0, cioe` se xk 6= x¯.
Inoltre, sempre da (4.21), abbiamo che pTk rk = r
T
k rk e quindi per il metodo
del gradiente coniugato possiamo scrivere
αk =
rTk pk
pTkApk
=
rTk rk
pTkApk
. (4.24)
Possiamo ancora semplificare i conti osservando che ogni residuo e` orto-
gonale al precedente, cioe` rTk rk−1 = 0. Infatti da (4.18) e (4.23) otteniamo
che
rTk rk−1 = r
T
k pk−1 − βk−1rTk pk−2 = −βk−1rTk pk−2, (4.25)
ed utilizzando (4.19),(4.22) ed ancora (4.23) abbiamo che
rTk rk−1 = −βk−1rTk pk−2 = −βk−1(rTk−1pk−2 − αpTk−1Apk−2) = 0. (4.26)
Grazie all’osservazione fatta prima possiamo ricavare una nuova espres-
sione per βk. Infatti, sfruttando (4.18), (4.21) e (4.26), notiamo che
pTk rk−1 = r
T
k rk−1 + βkp
T
k−1rk−1 = βkp
T
k−1rk−1 = βkr
T
k−1rk−1, (4.27)
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ma utilizzando (4.19), (4.21) e (4.22) si ha
pTk rk−1 = p
T
k rk + αk−1p
T
kApk−1 = βkp
T
k rk = βkr
T
k rk, (4.28)
e da qui otteniamo l’altra relazione per βk, cioe`
βk =
rTk rk
rTk−1rk−1
. (4.29)
Il metodo che abbiamo definito determina la soluzione del problema di
minimo in al piu` n passi, e questo si puo` dimostrare grazie ad un teorema che
afferma che al passo k il vettore rk risulta ortogonale ai residui precedenti,
percio` l’algoritmo non puo` impiegare piu` di n passi per arrivare alla soluzione
(vedi [5] p. 277).
Inoltre e` possibile stimare l’errore al passo k come segue (vedi [5] p. 279)
‖ek‖A ≤ 2
(√
ρ2(A)− 1√
ρ2(A) + 1
)k
‖e0‖A, (4.30)
dove
ek = x¯− xk,
‖x‖A =
√
xTAx,
ρ2(A) =
λ1
λn
con λ1 ≥ λ2 ≥ . . . ≥ λn autovalori di A. Il seguente risultato fornisce una
stima sul numero k di iterazioni da effettuare per avere la convergenza del
metodo (vedi [3]).
Teorema 4.2.2 (Axelsson e Lindskog). Sia A matrice definita positiva tale
che tutti gli autovalori eccetto m stiano nell’intervallo [a, b]. Se si utilizza
il metodo del Gradiente Coniugato per risolvere il sistema Ax = b, allora,
fissato  > 0, dopo un numero k di iterazioni, dato da
k = m+
⌈
log(2/)
2
√
b
a
⌉
l’algoritmo produce una soluzione xk tale che
‖xk −A−1b‖A ≤ ‖A−1b‖.
Dall’analisi dell’errore, emerge che se gli autovalori sono tutti raggruppati
vicino ad 1 allora il metodo converge in pochi passi. Se λ1
λn
>> 1, allora diven-
ta necessario eseguire tute le n iterazioni per ottenere la soluzione. Ecco quin-
di che il metodo del gradiente coniugato puo` essere migliorato introducendo
dei precondizionatori che accelerano la velocita` di convergenza.
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4.2.2 Precondizionamento per il metodo del Gradiente
Coniugato
Il precondizionamento e` una tecnica ideata per accelerare la convergenza
del metodo del gradiente coniugato e si basa sulla seguente idea: si cerca una
matrice P tale che P−1A abbia lo spettro il piu` possibile addensato vicino
ad 1. In questo modo, invece di applicare il metodo del gradiente coniugato
al sistema iniziale, possiamo farlo al sistema equivalente
P−1Ax = P−1b. (4.31)
Il residuo sk del metodo del gradiente coniugato precondizionato rispetto
a quello del metodo originale e` legato dall’espressione
sTk sk = z
T
k rk, (4.32)
dove abbiamo definito
zk = P
−1rk, (4.33)
(vedi [5] pp. 281-283). In definitiva il k-esimo passo del metodo del gradiente
coniugato precondizionato puo` essere cos`ı riassunto:
• Mentre rk 6= 0 calcola
• zk = P−1rk
• βk = z
T
k rk
zTk−1rk−1
• pk = zk + βkpk−1
• αk = z
T
k rk
pTkApk
• xk+1 = xk + αkpk
• rk+1 = rk − αkApk
L’errore di approssimazione per questa versione del metodo e` formalmente
lo stesso del metodo originale, solo che la matrice del sistema non e` piu` A ma
P−1A. Quindi tanto piu` gli autovalori di P−1A sono raggruppati vicino ad
1, tanto piu` veloce e` la convergenza. Infatti se P−1 = A−1 allora da (4.30)
abbiamo che il metodo converge in un solo passo.
Quando le matrici in gioco hanno dimensioni elevate, come nel nostro
caso delle immagini e` fondamentale trovare dei precondizionatori efficienti
che ci permettano di risalire alla soluzione del problema in breve tempo.
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4.2.3 Applicazione del metodo al problema
A questo punto vogliamo applicare il metodo del gradiente coniugato
precondizionato al nostro problema dell’elaborazione dei segnali e della ri-
focatura delle immagini digitali. Consideriamo il caso monodimensionale in
assenza di rumore. Il sistema che vogliamo risolvere e` dato da
Af = g (4.34)
dove A e` la matrice di Toeplitz definita in (1.4). Il metodo del gradiente
coniugato si applica a matrici quadrate definite positive, per questo non
possiamo implementare l’algoritmo direttamente. Per utilizzare il gradiente
coniugato operiamo nel seguente modo. Passiamo a risolvere il sistema
AATy = g
e una volta trovato y poniamo
f = ATy.
In questo modo risulta f = AT (AAT )−1g e quindi, grazie alla (4.4) si
ha f = A+g, cioe` la soluzione di minima norma di (4.34). Si osservi che
la matrice B = AAT e` una matrice quadrata definita positiva, quindi per
il metodo del gradiente coniugato valgono le condizioni di applicabilita` e le
proprieta` di convergenza. Inoltre, svolgendo il prodotto tra matrici, ci si
accorge che la matrice B risulta essere simmetrica e di Toeplitz. Quindi,
esiste un vettore (h0, . . . , hk) con k ≤ n tale hk 6= 0 e B = T(v) matrice di
Toeplitz simmetrica la cui prima colonna e` data da v = (h0, . . . , hk, 0, . . . , 0)
T .
Per trovare dei precondizionatori adatti abbiamo bisogno di matrici P tali
che gli autovalori di P−1B siano raggruppati vicino ad 1 e che siano facilmente
invertibili. Per garantire la facile inversione, la scelta della matrice P puo`
essere fatta tra le matrici appartenenti ad un’algebra matriciale associata ad
una Trasformata Discreta ψ. Inoltre possiamo imporre che P renda minima
‖Q − B‖ tra tutte le matrici Q appartenenti all’algebra associata a ψ. Un
precondizionatore cos`ı definito si chiama precondizionatore ottimale basato
sulla trasformata discreta ψ.
Le matrici che si generano imponendo le varie condizioni al contorno ana-
lizzate in precedenza e relative alla risposta all’impulso simmetrica data da
(hk, . . . , h0, . . . , hk) sono tutte precondizionatori ottimali basate sulle rispet-
tive trasformate discrete associate. La matrice che si ottiene imponendo le
condizioni al contorno periodiche e` il precondizionatore che minimizza sia
‖Q − B‖1 che ‖Q − B‖∞ tra tutte le matrici Q diagonalizzabili tramite la
trasformata discreta di Fourier (vedi [8]). Per quanto riguarda, invece, la
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matrice che si ottiene dalle condizioni al contorno riflettenti, questa minimiz-
za ‖Q − B‖F tra tutte la matrici Q appartenenti all’algebra associata alla
trasformata discreta del coseno del III tipo (vedi [19]). Se, invece, si con-
siderano le condizioni al contorno antiriflettenti, la matrice che minimizza
‖Q−B‖F tra tutte le matrici Q diagonalizzabili dalla Trasformata Discreta
del seno del I tipo e` data dalla sottomatrice Â definita in (2.16) (vedi [21]).
Risultati analoghi si ottengono nel caso bidimensionale delle immagini.
4.3 Regolarizzazione
La Regolarizzazione e` un metodo che serve a controllare l’amplificazione
delle componenti in alta frequenza, e quindi anche quelle del rumore. In-
fatti, a seconda della risposta all’impulso o della PSF, la matrice generata
dalle condizioni al contorno puo` risultare singolare o prossima alla singola-
rita`. Gli autovalori prossimi a zero della matrice nel processo di inversione
(generalizzato) causano l’amplificazione delle componenti della soluzione lun-
go i corrispondenti autovettori e quindi anche le componenti del rumore in
quei sottospazi. Le tecniche di regolarizzazione servono a contenere queste
amplificazioni indesiderate.
Esistono vari tipi di regolarizzazione, tra cui quello classico di Tikhonov
(vedi [14] p. 117). Con questo metodo, il sistema A(BC)f (BC) = g viene
sostituito da
(A(BC) + λH)f
(BC)
(λ) = g
dove H e` una matrice detta di regolarizzazione (la scelta piu` semplice e`
porre H = I) e 0 < λ < 1 parametro di regolarizzazione. Supponendo che
A(BC) = Q−1DQ con D matrice diagonale e che H = I, si ha che
(A(BC) + λI)−1 = (QDQ−1 − λQQ−1)−1 = Q(D + λI)−1Q−1
e da qui gli autovalori di (A(BC) +λI)−1 sono dati da (di+λ)−1, dove [D]i,i =
di. Quindi se esiste un autovalore di << λ prossimo a zero, allora si ha
(di + λ)
−1 ≈ (λ)−1, ed in questo modo abbiamo limitato l’amplificazione
eccessiva di alcune componenti della soluzione.
La scelta del parametro λ e` fondamentale, infatti, se questo e` prossimo
a zero, allora non riusciamo a contenere la crescita di alcune componenti,
mentre se λ e` prossimo ad uno, la soluzione risulta ancora sfocata poiche`
non vengono amplificate le alte frequenze, che in un’immagine rappresentano
principalmente i dettagli di quest’ultima.
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4.4 Risfocatura
Finora abbiamo studiato il problema della rifocatura di segnali o immagini
digitali in assenza di rumore. Supponiamo adesso µ 6= 0. Nonostante la
presenza di rumore, il sistema puo` essere risolto con tutti i metodi visti
precedentemente, ovvero risolviamo
Afµ = gµ
dove gµ = g − µ ed A e` la matrice data da (1.4). Quindi la soluzione e` data
da
fµ = A
+gµ = A
+g −A+µ.
Le matrici di sfocatura definite da PSF che trasformano un punto lumi-
noso in una macchia sfumata, hanno l’effetto di attenuare le alte frequenze,
cioe` i dettagli di un’immagine, lasciando inalterate le basse frequenze. Le
inverse o inverse generalizzate di tali matrici hanno l’effetto di esaltare le
alte frequenze di un’immagine ripristinando, quindi, i dettagli di quest’ulti-
ma. Generalmente, pero`, il rumore µ presente in un’immagine e` costituito
principalmente da alte frequenze, per cui il vettore A+µ puo` essere di norma
molto elevata e quindi alterare completamente la qualita` dell’immagine fµ
calcolata. Nonostante questo, proprio perche` il rumore e` costituito da alte
frequenze, la matrice di sfocatura, oltre ai dettagli dell’immagine, attenua
anche quest’ultimo. Su questa proprieta` si sviluppa il metodo della Risfo-
catura (vedi [12] p. 2042). Questo metodo viene usato combinandolo con
un’opportuna regolarizzazione.
Analizziamo piu` in dettaglio questo metodo, considerando il sistema ge-
nerato dall’imposizione delle condizioni al contorno e affetto da rumore dato
da
A(BC)f (BC) + µ = g. (4.35)
Se la matrice A(BC) e` invertibile, allora il sistema (4.35) e` equivalente a(
A(BC)
)2
f (BC) + A(BC)µ = A(BC)g. (4.36)
In generale possiamo scrivere il sistema (4.35) in modo equivalente come(
A(BC)
)m+1
f (BC) +
(
A(BC)
)m
µ =
(
A(BC)
)m
g. (4.37)
Quindi, quando la matrice A(BC) e` invertibile, la soluzione di (4.35) cal-
colata algebricamente e` la medesima di quella calcolata con (4.37). Questo,
pero`, accade solo se la soluzione viene calcolata esattamente, mentre quando
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i sistemi (4.35) e (4.37) vengono regolarizzati, le soluzioni non coincidono
piu`. Per essere precisi, regolarizzando il sistema (4.35) si ottiene
f (BC) =
(
A(BC) + λ1I
)−1
(g − µ),
mentre nel caso del sistema (4.37)
f (BC) =
((
A(BC)
)m+1
+ λmI
)−1 (
A(BC)
)m
(g − µ).
Regolarizzando opportunamente il sistema, si ha che la soluzione di (4.37)
risulta meno affetta da rumore rispetto a quella calcolata da (4.35) (per
maggiori dettagli si veda [12]). Nel paragrafo 5.2 confronteremo i risultati
ottenuti con e senza il metodo della Risfocatura per valutarne gli effettivi
vantaggi nel restauro delle immagini digitali.
Nella pratica, la k−esima iterazione del metodo della Risfocatura viene
applicata nel seguente modo. Dato il segnale misurato ĝ, che in generale
potrebbe contenere del rumore, si calcola g˜ =
(
A(BC)
)k
ĝ, dove A(BC) e` la
matrice del sistema ottenuto imponendo le condizioni al contorno. Infine si
risolve il sistema regolarizzato((
A(BC)
)k+1
+ λkI
)
f (BC) = g˜. (4.38)
Poiche`, nel caso delle condizioni al contorno periodiche, riflettenti e anti-
riflettenti, la matrice A(BC) appartiene ad un’algebra di matrici, allora anche(
A(BC)
)k+1
+ λkI appartiene alla stessa algebra. Quindi e` possibile risolvere
il sistema (4.38) con i metodi diretti analizzati nei paragrafi 4.1.3, 4.1.4 e
4.1.5.
4.5 Effetto Gibbs
4.5.1 Descrizione
L’effetto Gibbs o ringing effect e` un particolare artefatto presente nella
soluzione calcolata del problema, ed e` dovuto alla presenza di forti disconti-
nuita` nell’immagine originale (linee di contrasto) che per ragioni algoritmiche
vengono esplicitamente o implicitamente approssimate con troncamenti di
serie di Fourier (vedi [23]). Per esempio, consideriamo la funzione “onda
quadra” definita da
f(x) =

pi
4
x ∈ ]2pin, 2pi(n+ 1)[ , ∀n ∈ Z
−pi
4
x ∈ ]2pi(n+ 1), 2pi(n+ 2)[ , ∀n ∈ Z
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Figura 4.1: Onda quadra
(a) Troncamento a 10 termini (b) Troncamento a 100 termini
Figura 4.2: Sviluppo in serie di Fourier troncato dell’onda quadra
e rappresentata in figura 4.1. Lo sviluppo in serie di Fourier di f(x) e` dato
da
sin(x) +
1
3
sin(3x) +
1
5
sin(5x) + . . .
Le figure 4.2a e 4.2b ci mostrano il grafico dello sviluppo in serie di Fourier
considerando rispettivamente solo i primi 10 e 100 termini.
Dalle figure precedenti possiamo notare come in corrispondenza del gradi-
no si formano delle oscillazioni. Questo e` proprio l’effetto Gibbs. Nel caso
delle immagini queste oscillazioni corrispondono a degli “echi” in cui la linea
di contrasto si ripete piu` volte in modo sempre piu` attenuato.
L’uso di condizioni al contorno puo` generare l’effetto Gibbs, poiche` in-
troduce delle discontinuita` e quindi linee di contrasto lungo il bordo dell’im-
magine.
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Figura 4.3: Esempio di immagine con effetto Gibbs lungo il bordo
Nella figura 4.3, che rappresenta un’immagine rimessa a fuoco utilizzan-
do le condizioni al contorno periodiche (per maggiori dettagli vedi paragrafo
5.1.1), possiamo notare la comparsa dell’effetto Gibbs al bordo. In alcuni
casi, quando la discontinuita` e` molto elevata, questo effetto puo` coprire com-
pletamente l’immagine, rendendola quindi incomprensibile. Quando questo
accade, un modo per poterlo ridurre e` quello di regolarizzare opportuna-
mente il problema, anche se in questo modo, la precisione della soluzione
viene ridotta. Quando, invece, questo effetto e` limitato al bordo, e` possibile
ridurre questi artefatti utilizzando una semplice ma efficace accortezza che
chiameremo Metodo del Bordo Aggiunto.
4.5.2 Metodo del Bordo Aggiunto
Consideriamo il caso bidimensionale delle immagini digitali. Il Metodo
del Bordo Aggiunto si basa su una semplice osservazione fatta sulla soluzione
del nostro problema quando e` presente l’effetto Gibbs lungo il bordo. Quando
questo accade, la parte centrale della soluzione non risulta essere deturpata
da questo rumore. Quindi, se ci limitiamo a considerare solo la porzione cen-
trale dell’immagine ricostruita, questa risulta effettivamente rimessa a fuoco
senza artefatti aggiunti. Consideriamo, allora, un’immagine piu` grande di
quella precedente, che abbia come parte centrale l’immagine che vogliamo
effettivamente rimettere a fuoco. Se il bordo e` abbastanza grande, l’effet-
to Gibbs si manifestera` solo su quella parte del bordo, non intaccando la
porzione centrale che contiene l’immagine che vogliamo rimettere a fuoco.
In definitiva, quindi, data un’immagine sfocata che vogliamo rifocare,
dobbiamo cercare di bordarla in modo che l’effetto Gibbs nella soluzione del
problema ampliato non deturpi la parte centrale contenente la vera soluzione
che ci interessa. Per questo motivo abbiamo chiamato questo metodo il
Metodo del Bordo Aggiunto.
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Analizziamo piu` in dettaglio questo metodo. Per semplicita`, consideriamo
il caso monodimensionale ed in assenza di rumore (il caso bidimensionale e in
presenza di rumore sara` analogo). Dato il segnale g = (g1, . . . , gn)
T , vogliamo
ricostruire il segnale originale f = (f1−k, . . . , fn+k)T relativo al sistema di
Toeplitz sottodeterminato
Af = g
con A matrice di sfocatura n × (n + 2k) relativa alla risposta all’impulso
h = (h−k, . . . , hk). Con il metodo del bordo aggiunto si passa a risolvere un
sistema analogo al precedente, ma “ampliato”. Per essere precisi, fissato un
intero m positivo, risolveremo il sistema di Toeplitz sottodeterminato
Âf̂ = ĝ, (4.39)
dove Â e` la matrice di sfocatura (n + 2m) × (n + 2k + 2m) relativa alla
risposta all’impulso h, f̂ = (f̂1−k−m, . . . , f̂n+k+m)T e ĝ = (ĝ1−m, . . . , ĝn+m)T
con ĝi = gi per i = 1, . . . , n. Per risolvere il sistema (4.39) abbiamo bisogno
di imporre delle condizioni al contorno sul vettore f̂ , dovute al fatto che il
sistema e` sottodeterminato, e delle altre condizioni sul vettore ĝ per poter
calcolare gli elementi ĝ1−j e ĝn+j per j = 1, . . . ,m. Quest’ultime condizioni
sul prolungamento ĝ di g sono ottenute imponendo le stesse condizioni ap-
plicate al vettore f studiate nel Capitolo 2 (vedi formule (2.1), (2.4), (2.7) e
(2.12)).
Una volta imposte le condizioni al contorno, risolviamo il sistema, cal-
colando il vettore f̂ , ed infine ricaviamo la porzione di soluzione che ci
interessa ponendo fi = f̂i per i = 1− k, . . . , n+ k.
Abbiamo gia` trattato nel capitolo 2 le varie condizioni al contorno che si
possono imporre al vettore f̂ ed i relativi sistemi che ne derivano. Inoltre,
anche per quanto riguarda il vettore ĝ possiamo scegliere tra le medesime
condizioni. Dobbiamo, pero`, osservare la differenza tra le condizioni per il
vettore f̂ e quelle per il vettore ĝ. Le condizioni da imporre al vettore f̂
servono a generare la matrice del sistema
Â(BC)f̂ (BC) = ĝ (4.40)
in modo che quest’ultimo sia facilmente risolubile (per esempio sfruttando le
Trasformate Discrete). Per quanto riguarda il vettore ĝ, invece, sono necessa-
rie delle condizioni che rendano il segnale “continuo”, questo perche` il nostro
scopo e` quello di ridurre l’effetto Gibbs che accentua le linee di contrasto
dovute a discontinuita` nel segnale. Infatti, nella figura 4.4a, possiamo notare
che, quando vengono usate delle condizioni “discontinue”, come per esem-
pio quelle di Dirichlet, l’effetto Gibbs viene accentuato rispetto all’immagine
calcolata senza il metodo del bordo aggiunto (Figura 4.3).
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(a) Soluzione calcolata con le condizioni
di Dirichlet imposte al vettore ĝ
(b) Soluzione calcolata con le condizioni
antiriflettenti imposte al vettore ĝ
Figura 4.4: Immagine rimessa a fuoco con il metodo del bordo aggiunto con m = 40
avendo imposto le condizioni al contorno periodiche al vettore f̂
Utilizzando, invece, delle condizioni “continue”, come quelle antiriflet-
tenti, il metodo funziona perfettamente, ed il risultato e` visibile nella Figura
4.4b.
Nel capito 5 confronteremo i risultati sperimentali ottenuti risolvendo il
problema del restauro delle immagini digitali utilizzando alcuni metodi di ri-
soluzione e le varie tecniche aggiuntive viste in questo capitolo. Inoltre, anal-
izzeremo sperimentalmente l’efficacia del metodo del bordo aggiunto, con-
frontando le soluzioni ottenute con le varie tecniche risolutive rispettivamente
con e senza l’ausilio di questo metodo.
Capitolo 5
Sperimentazione Numerica
In questo capitolo descriveremo i risultati della sperimentazione numerica
relativa al restauro di immagini svolto utilizzando i diversi metodi studiati
nel capitolo precedente.
Data un’immagine sfocata, della quale conosciamo la PSF, il nostro scopo
sara` quello di rimetterla a fuoco nel miglior modo possibile. Per fare cio`
utilizzeremo i metodi diretti relativi alle condizioni al contorno periodiche,
riflettenti e antiriflettenti, il metodo iterativo del gradiente coniugato classico
e precondizionato utilizzando diversi precondizionatori. Inoltre, per ognuno
di questi, valuteremo le differenze delle soluzioni ottenute utilizzando o meno
il metodo del bordo aggiunto.
Procediamo nel seguente modo. Data l’immagine digitale F ed il rumore
µ costruiamo l’immagine digitale G mediante la relazione
Avec(F) + vec(µ) = vec(G),
dove vec(X) e` il vettore colonna ottenuto trasponendo e giustapponendo le
righe della matrice X e la matrice A e` la matrice di Toeplitz a blocchi con
blocchi di Toeplitz generata dalla PSF H.
Abbiamo preso in considerazione la classe delle PSF Gaussiane, comune-
mente considerate in letteratura (per esempio vedi [19] pp. 861,862) e date
dalla matrice H = [hi,j] di dimensione (2k + 1)× (2k + 1), dove
hi,j = ce
−α
√
i2+j2 i, j = −k, . . . , k.
al variare di α e dove c e` tale che
∑
i,j hi,j = 1. Gli esperimenti numerici
seguenti sono stati sviluppati considerando α = 0.6 e k = 5.
Inoltre, per quanto riguarda il metodo del Bordo Aggiunto, in base a
quanto visto nel paragrafo 4.5.2, ci limiteremo ad effettuare sperimentazioni
utilizzando solo le condizioni antiriflettenti per costruire l’immagine bordata
ĝ con un’ampliamento di 40 pixel per lato.
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(a) Immagine originale (b) Immagine sfocata
Figura 5.1: Immagine originale e sfocata utilizzando α = 0.6, c = 1 e k = 5.
(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.2: Immagine rimessa a fuoco con il metodo diretto utilizzando le
condizioni al contorno periodiche senza regolarizzazione
5.1 Sperimentazione in assenza di rumore
5.1.1 Metodi diretti
Condizioni al contorno classiche
In questo paragrafo risolveremo il nostro problema in assenza di ru-
more tramite i metodi diretti relativi alle condizioni al contorno periodiche,
riflettenti, ed antiriflettenti, visti nel capitolo 4.
Cominciamo con la risoluzione tramite il metodo diretto utilizzando quello
relativo alle condizioni al contorno periodiche. Abbiamo risolto il problema
senza utilizzare una regolarizzazione, ed i risultati ottenuti sono visibili nelle
Figure 5.2a e 5.2b.
Come possiamo osservare nella Figura 5.2a, lungo il bordo e` presente l’ef-
fetto Gibbs mentre la parte centrale l’immagine e` rimessa a fuoco corretta-
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(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.3: Immagine rimessa a fuoco con il metodo diretto utilizzando le
condizioni al contorno riflettenti senza regolarizzazione in assenza di rumore
(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.4: Immagine rimessa a fuoco con il metodo diretto utilizzando le
condizioni al contorno antiriflettenti senza regolarizzazione in assenza di rumore.
mente. Abbiamo utilizzato, allora, il metodo del bordo aggiunto, allargando
l’immagine di 40 pixel per lato utilizzando le condizioni al contorno antiri-
flettenti per costruirlo. Risolvendo il sistema con gli stessi parametri e con lo
stesso metodo utilizzato per ottenere la Figura 5.2a, il risultato che si ottiene
e` visibile nella Figura 5.2b. Come possiamo osservare l’effetto Gibbs non e`
piu` visibile e l’immagine risulta rimessa a fuoco anche lungo il bordo.
Utilizziamo adesso altri metodi di risoluzione diretti, ovvero quelli derivati
rispettivamente dall’imposizione delle condizioni al contorno riflettenti e anti-
riflettenti. Come possiamo vedere dalle figure 5.3a e 5.4a, l’immagine sfocata
viene rimessa a fuoco correttamente, ed il risultato e` molto soddisfacente e la
presenza dell’effetto Gibbs in queste immagini e` praticamente impercettibile.
Solo lungo il bordo sinistro dell’immagine 5.3a generata considerando le con-
dizioni al contorno riflettenti, si notano delle leggere imperfezioni, che nell’im-
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(a) Immagine rifocata con condizioni
generate dalla DCT-I
(b) Immagine rifocata con condizioni
generate dalla DCT-IV
(c) Immagine rifocata con condizioni
generate dalla DST-II
(d) Immagine rifocata con condizioni
generate dalla DST-IV
Figura 5.5: Immagine rifocata con le nuove condizioni al contorno senza
regolarizzazione
magine in Figura 5.3b ottenuta con il metodo del bordo aggiunto, non sono
piu` presenti. Per quanto riguarda la risoluzione con il metodo diretto relativo
alle condizioni al contorno antiriflettenti le immagini in Figura 5.4a e 5.4b
mostrano come, sia con il metodo del Bordo Aggiunto che senza, la soluzione
risulta molto accurata.
Nuove condizioni al contorno create tramite le Trasformate Dis-
crete
Di seguito riportiamo dei risultati sperimentali ottenuti dall’utilizzo delle
nuove condizioni al contorno generate imponendo che la matrice del sistema
sia diagonalizzabile tramite una ben precisa Trasformata Discreta. Risolven-
do i sistemi con metodi di risoluzione diretti relativi alle trasformate discrete
del coseno del I e del IV tipo e del seno del II e del IV tipo, possiamo vedere
i rispettivi risultati ottenuti nelle figure 5.5a, 5.5b, 5.5c e 5.5d. Per quanto
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(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.6: Immagine rimessa a fuoco con il metodo del gradiente coniugato
classico con 10 iterazioni senza regolarizzazione.
riguarda l’immagine 5.5a, questa e` stata rimessa a fuoco con risultati molto
soddisfacenti a parte qualche imperfezione al bordo. Le altre, invece, pre-
sentano una notevole presenza dell’effetto Gibbs al bordo. Analizzando la
struttura della matrice del sistema relativa alle altre immagini, data dalla
somma di una matrice di Toeplitz e una di Hankel, si scopre che l’effet-
to Gibbs e` legato alla presenza di termini negativi nella matrice di Hankel
considerata. Infatti prendendo in esame la matrice in (3.27) utilizzata per
ottenere l’immagine 5.5b, si scopre che la matrice di Hankel ha termini ne-
gativi nella parte inferiore destra, proprio nella stessa zona dove e` comparso
l’effetto Gibbs. Questo corrisponde al fatto che le condizioni al contorno
associate introducono discontinuita` proprio lungo quel bordo (infatti e` bene
osservare che, se quella matrice di Hankel avesse tutti i termini positivi, al-
lora la matrice del sistema sarebbe quella generata imponendo le condizioni
al contorno riflettenti, le quali creano una sorta di continuita` al bordo).
5.1.2 Metodi iterativi del Gradiente Coniugato
Passiamo adesso ad analizzare come il metodo iterativo del gradiente co-
niugato risolve il nostro problema. Consideriamo inizialmente il gradiente co-
niugato classico, cioe` senza precondizionamento. Abbiamo fermato l’algorit-
mo dopo sole 10 iterazioni ed il risultato e` visibile nella figura 5.6a. Come pos-
siamo vedere l’immagine non risulta ancora rimessa a fuoco, poiche` il numero
di iterazioni e` troppo basso affinche` il metodo giunga alla soluzione. Inol-
tre, lungo il bordo, possiamo notare delle linee parallele ai margini dell’im-
magine dovute all’effetto Gibbs. Utilizzando il metodo del bordo aggiunto
con un ampliamento di 40 pixel per lato, nella figura 5.6b si puo` notare
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(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.7: Immagine rimessa a fuoco con il metodo del gradiente coniu-
gato precondizionato con precondizionatore circolante con 10 iterazioni senza
regolarizzazione
(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.8: Ingrandimento dell’immagine rimessa a fuoco con il metodo del gradi-
ente coniugato precondizionato con precondizionatore circolante con 10 iterazioni
senza regolarizzazione
come queste linee siano praticamente scomparse anche se l’immagine resta
comunque ancora sfocata.
Consideriamo, adesso, il metodo del gradiente coniugato precondizionato
con precondizionatore circolante. La matrice che viene utilizzata per precon-
dizionare il sistema e` la stessa che si ottiene quando nel metodo diretto si
considerano le condizioni al contorno periodiche. Il metodo viene arrestato
sempre dopo 10 iterazioni, e nella figura 5.7a si puo` notare come, a differenza
del metodo classico, l’immagine venga rimessa a fuoco con ottimi risultati.
Anche in questo caso lungo il bordo si nota l’effetto Gibbs e, nella figura
5.7b, possiamo osservare il risultato sfruttando il metodo del bordo aggiunto
con un ampliamento di 40 pixel per lato. La differenza tra questi due risul-
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(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.9: Immagine rimessa a fuoco con il metodo del gradiente coniugato pre-
condizionato con precondizionatore diagonalizzabile tramite la DCT-III con 10
iterazioni senza regolarizzazione
(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.10: Ingrandimento dell’immagine rimessa a fuoco con il metodo del gra-
diente coniugato precondizionato con precondizionatore diagonalizzabile tramite
la DCT-III con 10 iterazioni senza regolarizzazione
tati e` ancora piu` evidente in un ingrandimento dell’angolo superiore sinistro,
effettuato nelle figure 5.8a e 5.8b.
Passiamo, adesso, a considerare i risultati ottenuti utilizzando come pre-
condizionatore quello ottenuto dalle condizioni al contorno riflettenti. La
matrice che viene utilizzata per precondizionare il sistema e` la stessa che si
ottiene quando nel metodo diretto si considerano le condizioni al contorno
riflettenti. Anche in questo caso, come si puo` notare delle figure 5.9a e 5.9b,
l’immagine viene rimessa a fuoco correttamente e la leggera imperfezione al
bordo viene eliminata con il metodo del bordo aggiunto con un ampliamento
di 40 pixel per lato. Nelle figure 5.10a e 5.10b, ritraenti un ingrandimento
dell’angolo superiore sinistro, possiamo notare piu` in dettaglio la differenza
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(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.11: Immagine rimessa a fuoco con il metodo del gradiente coniugato
precondizionato con precondizionatore diagonalizzabile tramite la DST-I con 10
iterazioni senza regolarizzazione
(a) Senza il Metodo del Bordo Aggiunto (b) Con il Metodo del Bordo Aggiunto
Figura 5.12: Ingrandimento dell’immagine rimessa a fuoco con il metodo del gra-
diente coniugato precondizionato con precondizionatore diagonalizzabile tramite
la DST-I con 10 iterazioni senza regolarizzazione
tra i due risultati.
L’ultimo precondizionatore che abbiamo utilizzato e` legato alle condizioni
al contorno antiriflettenti. Per essere precisi, la matrice utilizzata come
precondizionatore e` la sottomatrice Â della matrice del sistema derivante
dall’imposizione delle condizioni al contorno antiriflettenti e definita in (2.16).
Analogamente ai casi precedenti e da come si puo` notare delle figure 5.11a
e 5.11b, l’immagine viene rimessa a fuoco correttamente e la leggera imper-
fezione al bordo viene eliminata con il metodo del bordo aggiunto con un
ampliamento di 40 pixel per lato. Le figure 5.12a e 5.12b ritraggono un
ingrandimento dell’angolo superiore sinistro, dove e` possibile notare piu` in
dettaglio la scomparsa del disturbo al bordo.
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(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
(c) Parametro di regolarizzazione 0.005,
1 iterazione del metodo della Risfocatura
(d) Parametro di regolarizzazione 10−4,
2 iterazione del metodo della Risfocatura
Figura 5.13: Immagine rimessa a fuoco utilizzando le condizioni al contorno
periodiche in presenza di rumore
5.2 Sperimentazione in presenza di rumore
Analizziamo adesso gli esperimenti effettuati in presenza di rumore µ.
Abbiamo effettuato questa sperimentazione considerando, come rumore, una
matrice i cui elementi sono stati scelti casualmente nell’intervallo [−5, 5].
Poiche` le immagini usate si basano sullo standard PNM (Portable aNy Map)
dove i pixel che costituiscono l’immagine hanno valori compresi tra 0 e 255,
l’errore introdotto e` al piu` del 2%
In questa sperimentazione ci concentreremo principalmente sui risultati
ottenuti con l’utilizzo dei metodi della Regolarizzazione e della Risfocatura
visti rispettivamente nei paragrafi 4.3 e 4.4.
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(a) Parametro di regolarizzazione 10−4,
senza Risfocatura
(b) Parametro di regolarizzazione 10−4,
1 iterazione del metodo della Risfocatura
Figura 5.14: Immagine rimessa a fuoco utilizzando le condizioni al contorno
periodiche in presenza di rumore
(a) Parametro di regolarizzazione 0.005,
1 iterazione del metodo della Risfocatura
(b) Parametro di regolarizzazione 10−4,
2 iterazione del metodo della Risfocatura
Figura 5.15: Immagine rimessa a fuoco utilizzando le condizioni al contorno perio-
diche in presenza di rumore con il metodo del bordo aggiunto con un ampliamento
di 40 pixel
5.2.1 Metodi diretti
Cominciamo l’analisi dei metodi diretti con la risoluzione ottenuta uti-
lizzando le condizioni al contorno periodiche. Nella Figura 5.13a possiamo
osservare l’immagine rimessa a fuoco senza utilizzare una regolarizzazione,
ne` il metodo della risfocatura.
Il rumore viene amplificato notevolmente, rendendo l’immagine completa-
mente deturpata. Abbiamo, allora, regolarizzato opportunamente il sistema,
scegliendo il parametro di regolarizzazione in modo che il rumore non venga
amplificato eccessivamente.
Nella Figura 5.13b possiamo osservare l’immagine ottenuta utilizzando
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(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
(c) Parametro di regolarizzazione 0.005,
1 iterazione del metodo della Risfocatura
(d) Parametro di regolarizzazione 10−4,
2 iterazione del metodo della Risfocatura
Figura 5.16: Immagine rimessa a fuoco utilizzando le condizioni al contorno
riflettenti in presenza di rumore
la regolarizzazione con parametro pari a 0.1. Il rumore, in questo caso, non
sovrasta piu` l’immagine, ma questa, a causa del parametro di regolarizzazione
troppo elevato, risulta ancora un po’ sfocata. A questo punto analizziamo i
risultati ottenuti utilizzando il metodo della risfocatura.
Nelle Figure 5.13c 5.13d possiamo osservare l’immagine rimessa a fuoco
utilizzando rispettivamente una e due iterazioni del metodo della risfocatura.
Le Figure mostrano come ad ogni iterazione di questo metodo, l’immagine
rimessa a fuoco risulta piu` dettagliata ed il rumore rimane comunque abba-
stanza contenuto. Inoltre, dall’analisi sperimentale, abbiamo notato come ad
ogni iterazione del metodo della risfocatura, possiamo scegliere un parametro
di regolarizzazione piu` basso, rendendo cos`ı l’immagine sempre piu` precisa.
I parametri di regolarizzazione sono stati scelti in modo che la soluzione
ottenuta sia la migliore possibile. Infatti dalle Figure 5.14a e 5.14b possiamo
notare come i risultati ottenuti con lo stesso parametro di regolarizzazione
della Figura 5.13d siano pesantemente affette da rumore.
CAPITOLO 5. SPERIMENTAZIONE NUMERICA 89
(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
(c) Parametro di regolarizzazione 0.005,
1 iterazione del metodo della Risfocatura
(d) Parametro di regolarizzazione 10−4,
2 iterazione del metodo della Risfocatura
Figura 5.17: Immagine rimessa a fuoco utilizzando le condizioni al contorno
antiriflettenti in presenza di rumore
Inoltre, dalle Figure 5.13b, 5.13c e 5.13d, possiamo notare l’effetto Gibbs
al bordo. Utilizzando il metodo del bordo aggiunto con un’ampliamento di
40 pixel per lato riusciamo ad eliminare gli artefatti dovuti a questo effetto.
Infatti, nelle Figure 5.15a e 5.15b ottenute con parametri analoghi a quelli
utilizzati per le Figure 5.13c e 5.13d ma con l’aggiunta del metodo del bordo
aggiunto, possiamo notare come gli artefatti siano scomparsi.
Analizziamo adesso i risultati ottenuti utilizzando come metodo di riso-
luzione quello ottenuto sfruttando le condizioni al contorno riflettenti.
I risultati ottenuti sono riportati nelle Figure 5.16a, 5.16b, 5.16c e 5.16d.
Questi sono stati realizzati utilizzando gli analoghi parametri del caso delle
condizioni al contorno periodiche ed anche le conclusioni che possiamo trarre
sono analoghe. Per quanto riguarda l’utilizzo di questi parametri, nonostante
siano stati scelti in base a quelli utilizzati precedentemente, questi risultano
ancora essere quelli ottimali.
Passiamo, adesso, ad analizzare i risultati ottenuti con il metodo risolu-
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(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
Figura 5.18: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore circolante con 4 iterazioni in presenza
di rumore
tivo legato alle condizioni al contorno antiriflettenti. Possiamo osservare le
immagini ottenute nelle Figure 5.17a, 5.17b, 5.17c e 5.17d. I parametri scelti
sono gli analoghi dei casi precedenti e lo stesso si puo` dire per le immagini
ottenute. Infatti confrontando le tre tecniche risolutive utilizzate, possiamo
notare come le soluzioni ottenute con gli stessi parametri siano tra loro prati-
camente identiche. L’unica differenza visibile sta nell’effetto Gibbs presente
nell’immagine ottenuta con l’utilizzo delle condizioni al contorno periodiche,
poiche` questo effetto, presente anche nel caso senza rumore, e` dovuto proprio
all’utilizzo di questo tipo di condizioni al contorno.
5.2.2 Metodi iterativi del Gradiente Coniugato
Analizziamo, adesso, i risultati ottenuti utilizzando come tecnica risolu-
tiva, il gradiente coniugato precondizionato. Abbiamo tralasciato il metodo
del gradiente coniugato classico, poiche`, anche in assenza di rumore, questo
metodo converge molto lentamente.
Cominciamo la nostra analisi dal metodo del gradiente coniugato pre-
condizionato con precondizionatore circolante. Nella Figura 5.18a possiamo
osservare come con sole 4 iterazioni, senza l’utilizzo di regolarizzazione ne` del
metodo della risfocatura, il rumore nell’immagine risulta molto amplificato.
Nella Figura 5.18b abbiamo posto una regolarizzazione, scegliendo come
parametro il valore 0.1. In questo modo il rumore non viene amplificato
molto, ma l’immagine risulta ancora sfocata. Imponendo un parametro piu`
basso, o eseguendo un maggior numero di iterazioni, il rumore nell’immagine
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(a) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, senza metodo del bordo aggiunto
(b) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, con metodo del bordo aggiunto
Figura 5.19: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore circolante con 16 iterazioni in presenza
di rumore
diventa molto piu` marcato. Abbiamo, allora, applicato una iterazione del
metodo della risfocatura.
Nella Figura 5.19a possiamo osservare il risultato ottenuto utilizzando
una iterazione del metodo della risfocatura, scegliendo come parametro di
regolarizzazione il valore 10−5 e fissando le iterazioni del metodo del gradiente
coniugato a 16. L’immagine risulta molto piu` accurata anche rispetto alle
due precedenti.
Nella Figura 5.19b, invece, possiamo osservare il risultato ottenuto con
gli stessi parametri dell’immagine in Figura 5.19a con l’aggiunta del metodo
del bordo aggiunto con un ampliamento di 40 pixel per lato. Anche in questo
caso, il metodo del bordo aggiunto riesce a far scomparire gli artefatti lungo
in bordo.
Passiamo adesso ad analizzare il metodo del gradiente coniugato pre-
condizionato con precondizionatore diagonalizzabile tramite la Trasformata
Discrete del coseno del III tipo. Cos`ı come nel caso precedente abbiamo cal-
colato la soluzione senza utilizzare alcuna regolarizzazione e senza il metodo
della risfocatura. Il risultato ottenuto e` rappresentato nella Figura 5.20a.
Dopo solo 3 iterazioni del metodo, il rumore viene amplificato enormemente,
deturpando completamente l’immagine.
Nella Figura 5.20b abbiamo regolarizzato il problema utilizzando come
parametro il valore 0.1 ed eseguendo sempre 3 iterazioni del metodo del gra-
diente coniugato. Come accadeva per il caso del precondizionatore circolante,
l’immagine risulta ancora un po’ sfocata.
Nella Figura 5.21a abbiamo utilizzato una iterazione del metodo della
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(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
Figura 5.20: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore diagonalizzabile tramite la DCT-III
con 3 iterazioni in presenza di rumore
(a) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, senza metodo del bordo aggiunto
(b) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, con metodo del bordo aggiunto
Figura 5.21: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore diagonalizzabile tramite la DCT-III
con 4 iterazioni in presenza di rumore
risfocatura, scegliendo come parametro di regolarizzazione 10−5 ed eseguendo
solo 4 iterazioni del metodo del gradiente coniugato precondizionato. Rispet-
to al caso precedente, il numero di iterazioni effettuate e` molto minore, eppure
il risultato ottenuto e` molto simile. Inoltre anche l’effetto Gibbs presente e`
minore rispetto alla Figura 5.19a. In ogni caso, utilizzando il metodo del
bordo aggiunto con un’ampliamento di 40 pixel per lato, anche questi piccoli
artefatti scompaiono (Figura 5.21b).
Come ultima analisi, consideriamo il metodo risolutivo dato dal gradiente
coniugato precondizionato con precondizionatore diagonalizzabile tramite la
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(a) Senza Regolarizzazione e Risfocatura (b) Parametro di regolarizzazione 0.1,
senza Risfocatura
Figura 5.22: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore diagonalizzabile tramite la DCT-III
con 3 iterazioni in presenza di rumore
(a) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, senza metodo del bordo aggiunto
(b) Parametro di regolarizzazione 10−5,
1 iterazione del metodo della Risfocatu-
ra, con metodo del bordo aggiunto
Figura 5.23: Immagine rimessa a fuoco utilizzando il metodo del gradiente coniu-
gato precondizionato con precondizionatore diagonalizzabile tramite la DST-I con
15 iterazioni in presenza di rumore
Trasformata Discreta del seno del I tipo.
Analogamente ai casi precedenti, abbiamo calcolato la soluzione senza re-
golarizzazione e senza applicare il metodo della risfocatura, ottenendo, dopo
solo 4 iterazioni, l’immagine riportata in Figura 5.22a. Anche in questo caso,
il rumore viene notevolmente amplificato dopo poche iterazioni. Abbiamo,
quindi, regolarizzato il sistema, scegliendo come parametro di regolarizzazio-
ne il valore 0.1 ed eseguendo sempre 4 iterazioni. Il risultato ottenuto, visibile
nella Figura 5.22b, e` in linea con quello realizzato con le tecniche risolutive
precedenti.
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A questo punto, abbiamo applicato una iterazione del metodo della risfo-
catura, scegliendo come parametro di regolarizzazione il valore 10−5 ed ese-
guendo 15 iterazioni. Il risultato, riportato in Figura 5.23a, e` comparabile
con quelli analoghi ottenuti con gli altri precondizionatori. L’effetto Gibbs
continua ad essere presente nella soluzione collegata, anche se, grazie al meto-
do del bordo aggiunto con un ampliamento di 40 pixel per lato, e` possibile
rimuoverlo, come ci mostra la Figura 5.23b.
5.3 Conclusioni
Dalle sperimentazioni effettuate possiamo trarre alcune conclusioni. Sia
nel caso in cui il rumore sia presente o meno, i metodi risolutivi diretti
e quelli del gradiente coniugato precondizionato si equivalgono. Per questo
motivo e` molto piu` conveniente, in termini di costo computazionale, risolvere
il problema utilizzando un metodo diretto. Infatti, nel metodo del gradiente
coniugato precondizionato, ad ogni passo bisogna risolvere un sistema con
matrice data dal precondizionatore scelto (vedi (4.33)). Quindi, effettuando
piu` di un passo, il metodo del gradiente coniugato precondizionato risulta
piu` costoso rispetto ad i metodi diretti.
Per quanto riguarda le tecniche aggiuntive, abbiamo visto come, in pre-
senza di rumore, la regolarizzazione e il metodo della risfocatura siano in-
dispensabili per ottenere dei risultati soddisfacenti. Inoltre, dalle varie speri-
mentazioni effettuate, si evince che, ogni qual volta si esegue una iterazione
del metodo della risfocatura, il parametro di regolarizzazione puo` essere
scelto sempre piu` piccolo, aumentando cos`ı la precisione finale dell’imma-
gine mantenendo il rumore contenuto. Nonostante questo, il miglioramento
tra l’immagine calcolata senza il metodo della risfocatura e quella ottenuta
con una sola iterazione del metodo e` maggiore rispetto a quello visibile tra
le immagini calcolate rispettivamente con 1 e 2 iterazioni di questo meto-
do. Quindi, dopo un certo numero di iterazioni, il miglioramento ottenuto
potrebbe risultare molto lieve. Per questo motivo, effettuare troppe iterazioni
di questo metodo, aumenterebbe di molto il costo computazionale rispetto
al miglioramento che si avrebbe.
L’ultima considerazione la lasciamo per il metodo del Bordo Aggiunto.
Questo metodo che abbiamo appositamente creato per ridurre l’effetto Gibbs
al bordo, in tutte le sperimentazioni effettuate, con tutte le tecniche viste, in
presenza ed in assenza di rumore, e` servito al suo scopo. Inoltre, pensiamo si
possano ottenere ulteriori miglioramenti, imponendo delle condizioni per pro-
lungare il bordo del segnale (nel caso monodimensionale) tali da conservare
una sorta di continuita` della derivata seconda o di quelle successive. Pro-
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babilmente saranno necessarie ulteriori analisi e sperimentazioni numeriche,
ma apparentemente, questo metodo sembra essere la soluzione definitiva alla
problema dell’eliminazione dell’effetto Gibbs lungo il bordo.
Capitolo 6
APPENDICE A
In questo capitolo riporteremo i programmi, implementati per il software
MATLAB 7.0, utilizzati per effettuare la sperimentazione numerica effettuata
precedentemente.
function RGB=rifoca(K,alpha,percorso)
%
% RGB=rifoca(K,alpha,percorso)
%
% La funzione "rifoca" inizialmente sfoca un’immagine digitale contenuta in
% un file di estensione ".pnm" e successivamente la rimette a fuoco
% utilizzando diversi metodi risolutivi.
%
% La funzione sfoca l’immagine utilizzando la PSF definita dalla funzione
%
% PSF(i,j)= f(i,j,alpha) = exp(-alpha*sqrt(i.^2+j.^2))
%
% per i,j=-K,...,K. Inoltre e` possibile aggiungere del rumore all’immagine
% sfocata. Per quanto riguarda la rimessa a fuoco e` possibile
% utilizzare i metodi diretti, relativi alle condizioni al contorno
% periodiche, riflettenti o antiriflettenti, ed il metodo iterativo del
% gradiente coniugato classico e precondizionato con vari precondizionatori.
% Inoltre e` possibile applicare il metodo della regolarizzazione, della
% risfocatura e del metodo del bordo aggiunto.
%
% La funzione, infine, scrive la matrice su un file di estensione ".pnm"
% nella stessa cartella dell’immagine originale. Il nome varia a seconda
% dei parametri inseriti, per esempio
%
% k5alpha0.6rumore5risf1reg0.0001bordo40ImmagineRifocataPeriodic.pnm
%
% indica che l’immagine e` stata ottenuta utilizzando K=5, alpha=0.6,
% aggiungendo del rumore casuale con valori in [-5,5], utilizzando 1
% iterazione del metodo della risfocatura, la regolarizzazione con
% parametro pari a 0.0001, il metodo del bordo aggiunto con un’estensione
% di 40 pixel per lato ed il metodo diretto relativo alle condizioni al
% contorno periodiche.
%
A=estraimatrice(percorso);
[n,m,a]=size(A);
f=inline(’exp(-z*sqrt(x.^2+y.^2))’,’x’,’y’,’z’);
for i=-K:K
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for j=-K:K
PSF(K+1+i,K+1+j)=f(i,j,alpha);
end;
end;
PSF=PSF/sum(sum(PSF));
disp(’Sfoco immagine’);
for i=1:a
B3(:,:,i)=sfocatura(A(:,:,i),PSF);
end;
disp(’ ’);
disp([’Vuoi inserire del rumore? Inserisci l’’’,’intensita` (0 per non inserirlo)’]);
rumore=input(’’);
[n,m,a]=size(B3);
if (rumore~=0)
mu=2*rumore*(rand([n,m,a])-0.5*ones(n,m,a));
B3=B3+mu;
end
n1=length(percorso);
for i=n1:-1:1
if percorso(i)==47
break
end
end
cartella=percorso(1:i);
disp(’ ’);
disp(’Vuoi scrivere immagine sfocata?’);
sfoc=input(’Si=1, No=0: ’);
nomefile2=[cartella,’k’,num2str(K),’alpha’,num2str(alpha)];
nomefile2=[nomefile2,’rumore’,num2str(rumore),’ImmagineSfocata.pnm’];
if (sfoc==1)
scrivimatrice(B3,nomefile2);
end
rifocatura=1;
while (rifocatura~=0)
disp(’Scegliere il metodo di risoluzione da applicare’)
disp(’ ’)
disp(’1) Metodo diretto - Condizioni Periodiche’)
disp(’2) Metodo diretto - Condizioni Riflettenti’)
disp(’3) Metodo diretto - Condizioni Antiriflettenti’)
disp(’4) Metodo iterativo - Gradiente Coniugato Classico’)
disp(’5) Metodo iterativo - Gradiente Coniugato Precondizionato con Circolante’)
disp(’6) Metodo iterativo - Gradiente Coniugato Precondizionato con Toeplitz + Hankel’)
disp(’7) Metodo iterativo - Gradiente Coniugato Precondizionato con Toeplitz - Hankel’)
disp(’8) Metodo diretto - Condizioni generate da DCT-I’)
disp(’9) Metodo diretto - Condizioni generate da DCT-IV’)
disp(’10) Metodo diretto - Condizioni generate da DST-II’)
disp(’11) Metodo diretto - Condizioni generate da DST-IV’)
disp(’0) Esci’)
rifocatura=input(’Risoluzione numero: ’);
if (rifocatura==0)
break
end
disp(’ ’)
reg=input(’Inserisci parametro di Regolarizzazione: ’);
disp(’ ’)
disp(’Vuoi utilizzare il metodo del bordo aggiunto?’)
disp(’Inserisci di quanti pixel aumentare le dimensioni del bordo’)
disp(’(Inserire numero intero >1 oppure 0 per non utilizzare il metodo’)
kBordo=input(’ ’);
clear B;
clear B1;
clear B4;
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clear B2;
clear C;
clear P1;
clear P2;
clear P;
for i=1:a
B4(:,:,i)=bordoaggiunto(B3(:,:,i),kBordo,3);
end
disp(’ ’);
disp(’Vuoi usare il metodo della risfocatura?’);
risfoc=input(’Inserire numero di iterazioni (0 per non usare il metodo): ’);
[B,psf]=risfocatura(B4,PSF,rifocatura,risfoc);
[n,m,a]=size(B);
nomefile=[cartella,’k’,num2str(K),’alpha’,num2str(alpha),’rumore’,num2str(rumore)];
nomefile=[nomefile,’risf’,num2str(risfoc),’reg’,num2str(reg),’bordo’,num2str(kBordo)];
switch rifocatura
case {1}
disp(’Rimetto a fuoco con le Condizioni al Contorno Periodiche’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=periodicbc2(psf,n,m);
P1=fft2(P);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
end;
end
end
for i=1:a
B1(:,:,i)=fft2(B(:,:,i));
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=ifft2(B2(:,:,i));
end;
disp(’Scrivo immagine rifocata con le condizioni al contorno Periodiche’)
nomefile=[nomefile,’ImmagineRifocataPeriodic.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {2}
disp(’Rimetto a fuoco con le Condizioni al Contorno Riflettenti’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=reflectivebc2(psf,n,m);
Z=zeros(n,m);
Z(1,1)=1;
P1=dct2(P)./dct2(Z);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
end;
end
end
for i=1:a
B1(:,:,i)=dct2(B(:,:,i))./dct2(Z);
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=idct2(B2(:,:,i).*dct2(Z));
end;
disp(’Scrivo immagine rifocata con le condizioni al contorno Riflettenti’)
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nomefile=[nomefile,’ImmagineRifocataReflective.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {3}
disp(’Rimetto a fuoco con le Condizioni al Contorno Antiriflettenti’)
C=zeros(n,m,a);
if a==1
C(:,:,1)=risolviantiriflettenti(psf,B(:,:,1),reg);
else
disp(’’);
disp(’Rimetto a fuoco il Rosso’);
C(:,:,1)=risolviantiriflettenti(psf,B(:,:,1),reg);
disp(’’);
disp(’Rimetto a fuoco il Verde’);
C(:,:,2)=risolviantiriflettenti(psf,B(:,:,2),reg);
disp(’’);
disp(’Rimetto a fuoco il Blu’);
C(:,:,3)=risolviantiriflettenti(psf,B(:,:,3),reg);
disp(’’);
end
disp(’Scrivo immagine rifocata con le condizioni al contorno Antiriflettenti’)
nomefile=[nomefile,’ImmagineRifocataAntiReflective.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {4}
disp(’Rimetto a fuoco con il Grad. Con. classico’)
iter=input(’Inserisci il numero di iterazioni: ’);
[n,m,a]=size(B);
C=zeros(n,m,a);
if a==1
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,0,reg);
else
disp(’’);
disp(’Rimetto a fuoco il Rosso’);
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,0,reg);
disp(’’);
disp(’Rimetto a fuoco il Verde’);
[C(:,:,2),res]=gradprec(psf,B(:,:,2),iter,0,reg);
disp(’’);
disp(’Rimetto a fuoco il Blu’);
[C(:,:,3),res]=gradprec(psf,B(:,:,3),iter,0,reg);
disp(’’);
end
disp(’Scrivo immagine rifocata con Grad. Con. classico’)
nomefile=[nomefile,’ImmagineRifocataGradCon’,’Iter’,num2str(iter),’.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {5}
disp(’Rimetto a fuoco con il Grad. Con. Prec. con circolante’)
iter=input(’Inserisci il numero di iterazioni: ’);
if a==1
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’p’,reg);
else
disp(’’);
disp(’Rimetto a fuoco il Rosso’);
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’p’,reg);
disp(’’);
disp(’Rimetto a fuoco il Verde’);
[C(:,:,2),res]=gradprec(psf,B(:,:,2),iter,’p’,reg);
disp(’’);
disp(’Rimetto a fuoco il Blu’);
[C(:,:,3),res]=gradprec(psf,B(:,:,3),iter,’p’,reg);
disp(’’);
end
disp(’Scrivo immagine rifocata con Grad. Con. Prec. con circolante’)
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nomefile=[nomefile,’ImmagineRifocataGradConPrePBC’,’iter’,num2str(iter),’.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {6}
disp(’Rimetto a fuoco con il Grad. Con. Prec. con Toeplitz + Hankel’)
iter=input(’Inserisci il numero di iterazioni: ’);
if a==1
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’r’,reg);
else
disp(’’);
disp(’Rimetto a fuoco il Rosso’);
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’r’,reg);
disp(’’);
disp(’Rimetto a fuoco il Verde’);
[C(:,:,2),res]=gradprec(psf,B(:,:,2),iter,’r’,reg);
disp(’’);
disp(’Rimetto a fuoco il Blu’);
[C(:,:,3),res]=gradprec(psf,B(:,:,3),iter,’r’,reg);
disp(’’);
end
disp(’Scrivo immagine rifocata con Grad. Con. Prec. con Toeplitz + Hankel’)
nomefile=[nomefile,’ImmagineRifocataGradConPreRBC’,’iter’,num2str(iter),’.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {7}
disp(’Rimetto a fuoco con il Grad. Con. Prec. con Toeplitz-Hankel’)
iter=input(’Inserisci il numero di iterazioni: ’);
C=zeros(n,m,a);
if a==1
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’ar’,reg);
else
disp(’’);
disp(’Rimetto a fuoco il Rosso’);
[C(:,:,1),res]=gradprec(psf,B(:,:,1),iter,’ar’,reg);
disp(’’);
disp(’Rimetto a fuoco il Verde’);
[C(:,:,2),res]=gradprec(psf,B(:,:,2),iter,’ar’,reg);
disp(’’);
disp(’Rimetto a fuoco il Blu’);
[C(:,:,3),res]=gradprec(psf,B(:,:,3),iter,’ar’,reg);
disp(’’);
end
disp(’Scrivo immagine rifocata con Grad. Con. Prec. con Toeplitz - Hankel’)
nomefile=[nomefile,’ImmagineRifocataGradConPreARBC’,’iter’,num2str(iter),’.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {8}
disp(’Rimetto a fuoco con le Condizioni al Contorno generate dalla DCT-I’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=dctIbc(psf,n,m);
P1=dctI(P);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
end;
end
end
for i=1:a
B1(:,:,i)=dctI(B(:,:,i));
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=idctI(B2(:,:,i));
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end;
disp(’Scrivo immagine rifocata con le condizioni al contorno DCT-I’);
nomefile=[nomefile,’ImmagineRifocataDCTI.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {9}
disp(’Rimetto a fuoco con le Condizioni al Contorno generate dalla DCT-IV’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=dctIVbc(psf,n,m);
P1=dctIV(P);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
end;
end
end
for i=1:a
B1(:,:,i)=dctIV(B(:,:,i));
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=idctIV(B2(:,:,i));
end;
disp(’Scrivo immagine rifocata con le condizioni al contorno DCT-IV’);
nomefile=[nomefile,’ImmagineRifocataDCTIV.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {10}
disp(’Rimetto a fuoco con le Condizioni al Contorno generate dalla DST-II’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=dstIIbc(psf,n,m);
P1=dstII(P);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
end;
end
end
for i=1:a
B1(:,:,i)=dstII(B(:,:,i));
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=idstII(B2(:,:,i));
end;
disp(’Scrivo immagine rifocata con le condizioni al contorno DST-II’);
nomefile=[nomefile,’ImmagineRifocataDSTII.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
case {11}
disp(’Rimetto a fuoco con le Condizioni al Contorno generate dalla DST-IV’)
[n,m,a]=size(B);
C=zeros(n,m,a);
P=dstIVbc(psf,n,m);
P1=dstIV(P);
for j=1:n
for i=1:m
if (P1(j,i)<reg)
P2(j,i)=1/(P1(j,i)+reg);
else
P2(j,i)=1/P1(j,i);
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end;
end
end
for i=1:a
B1(:,:,i)=dstIV(B(:,:,i));
B2(:,:,i)=P2.*B1(:,:,i);
C(:,:,i)=idstIV(B2(:,:,i));
end;
disp(’Scrivo immagine rifocata con le condizioni al contorno DST-IV’);
nomefile=[nomefile,’ImmagineRifocataDSTIV.pnm’];
scrivimatrice(C(1+kBordo:n-kBordo,1+kBordo:m-kBordo,:),nomefile);
end
end

function [A]=estraimatrice(percorso)
%
% [A]=estraimatrice(percorso)
%
%La funzione estraimatrice legge un’immagine da un file con estensione ".pnm"
%e restituisce una matrice contenente l’intensita` luminosa di ogni pixel.
%
%Il parametro di input "percorso" e` una stringa contenente il percorso del
%file immagine da leggere. Questo file deve avere estensione ".pnm"
%altrimenti l’algoritmo restituisce un errore.
%
%La variabile di output "A" e` una matrice contenente l’intensita` luminosa
%di ogni pixel dell’immagine. Nel caso in cui l’immagine fosse a colori, la
%matrice "A" ha tre componenti:
%
% A(:,:,1) Rosso
% A(:,:,2) Verde
% A(:,:,3) Blu
if (strcmp(percorso(end-2:end),’pnm’)==0)
error(’L’’’’estensione del file non e` ".pnm"’)
end;
fid=fopen(percorso,’r’);
color=fread(fid,3);
if (color(2)==50)
a=1;
else
a=3;
end;
aux=0;
aux=fread(fid,1);
if (aux==35)
%Devo saltare la scritta "# CREATOR: GIMP PNM Filter Version 1.1"
aux=fread(fid,38);
end
aux=0;
m=0;
n=0;
%Devo calcolare le dimensioni: m colonne, n righe
aux=fread(fid,1);
while (aux~=32)
m=m*10+aux-48;
aux=0;
aux=fread(fid,1);
end
aux=0;
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aux=fread(fid,1);
while (aux~=10)
n=n*10+aux-48;
aux=0;
aux=fread(fid,1);
end
%Salto il valore 255 che precede la matrice dei colori
aux=fread(fid,1);
while (aux~=10)
aux=fread(fid,1);
end
A=zeros(n,m,a);
for j=1:n
Percentuale=round(j*1000/n)/10;
disp([’Lettura in corso: ’,num2str(Percentuale),’% completato’]);
for k=1:m
for i=1:a
aux=fgetl(fid);
A(j,k,i)=str2num(aux);
end;
end;
end;

function [C,res]=gradprec(PSF,B,iterazioni,prec,reg)
%
% [C,res]=gradprec(PSF,B,iterazioni,prec,reg)
%
% La funzione "gradprec" applica il metodo del gradiente coniugato precondizionato al
% sistema
%
% AA’y=b
%
% dove b e` il vettore ottenuto giustapponendo le righe di "B" ed A e` la
% matrice di sfocatura associata alla Point Spread Function "PSF". Infine restituisce
% la matrice "C" tale che il vettore ottenuto giustapponendo le righe di "C"
% sia uguale al vettore (A’y)’.
%
%
% Il metodo termina dopo un numero di iterazioni pari al paramentro
% "iterazioni". Inoltre, e` possibili inserire una regolarizzazione grazie
% al parametro "reg".
%
% Il precondizionamento viene selezionato grazie al paramentro "prec"
%
% Se "prec" == ’p’ ==> Utilizza matrice diagonalizzabile tramite DFT
% Se "prec" == ’r’ ==> Utilizza matrice diagonalizzabile tramite DCT-III
% Se "prec" == ’ar’ ==> Utilizza matrice diagonalizzabile tramite DST-I
%
[n,m]=size(B);
psf=psfmolt(PSF,2);
k=(length(psf(1,:))-1)/2;
x=zeros(n,m);
x0=zeros(n,m);
T=zeros(n,m);
minimo=inf;
flag=0;
if or(n==1,m==1)
T(1:k+1)=psf(k+1:2*k+1);
else
T(1:k+1,1:k+1)=psf(k+1:2*k+1,k+1:2*k+1);
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end
x0=B;
r0=B-toepmolt(T,x0);
r=r0;
i=0;
p0=zeros(n,m);
z0=precondizionatore(psf,r0,prec,reg);
p=z0;
beta=0;
aux=toepmolt(T,p);
alpha=sum(sum(z0.*r))/(sum(sum(p.*aux)));
x=x0+alpha*p;
r=B-toepmolt(T,x);
i=i+1;
disp([’Iterazione n. ’,num2str(i)]);
res=sum(sum(abs(r(2*k:n-2*k,2*k:m-2*k))))/((n-4*k)*(m-4*k));
minimo=min(minimo,res);
while (res>0.00001 & i<iterazioni)% & flag<5)
z=precondizionatore(psf,r,prec,reg);
beta=sum(sum(z.*r))/(sum(sum(z0.*r0)));
p=z+beta*p0;
aux=toepmolt(T,p);
alpha=sum(sum(z.*r))/(sum(sum(p.*aux)));
x0=x;
r0=r;
p0=p;
z0=z;
x=x0+alpha*p;
r=B-toepmolt(T,x);
i=i+1;
disp([’Iterazione n. ’,num2str(i)]);
res=sum(sum(abs(r(2*k:n-2*k,2*k:m-2*k))))/((n-4*k)*(m-4*k));
minimo=min(minimo,res);
if(res>minimo)
flag=flag+1;
else
flag=0;
end;
end
T=zeros(n,m);
k=(length(PSF(1,:))-1)/2;
if or(n==1,m==1)
T(1:k+1)=PSF(k+1:2*k+1);
else
T(1:k+1,1:k+1)=PSF(k+1:2*k+1,k+1:2*k+1);
end
C=toepmolt(T,x);

function [v]=precondizionatore(psf,w,prec,reg)
%
% [v]=precondizionatore(psf,w,prec,reg)
%
% La funzione "precondizionatore" calcola il precondizionamento per il
% metodo del gradiente coniugato precondizionato calcolato con la funzione
% "gradprec".
%
[n,m]=size(w);
k=(length(psf(1,:))-1)/2;
T=zeros(n,m);
if or(n==1,m==1)
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T(1:k+1)=psf(k+1:2*k+1);
else
T(1:k+1,1:k+1)=psf(k+1:2*k+1,k+1:2*k+1);
end
Z=zeros(n,m);
Z(1,1)=1;
switch prec
case {’p’}
if or(n==1,m==1)
for i=1:k
T(max(n,m)-i+1)=T(1+i);
end
v=ifft(fft(w)./fft(T));
else
for i=1:k
T(n-i+1,:)=T(i+1,:);
end
for i=1:k
T(:,m-i+1)=T(:,i+1);
end
T1=fft2(T);
for i=1:n
for j=1:m
if T1(i,j)<reg
T2(i,j)=1/(T1(i,j)+reg);
else
T2(i,j)=1/T1(i,j);
end;
end;
end;
v=ifft2(fft2(w).*T2);
end
case {’r’}
if or(n==1,m==1)
for i=1:k
T(i)=T(i)+T(1+i);
end
w1=dct(w)./dct(Z);
T1=dct(T)./dct(Z);
v=idct(w1./T1.*dct(Z));
else
for i=1:k+1
T(i,:)=T(i,:)+T(i+1,:);
end
for i=1:k+1
T(:,i)=T(:,i)+T(:,i+1);
end
w1=dct2(w)./dct2(Z);
T1=dct2(T)./dct2(Z);
for i=1:n
for j=1:m
if T1(i,j)<reg
T2(i,j)=1/(T1(i,j)+reg);
else
T2(i,j)=1/T1(i,j);
end;
end;
end;
v=idct2(w1.*T2.*dct2(Z));
end
case {’ar’}
if or(n==1,m==1)
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for i=1:k
T(i)=T(i)-T(i+2);
end
w1=dst(w)./dst(Z);
T1=dst(T)./dst(Z);
v=idst(w1./T1.*dst(Z));
else
u=zeros(n,m);
for i=1:k+1
C(:,:,i)=antireflectivebc(psf(k+i,:),m+2);
end;
for i=1:k-1
u(i,:)=C(2:m+1,2,i)-C(2:m+1,2,i+2);
end
u(k,:)=C(2:m+1,2,k);
u(k+1,:)=C(2:m+1,2,k+1);
P1=(dst(dst(u)’))’./ (dst(dst(Z)’))’;
G1=(dst(dst(w)’))’./ (dst(dst(Z)’))’;
for i=1:n
for j=1:m
if P1(i,j)<reg
P2(i,j)=1/(P1(i,j)+reg);
else
P2(i,j)=1/P1(i,j);
end;
end;
end;
F1=P2.*G1;
v=(idst(idst(F1.* (dst(dst(Z)’))’)’)’);
end
otherwise
v=w;
end

function scrivimatrice(A,percorso)
%
%scrivimatrice(A,percorso)
%
% La funzione "scrivimatrice" scrive su file la matrice "A" in cui l’elemento
% (i,j) contiene il valore della luminosita` di ogni pixel di coordinate
% (i,j). Il file viene scritto nella posizione indicata dalla stringa
% "percorso" la quale deve avere estensione ".pnm" altrimenti l’algoritmo
% restituisce un errore.
%
if (strcmp(percorso(end-2:end),’pnm’)==0)
error(’L’’’’estensione del file non e` ".pnm"’)
end;
[m,n,a]=size(A);
A=round(A);
for i=1:a
for j=1:m
for k=1:n
if (A(j,k,i)<0)
A(j,k,i)=0;
elseif(A(j,k,i)>255)
A(j,k,i)=255;
end;
end;
end;
end;
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fid=fopen(percorso,’w’);
if (a==1)
fwrite(fid,[double(’P2’),10]);
else
fwrite(fid,[double(’P3’),10]);
end;
aux=dec2base(n,10);
fwrite(fid,[double(aux),32]);
aux=dec2base(m,10);
fwrite(fid,[double(aux),10]);
aux=dec2base(255,10);
fwrite(fid,[double(aux),10]);
for j=1:m
Percentuale=round(j*1000/m)/10;
disp([’Scrittura in corso: ’,num2str(Percentuale),’% completato’]);
for k=1:n
for i=1:a
fwrite(fid,[double(dec2base(A(j,k,i),10)),10]);
end;
end;
end;
fclose(fid);

function B=sfocatura(A,psf)
%
% B=sfocatura(A,psf)
%
% La funzione "sfocatura" data la matrice "A" contenente la luminosita` dei
% pixel di un’immagine e la Point Spread Function "psf" restiuisce una matrice
% "B" contenente la luminosita` dei pixel dell’immagine sfocata tramite la
% "psf".
%
[n,m]=size(A);
[k1,k2]=size(psf);
k=(max(k1,k2)-1)/2;
if (n==1 | m==1)
if (n==1)
B=zeros(1,m-2*k);
else
B=zeros(n-2*k,1);
end
for b=1:max(n,m)-2*k
aux=sum(A(b:2*k+b).*psf);
if (aux>255)
aux=255;
end;
B(b)=round(aux);
end;
else
B=zeros(n-2*k,m-2*k);
for a=1:n-2*k
for b=1:m-2*k
aux=0;
for c=0:2*k
for d=0:2*k
aux=aux+A(a+c,b+d)*psf(c+1,d+1);
end;
end;
if (aux>255)
aux=255;
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end;
B(a,b)=round(aux);
end;
end;
end;

function [G,PSF]=risfocatura(B,psf,metodo,esponente)
%
%[G,PSF]=risfoc(B,psf,metodo,esponente)
%
% La funzione "risfocatura" applica il metodo della risfocatura alla
% matrice "B". Il numero di iterazioni effettuate e` pari al valore del
% parametro "esponente". Il parametro "metodo" distingue le varie
% condizioni al contorno e la matrice di risfocatura da utilizzare.
%
% Se metodo == 1 ==> matrice associata alle condizioni periodiche
% Se metodo == 2 ==> matrice associata alle condizioni riflettenti
% Se metodo == 3 ==> matrice associata alle condizioni antiriflettenti
% Se metodo == 4 ==> Non implementato.
% Se metodo == 5 ==> matrice associata alle condizioni periodiche per il
% gradiente coniugato precondizionato
% Se metodo == 6 ==> matrice associata alle condizioni riflettenti per il
% gradiente coniugato precondizionato
% Se metodo == 7 ==> matrice associata alle condizioni antiriflettenti per
% il gradiente coniugato precondizionato
%
[n,m,a]=size(B);
G=B;
for j=1:esponente
disp([num2str(j),’◦ iterazione della risfocatura’]);
switch metodo
case {1} %condizioni periodiche
P=periodicbc2(psf,n,m);
P1=fft2(P);
for i=1:a
B1(:,:,i)=fft2(G(:,:,i));
B2(:,:,i)=P1.*B1(:,:,i);
G(:,:,i)=ifft2(B2(:,:,i));
end;
PSF=psfmolt(psf,esponente+1);
case {2} %condizioni riflettenti
P=reflectivebc2(psf,n,m);
Z=zeros(n,m);
Z(1,1)=1;
P1=dct2(P)./dct2(Z);
for i=1:a
B1(:,:,i)=dct2(G(:,:,i))./dct2(Z);
B2(:,:,i)=P1.*B1(:,:,i);
G(:,:,i)=idct2(B2(:,:,i).*dct2(Z));
end;
PSF=psfmolt(psf,esponente+1);
case {3} %condizioni antiriflettenti
for i=1:a
B(:,:,i)=antireflectivemolt(G(:,:,i),psf);
end
G=B;
PSF=psfmolt(psf,esponente+1);
case {5} %condizioni periodiche
P=periodicbc2(psf,n,m);
P1=fft2(P);
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for i=1:a
B1(:,:,i)=fft2(G(:,:,i));
B2(:,:,i)=P1.*B1(:,:,i);
G(:,:,i)=ifft2(B2(:,:,i));
end;
PSF=psfmolt(psf,esponente+1);
case {6} %condizioni riflettenti
P=reflectivebc2(psf,n,m);
Z=zeros(n,m);
Z(1,1)=1;
k=(length(psf(1,:))-1)/2;
P1=dct2(P)./dct2(Z);
for i=1:a
B1(:,:,i)=dct2(G(:,:,i))./dct2(Z);
B2(:,:,i)=P1.*B1(:,:,i);
G(:,:,i)=idct2(B2(:,:,i).*dct2(Z));
end;
PSF=psfmolt(psf,esponente+1);
case {7} %condizioni antiriflettenti
for i=1:a
B(:,:,i)=antireflectivemolt(G(:,:,i),psf);
end
G=B;
PSF=psfmolt(psf,esponente+1);
otherwise
disp(’’);
disp(’Il metodo non e` stato implementato per la tecnica risolutiva scelta’);
PSF=psf;
break;
end
end;
if esponente==0
PSF=psf;
end;

function A=antireflectivebc(psf,n)
%
% A=antireflectivebc(psf,n)
%
% La funzione "antireflectivebc" restituisce la matrice quadrata "A" di
% dimensione "n" data dall’imposizione delle condizioni al contorno
% antiriflettenti monodimensionali relativi alla Point Spread Function
% "psf".
A=zeros(n);
k=(length(psf)-1)/2;
v=zeros(1,n-2);
v(1:k+1)=psf(k+1:2*k+1);
v1=sigma(sigma(v));
n1=length(v1);
for i=1:n1
w1(i)=v1(n1-i+1);
end
Atilde=toeplitz(v)-hankel(v1,w1);
A(2:n-1,2:n-1)=Atilde;
for i=1:k+1
A(i,1)=psf(k+i);
A(n+1-i,n)=psf(k+1-i+1);
for j=i:k
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A(i,1)=A(i,1)+2*psf(k+j+1);
A(n+1-i,n)=A(n+1-i,n)+2*psf(k+1-j);
end
end;

function B=antireflectivemolt(A,psf)
%
% B=antireflectivemolt(A,psf)
%
% La funzione "antireflectivemolt" restituisce la matrice "B" data dalla moltiplicazione
% della matrice associata alle condizioni al contorno antiriflettenti definite dalla Point
% Spread Function "psf" con la matrice "A".
%
[n,m]=size(A);
k=(length(psf)-1)/2;
B=zeros(n,m);
if (m==1)
C=antireflectivebc(psf,n);
B(1,1)=C(1,1)*A(1);
B(n,1)=C(n,n)*A(n);
v=C(2:n-1,2);
Z=zeros(n-2,1);
Z(1)=1;
P1=dst(v)./dst(Z);
G1=dst(A(2:n-1))./dst(Z);
F1=P1.*G1;
Ftilde=idst(F1.*dst(Z));
for i=2:n-1
B(i,1)=Ftilde(i-1)+C(i,1)*A(1)+C(i,n)*A(n);
end;
elseif(n==1)
B=(antireflectivemolt(A’,psf))’;
else
a=zeros(1,2*k+1);
for i=1:2*k+1
a=a+psf(i,:);
end;
B(1,:)=antireflectivemolt(A(1,:),a);
B(n,:)=antireflectivemolt(A(n,:),a);
b=zeros(1,2*k+1);
for i=1:2*k+1
b(i)=sum(psf(i,:));
end;
B(:,1)=antireflectivemolt(A(:,1),b);
B(:,m)=antireflectivemolt(A(:,m),b);
Gtilde=zeros(n,m);
Ftilde=zeros(n-2,m-2);
a=zeros(k+1,2*k+1);
A1=zeros(m,m,k+1);
B1=zeros(n,n,k+1);
c=zeros(m,m,k+1);
d=zeros(n,n,k+1);
for i=0:k
c(:,:,i+1)=antireflectivebc(psf(k+1+i,:),m);
d(:,:,i+1)=antireflectivebc(psf(k+1+i,:),n);
end
for i=0:k
A1(:,:,i+1)=c(:,:,1+i);
B1(:,:,i+1)=d(:,:,1+i);
for j=i+1:k
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A1(:,:,i+1)=A1(:,:,i+1)+2*c(:,:,1+j);
B1(:,:,i+1)=B1(:,:,i+1)+2*d(:,:,1+j);
end
end;
Z=zeros(n-2,m-2);
Z(1,1)=1;
u=zeros(n-2,m-2);
for i=1:k+1
C(:,:,i)=antireflectivebc(psf(k+i,:),m);
end;
for i=1:k-1
u(i,:)=C(2:m-1,2,i)-C(2:m-1,2,i+2);
end
u(k,:)=C(2:m-1,2,k);
u(k+1,:)=C(2:m-1,2,k+1);
P1=(dst(dst(u)’))’./ (dst(dst(Z)’))’;
G1=(dst(dst(A(2:n-1,2:m-1))’))’./ (dst(dst(Z)’))’;
F1=P1.*G1;
Ftilde=(idst(idst(F1.* (dst(dst(Z)’))’)’)’);
B(2:n-1,2:m-1)=Ftilde;
for i=1:k
B(1+i,2:m-1)=B(1+i,2:m-1)+(A1(2:m-1,:,i+1)*A(1,:)’)’;
B(n-i,2:m-1)=B(n-i,2:m-1)+(A1(2:m-1,:,i+1)*A(n,:)’)’;
B(2:n-1,1+i)=B(2:n-1,1+i)+(B1(2:n-1,2:n-1,i+1)*A(2:n-1,1));
B(2:n-1,m-i)=B(2:n-1,m-i)+(B1(2:n-1,2:n-1,i+1)*A(2:n-1,m));
end;
end

function [u]=bordoaggiunto(v,k,cond)
%
% [u]=bordoaggiunto(v,k,cond)
%
% La funzione "bordoaggiunto" applica il metodo del bordo aggiunto
% al vettore/matrice "v" con un’estensione di "k" elementi
% per estremo/lato utilizzando diverse condizioni individuate dal valore
% del parametro "cond".
%
% Se "cond"==0 ==> si applicano le condizioni di Dirichlet
% Se "cond"==1 ==> si applicano le condizioni periodiche
% Se "cond"==2 ==> si applicano le condizioni riflettenti
% Se "cond"==3 ==> si applicano le condizioni antiriflettenti.
%
[n,m]=size(v);
if (n==1)
u=zeros(1,m+2*k);
u(1,k+1:m+k)=v;
elseif (m==1)
u=zeros(n+2*k,1);
u(k+1:n+k,1)=v;
else
u=zeros(n+2*k,m+2*k);
u(k+1:n+k,k+1:m+k)=v;
end;
if (cond==0) %bordo costante nullo
if (n==1)
for i=1:k
u(1,k+1-i)=0;
u(1,m+k+i)=0;
end
elseif(m==1)
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for i=1:k
u(k+1-i,1)=0;
u(n+k+i,1)=0;
end
else
for i=1:k
u(k+1-i,:)=0;
u(:,m+k+i)=0;
u(:,k+1-i)=0;
u(n+k+i,:)=0;
end
end
elseif (cond==1) %bordo periodico
if (n==1)
for i=1:k
u(1,k+1-i)=u(1,m+k+1-i);
u(1,m+k+i)=u(1,k+i);
end
elseif(m==1)
for i=1:k
u(k+1-i,1)=u(n+k+1-i,1);
u(n+k+i,1)=u(k+i,1);
end
else
for i=1:k
u(k+1-i,:)=u(n+k+1-i,:);
u(n+k+i,:)=u(k+i,:);
u(:,k+1-i)=u(:,m+k+1-i);
u(:,m+k+i)=u(:,k+i);
end
end
elseif (cond==2) %bordo C0
if (n==1)
for i=1:k
u(1,k+1-i)=u(1,k+i);
u(1,m+k+i)=u(1,m+k+1-i);
end
elseif(m==1)
for i=1:k
u(k+1-i,1)=u(k+i,1);
u(n+k+i,1)=u(n+k+1-i,1);
end
else
for i=1:k
u(k+1-i,:)=u(k+i,:);
u(n+k+i,:)=u(n+k+1-i,:);
u(:,k+1-i)=u(:,k+i);
u(:,m+k+i)=u(:,m+k+1-i);
end
end
elseif (cond==3) %bordo C1
if (n==1)
for i=1:k
u(1,k+1-i)=2*u(1,k+1)-u(1,k+1+i);
u(1,m+k+i)=2*u(1,m+k)-u(1,m+k-i);
end
elseif(m==1)
for i=1:k
u(k+1-i,1)=2*u(k+1,1)-u(k+1+i,1);
u(n+k+i,1)=2*u(n+k,1)-u(n+k-i,1);
end
else
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for i=1:k
for j=1:m+2*k
u(k+1-i,j)=2*u(k+1,j)-u(k+1+i,j);
u(n+k+i,j)=2*u(n+k,j)-u(n+k-i,j);
end
for j=1:n+2*k
u(j,k+1-i)=2*u(j,k+1)-u(j,k+1+i);
u(j,m+k+i)=2*u(j,m+k)-u(j,m+k-i);
end
end
end
end

function y = dctI(x)
%
% y = dctI(x)
%
% La funzione "dctI" calcola la trasformata discreta del coseno del I tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta del coseno
% del I tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
n1=2*(n-1);
w1=zeros(n1,1);
w1(1:n,1)=x(:,1);
for i=1:n-2
w1(n+i,1)=x(n-i,1);
end;
v1=fft(w1);
y=v1(1:n);
elseif (n==1)
y=(dctI(x’))’;
else
y=zeros(n,m);
for i=1:n
v1(i,:)=dctI(x(i,:));
end;
for i=1:m
y(:,i)=dctI(v1(:,i));
end;
end

function A=dctIbc(psf,n,m)
%
% A = dctIbc(psf,n,m)
%
% La funzione "dctIbc" restituisce una matrice "A" di dimensione "n" per "m"
% tale che il vettore che si ottiene giustapponendo le righe di questa
% e` uguale alla trasposta della prima colonna della matrice ottenuta imponendo le
% condizioni al contorno relative alla trasformata discreta del coseno del
% I tipo bidimensionale e alla Point Spread Function "psf".
%
A=zeros(n,m);
k=(length(psf(:,1))-1)/2;
for j=0:k
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for i=0:k
A(1+i,1+j)=psf(k+1-i,k+1-j);
end;
end;

function y = dctIV(x)
%
% [y]=dctIV(x)
%
% La funzione "dctIV" calcola la trasformata discreta del coseno del IV tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta del coseno
% del IV tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
y1=coseni4(n)*x;
y2=coseni4(n)*eye(n,1);
y=y1./y2;
elseif (n==1)
y=(dctIV(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=cos((2*j-1)*(2*k-1)*pi/(4*n));
end;
end;
A=A*sqrt(2/n);
B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=cos((2*j-1)*(2*k-1)*pi/(4*m));
end;
end;
B=B*sqrt(2/m);
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=A*x(:,i);
y2(:,i)=y1(:,i)./zn;
end
for i=1:n
y3(i,:)=(B*y2(i,:)’)’;
y(i,:)=y3(i,:)./zm;
end
end;

function A=dctIVbc(psf,n,m)
%
% A = dctIVbc(psf,n,m)
%
% La funzione "dctIVbc" restituisce una matrice "A" di dimensione "n" per "m"
% tale che il vettore che si ottiene giustapponendo le righe di questa
% e` uguale alla trasposta della prima colonna della matrice ottenuta imponendo le
% condizioni al contorno relative alla trasformata discreta del coseno del
% IV tipo bidimensionale e alla Point Spread Function "psf".
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%
k=(length(psf)-1)/2;
A=zeros(n,m);
for j=0:k
A(1:k+1,j+1)=psf(k+1+j,k+1:2*k+1);
end
for j=0:k
for i=1:k
A(i,j+1)=A(i,j+1)+psf(k+1+j,k+i+1);
end
end
for j=1:k
A(:,j)=A(:,j)+A(:,j+1);
end;

function x=delta(i,j)
%
% x=delta(i,j)
%
% La funzione "delta" restituisce il valore della delta di Kronecker applicata ad (i,j).
if (i==j)
x=1;
else
x=0;
end;

function y = dstII(x)
%
% [y]=dstII(x)
%
% La funzione "dstII" calcola la trasformata discreta del seno del II tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta del seno
% del II tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sqrt(1/(1+delta(j,n)))*sin(j*(2*k-1)*pi/(2*n));
end
end
A=A*sqrt(2/(n));
y1=A*x;
y2=A*eye(n,1);
y=y1./y2;
elseif (n==1)
y=(dstII(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sqrt(1/(1+delta(j,n)))*sin(j*(2*k-1)*pi/(2*n));
end
end
A=A*sqrt(2/(n));
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B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=sqrt(1/(1+delta(j,m)))*sin(j*(2*k-1)*pi/(2*m));
end
end
B=B*sqrt(2/(m));
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=A*x(:,i);
y2(:,i)=y1(:,i)./zn;
end
for i=1:n
y3(i,:)=(B*y2(i,:)’)’;
y(i,:)=y3(i,:)./zm;
end
end;

function A=dstIIbc(psf,n,m)
%
% A = dstIIbc(psf,n,m)
%
% La funzione "dstIIbc" restituisce una matrice "A" di dimensione "n" per "m"
% tale che il vettore che si ottiene giustapponendo le righe di questa
% e` uguale alla trasposta della prima colonna della matrice ottenuta imponendo le
% condizioni al contorno relative alla trasformata discreta del seno del
% II tipo bidimensionale e alla Point Spread Function "psf".
%
k=(length(psf)-1)/2;
A=zeros(n,m);
for j=0:k
A(1:k+1,j+1)=psf(k+1+j,k+1:2*k+1);
end
for j=0:k
for i=1:k
A(i,j+1)=A(i,j+1)-psf(k+1+j,k+i+1);
end
end
for j=1:k
A(:,j)=A(:,j)-A(:,j+1);
end;

function y = dstIV(x)
%
% [y]=dstIV(x)
%
% La funzione "dstIV" calcola la trasformata discreta del seno del IV tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta del seno
% del IV tipo bidimensionale.
[n,m]=size(x);
if (m==1)
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*n));
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end
end
A=A*sqrt(2/(n));
y1=A*x;
y2=A*eye(n,1);
y=y1./y2;
elseif (n==1)
y=(dstIV(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*n));
end
end
A=A*sqrt(2/(n));
B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*m));
end
end
B=B*sqrt(2/(m));
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=A*x(:,i);
y2(:,i)=y1(:,i)./zn;
end
for i=1:n
y3(i,:)=(B*y2(i,:)’)’;
y(i,:)=y3(i,:)./zm;
end
end;

function A=dstIVbc(psf,n,m)
%
% A = dstIVbc(psf,n,m)
%
% La funzione "dstIVbc" restituisce una matrice "A" di dimensione "n" per "m"
% tale che il vettore che si ottiene giustapponendo le righe di questa
% e` uguale alla trasposta della prima colonna della matrice ottenuta imponendo le
% condizioni al contorno relative alla trasformata discreta del seno del
% IV tipo bidimensionale e alla Point Spread Function "psf".
%
k=(length(psf)-1)/2;
A=zeros(n,m);
for j=0:k
A(1:k+1,j+1)=psf(k+1+j,k+1:2*k+1);
end
for j=0:k
for i=1:k
A(i,j+1)=A(i,j+1)-psf(k+1+j,k+i+1);
end
end
for j=1:k
A(:,j)=A(:,j)-A(:,j+1);
end;

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function y = idctI(x)
%
% y = idctI(x)
%
% La funzione "idctI" calcola la trasformata discreta inversa del coseno del I tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta inversa monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta inversa del coseno
% del I tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
n1=2*(n-1);
w1=zeros(n1,1);
w1(1:n,1)=x(:,1);
for i=1:n-2
w1(n+i,1)=x(n-i,1);
end;
v1=ifft(w1);
y=v1(1:n);
elseif (n==1)
y=(idctI(x’))’;
else
y=zeros(n,m);
for i=1:n
v1(i,:)=idctI(x(i,:));
end;
for i=1:m
y(:,i)=idctI(v1(:,i));
end;
end

function y = idctIV(x)
%
% y = idctIV(x)
%
% La funzione "idctIV" calcola la trasformata discreta inversa del coseno del IV tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta inversa monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta inversa del coseno
% del IV tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=cos((2*j-1)*(2*k-1)*pi/(4*n));
end;
end;
A=A*sqrt(2/n);
y1=A*eye(n,1);
y2=x.*y1;
y=A*y2;
elseif (n==1)
y=(idctIV(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
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A(j,k)=cos((2*j-1)*(2*k-1)*pi/(4*n));
end;
end;
A=A*sqrt(2/n);
B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=cos((2*j-1)*(2*k-1)*pi/(4*m));
end;
end;
B=B*sqrt(2/m);
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=x(:,i).*zn;
y2(:,i)=A*y1(:,i);
end
for i=1:n
y3(i,:)=y2(i,:).*zm;
y(i,:)=(B*y3(i,:)’)’;
end
end;

function y = idstII(x)
%
% y = idstII(x)
%
% La funzione "idstII" calcola la trasformata discreta inversa del seno del II tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta inversa monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta inversa del seno
% del II tipo bidimensionale.
[n,m]=size(x);
if (m==1)
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sqrt(1/(1+delta(j,n)))*sin(j*(2*k-1)*pi/(2*n));
end
end
A=A*sqrt(2/(n));
y1=A*eye(n,1);
y2=x.*y1;
y=A’*y2;
elseif (n==1)
y=(idstII(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sqrt(1/(1+delta(j,n)))*sin(j*(2*k-1)*pi/(2*n));
end
end
A=A*sqrt(2/(n));
B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=sqrt(1/(1+delta(j,m)))*sin(j*(2*k-1)*pi/(2*m));
end
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end
B=B*sqrt(2/(m));
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=x(:,i).*zn;
y2(:,i)=A’*y1(:,i);
end
for i=1:n
y3(i,:)=y2(i,:).*zm;
y(i,:)=(B’*y3(i,:)’)’;
end
end;

function y = idstIV(x)
%
% y = idstIV(x)
%
% La funzione "idstIV" calcola la trasformata discreta inversa del seno del IV tipo.
% Se "x" e` un vettore allora la funzione restituisce un vettore "y" con la
% trasformata discreta inversa monodimensionale. Se "x" e` una matrice allora
% restituisce la matrice "y" contenente la trasformata discreta inversa del seno
% del IV tipo bidimensionale.
%
[n,m]=size(x);
if (m==1)
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*n));
end
end
A=A*sqrt(2/(n));
y1=A*eye(n,1);
y2=x.*y1;
y=A’*y2;
elseif (n==1)
y=(idstIV(x’))’;
else
A=zeros(n);
for j=1:n
for k=1:n
A(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*n));
end
end
A=A*sqrt(2/(n));
B=zeros(m);
for j=1:m
for k=1:m
B(j,k)=sin((2*k-1)*(2*j-1)*pi/(4*m));
end
end
B=B*sqrt(2/(m));
zn=A*eye(n,1);
zm=(B*eye(m,1))’;
for i=1:m
y1(:,i)=x(:,i).*zn;
y2(:,i)=A’*y1(:,i);
end
for i=1:n
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y3(i,:)=y2(i,:).*zm;
y(i,:)=(B’*y3(i,:)’)’;
end
end;

function A=periodicbc2(psf,n,m)
%
% A=periodicbc2(psf,n,m)
%
% La funzione "periodicbc2" restituisce la matrice "A" di dimensione "n" per "m"
% rappresentante la prima colonna della matrice circolante bidimensionale associata
% alle condizioni periodiche bidimensionali e alla Point Spread Function "psf".
%
A=zeros(n,m);
k=(length(psf(:,1))-1)/2;
for j=0:k
for i=0:k
A(1+i,1+j)=psf(k+1-i,k+1-j);
end;
end;
for j=1:k
for i=0:k
A(1+i,m-j+1)=psf(k+1-i,k+1+j);
end;
end;
for j=0:k
for i=1:k
A(n-i+1,j+1)=psf(k+1+i,k+1-j);
end;
end;
for j=1:k
for i=1:k
A(n-i+1,m-j+1)=psf(k+1+i,k+1+j);
end;
end;

function PSF=psfmolt(psf,esp)
%
% PSF=psfmolt(psf,esp)
%
% Data la matrice C associata alle condizioni peridiche ottenute dalla Point Spread Function
% "psf", la funzione "psfmolt" calcola la Point Spread Function "PSF" associata alla
% matrice C^("esp").
[n,m]=size(psf);
k=(n-1)/2;
P1=periodicbc2(psf,4*esp*k,4*esp*k);
A=P1;
for i=2:esp
B=ifft2(fft2(P1).*fft2(A));
A=B;
end;
PSF=zeros(1+2*k*esp);
PSF(1+k*esp:1+2*k*esp,1+k*esp:1+2*k*esp)=A(1:k*esp+1,1:k*esp+1);
for i=1:k*esp
PSF(i,:)=PSF(1+2*k*esp-i+1,:);
end;
for i=1:k*esp
PSF(:,i)=PSF(:,1+2*k*esp-i+1);
end;
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
function [A]=reflectivebc2(psf,m,n)
%
% A=reflectivebc2(psf,n,m)
%
% La funzione "reflectivebc2" restituisce la matrice "A" di dimensione "n" per "m"
% rappresentante la prima colonna della matrice circolante bidimensionale associata
% alle condizioni riflettenti bidimensionali e alla Point Spread Function "psf".
%
k=(length(psf)-1)/2;
A=zeros(m,n);
for j=0:k
A(1:k+1,j+1)=psf(k+1+j,k+1:2*k+1);
end
for j=0:k
for i=1:k
A(i,j+1)=A(i,j+1)+psf(k+1+j,k+i+1);
end
end
for j=1:k
A(:,j)=A(:,j)+A(:,j+1);
end;

function [F]=risolviantiriflettenti(psf,G,reg)
%
% [F]=risolviantiriflettenti(psf,G,reg)
%
% La funzione "risolviantiriflettenti" risolve il sistema generato dalle
% condizioni al contorno antiriflettenti (sia monodimensionale, che bidimensionale)
% relative alla Point Spread Function "psf" e con termine noto "G". Se "G"
% e` un vettore allora l’algoritmo risolve il sistema associato alle
% condizioni monodimensionali con "G" come termine noto. Quando, invece, "G"
% e` una matrice, allora risolve il sistema lineare associato alle condizioni
% bidimensionali con termine noto dato dal vettore ottenuto giustapponendo
% le righe della matrice "G".
%
% Inoltre e` possibile regolarizzare il sistema grazie al parametro di
% regolarizzazione "reg".
%
k=(length(psf(1,:))-1)/2;
[n,m]=size(G);
if or((n==1),(m==1))
p=max(m,n);
A=antireflectivebc(psf,p);
F(1)=G(1)/A(1,1);
F(p)=G(p)/A(p,p);
Gtilde=zeros(p-2,1);
Ftilde=zeros(p-2,1);
for j=1:k
Gtilde(j)=G(j+1)-A(j+1,1)*F(1);
Gtilde(p-j-1)=G(p-j)-A(p-j,p)*F(p);
end
for j=k+1:p-k-2
Gtilde(j)=G(j+1);
end
Z=zeros(p-2,1);
Z(1)=1;
P1=dst(A(2:p-1,2))./dst(Z);
for i=1:p-2
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if (P1(i)<reg)
P2(i,1)=1/(P1(i)+reg);
else
P2(i,1)=1/P1(i);
end;
end;
G1=dst(Gtilde)./dst(Z);
F1=P2.*G1;
Ftilde=idst(F1.*dst(Z));
F(2:p-1)=Ftilde;
else
a=zeros(1,2*k+1);
for i=1:2*k+1
a=a+psf(i,:);
end;
F(1,:)=risolviantiriflettenti(a,G(1,:),reg);
F(n,:)=risolviantiriflettenti(a,G(n,:),reg);
b=zeros(1,2*k+1);
for i=1:2*k+1
b(i)=sum(psf(i,:));
end;
F(:,1)=risolviantiriflettenti(b,G(:,1),reg);
F(:,m)=risolviantiriflettenti(b,G(:,m),reg);
Gtilde=zeros(n,m);
Ftilde=zeros(n-2,m-2);
a=zeros(k+1,2*k+1);
A=zeros(m,m,k+1);
B=zeros(n,n,k+1);
c=zeros(m,m,k+1);
d=zeros(n,n,k+1);
for i=0:k
c(:,:,i+1)=antireflectivebc(psf(k+1+i,:),m);
d(:,:,i+1)=antireflectivebc(psf(k+1+i,:),n);
end
for i=0:k
A(:,:,i+1)=c(:,:,1+i);
B(:,:,i+1)=d(:,:,1+i);
for j=i+1:k
A(:,:,i+1)=A(:,:,i+1)+2*c(:,:,1+j);
B(:,:,i+1)=B(:,:,i+1)+2*d(:,:,1+j);
end
end;
%A
%B
Gtilde=G;
for i=1:k+1
Gtilde(i,:)=Gtilde(i,:)-(A(:,:,i)*F(1,:)’)’;
Gtilde(n+1-i,:)=Gtilde(n+1-i,:)-(A(:,:,i)*F(n,:)’)’;
end
for i=1:k+1
Gtilde(2:n-1,i)=Gtilde(2:n-1,i)-(B(2:n-1,2:n-1,i)*F(2:n-1,1));
Gtilde(2:n-1,m+1-i)=Gtilde(2:n-1,m+1-i)-(B(2:n-1,2:n-1,i)*F(2:n-1,m));
end
Gtilde;
Z=zeros(n-2,m-2);
Z(1,1)=1;
u=zeros(n-2,m-2);
for i=1:k+1
C(:,:,i)=antireflectivebc(psf(k+i,:),m);
end;
for i=1:k-1
u(i,:)=C(2:m-1,2,i)-C(2:m-1,2,i+2);
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end
u(k,:)=C(2:m-1,2,k);
u(k+1,:)=C(2:m-1,2,k+1);
P1=(dst(dst(u)’))’./ (dst(dst(Z)’))’;
for i=1:n-2
for j=1:m-2
if (P1(i,j)<reg)
P2(i,j)=1/(P1(i,j)+reg);
else
P2(i,j)=1/P1(i,j);
end;
end;
end;
G1=(dst(dst(Gtilde(2:n-1,2:m-1))’))’./ (dst(dst(Z)’))’;
F1=P2.*G1;
Ftilde=(idst(idst(F1.* (dst(dst(Z)’))’)’)’);
F(2:n-1,2:m-1)=Ftilde;
end

function [u]=sigma(v)
[n,m]=size(v);
if (n==1)
for i=1:m-1
u(1,i)=v(1,i+1);
end
u(1,m)=0;
elseif (m==1)
for i=1:n-1
u(i,1)=v(i+1,1);
end
u(n)=0;
else
for i=1:n
u(i,:)=sigma(v(i,:));
end;
end;

function C=toepmolt(A,B)
%
% C=toepmolt(A,B)
%
% La funzione "toepmolt" restituisce la moltiplicazione tra la matrice di
% Toeplitz simmetrica la cui prima colonna e` data da "A", mentre "B"
% rappresenta il vettore da moltiplicare. Nel caso di una matrice di Toeplitz
% bidimensionale allora "A" e "B" devono essere delle matrici
% tali che, giustapponendo le righe di queste, si ottengono rispettivamente
% la prima colonna della matrice di Toeplitz bidimensionale ed il vettore
% da moltiplicare.
[n,m]=size(A);
if or(n==1,m==1)
if (n<m)
A=A’;
end
[n,m]=size(B);
if (n<m)
B=B’;
end
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aux=ifft(fft([A;0;(A(end:-1:2))]).*fft([B;zeros(max(n,m),1)]));
C=aux(1:max(n,m));
else
D=zeros(2*n,2*m);
D(1:n,1:m)=A;
for i=1:n-1
D(2*n-i+1,:)=D(i+1,:);
end
for i=1:m-1
D(:,2*m-i+1)=D(:,i+1);
end
E=zeros(2*n,2*m);
E(1:n,1:m)=B;
aux=ifft2(fft2(D).*fft2(E));
C=zeros(n,m);
C=aux(1:n,1:m);
end
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