extend the incoherent backscatter radar equation for the weakly ionized, collision-dominated case to include polydisperse charged dust, using the fluid-equation approach. Calculations with this equation show that the main effect of charged dust on the radar Doppler spectrum is to narrow it, except in the case of very small, negatively charged dust, which widens the spectrum. The results are encouraging for the use of incoherent scatter radar as an instrument for meteoric dust measurement.
INTRODUCTION
Watching meteors at night is a favorite pastime of people all over the world.
Research in past decades
has shown that most of the meteoric ablation that result in bright visual streaks and strong radar returns occur in the 80-100 km height region. However, despite the meteor's familiarity and long history as an object of scientific study, little is known about what happens to the estimated lOO+ metric tons per day (Love and Brownlee, 1993 ) that enters our atmosphere. It is widely assumed that the vaporized material recondense and form smoke particles (Rosinski and Snow, 1961) which then coagulate and sediment downward through the atmosphere, but there have been no confirmed measurements of such aerosols in the ablation zone. The most promising report so far has been the detection of negatively charged microclusters by a rocket-borne mass spectrometer (Schulte and Arnold, 1992) .
Dust plays a crucial role in the atmosphere by acting as nucleation sites for cloud growth. We expect meteoric dust to be especially important in the stratosphere and mesosphere, where tropospheric dust has trouble reaching except in cases of major volcanic eruptions.
Meteoric dust is one of the most likely nucleation sites for noctilucent clouds (polar mesospheric clouds) (Thomas, 1991) (Solomon, 1990) . Radars have long been used to observe meteors for their intrinsic study as well as for their use as wind tracers. Unfortunately, detection of meteoric dust by radar has, so far, not been possible. However, by a fortuitous coincidence, a rocket launched to study other phenomena appeared to have flown right through a meteor trail that was simultaneously observed by a coherent-scatter radar. This serendipity allowed us to estimate some meteoric dust parameters (see companion paper by Kelley rt al. (1997) ). In the future we would like to be able to measure meteoric dust parameters without having to rely on such improbable events. Thus, in this paper we lay the ground work for a possible systematic observation of meteoric dust in the ablation zone using incoherent-scatter radars (ISRs).
DERIVATION OF THE BACKSCATTER SPECTRAL

EQUATION
The meteoric ablation zone lies in the D-region where the incoherent (Thomson) backscatter of radar waves yields Doppler spectra with shapes that are determined by the state of the weakly ionized plasma and neutral gas mixture. Although the radiowaves are scattered by thermally induced Bragg-scale structures in the free electron density, the behavior of the electrons are strongly coupled to the ions through ambi-349 polar electric fields. And because the mean free paths of the ions are much shorter than the ISR Bragg length, the spread in the Doppler spectrum of what is called the ion line is proportional to the ion diffusivity. In this way some parameters of the ions can be deduced.
Because meteoric dust likely spans a range of sizes, we need an ISR theory that can accommodate polydisperse charged aerosols. In this section we develop a radar backscatter equation that can handle any number of charged species. We will closely follow the continuum approach used by Tanenbaum (1968) and Mathews (1978) . Since there have been many papers in the past that have detailed the various formalisms for incoherent scatter calculations, we will restrict ourselves to describing the extension of the three-fluid result of Mathews (1978) to the arbitrary N-fluid case.
The backscatter cross section for ISR is
where D is the displacement vector and J is the current density. Again, with Fourier decomposition, we get -Y,e'E = J = e 1 Z,rr,T
where Y, = icm,/e* and E,, is the free space permittivity. We see that eqn (5) and eqn (7) give us N+ 1 equations for N+ 1 unknowns given N species, so after some algebra we are able to solve for the electron flux density 
where k, is the Boltzmann constant and T, is the temperature of the species. Combining eqn (9) and Thus, we have eqn (10) we get
.s ze by substituting eqn (3) into eqn (1). The flux density of a given constituent, f,,, can be related to an applied force, F,, through the complex admittance function, Y,, to give r, = Y,(F,+Z,eE)
where Z, is the charge number of the species, e is the electron charge, and E is the mutual electric field of the plasma. Note that forces due to the magnetic field are ignored and the vector notation is dropped, since the high collision frequency wipes out magnetic effects.
From Maxwell's equation we have, for V x H = 0,
.> f P Note that we have let Z,: = 1 at this point. Multiple units of charge per particle causes a Debye sphere of electron surplus/debit to form around the high-Z particle, resulting in enhanced scattering due to those electrons responding in phase to the incident wave. The equations we are using here do not encompass this phenomenon, so we refer the reader interested in the multiple-charge case to other papers (Hagfors, 1992; LaHoz, 1992; Trakhtengerts and Demekhov, 1995) . In any case, singly charged particles is a good assumption up to about lo-nm radius aerosols if photoelectric charging is negligible (Jensen and Thomas, 199 1).
We now need to Iind a physical expression for the admittance function of each species. Here we simply appropriate the results from the fluid-equation approach used by Tanenbaum (1968) , where linearized mass, momentum, and energy transport equations for each constituent along with the ideal gas law are combined to yield y, = y,": 
CT!
where (3, = w/2'12kv,y is the normalized frequency, r, = (k,T,lm,) "* is the mean thermal velocity, mp is the component mass, $.T = v,7,/2'i2kv, is the normalized constituent-neutral collision frequency, and 2m$, 5
For the viscosity and thermal conductivity constants we choose 4, = 1.55 for s = e, d, = 1.78 for s # e, c, = 1.5 for s = e, and c, = 2.28 for s # e (Tanenbaum, 1968) . These values are appropriate for Maxwellian interparticle forces. If the constituent is larger than a threshold radius (to be discussed below), then we switch to hard-sphere interaction values of d,= 1.6andc,=2.1.
The electron-neutral collision frequency is (Banks and Kockarts, 1973) v,, = (3.78x 10-"T~~2+1.98x
lo-"T,)N,
where the neutral number density, N,, is specified in units of cmm3. For the non-electron constituents, Cho et al. (1992) showed that the collision frequency with the neutrals passes from a regime of polarization interaction to that of hard-sphere interaction when the particle radius becomes larger than a certain radius, which is of the order of 0.5 nm in the upper mesosphere. In computing the spectrum one can calculate both the polarization and the hard-sphere cases and use the higher value for a given particle radius. The polarization collision frequency is (Banks and Kockarts, 1973) VP, = 2.59 x lo-!'+F', Mj" I
where N, is specified here in units of cmm3, M, is the mass of the charged species in atomic mass units (amu), the summation of t is taken over the neutral constituents, F, is the fractional volume of each neutral gas, M,, is the mass of the neutral component in amu, and x.~ is the polarizability of the neutral gas in units of 1OP24 cme3. The atmospheric mixture is 78% N2, 21% 02, and 1% Ar, with xn, of 1.74, 1.57, and 1.64, respectively. The hard-sphere collision frequency is (Schunk, 1975) 
where rs is the constituent radius, r, = 0.15 nm is the mean neutral radius, m, = 3.85 x 1OP26 kg is the mean neutral mass, and T,, is the neutral temperature.
Note that all the quantities in eqn (18) are specified in standard MKS units.
Finally we can substitute eqn (12) into eqn (1 l), then plug the result into eqn (4) to arrive at the final result where the asterisk denotes the complex conjugate. At w = 0, eqn (19) becomes where B.Y = 2/3cr,+ 2[$,+ 2/(3d,+,)].
SPECTRAL CALCULATIONS
We now have the proper tool for exploring the effects of polydisperse charged dust on D-region ISR spectra. In the following computations we will fix the values of certain parameters to constants that are typical around a height of 90 km: N, = 5000 cmd3, N = 1.5 x lOI cm-' , and T, = T, = 200 K. Furth"ermore, we will fix the radar frequency to be 430 MHz and assume a mass density of 2 g cmm3 for the dust material following Hunten et al. (1980) . The constituents will be only singly charged. The usual normalizations of r~"~N;'r~~~~, and 0, will be used for the ordinate and abscissa, where a 3 1-amu ion is used to define 0;. Only the "ion line" portion of the spectra will be plotted, since the electron line is not affected by the changes in the dust-size distribution.
In Fig. 1 Fig. 1 . The dashed curve is the calculated incoherent scatter spectra for a plasma with 2500 cm-3 31-amu positive ions and 2500 cm-j positively charged S-nm radius dust particles. The dotted curve is for a plasma with 2500 cm-j 31-amu negative ions, 2500 cm-' negatively charged 5-nm particles, and 10,000 cmm3 31-amu positive ions. The thick line is the reference spectrum with only 5000 cm-' 3 1 amu positive ions to neutralize the electrons. The neutral density used throughout is 1.5 x 10'4cm-'.
The normalization of the axes is explained in the text. dotted curve is for the addition of two more negative species to the reference mixture: 2500 cmm3 of 31-amu negative ions and 2500 cme3 of 5-nm negatively charged dust; the number of reference positive ions has been increased to 10,000 cmm3 to keep the plasma neutral. Note that there is both a widening of the original "ion line" and the appearance of a narrower line. The former is due to the light negative ions (an effect already noted by Mathews (1978) ) and the latter is caused by the large dust particles. This transition of the negative species from a special widening to a narrowing agent occurs when the particle radius is around 1 nm (Cho et al., 1996) . For positive species the effect is always a narrowing of the spectrum with increasing size.
We now attempt to compute some spectra for more realistic dust size distributions.
We look to the model calculations of Hunten et al. (1980) (henceforth referred to as HTT80) for guidance. The greatest variable in their model is the initial smoke particle size, which can weight the dust size distribution to a large number of small particles or a small number of large particles. Since number densities much smaller than our reference electron density of 5000 cme3 would not influence the ISR spectrum very much, we stick to the HTT80 dust distributions with small initial smoke sizes. Figure 2 shows the spectra calculated for two size distributions given in Table 1 Table 2 . Charge and size distributions of the non-electron components used to produce the spectra in Fig. 2. (a) is for components used to produce the spectra in Fig. 3. (a) the HTT80 model with an initial smoke particle radius of 0.5 nm. The dashed curve is for a larger size distribution with an initial smoke radius of 1 nm. In both cases the dust particles are only negatively charged (a sound assumption if photoelectric charging is negligible). The population of reference positive ions is increased to maintain charge balance. As might be expected the smaller distribution of dust widens the spectrum, whereas the larger distribution narrows it. Table 2 gives the parameters used in Fig. 3 . The dotted curve corresponds to an all-positive dust distribution with an initial smoke particle radius of 1 nm. As expected the result is a spectral narrowing. The dashed curve is for the case where an equal number of dust particles are charged both negatively and positively at each size. Such a mixture of negatively and positively charged dust may occur if photoelectric charging is effective for a portion of the dust population. There is apparently some tendency for the plus and minus components to counterbalance each other, but the overall effect is still mainly a spectral narrowing.
As one can see from these plots the difference between a spectrum with dust and one without can be fairly subtle for what we believe to be a realistic dustsize distribution (e.g., Fig. 2 ). Therefore, we need to investigate whether systematic, dust-caused spectral distortions can be distinguished from statistical deviations away from the standard, dust-free model spectrum.
To simulate the fitting of real data, we take the Fig. 3 . Calculated incoherent scatter spectra for parameters given in Table 2 . (a) is for the dotted curve and (b) is for the dashed curve. The thick line is the reference spectrum for Fig. 1 .
three calculated spectra from Fig. 2 and add enough noise to them such that the signal-to-noise ratio (SNR) level is of the order of daytime D-region data taken with the Arecibo 430 MHz ISR. We then attempt to fit a Lorentzian curve to each of them. The dust-free model spectrum is strictly a Lorentzian, whereas the presence of dust forces the spectrum away from this function, so departures from an excellent fit would signal the presence of dust. The question is whether we would be able to recognize the difference between an "acceptable" fit and a failure of the dust-free model. Figure 4 shows the Lorentzian fit to the simulated dust-free data spectrum (corresponding to the reference curve of the preceding figures plus noise). As expected the fit is excellent. It is also a reassuring indicating that eqn (19) does, indeed, reduce to the dust-free case. data spectrum corresponding to the dotted curve in Fig. 2 . In this case the fit does not look so bad to the eye except at very low frequencies. Figure 6 shows the fit to the simulated data spectrum corresponding to the dashed curve in Fig. 2 . Here the fit is clearly not good.
To quantify these results we produce a series of spectra for each of the above three cases with added random noise. The added random numbers have a standard deviation that approximates that obtained in the upper part of the D-region using the Arecibo 430 MHz radar with about 20 min of integration under favorable conditions. They were generated using the routines ran2 and gasdev from Press et al. (1992) . The numbers are independent from frequency to frequency since the radar data also have this property. We calculate for each case Q, which is the probability that the chi-square value for the fit is as poor as it is by chance. Thus values of Q that average to 0.5 signify good fits, whereas low values indicate poor fits, i.e., that the model is wrong. Figure 7 displays the Q values calculated for fits to each series of spectra. The reference spectra clearly fit the dust-free model well. The Q values for the series generated from the spectrum corresponding to the dotted curve of Fig. 2 are significantly lower than those for the "perfect" fit, so under ideal conditions one would decide that these spectra do not fit the dust-free model well. However, under real experimental conditions one might be willing to accept Q values as low as these, so this could be a borderline case for dust detection. However, a better test could be devised since the differences between the Lorentzian and the simulated data occur over a limited frequency range, and so it is likely that this case could be detected. On the other hand, the Q values of the series generated from the spectrum corresponding to the dashed curve of Fig. 2 are so close to zero that we had to add a small number to keep them on the log scale of Fig.  7 . These spectra obviously do not fit the dust-free model and we should definitely be able to extract information about the deviation caused by the presence of dust.
SUMMARY DISCUSSION
It is clear from the spectral calculations that the main effect of charged dust on ISR spectra is to make them narrower. The exception is the case of very small negatively charged dust (or negative ions). Our simulations of real data and their fits to the dust-free Lorentzian spectrum provided good hope that with typical D-region SNR (at least for the Arecibo ISR) we should be able to extract information about meteoric dust. Of course, greater amounts of dust will produce clearer signatures, so we look forward to the predicted great Leonid meteor showers of 1998-99. With the world's most sensitive ISR, the Arecibo Observatory will be the ideal place to make those observations. The experiment will not be trivial, given the increasingly busy radio interference environment and the need to balance SNR with spectral resolution.
We would also like to comment on the systematic discrepancy between observed and calculated Dregion ISR spectral widths reported by Hansen et al. (1991) . (A similar effect could be construed from mesospheric temperatures deduced from Arecibo ISR measurements (Zhou et al., 1996) .) Since the spectral width is dependent on the diffusivities of the plasma species, which in turn are dependent on the temperature and collision frequency of the species, any systematic discrepancy must be due to one or more of the following : (1) The theory is wrong, (2) the temperatures used in the calculations are wrong, or (3) the collision frequency is wrong.
In response to the first point, ISR theory in the collisionless regime is well-tested and the agreement between theory and experiment is exceptionally good. How to include the effects of collisions into this theory has been a matter of debate over the years. Some have preferred to augment the kinetic theory with a relaxation term that conserves charged particles (Dougherty and Farley, 1963) or one that also conserves momentum (Waldteufel, 1965) while others have modeled the collisions with Brownian motion (Hagfors and Brockelman, 1971) . The continuum approach (Tanenbaum, 196X) that we have followed is also valid in the collisional regime. Comparison of the theories have shown that they produce very similar results, although the spectral widths differ by slight amounts. If they are ordered with respect to increasing spectral width, then we have continuum, charge conservation, charge and momentum conservation, then Brownian (Fukuyama and Kofman, 1980; Ganguly and Coca, 1987) . Since the most common theories used are the first two, we are already using the theories that produce the narrowest spectra. Therefore, even though we cannot assert with certainty that the theories in use are absolutely correct, we have no current alternative for a theory that produces narrower spectra.
As for the second point, if model temperatures are used in spectral calculations, a widening bias can be introduced if the model temperatures are higher than the actual temperatures.
There is evidence to support this type of model bias for the summer mesopause, but not for other cases (Ltibken and von Zahn, 199 1). Furthermore, Hansen et al. (1991) used temperatures measured by lidar, so this argument cannot be used to discard their conclusion.
In examining the third point, we note that taking polarization as the sole interactive force between charged and neutral species is only strictly true at a temperature of absolute zero, even for small particles. An additional short-range quantum mechanical repulsion kicks in with increasing temperature.
This effect has been traditionally ignored in the aeronomy community, because it was assumed that it was negligible below 300 K. Although a change in the calculated ISR spectrum due to this effect will tend to
