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Zusammenfassung
Im Mittelpunkt dieser Arbeit stehen Familien quasiregula¨rer Abbildungen, die
Frage nach deren Normalita¨t sowie die nach der Existenz von Fixpunkten der
zu den Familien geho¨renden Funktionen oder deren Iterierten. Wir finden Bedin-
gungen die Normalita¨t der betrachteten Familien betreffend, die uns Funktionen
in diesen Familien mit der Eigenschaft finden lassen, daß ihre Iterierten oder die
Funktionen selbst Fixpunkte besitzen. Bei diesen Bedingungen handelt es sich um
Anforderungen an die Punkte, in denen die Funktionenfamilie nicht normal ist,
etwa daß diese isoliert voneinander liegen oder ausreichend viele solcher Punkte
vorhanden sind. Verscha¨rfungen dieser Bedingungen ermo¨glichen uns nicht nur
Aussagen u¨ber Fixpunkte von Iterierten der betrachteten Funktionen, sondern
u¨ber periodische Punkte der Funktion selbst. Nachfolgend untersuchen wir Fami-
lien K-quasiregula¨rer Abbildungen, die eine Iterierte haben, die keinen Fixpunkt
besitzt, und zeigen die Normalita¨t dieser Familien. Anschließend schwa¨chen wir
die Voraussetzungen etwas ab und betrachten die Familie aller K-quasiregula¨rer
Abbildungen f , fu¨r die ein k > 1 so existiert, daß f keinen periodischen Punkt
der Periode k besitzt. Es gelingt uns zu zeigen, daß diese Familie quasinormal
von der Ordnung ho¨chstens eins ist. Mit a¨hnlichen Methoden beweisen wir, daß
eine ganze, quasiregula¨re Abbildung, die eine wesentliche Singularita¨t in ∞ hat,
unendlich viele periodische Punkte beliebiger Periode gro¨ßer eins besitzt.
Ein Hilfsmittel fu¨r die Beweise der obigen Ergebnisse stellt ein Satz dar, der
besagt, daß die Familie aller K-quasimeromorphen Abbildungen, die u¨ber kei-
ner von p gegebenen ε-Kugeln, wobei p und ε geeignet gewa¨hlt sind, eine Insel
besitzen, normal ist. Diesen Satz modifizieren wir, in dem wir statt Inseln im
allgemeinen nur einfache Inseln betrachten. Unter geeigneten Zusatzvorausset-
zungen erhalten wir auch die Normalita¨t solcher Familien. Es lassen sich damit
Ergebnisse u¨ber Normalita¨t von Familien quasiregula¨rer Abbildungen und die
Existenz abstoßender Fixpunkte von zu diesen Familien geho¨renden Funktionen
oder deren Iterierten im Stil der oben angesprochenen Aussagen beweisen.
Das abschließende Kapitel widmen wir der Iterationstheorie gleichma¨ßig qua-
simeromorpher Abbildungen und versuchen dabei zuna¨chst einen U¨berblick u¨ber
den Stand dieses Arbeitsgebiets zu geben. Des weiteren erga¨nzen wir einige ein-
fache Aussagen wandernde Komponenten der Fatoumenge und die Gestalt der
Juliamenge betreffend. Die oben angesprochenen Ergebnisse erlauben es uns au-
ßerdem, neue Bedingungen zu finden, unter denen die Juliamenge der betrach-
teten Funktion der Menge der abstoßenden periodische Punkte dieser Funktion
entspricht.
Abstract
In this thesis we focus on families of quasiregular mappings, study their nor-
mality and the question of the existence of fixed points of mappings belonging
to those families or of iterates of such mappings. We give conditions concerning
the normality of the families in question which imply that there are mappings
f in those families such that fk for all k > 1 or the mapping f itself has a fi-
xed point. These are conditions regarding the set of points in which the family
is not normal, for instance that those points are isolated in this set or that the
set contains a certain number of points. We obtain results concerning periodic
points of mappings belonging to the families in question rather than fixed points
of iterates of such mappings by strengthening the hypothesises. By using some of
the results mentioned above it is easy to show that a family is normal, if for each
of the mappings f contained in that family there is k > 1 such that fk does not
have a fixed point. Furthermore we prove that the family of all K-quasiregular
mappings f for which there exists k > 1 such that f does not have a periodic
point of period k is quasinormal of order one. Similar methods as in the proof of
the above theorem enable us to show that an entire quasiregular mapping f has
infinitely many periodic points of any period greater than one, if∞ is an essential
singularity of f .
In the proofs of the results given above we use a theorem that states the
following. There are p ∈ N and ε > 0 such that the family of alle K- quasi-
meromorphic mappings that have no island over any of p distinct balls B(aj, ε)
is normal. We modify this theorem by regarding the larger family one gets by
considering only simple islands. We are able to show, that this family is normal
too, but require stronger conditions in order to do so. This theorem allows us to
establish results concerning the normality of families of quasiregular mappings
and the existence of repelling fixpoints of mappings belonging to those families
or iterates of such mappings in the manner of the results mentioned above.
The last chapter aims to give an overview of the theory of iteration of uni-
formly quasimeromorphic mappings. We add some simple results about wandering
components of the Fatou set and the structure of the Julia set. Using some of the
results given above we show that under certain conditions the Julia set of some
uniformly quasimeromorphic mapping f is equal to the closure of the set of the
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Bereits in den zwanziger Jahren begannen die ersten Versuche, die Theorie ana-
lytischer Funktionen in der komplexen Ebene zu verallgemeinern. H.Gro¨tzsch
betrachtete 1928 Homo¨omorphismen, die Winkel und Kreise zwar nicht erhiel-
ten, aber auch nicht zu stark verzerrten, die quasikonformen Abbildungen. Es
entstand eine Theorie, die spa¨ter von L.V.Ahlfors, O.Teichmu¨ller, O. Lehto und
K. I. Virtanen, um nur einige zu nennen, weiterentwickelt wurde. Die Theorie
blieb dabei nicht auf die komplexe Ebene beschra¨nkt, sondern wurde, zuerst von
M.Lavrent’ev 1938, auch im Rn fu¨r n ≥ 2 betrieben.
Zuerst hatte man sich nur mit Homo¨omorphismen bescha¨ftigt, aber auch das
Konzept von analytischen Funktionen, die nicht notwendigerweise bijektiv sind,
la¨ßt sich verallgemeinern. Man erha¨lt die sogenannten quasiregula¨ren Abbildun-
gen. Allerdings bringt diese Abschwa¨chung im R2 keine neuen Erkenntnisse, da
in dieser speziellen Situation jede quasiregula¨re Abbildung nichts anderes ist als
eine analytische Funktion ausgefu¨hrt nach einer quasikonformen Abbildung. An-
ders sieht es im ho¨herdimensionalen Raum aus. Dort stellt man zuna¨chst fest, daß
es fu¨r eine reiche Theorie unverzichtbar ist, Verzerrung im oben angesprochenen
Sinne zuzulassen. So ist etwa eine konforme Abbildung im Rn fu¨r n ≥ 3 schon
immer eine Mo¨biustransformation, ein Ergebnis, welches im wesentlichen bereits
auf J. Liouville zuru¨ckgeht. Des weiteren kann man zeigen, daß eine entsprechende
Abbildung u¨berhaupt nur dann nicht injektiv sein kann, wenn der Verzerrungs-
koeffizient oberhalb einer von der Dimension n abha¨ngigen Konstante > 1 liegt.
Lo¨st man sich jedoch von zu starken Einschra¨nkungen der angesprochenen Art, so
bietet die Theorie der quasiregula¨ren Abbildungen ein vielfa¨ltiges Arbeitsgebiet,
dessen systematische Erschließung in einer Reihe von zwischen 1966 und 1969
erschienenen Artikeln von Yu.G.Reshetnyak begonnen wurde. Die wichtigsten
grundlegenden Eigenschaften quasiregula¨rer Abbildungen wurden von ihm darin
mittels Methoden aus der Theorie der nicht-linearen, partiellen Differentialglei-
chungen, der Differentialgeometrie und der Theorie der Sobolevra¨ume bewiesen.
O.Martio, S. Rickman und J.Va¨isa¨la¨ erweiterten, basierend auf einigen von Res-
hetnyaks Ergebnissen, die Theorie in einer von 1969 bis 1972 vero¨ffentlichten
Artikelserie, wobei sie noch andere als die von Reshetnyak benutzten Methoden
zur Anwendung brachten. Besonders Betrachtungen der Module von Familien von
Wegen konnten sie nutzbringend einsetzen.
Aufbauend auf den in den oben genannten Artikeln gelegten Grundsteinen
wurde die Theorie der quasiregula¨ren Abbildungen in den letzten dreißig Jah-
ren facettenreich weiterentwickelt und entpuppte sich dabei als natu¨rliche Ver-
allgemeinerung einiger Aspekte der komplexen Funktionentheorie. Denn obwohl
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wichtige Ergebnisse u¨ber analytische Funktionen wie etwa der Riemannsche Ab-
bildungssatz oder die Potenzreihenentwicklung im Ho¨herdimensionalen nicht zur
Verfu¨gung stehen, gibt es doch genu¨gend tiefreichende Parallelen. So ist etwa jede
quasiregula¨re Abbildung diskret und offen, und es gilt ein dem Satz von Wei-
erstraß entsprechender Grenzwertsatz fu¨r Folgen K-quasiregula¨rer Abbildungen.
Auch tiefliegendere Ergebnisse wie der Kleine Satz von Picard finden ihre Entspre-
chungen im Rahmen der quasiregula¨ren Abbildungen. Dies gibt in vielen Fa¨llen
Anlaß zur Hoffnung, daß weitere Ergebnisse der komplexen Funktionentheorie
fu¨r quasiregula¨re Abbildungen verallgemeinert werden ko¨nnen. Die vorliegende
Arbeit stellt Untersuchungen in diese Richtung an.
M.Esse´n und S.Wu betrachten in ihrem Artikel [11] Familien analytischer Ab-
bildungen, die eine Iterierte besitzen, die keinen Fixpunkt hat und zeigen, daß sol-
che Familien normal sind. Inspiriert von dieser Arbeit untersuchen D.Bargmann
und W.Bergweiler in [2] die Familie aller analytischen Abbildungen f , fu¨r die ein
p > 1 so existiert, daß f keinen periodischen Punkt der Periode p besitzt. Unter
diesen schwa¨cheren Voraussetzungen gelingt es ihnen immerhin noch, Quasinor-
malita¨t der Ordnung eins zu zeigen. Anschließend verwenden sie diese Aussage
im Beweis der Tatsache, daß eine ganze transzendente Funktion unendlich viele
periodische Punkte beliebiger Periode echt gro¨ßer eins besitzt. Es gelingt uns hier,
die angesprochenen Ergebnisse ohne Abstriche fu¨r quasiregula¨re Abbildungen zu
beweisen. Dies geschieht, nachdem im ersten Kapitel die grundlegenden in dieser
Arbeit beno¨tigten Aussagen und Begriffe eingefu¨hrt worden sind, in Kapitel 2 wie
folgt.
Zuna¨chst erarbeiten wir in Abschnitt 2.1 fu¨r uns im weiteren Verlauf nu¨tzliche
graphentheoretische Aussagen. Hilfsmittel dieser Art werden auch implizit in [11]
und in ausgearbeiteter Form in [2] verwendet. Die Ergebnisse aus Abschnitt 2.2
zielen ebenso auf die Verwendung in den nachfolgenden Abschnitten ab. Inhaltlich
geht es in diesem Abschnitt um die Frage, unter welchen die Normalita¨t betreffen-
den Bedingungen man in einer gegebenen Familie quasimeromorpher Abbildun-
gen Funktionen finden kann, die geeignete Teilgebiete ihres Definitionsbereichs
eigentlich auf gegebene Kugeln abbilden.
Im dritten Abschnitt des zweiten Kapitels befassen wir uns mit Familien quasi-
regula¨rer Abbildungen, die gewisse Normalita¨tsbedingungen erfu¨llen, und schlie-
ßen aus diesen auf die Existenz von Fixpunkten beziehungsweise periodischen
Punkten von zu diesen Familien geho¨rigen Funktionen oder deren Iterierten. Die
Herangehensweise steht also im Gegensatz zu der in den oben angegebenen Arti-
keln. Diese machen wir uns in Abschnitt 2.4 zu eigen. Dabei ermo¨glichen die Er-
gebnisse aus Abschnitt 2.3 u¨bersichtliche Beweise der verallgemeinerten Versionen
der beiden die Normalita¨t beziehungsweise die Quasinormalita¨t betreffenden Aus-
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sagen aus den Artikeln [11] beziehungsweise [2]. Sowohl in Abschnitt 2.4 als auch
in Abschnitt 2.3 diskutieren wir inwieweit die erzielten Ergebnisse ihre Gu¨ltigkeit
auch fu¨r Familien quasimeromorpher Abbildungen behalten. Im letzten Abschnitt
des zweiten Kapitels nutzen wir schließlich einige der bereitgestellten Aussagen,
um, a¨hnlich wie dies in [2] geschieht, zu zeigen, daß eine ganze quasiregula¨re Ab-
bildung, die eine wesentlichen Singularita¨t in ∞ hat, unendlich viele periodische
Punkte beliebiger Periode p ≥ 2 besitzt. Mit diesem Ergebnis beschließen wir das
zweite Kapitel.
M.Esse´n und S.Wu haben ihren Satz aus [11], motiviert durch Ergebnisse
aus der Iterationstheorie analytischer Abbildungen, noch etwas verfeinert. Statt
der oben angesprochenen Funktionenfamilien betrachten sie nun Familien ana-
lytischer Abbildungen, die eine Iterierte besitzen, die keinen abstoßenden Fix-
punkt hat. Es gelingt ihnen auch in dieser Situation, die Normalia¨t der betrach-
teten Familien nachzuweisen. Dabei bringen sie Methoden zur Anwendung, fu¨r
die uns in ho¨heren Dimensionen keine Entsprechungen zur Verfu¨gung stehen.
Dennoch bescha¨ftigen wir uns in Kapitel 3 mit eben dieser Fragestellung im Rah-
men der quasiregula¨ren Abbildungen. Die graphentheoretischen Ergebnisse aus
Abschnitt 2.1 stehen uns selbstversta¨ndlich auch hier zur Verfu¨gung, aber die
Hilfsmittel aus Abschnitt 2.2 mu¨ssen modifiziert werden. Dies geschieht in Ab-
schnitt 3.1. Daran anschließend untersuchen wir in Abschnitt 3.2, inwiefern sich
die Ergebnisse der Abschnitte 2.3 und 2.4 etablieren lassen, wenn wir statt Fix-
punkten im allgemeinen ausschließlich abstoßende Fixpunkte betrachten. Es zeigt
sich, daß die Verzweigungsmengen der zu den betrachteten Funktionenfamilien
geho¨renden Abbildungen eine Schlu¨sselrolle spielen und daß wir diese Mengen
betreffende Bedingungen voraussetzen mu¨ssen. Wir erhalten somit nicht so star-
ke Aussagen wie in Kapitel 2. Insbesondere gelingt es uns nicht, das erwa¨hnte,
verscha¨rfte Normalita¨tsergebnis von M.Esse´n und S.Wu auf quasiregula¨re Abbil-
dungen zu u¨bertragen. Explizit bescha¨ftigen wir uns in Abschnitt 3.2 nur mit Fix-
punkten, sprechen aber auch die erzielbaren Ergebnisse u¨ber periodische Punkte
an.
Im letzten Kapitel dieser Arbeit stehen ebenfalls Familien quasimeromorpher
Abbildungen und die Frage nach ihrer Normalita¨t im Mittelpunkt. Wir bescha¨fti-
gen uns darin mit der Iterationstheorie gleichma¨ßig quasimeromorpher Abbildun-
gen, in deren Zentrum die Analyse der Fatoumenge, also der Menge aller Punkte,
in denen die Familie der Iterierten der betrachteten Funktion normal ist, und ih-
res Komplements, der Juliamenge, steht. Die Entwicklung dieser Theorie nahm,
motiviert durch die reich entwickelte Theorie der komplexen Dynamik, ihren An-
fang Mitte der neunziger Jahre. In Abschnitt 4.1 ero¨rtern wir, in welchem Rahmen
eine ho¨herdimensionale Iterationstheorie Sinn macht und stellen einige grundle-
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gende Begriffe und Ergebnisse vor. Der darauffolgende Abschnitt bescha¨ftigt sich
mit der Struktur der Fatoumenge. Wir stellen eine von A.Hinkkanen, G.Martin
und V.Mayer fu¨r gleichma¨ßig quasimeromorphe Abbildungen eingefu¨hrte Klassi-
fizierung der invarianten Zusammenhangskomponenten der Fatoumenge vor, die
der aus der komplexen Iteration bekannten entspricht. Zum Ende des Abschnitts
beweisen wir noch zwei einfache Ergebnisse u¨ber die sogenannten wandernden
Komponenten, deren Existenz, anders als bei rationalen Funktionen, zum jetzi-
gen Zeitpunkt noch nicht ausgeschlossen werden kann. Komplettiert wird dieses
Kapitel, das von uns auch als U¨berblick u¨ber die Iterationstheorie der gleichma¨ßig
quasimeromorphen Abbildungen gedacht ist, durch Abschnitt 4.3, der sich aus-
schließlich mit der Juliamenge befaßt. Das zentrale, die Juliamenge betreffende
Ergebnis der komplexen Dynamik ist, daß diese dem Abschluß der Menge der
abstoßenden periodische Punkte der betrachteten Funktion entspricht. Im Rah-
men der gleichma¨ßig quasimeromorphen Abbildungen war bisher nur ein von
A.Hinkkanen, G.Martin und V.Mayer bewiesenes Teilergebnis in dieser Richtung
bekannt. Auch uns gelingt es nicht, den angesprochenen Satz in voller Allgemein-
heit zu beweisen, jedoch ko¨nnen wir das Ergebnis von Hinkkanen, Martin und
Mayer erweitern. Dabei kommen einige der in den Kapiteln 2 und 3 erarbeiteten
Ergebnisse zur Anwendung.
An dieser Stelle mo¨chte ich besonders Prof. Dr.W.Bergweiler fu¨r die Vergabe
des Themas und die hervorragende Betreuung danken. Nicht zuletzt gilt ihm mein
Dank fu¨r die Vermittlung eines Stipendiums der Deutsch-Israelischen Stiftung
fu¨r Wissenschaftliche Forschung und Entwicklung, fu¨r deren Unterstu¨tzung ich
mich ebenfalls bedanken mo¨chte. Des weiteren danke ich Sonja Tscheu und Frank
Paasch sowie meinen Bu¨romitbewohnern Ralf Meyer und Martin Hemke, die u¨ber
zwei Jahre alle Ho¨hen und Tiefen der Entstehung dieser Arbeit hilfsbereit und
gelassen begleitet haben. Schließlich danke ich noch meiner Familie, die sich zwar
nicht fu¨r Mathematik interessiert, aber mir immer das Gefu¨hl gegeben hat, daß
sie meine Arbeit ganz großartig findet.
1 Grundlagen
In diesem Kapitel wollen wir zuna¨chst, nach kurzen Angaben u¨ber unsere Bezeich-
nungsweise, in die Theorie der quasiregula¨ren Abbildungen einfu¨hren. Wir geben
eine analytische Definition quasiregula¨rer Abbildungen und diskutieren nachfol-
gend einige der grundlegendsten und wichtigsten Eigenschaften dieser Abbildun-
gen. Dabei orientieren wir uns maßgeblich an dem Buch [33] von S.Rickman. Fu¨r
einen Einblick in den Themenkreis der quasiregula¨ren Abbildungen ist des wei-
teren die Monographie [30] von Yu.G.Reshetnyak zu empfehlen. Im dritten Ab-
schnitt dieses Kapitels wenden wir uns einem topologischen Begriff zu, der Aussa-
gen u¨ber Vielfachheiten von a-Stellen und verwandte Fragestellungen ermo¨glicht,
dem topologischen Grad. Dieser ist fu¨r stetige Funktionen definiert, ist also durch-
aus nicht auf den Kontext quasiregula¨rer Abbildungen beschra¨nkt, und wird in
unserer Arbeit immer wieder Verwendung finden. Schließlich geben wir noch ei-
nige speziellere und teilweise tiefliegende Ergebnisse an, die wir fu¨r Beweise von
Aussagen in den folgenden Kapiteln beno¨tigen. Hier stellen wir unter anderem
den Satz von Rickman, ein ho¨herdimensionales Analogon zum Kleinen Satz von
Picard, vor, der sich als Dreh- und Angelpunkt der in den na¨chsten Kapiteln
folgenden Ergebnisse erweisen wird.
1.1 Notation
Im vorliegenden Text bezeichnen wir den n-dimensionalen euklidischen Raum mit
Rn, wobei, falls nicht anders erwa¨hnt, n ≥ 2 gelte. Das Standardskalarprodukt
auf dem Rn bezeichnen wir mit < ·, · > und fu¨r jeden Vektor x ∈ Rn ist |x| :=√
< x, x > die euklidische Norm von x. Ist A : Rn → Rn eine lineare Abbildung,
so verwenden wir die Operatornorm |A| := max|h|=1 |Ah|. Des weiteren ist fu¨r
eine auf einer Teilmenge M ⊂ Rn definierte Abbildung f : M → Rm mit ||f ||∞
die Supremumsnorm gemeint. Um den Abstand zweier Mengen A,B ⊂ Rn zu
messen, verwenden wir den Term dist(A,B) := inf{|x − y| ; x ∈ A, y ∈ B} und
setzen dist(x,B) := dist({x}, B) fu¨r alle x ∈ Rn. Den Durchmesser einer Menge
A ⊂ Rn bezu¨glich des euklidischen Abstands definieren wir durch diamA :=
sup{|x− y| ; x, y ∈ A}.
Mit Rn bezeichnen wir die Einpunktkompaktifizierung des Rn. Auf diesem
Raum verwenden wir die spha¨rische Metrik
χ : Rn ×Rn → R, (x, y) 7→
{
2|x−y|
(1+|x|2)1/2(1+|y|2)1/2 , falls x, y 6=∞
2
(1+|x|2)1/2 , falls y =∞
.
Die Kugel um einen Punkt x mit Radius r > 0 bezeichnen wir mit B(x, r).
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Betrachten wir Kugeln im Rn, so verwenden wir die spha¨rische Metrik und be-
zeichnen die Kugel mit Bχ(x, r).
Fu¨r eine Menge A verwenden wir die Bezeichnung A fu¨r den Abschluß, intA
fu¨r das Innere und ∂A fu¨r den Rand von A. Wollen wir hervorheben bezu¨glich
welchen Raumes X diese topologischen Operationen ausgefu¨hrt werden, so indi-
zieren wir die jeweiligen Symbole mit X.
Das Lebesgue-Maß im Rn bezeichnen wir mit m oder, falls wir die Dimen-
sion hervorheben wollen, mit mn, die Ma¨chtigkeit einer Menge M mit cardM .
Ist G ⊂ Rn offen und f : G → Rn eine Funktion, so bezeichnen wir mit fi die
i-te Koordinatenfunktion. Ist f partiell beziehungsweise total differenzierbar, so
schreiben wir Difj fu¨r die i-te partielle Ableitung der j-ten Koordinatenfunktion
und Df(x) fu¨r die totale Ableitung an der Stelle x. Mit Jf (x) bezeichnen wir die
Determinante der Jacobi-Matrix von f an der Stelle x, mit detA die Determinate
einer linearen Abbildung A im allgemeinen. Die Menge der auf einer Menge M
definierten stetigen Funktionen bezeichnen wir mit C(M). Ist M offen, so be-
zeichnet Ck(M) die Menge der auf M definierten k-mal stetig differenzierbaren
Funktionen. Fu¨r eine beliebige Funktion f schreiben wir die k-fache Hintereinan-
derausfu¨hrung dieser Funktion als fk. Dabei setzen wir f 0 := id.
Zum Schluß sei noch erwa¨hnt, daß wir, um den Text u¨bersichtlicher zu gestal-
ten, einen Beweis mit dem Symbol  beschließen und das Ende einer Bemerkung
oder eines anderen wichtigen Einschubs mit C kennzeichnen.
Eine Auflistung aller wichtigen in dieser Arbeit verwendeten Symbole findet
sich im Symbolverzeichnis am Ende dieser Arbeit.
1.2 Quasiregula¨re Abbildungen
In diesem Abschnitt werden wir eine analytische Definition der quasiregula¨ren
Abbildungen geben. Im wesentlichen wird sie aus zwei Punkten bestehen. Zuerst
soll eine quasiregula¨re Abbildung infinitesimal kleine Kugeln fast u¨berall in ihrem
Definitionsbereich nur beschra¨nkt verzerren. Die zweite Bedingung ist mehr ana-
lytischen Charakters und schra¨nkt die Klasse der betrachteten Funktionen so ein,
daß wichtige Ergebnisse wie etwa ein Grenzwertsatz beweisbar sind, aber auch
genu¨gend interessante Funktionen u¨brig bleiben. Fu¨r diese Aufgabe zeigt sich
der Begriff der absoluten Stetigkeit auf Geraden als geeignet, den wir zuna¨chst
einfu¨hren wollen. Im weiteren Verlauf dieses Abschnitts bescha¨ftigen wir uns mit
einigen wichtigen Eigenschaften quasiregula¨rer Abbildungen und geben abschlie-
ßend eine Reihe von Beispielen quasiregula¨rer Abbildungen an.
Zur Erinnerung wollen wir noch kurz auffu¨hren, was man unter absoluter
Stetigkeit einer reellen Funktion versteht, bevor wir den Begriff der absoluten
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Stetigkeit auf Geraden fu¨r vektorwertige Funktionen mit Definitionsbereichen im
Rn einfu¨hren.
1.2.1 Definition Sei [a, b] ein reelles Intervall, und sei f : [a, b]→ R eine Funk-
tion.
Dann heißt f absolut stetig, wenn fu¨r alle ε > 0 ein δ > 0 so existiert, daß fu¨r
jedes k ∈ N und alle paarweise disjunkten Intervalle [α1, β1], . . . , [αk, βk] ⊂ [a, b],
fu¨r die
∑k
j=1(βj − αj) < δ gilt, die Bedingung
∑k
j=1 |f(βj) − f(αj)| < ε erfu¨llt
ist.
Wie u¨blich wird diese Definition fu¨r vektorwertige Funktionen komponentenweise
verstanden.
1.2.2 Definition Seien [a1, b1], . . . , [an, bn] reelle Intervalle. Mit Q bezeichnen
wir den achsenparallelen Quader {x ∈ Rn ; ∀i ∈ {1, . . . , n} : ai ≤ xi ≤ bi}. Des
weiteren sei Pi := id − eipii fu¨r alle i ∈ {1, . . . , n}, wobei wir mit ei den i-ten
Einheitsvektor und mit pii die Projektion auf die i-te Komponente bezeichnen.
Eine Funktion f : Q→ Rn heißt absolut stetig auf Geraden (kurz ACL fu¨r abso-
lutely continuous on lines), falls f stetig ist und folgendes fu¨r alle i ∈ {1, . . . , n}
gilt:
Ist Ei die Menge aller x ∈ Pi(Q), fu¨r die die Abbildung t 7→ f(x+ tei) auf [ai, bi]
nicht absolut stetig ist, so gilt mn−1(Ei) = 0.
Ist U ⊂ Rn offen, so heißt f : U → Rn absolut stetig auf Geraden, falls f |Q fu¨r
alle achsenparallelen, abgeschlossenen Quader Q ⊂ U absolut stetig auf Geraden
ist.
Beispiele fu¨r Funktionen, die ACL sind, sind affine Abbildungen, Lipschitz-Funk-
tionen ebenso wie C1-Funktionen. Eine wichtige Eigenschaft auf Geraden stetiger
Funktionen findet sich im na¨chsten Satz, dessen Beweis in [35] auf Seite 88 nach-
zulesen ist.
1.2.3 Satz Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn eine auf Geraden absolut
stetige Funktion.
Dann existieren die partiellen Ableitungen von f fast u¨berall in G und sind auf
ihrem Definitionsbereich Borelfunktionen.
Fu¨r die Definition quasiregula¨rer Abbildungen wollen wir auch an die partiellen
Ableitungen noch Bedingungen stellen. Dafu¨r fu¨hren wir den folgenden Begriff
ein.
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1.2.4 Definition Sei G ⊂ Rn ein Gebiet, p ≥ 1, und sei f : G → Rn eine auf
Geraden absolut stetige Funktion.
Wir sagen f ist ACLp, falls die partiellen Ableitungen lokal Lp-integrierbar sind.
Bemerkung: Alternativ kann man einen Zugang u¨ber Sobolevra¨ume wa¨hlen, da
die ACLp-Funktionen den stetigen Funktionen entsprechen, die lokal Lp-Funk-
tionen sind und deren schwache partielle Ableitungen erster Ordnung ebenfalls
lokal Lp-Funktionen sind. Genauere Ausfu¨hrungen finden sich in [33] ab Seite 5.
C
Zum Abschluß wollen wir noch einen Satz zitieren, der sich im Umgang mit ACLp-
Funktionen als nu¨tzlich erweist. Der Beweis ist in [33] auf Seite 9 nachzulesen.
1.2.5 Satz Seien D,G ⊂ Rn Gebiete, und die Funktion f : G → Rn sei ACLp.
Es sei g : D → G ein C2-Diffeomorphismus und h : f(G) → Rn eine Lipschitz-
Funktion.
Dann sind h ◦ f und f ◦ g beide ACLp.
Wir kommen nun endlich zur Definition einer quasiregula¨ren Abbildung, wobei
wir uns auch hier an die Vorgehensweise von S.Rickman in [33] halten.
1.2.6 Definition Sei G ⊂ Rn ein Gebiet.
Dann heißt f : G→ Rn quasiregula¨r, wenn
(1) f eine ACLn-Funktion ist;
(2) ein K ∈ [1,∞) so existiert, daß |Df(x)|n ≤ KJf (x) fu¨r fast alle
x ∈ G gilt.
Bemerkungen: 1. Mit Df(x) ist hier zuna¨chst nur die formale Ableitung gemeint.
Dies bedeutet, Df(x) ist die lineare Abbildung, die auf den Einheitsvektoren ei
durch Df(x)ei =
∑n
j=1Difj(x)ej definiert ist. Die partiellen Ableitungen existie-
ren nach Satz 1.2.3.
2. Ist f quasiregula¨r, so gilt fu¨r f auch die Ungleichung
(3) Jf (x) ≤ K ′(min|h|=1 |Df(x)h|)
n fu¨r ein K ′ ≥ 1 und fu¨r fast alle x ∈ G.
Umgekehrt folgt aus (3) aber nicht die Bedingung (2) wie man sich am Beispiel
von Projektionen klar machen kann.
3. Es erweist sich als natu¨rlich, in der Definition zu fordern, daß eine quasire-
gula¨re Abbildung ACLn sein soll, da diese Bedingung es ermo¨glicht, den Grenz-
wertsatz 1.2.9 (d) zu beweisen.
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4. Im Falle n = 2 la¨ßt sich eine quasiregula¨re Abbildung immer schon als
Hintereinanderausfu¨hrung einer analytischen und einer quasikonformen Abbil-
dung schreiben. Dies liegt letztlich an der Lo¨sbarkeit der Beltrami-Differential-
gleichung, wie sich in [21] ab Seite 247 nachlesen la¨ßt.
C
1.2.7 Definition Seien die Voraussetzungen wie in der vorangegangenen Defi-
nition.
Das Infimum der Menge aller K ≥ 1, die die Ungleichung aus (2) erfu¨llen, heißt
a¨ußere Dilatation von f und wird mit KO(f) bezeichnet.
Das Infimum der Menge aller K ′ ≥ 1, die die Bedingung (3) erfu¨llen, heißt innere
Dilatation von f und wird mit KI(f) bezeichnet.
Der Wert K(f) := max{KO(f), KI(f)} heißt (maximale) Dilatation. Die quasi-
regula¨re Abbildung f heißt K-quasiregula¨r, falls K(f) ≤ K gilt.
Ein quasiregula¨rer Homo¨omorphismus heißt quasikonform.
Bemerkungen: 1. Da eine abza¨hlbare Vereinigung von Nullmengen wieder eine
Nullmenge ist, ist leicht einzusehen, daß die Werte KO(f) und KI(f) ebenfalls
die Ungleichung (2) beziehungsweise (3) erfu¨llen.
2. Wir haben uns in den Definitionen nach S.Rickman gerichtet. Andere Auto-
ren weichen in ihren Definitionen teilweise ab. So fordert Yu.G.Reshetnyak etwa
in (2) die Ungleichung nur fu¨r den Absolutbetrag von Jf (x), verlangt aber, daß die
Determinante fast u¨berall im Definitionsbereich ihr Vorzeichen nicht a¨ndert. Er
betrachtet also eine gro¨ßere Klasse von Funktionen. Wir werden aber im na¨chsten
Kapitel noch sehen, daß es sich dabei letztlich doch nur um eine technische Ge-
schmackssache handelt. Des weiteren nennt Yu.G.Reshetnyak eine quasiregula¨re
Abbildung K-quasiregula¨r, wenn KO(f) ≤ K gilt. Wieder andere benutzen die
Dilatation, die aus der Ungleichung |Df(x)| ≤ K˜min|h|=1 |Df(x)h| gewonnen
wird. Diese Ungleichung la¨ßt sich selbstversta¨ndlich ebenfalls aus (2) folgern.
Alle diese Definitionen sind in dem Sinne a¨quivalent, daß sie sich gegeneinan-
der abscha¨tzen lassen. Dies folgt aus den Beziehungen KO(f) ≤ KI(f)n−1 und
KI(f) ≤ KO(f)n−1, die sich aus den unten aufgefu¨hrten geometrischen U¨berle-
gungen ergeben.
In der Theorie der quasikonformen Abbildungen wird dagegen meist ein Zu-
gang u¨ber Module von Familien von Wegen gewa¨hlt. Diese sind auch in der Theo-
rie der quasiregula¨ren Abbildungen ein u¨beraus wichtiges Hilfsmittel. In [33] auf




Als na¨chstes wollen wir uns verdeutlichen, was die Bedingung (2) geometrisch
bedeutet. Genaueres la¨ßt sich in [35] ab Seite 43 oder auch in [30] in Abschnitt
I.4.1. nachlesen.
Geometrische Interpretation:
Sei A : Rn → Rn linear und bijektiv. Wir setzen
HI(A) :=
| detA|
(min|h|=1 |Ah|)n , HO(A) :=
|A|n
| detA| und H(A) :=
|A|
min|h|=1 |Ah| .
Sei B die Einheitskugel im Rn. Dann wird B von A auf einen Ellipsoiden E(A)
abgebildet. Es gilt m(E(A)) = m(A(B)) = | detA|m(B).
Umschreibt man den Ellipsoid E(A) mit einer Kugel BO(A), so hat diese
den Radius max|h|=1 |Ah| = |A|, und es gilt m(BO(A)) = |A|nm(B). Ebenso gilt
die Gleichung m(BI(A)) = (min|h|=1 |Ah|)nm(B) fu¨r die in E(A) eingeschriebene








Die Gro¨ße H(A) stellt den Quotient der gro¨ßten und der kleinsten Halbachse von
E(A) dar.
Wir bezeichnen nun die Halbachsen von E(A) in absteigender Gro¨ße mit
a1 ≥ a2 ≥ · · · ≥ an, es gilt also a1 = |A| und an = minh=1 |Ah|. Diese erha¨lt
man rechnerisch als die positiven Wurzeln der Eigenwerte der symmetrischen,
selbstadjungierten, positiv definiten Matrix ATA. Es gilt also detATA = a21 . . . a
2
n
und somit detA = a1 . . . an. Wir erhalten die Formeln
HI(A) =









Es lassen sich nun die Beziehungen HI(A) ≤ HO(A)n−1 und HO(A) ≤ HI(A)n−1
einfach nachrechnen. Die Abscha¨tzungen sind scharf, wie man fu¨r den Fall a1 =
a2 = · · · = an−1 > an sehen kann.
Diese Betrachtungen zeigen, daß eine quasiregula¨re Abbildung infinitesimal
kleine Kugeln fast u¨berall in ihrem Definitionsgebiet nur in beschra¨nktem Maß
deformiert.
C
Es erweist sich des o¨fteren als fruchtbar, statt des Rn dessen Einpunktkompak-
tifizierung Rn versehen mit der eingangs eingefu¨hrten spha¨rischen Metrik zu be-
trachten.
1.2 Quasiregula¨re Abbildungen 11
1.2.8 Definition Sei G ⊂ Rn ein Gebiet.
Eine stetige Funktion f : G → Rn heißt K-quasimeromorph, falls entweder
f(G) = {∞} gilt, oder f−1(∞) diskret und f˜ := f |G\(f−1(∞)∪{∞}) K-quasire-
gula¨r ist.
Wir setzen K(f) := K(f˜), KO(f) := KO(f˜) und KI(f) := KI(f˜).
Bemerkung: Wir haben uns bei dieser Definition an dem Buch [36] von M.Vuo-
rinen orientiert. Man kann die Definition quasiregula¨rer Funktionen auch ganz
allgemein fu¨r Funktionen zwischen orientierten, zusammenha¨ngenden, glatten
Riemann-n-Mannigfaltigkeiten formulieren. Genaueres hierzu findet sich bei S.
Rickman in [33], Seite 11, oder bei Yu.G.Reshetnyak in [30] ab Seite 67.
C
Wir wollen nun ein paar sehr wichtige Eigenschaften quasiregula¨rer Funktionen
auflisten. Die aufgefu¨hrten Ergebnisse sind teilweise tiefliegend und werden oh-
ne Beweis aufgefu¨hrt. In den anschließenden Bemerkungen werden wir selbst-
versta¨ndlich auf die entsprechenden Quellen verweisen.
1.2.9 Satz Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn eine quasiregula¨re
Funktion.
(a) Entweder ist f konstant oder diskret und offen.
(b) Die Funktion f ist fast u¨berall differenzierbar.
(c) Ist H ⊂ Rn ein Gebiet, und ist g : H → G eine weitere quasiregula¨re
Abbildung, so ist f◦g quasiregula¨r, und es gilt KO(f◦g) ≤ KO(f)KO(g)
und KI(f ◦ g) ≤ KI(f)KI(g).
(d) Ist K ≥ 1 und ist (gk)k∈N eine Folge K-quasiregula¨rer Abbildungen in
G, die lokal gleichma¨ßig gegen eine Funktion g : G → Rn konvergiert,
so ist auch g eine K-quasiregula¨re Abbildung.
Bemerkungen: Zu (a): Hierbei handelt es sich um eines der wichtigsten grundle-
genden Ergebnisse u¨ber quasiregula¨re Abbildungen. Es wurde 1967 von Yu.G.Re-
shetnyak in [28] bewiesen. Der Beweis findet sich auch in [30] ab Seite 182. Reshet-
nyak zeigt, daß viele grundlegende Eigenschaften einer quasiregula¨ren Funktion
f von den Eigenschaften der Funktion log |f(·)|, die eine nicht-lineare, elliptische
Differentialgleichung erfu¨llt, abgeleitet werden ko¨nnen. B.Bojarski und T. Iwaniec
vereinfachen diesen Beweis in [7]. Schließlich findet sich in dem Buch [20] von
T. Iwaniec und G.Martin ab Seite 401 eine verfeinerte Version des urspru¨nglichen
Beweises. Als weitere Quelle sei noch das Buch [33] von S.Rickman, Kapitel VI,
genannt, in dem aber grundsa¨tzlich wie in den anderen Beweisen vorgegangen
wird.
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Zu (b): Auch dieses Ergebnis wurde zuerst von Yu.G.Reshetnyak in [28] be-
wiesen, wobei er Erkenntnisse u¨ber die Differenzierbarkeit von Funktionen mit
schwachen Ableitungen verwendet (siehe auch [30] ab Seite 83). S. Rickman be-
weist das Resultat aufbauend auf bestimmten Eigenschaften der Koordinaten-
funktionen quasiregula¨rer Abbildungen und einem Satz von L.Cesari und A.Cal-
dero´n, welcher besagt, daß eine auf einer offenen Teilmenge des Rn definierte,
reelle ACLp-Funktion fast u¨berall differenzierbar ist, falls p > n gilt. Sein Beweis
findet sich in [33] ab Seite 142.
T. Iwaniec beweist in [18], daß K-quasiregula¨re Abbildungen tatsa¨chlich schon
immer ACLp-Funktionen fu¨r ein p = p(n,K) > n sind. Somit la¨ßt sich das oben
genannte Resultat von L.Cesari und A.Caldero´n direkt nutzen. Der Beweis dieses
Ergebnisses von T. Iwaniec ist allerdings aufwendig. Er findet sich auch in [7].
Zu (c): Auch dieses Ergebnis ist nicht sofort ersichtlich, da etwa die Hinterein-
anderausfu¨hrung zweier ACLn-Abbildungen im allgemeinen nicht ACLn ist. Ein
Beweis von (c) findet sich in [33] auf Seite 44.
Zu (d): Hierbei handelt es sich um ein weiteres Resultat, daß auf Yu.G.Re-
shetnyak zuru¨ckgeht, der es 1968 in [29] bewies. Der Beweis ist auch in [30] in
Kapitel II.9.2 nachzulesen. In dem Buch [33] von S.Rickman findet sich eine
vereinfachte Version dieses Beweises in Kapitel VI.8.
C
Bevor wir einige Beispiele fu¨r quasiregula¨re Funktionen betrachten, wollen wir
noch einen weiteren Begriff einfu¨hren.
1.2.10 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn eine quasimero-
morphe Abbildung.
Die Menge der Punkte aus G, die keine Umgebung derart besitzen, daß f ein-
geschra¨nkt auf diese Umgebung ein Homo¨omorphismus ist, nennt man Verzwei-
gungsmenge von f und bezeichnet sie mit Bf .
In vielen Fa¨llen stellt sich die Frage, wie die Verzweigungsmenge der betrachteten
Funktion aussieht. Der na¨chste Satz gibt Auskunft daru¨ber, wie groß diese Menge
werden kann.
1.2.11 Satz Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn quasimeromorph und
nicht konstant.
Dann gilt
dimBf = dim f(Bf ) ≤ n− 2 .
Bemerkungen: 1. Wir bezeichnen hier mit dim die topologische Dimension (siehe
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etwa [17]).
2. Wie viele Ergebnisse u¨ber die Verzweigungsmenge gilt auch der oben ange-
gebene Satz schon fu¨r offene und diskrete Abbildungen auf n-Mannigfaltigkeiten.
Er wurde zuerst von A.V.Chernavski˘ı bewiesen. Ein u¨bersichtlicher Beweis fin-
det sich in [34]. Es ist nicht gekla¨rt, ob es quasiregula¨re Abbildungen gibt, deren
Verzweigungsmengen nicht leer sind und Dimension < n − 2 haben. Offene und
diskrete Abbildungen mit diesen Eigenschaften sind jedoch bekannt.
3. Offensichtlich ist die Verzweigungsmenge immer abgeschlossen. Aus der
obigen Abscha¨tzung der Dimension von Bf la¨ßt sich mittels der Tatsache, daß
eine ho¨chstens (n−2)-dimensionale Teilmenge des Rn den Rn nicht zerlegen kann
(siehe z. B. [1, Seite 390]), schließen, daß G \Bf ein Gebiet ist.
4. Im Falle n = 2 ist Bf diskret, wie man leicht an der Darstellung einer qua-
siregula¨ren Funktion als eine Hintereinanderausfu¨hrung einer analytischen und
einer quasikonformen Abbildung sieht, deren Existenz wir schon in Bemerkung
4 nach Definition 1.2.6 angesprochen haben. Ist n ≥ 3, so ist Bf eine perfekte
Menge. Sie besitzt somit keine isolierten Punkte, falls sie nicht leer ist (siehe [8]).
C
Wir kommen nun zu den versprochenen Beispielen. Zuna¨chst wollen wir dabei




Um Mo¨biustransformationen definieren zu ko¨nnen, mu¨ssen wir zuna¨chst Spiege-
lungen im Rn, und zwar an Hyperebenen und an Kugelschalen, betrachten. Die
nachfolgenden Ergebnisse ko¨nnen in [3] nachgelesen werden.
Die Spiegelung an der Hyperebene P (a, t) := {x ∈ Rn ; 〈x, a〉 = t} ∪ {∞}, a ∈
Rn \ {0}, t ∈ R, hat die Form SH := id− 2(〈id, a〉 − t) a/|a|2.
Die Spiegelung an der Kugelschale ∂B(a, r), a ∈ Rn, r > 0, hat die Form
SK := a+ r
2(id− a)/|id− a|2.
Jede Spiegelung ist ein Diffeomorphismus des Rn, und es gilt |DS(x)|n =
|JS(x)|. Die Determinante der Jacobi-Matrix JS(x) ist fu¨r alle x ∈ Rn negativ.
Daran ko¨nnen wir sofort erkennen, daß eine Spiegelung oder eine Hintereinan-
derausfu¨hrung einer ungeraden Anzahl von Spiegelungen nicht quasiregula¨r sein
kann. Jedoch ist jede Hintereinanderausfu¨hrung einer geraden Anzahl von Spie-
gelungen eine 1-quasiregula¨re Abbildung.
1.2.12 Definition Eine Mo¨biustransformation ist eine Hintereinanderausfu¨h-
rung endlich vieler Spiegelungen.
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Wichtige Beispiele fu¨r quasiregula¨re Mo¨biustransformationen sind Translationen
und Streckungen, die sich jeweils als Hintereinanderausfu¨hrung zweier Spiegelun-
gen schreiben lassen.
Da eine quasiregula¨re Mo¨biustransformation M ein Diffeomorphismus ist und
|DM(x)|n = JM(x) gilt, ist es in vielen Fa¨llen mo¨glich, statt einer gegebenen
quasiregula¨ren Funktion f die Funktionen M−1 ◦f ◦M oder f ◦M zu betrachten
und dadurch die Ausgangssituation zu vereinfachen. In den folgenden Kapiteln
werden wir uns diese Tatsache des o¨fteren zu nutze machen.
Beispiel 2 Nichtsingula¨re affine Abbildungen sind quasiregula¨r.
Beispiel 3 Eine auf einem Gebiet G ⊂ Rn stetig differenzierbare Funktion f ist
quasiregula¨r, falls sie folgende Bedingungen erfu¨llt.
Es existieren γ,M ∈ R>0 so, daß fu¨r fast alle x ∈ G die Ungleichungen Jf (x) ≥ γ
und |Df(x)| ≤M erfu¨llt sind.
Bevor wir nun noch etwas interessantere Beispiele betrachten, wollen wir einige
Punkte angeben, die verdeutlichen, daß es nicht sinnvoll ist, sich auf zu glatte
Funktionen oder Funktionen mit Dilatation nahe 1 zu beschra¨nken. Fu¨r genauere
Bemerkungen und Literaturangaben verweisen wir auf [33], Seiten 11, 12 sowie
161. Im folgenden sei n ≥ 3.
• Jede nicht-konstante 1-quasiregula¨re Abbildung ist schon die Restriktion
einer geeigneten Mo¨biustransformation.
• Es existiert eine nur von der Dimension n abha¨ngige Konstante Kn > 1
nahe bei 1 so, daß jedeKn-quasiregula¨re Abbildung ein lokaler Homo¨omor-
phismus ist.
• Eine lokal homo¨omorphe quasiregula¨re Abbildung f : Rn → Rn ist ein
Homo¨omorphismus und somit quasikonform.
• Alle nicht-konstanten quasiregula¨ren C3-Funktionen sind lokale Homo¨o-
morphismen.
Beispiel 4 Sei α ∈ R>0. Sei
f : Rn → Rn, x 7→
{
x|x|α−1 , falls x 6= 0
0 , falls x = 0
.
Dann ist f quasiregula¨r, sogar quasikonform, und es gilt:
KO(f) = α
n−1 und KI(f) = α, falls α ≥ 1 ist,
KO(f) = 1/α und KI(f) = (1/α)
n−1, falls α < 1 ist.
Fu¨r α < 1 erha¨lt man so ein Beispiel einer quasiregula¨ren Abbildung, also einer
Funktion mit beschra¨nkter Verzerrung, deren Ableitungen in jeder Umgebung
von Null unbeschra¨nkt sind.
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Beispiel 5 Sei m > 1. Definiere fu¨r n ≥ 3 die Funktion f wie folgt:
f : Rn → Rn, x 7→
{
x , xn−1 = xn = 0




wobei xn−1 = r cosφ, xn = r sinφ, r = (x2n−1 + x
2
n)
1/2 und 0 ≤ φ < 2pi ist.
Die Abbildung f la¨ßt die Menge A := {x ∈ Rn ; xn−1 = xn = 0} fest. Umla¨uft
x einen Kreis Γ mit Mittelpunkt in A, der in der zweidimensionalen Ebene ortho-
gonal zu A liegt, ein Mal, so umla¨uft f(x) diesen Kreis m Mal in derselben Rich-
tung. Es la¨ßt sich nachrechnen, daß f quasiregula¨r ist. Es gilt KO(f) = m
n−1 und
KI(f) = m. Fu¨r die Verzweigungsmenge gilt Bf = A und somit dimBf = n− 2.
Beispiel 6 Fu¨r n = 3 la¨ßt sich verha¨ltnisma¨ßig einfach eine quasiregula¨re Funk-
tion f konstruieren, die in einigen Eigenschaften mit der komplexen Exponenti-
alfunktion u¨bereinstimmt. Diese Funktion wird nach V.A. Zorich, der sie in [39]
beschrieb, Zorich-Funktion genannt. Um sie zu konstruieren, zerlegt man den
R3 durch ein Ebenengitter bestehend aus den Ebenen {(i, x, y) ; x, y ∈ R} und
{(x, j, y) ; x, y ∈ R}, i, j ∈ Z, in kongruente, unbeschra¨nkte Zylinder C. Anschlie-
ßend wa¨hlt man einen Zylinder C0 und bildet ihn quasikonform auf den Halbraum
H := {(x, y, z) ∈ R3 ; z > 0} ab. Diese Abbildung setzt man fort, indem man
entsprechend oft an den Fla¨chen der Zylinder C und dem Rand des Halbraumes
H spiegelt. Die resultierende Funktion ist doppelt periodisch mit den Perioden
2e1 und 2e2, wobei mit ei wieder die entsprechenden Einheitsvektoren bezeichnet
sind. Sie wa¨chst gema¨ß der Gleichung |f(x)| = ex3 , und es gilt f : Rn → Rn \{0}.
Die angegebene Konstruktion la¨ßt sich fu¨r n > 3 verallgemeinern.
C
Eine ausfu¨hrliche Betrachtung der Beispiele 4 und 5 findet man in [30] ab Seite
63. Die Konstruktion der Zorich-Funktion la¨ßt sich in [33] auf Seite 15 nachlesen.
In beiden Quellen finden sich auch weitere Beispiele.
1.3 Der topologische Grad
Fu¨r viele Sa¨tze der Funktionentheorie gibt es Analoga in der Theorie der quasi-
regula¨ren Abbildungen in ho¨heren Dimensionen. Einen wichtigen und hilfreichen
Begriff stellt im Komplexen die Windungszahl dar, die unter anderem dazu be-
nutzt werden kann, die Anzahl von Nullstellen gema¨ß Vielfachheit in bestimmten
Gebieten auszurechnen. Ein solches Konzept erweist sich auch im Ho¨herdimensio-
nalen als nu¨tzlich und wird durch den topologischen Grad realisiert. Wir halten
uns in dieser Einfu¨hrung im wesentlichen an das Buch von K.Deimling [9].
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1.3.1 Satz, Definition Sei M die Menge aller Tripel (f,Ω, y), wobei Ω ⊂ Rn
beschra¨nkt und offen, f : Ω→ Rn stetig und y ∈ Rn \ f(∂Ω) ist.
Es existiert genau eine Funktion µ : M → Z, die die folgenden Eigenschaften
besitzt:
(µ1) Es gilt µ(id,Ω, y) = 1 fu¨r alle beschra¨nkten und offenen Ω ⊂ Rn
und alle y ∈ Ω.
(µ2) Es gilt µ(f,Ω, y) = µ(f,Ω1, y) + µ(f,Ω2, y), falls Ω ⊂ Rn offen
und beschra¨nkt ist, Ω1 und Ω2 offene, disjunkte Teilmengen von Ω
sind und y /∈ f(Ω \ (Ω1 ∪ Ω2)) ist.
(µ3) Der Wert µ(h(t, ·),Ω, y(t)) ist unabha¨ngig von t ∈ [0, 1], falls die
Funktionen h : [0, 1] × Ω → Rn und y : [0, 1] → Rn stetig sind,
und y(t) /∈ h(t, ∂Ω) fu¨r alle t ∈ [0, 1] gilt.
Ein Tripel (f,Ω, y) heißt zula¨ssig, wenn es in M liegt.
Die Funktion µ heißt der topologische (oder auch der lokale) Grad.
Bemerkungen: 1. Bei der Bedingung (µ1) handelt es sich um eine Normalisie-
rung, wa¨hrend (µ2) Informationen u¨ber die Lage der Urbilder der betrachteten
Werte liefert. Schließlich ermo¨glicht die Bedingung (µ3), den Wert von µ fu¨r eine
komplizierte Funktion zu berechnen, indem man ihn fu¨r einfachere Funktionen
bestimmt, die die komplizierte Funktion geeignet approximieren.
2. Es ist wichtig, sich bei der Benutzung von µ davon zu u¨berzeugen, daß die
eingesetzten Tripel zula¨ssig sind. Im folgenden, auch in spa¨teren Kapiteln, werden
wir nicht ausdru¨cklich u¨berpru¨fen, daß nur zula¨ssige Tripel verwendet werden, der
Leser darf aber davon ausgehen, daß dies geschehen ist.
3. Die Konstruktion der Funktion µ kann auf verschiedene Weisen durch-
gefu¨hrt werden. Der a¨ltere Zugang nutzt Methoden der algebraischen Topologie
und ist zum Beispiel in dem Buch von P.Alexandroff und H.Hopf ([1]) zu finden.
Eine andere Mo¨glichkeit nutzt analytische Mittel wie den Approximationssatz
von K.Weierstraß und den Satz u¨ber implizite Funktionen. Dieser Ansatz findet
sich in [9]. Dabei betrachtet man im Definitionsbereich von µ zuerst nur Funktio-
nen f , die auf Ω stetig differenzierbar sind und Werte y so, daß die Determinante
der Jacobimatrix von f in den Punkten der Menge f−1(y) ungleich Null ist. Fu¨r
solche Funktionen und Werte definiert man µ(f,Ω, y) :=
∑
x∈f−1(y) sgn Jf (x),
wobei
∑
∅ = 0 gesetzt wird. Im folgenden werden allgemeinere Funktionen und
Werte geeignet approximiert. Um die Eindeutigkeit zu zeigen, erweist es sich als
ausreichend festzustellen, daß µ durch die Werte auf den invertierbaren, linearen
Abbildungen eindeutig bestimmt ist.
3. Wir wollen nun noch kurz auf den Zusammenhang zwischen µ und der
Windungszahl n(·, ·) im R2 eingehen.
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Zu jeder geschlossenen Kurve γ : [0, 1] → C gibt es eine stetige Funktion
f : ∂B(0, 1)→ C so, daß Bild f = Bild γ gilt. Wir ko¨nnen nun die Funktion f auf
beliebige Weise stetig auf B(0, 1) fortsetzen. Der Wert µ(·, B(0, 1), a) ha¨ngt fu¨r
alle a /∈ f(∂B(0, 1)) nicht von der gewa¨hlten Fortsetzung ab, wie man aus (µ3)
folgern kann. Es gilt nun µ(f,B(0, 1), a) = n(γ, a). Den Beweis und genauere
Erkla¨rungen findet man in [9] ab Seite 30.
C
Als na¨chstes wollen wir einige Eigenschaften von µ auflisten. Sie sind leicht aus
(µ1) - (µ3) oder der Konstruktion von µ zu folgern und in [9] im ersten Kapitel
nachzulesen.
1.3.2 Satz Sei Ω ⊂ Rn offen und beschra¨nkt, y ∈ Rn \f(∂Ω), und sei f ∈ C(Ω).
Dann gelten folgende Aussagen.
(µ4) Es gilt µ(f, ∅, y) = 0.
Insbesondere gilt µ(f,Ω, y) = 0, falls f−1(y) = ∅ ist. Die Umkeh-
rung dieser Aussage gilt nicht.
(µ5) Sei r := dist(y, f(∂Ω)). Die Funktion µ(·,Ω, y) beziehungsweise
µ(f,Ω, ·) ist auf {g ∈ C(Ω) ; ‖g − f‖∞ < r} beziehungsweise
B(y, r) ⊂ Rn konstant.
(µ6) Ist f injektiv und y ∈ f(Ω), so gilt |µ(f,Ω, y)| = 1.
(µ7) Die Funktion µ(f,Ω, ·) ist auf den Zusammenhangskomponenten
von Rn \ f(∂Ω) konstant.
Der na¨chste Satz, den wir angeben, beinhaltet eine nu¨tzliche Formel zur Be-
rechnung des topologischen Grades von Hintereinanderausfu¨hrungen geeigneter
Funktionen.
1.3.3 Satz Sei Ω ⊂ Rn offen und beschra¨nkt. Sei f ∈ C(Ω), und sei g ∈ C(Rn).
Mit Ki, i ∈ I, bezeichnen wir die beschra¨nkten Zusammenhangskomponenten von
Rn \ f(∂Ω). Schließlich sei y ∈ Rn \ (g ◦ f)(∂Ω).
Dann gilt
µ(g ◦ f,Ω, y) =
∑
i∈I
µ(f,Ω, Ki)µ(g,Ki, y) ,
wobei µ(f,Ω, Ki) = µ(f,Ω, x) fu¨r ein beliebiges x ∈ Ki sei.
Bemerkungen: 1. Der Ausdruck µ(f,Ω, Ki) ist aufgrund von (µ7) wohldefiniert.
Auf der unbeschra¨nkten Zusammenhangskomponente vonRn\f(∂Ω) hat µ(f,Ω, ·)
den Wert Null. Es ist also gerechtfertigt, sie bei den Betrachtungen wegzulassen.
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2. Ist g : f(Ω)→ Rn stetig, so la¨ßt g sich zu einer auf Rn stetigen Funktion g˜
fortsetzen (siehe etwa [9, Seite 6]). Es gilt dann nach obiger Formel µ(g ◦ f,Ω, y) =∑
i∈I µ(f,Ω, Ki)µ(g˜, Ki, y), da µ(f,Ω, Ki) = 0 ist, sobald Ki 6⊂ f(Ω) gilt. Die
Bedingung, daß g auf dem ganzen Rn definiert sein soll, stellt also keine Ein-
schra¨nkung dar.
3. Man kann sich leicht u¨berlegen, daß die Summe in der Formel in Satz 1.3.3
endlich ist. Die Formel la¨ßt sich beweisen, indem man sie zuerst fu¨r stetig diffe-
renzierbare Funktionen und geeignete Werte y zeigt und anschließend die allge-
meineren Funktionen und Werte approximiert. Der Beweis ist in [9] auf Seite 24
nachzulesen.
C
Ist der Wert des topologischen Grades Null, so la¨ßt sich im allgemeinen kei-
ne Aussage daru¨ber treffen, ob der betrachtete Wert y angenommen wird oder
nicht. Anders sieht es in dem speziellen Fall der orientierungserhaltenden Abbil-
dungen aus, die wir als na¨chstes betrachten wollen. Zuvor fu¨hren wir noch eine
vereinfachende Bezeichnungsweise ein.
1.3.4 Bezeichnung Sei G ⊂ Rn ein Gebiet. Mit K(G) bezeichnen wir die Menge
aller Gebiete, deren Abschluß eine kompakte Teilmenge von G ist.
1.3.5 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn stetig.
Dann heißt f orientierungserhaltend beziehungsweise orientierungsumkehrend,
falls fu¨r alle D ∈ K(G) und alle y ∈ f(D)\f(∂D) die Ungleichung µ(f,D, y) > 0
beziehungsweise µ(f,D, y) < 0 gilt.
Bemerkungen: 1. Ist f eine differenzierbare Funktion und y ein nicht-singula¨rer
Wert, so entspricht die Forderung in der vorangegangenen Definition der Bedin-
gung Jf (x) > 0 beziehungsweise Jf (x) < 0 fu¨r alle x ∈ f−1(y).
2. Die Produktformel 1.3.3 zeigt, daß Hintereinanderausfu¨hrungen zweier ori-
entierungserhaltender oder zweier orientierungsumkehrender Funktionen orientie-
rungserhaltend sind, wa¨hrend Hintereinanderausfu¨hrungen einer orientierungser-
haltenden und einer orientierungsumkehrenden Funktion orientierungsumkehrend
sind.
C
Wir ko¨nnen nun eine weitere wichtige Eigenschaft quasiregula¨rer Abbildungen
formulieren. Der folgende Satz geht auf Yu.G.Reshetnyak zuru¨ck, ein Beweis
findet sich auch im Buch [33] von S.Rickman in Abschnitt VI.5.
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1.3.6 Satz Eine quasiregula¨re Abbildung ist konstant oder orientierungserhal-
tend.
Bemerkung: Man kann zeigen (siehe etwa [33, Seite 18]), daß stetige, diskrete,
offene Abbildungen schon immer orientierungserhaltend oder orientierungsum-
kehrend sind. Fordert man in der Definition der quasiregula¨ren Abbildungen in
Bedingung (2), daß die dortige Ungleichung nur fu¨r den Betrag der Determinan-
te der Jacobimatrix erfu¨llt sein muß, so la¨ßt man auch orientierungsumkehrende
Funktionen zu. Dies ist aufgrund des eben genannten Ergebnisses nur eine tech-
nische Geschmacksfrage.
C
Als na¨chstes wollen wir einen Begriff einfu¨hren, der die Vielfachheit einer y-Stelle
beschreibt, den sogenannten topologischen (oder auch lokalen) Index.
1.3.7 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn stetig und diskret.
Des weiteren seien x ∈ G und U ∈ K(G) derart, daß U ∩ f−1(f(x)) = {x} gilt.
Dann heißt i(x, f) := µ(f, U, f(x)) topologischer (oder lokaler) Index von x.
Bemerkungen: 1. Die Eigenschaft (µ2) sichert die Unabha¨ngigkeit von i(x, f) von
der Umgebung U .
2. Nach (µ7) ist |i(·, f)| = 1 außerhalb der Verzweigungsmenge Bf . Des wei-
teren gilt nach (µ2) fu¨r D ∈ K(G) und y ∈ f(D) \ f(∂D) und D ∩ f−1(y) =
{x1, . . . , xk} die Gleichung µ(f,D, y) =
∑k
j=1 i(xj, f).
3. Man kann fu¨r jede natu¨rliche Zahl k eine quasiregula¨re Funktion angeben,
die Punkte besitzt, deren Index k betra¨gt. Beispiel 5 des vorangegangenen Ka-
pitels liefert etwa fu¨r jedes m > 1 eine Funktion, fu¨r die gilt, daß der Index
jedes Punktes der dort definierten Menge A gleich m ist. Betrachtet man jedoch
das Infimum u¨ber i(x, f) fu¨r x ∈ F ⊂ Bf , wobei F in gewissem Sinne groß ge-
nug sein muß, ist dieses Infimum kleiner als eine nur von n und K(f) abha¨ngige
Konstante. Ist also F ⊂ Bf geeignet gewa¨hlt, ausreichend ist etwa F als ein
nicht-degeneriertes Kontinuum zu wa¨hlen, so kann i(·, f) nicht in jedem x ∈ F
beliebig groß werden. Genaueres findet sich in [33] ab Seite 73.
C
Um den topologischen Grad bestimmen zu ko¨nnen, muß man die Zula¨ssigkeit der
betrachteten Tripel gewa¨hrleisten. Dazu ist es interessant zu wissen, worauf der
Rand des betrachteten Gebietes abgebildet wird.
1.3.8 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn stetig, diskret und
offen.
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Ein Gebiet D ∈ K(G) heißt normales Gebiet von f , falls f(∂D) = ∂f(D) gilt.
Eine normale Umgebung eines Punktes x ∈ G ist ein normales Gebiet U von f ,
fu¨r das U ∩ f−1(f(x)) = {x} gilt.
Bemerkungen: 1. Es gilt unter den Voraussetzungen der vorangegangenen Defini-
tion fu¨r alle D ∈ K(G) schon immer ∂f(D) ⊂ f(∂D). Die umgekehrte Inklusion
ist im allgemeinen nicht gegeben.
2. Ist D ein normales Gebiet von f , so gilt f(D)∩f(∂D) = ∅, also ist µ(f,D, ·)
nach (µ6) konstant auf f(D).
C
Die folgenden beiden Lemmata helfen uns bei der Suche nach normalen Gebieten.
Die einfachen Beweise finden sich etwa in [33] ab Seite 18.
1.3.9 Lemma Seien U, G ⊂ Rn Gebiete, und sei f : G→ Rn stetig, diskret und
offen. Sei D eine Komponente von f−1(U), fu¨r die D ∈ K(G) gilt.
Dann ist D ein normales Gebiet von f . Des weiteren gilt f(D) = U und U ∈
K(f(G)).
1.3.10 Bezeichnung Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn stetig, diskret
und offen. Fu¨r x ∈ G und s > 0 bezeichnen wir mit U(x, f, s) die Komponente
von f−1(B(f(x), s)), die x entha¨lt.
1.3.11 Lemma Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn stetig, diskret und
offen. Sei x ∈ G.
Dann existiert ein sx > 0 derart, daß das Gebiet U(x, f, s) fu¨r alle 0 < s < sx
eine normale Umgebung von x ist. Des weiteren gilt f(U(x, f, s)) = B(f(x), s)
und diamU(x, f, s)→ 0 fu¨r s→ 0.
Zum Abschluß dieses Kapitels wollen wir Funktionen mit einer Eigenschaft be-
trachten, die es unter bestimmten Voraussetzungen ermo¨glicht, auf die Existenz
von Fixpunkten zu schließen.
1.3.12 Definition Sei G ⊂ Rn ein Gebiet.
Eine Abbildung f : G → Rn heißt eigentlich, wenn f−1(K) fu¨r jede kompakte
Teilmenge K von f(G) selbst kompakt ist.
Eigentliche Funktionen lassen sich auf verschiedene Weise charakterisieren. Das
na¨chste Lemma ha¨lt eine einfach zu zeigende A¨quivalenz fest.
1.3.13 Lemma Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn stetig, diskret und
offen.
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Die folgenden Aussagen sind a¨quivalent:
(1) f ist eigentlich;
(2) es gilt dist(f(xk), ∂Rnf(G)) → 0 fu¨r k → ∞ fu¨r alle Folgen
(xk)k∈N in G, die die Bedingung dist(xk, ∂RnG) → 0 fu¨r k → ∞
erfu¨llen.
Bemerkungen: 1. Sei G ⊂ Rn ein Gebiet. Aus dem vorangegangenen Lemma
folgt sofort, daß eine stetige, offene und diskrete Abbildung f : G → Rn auf
einem normalen Gebiet von f eigentlich ist.
Ist umgekehrt f auf einem Gebiet D ⊂ K(G) eigentlich, so ko¨nnen wir
f(∂G) ⊂ ∂f(G) folgern. Mit der ersten Bemerkung zu Definition 1.3.8 folgt, daß
auch ∂f(G) ⊂ f(∂G) gilt, D also ein normales Gebiet von f ist.
2. Eine weitere Mo¨glichkeit eigentliche Abbildungen zu charakterisieren, bietet
der topologische Grad. Es ließe sich dem vorangegangenen Lemma hinzufu¨gen:
f ist genau dann eigentlich, wenn sup{card (G ∩ f−1(y)) ; y ∈ Rn} = p < ∞
und
∑k
j=1 i(xj, f) = p fu¨r alle y ∈ f(G), f−1(y) = {x1, . . . , xk} gilt. Diese Aussage
folgt sofort aus Lemma3.3 in [24].
C
Fu¨r eigentliche Abbildungen lassen sich einfache Bedingungen angeben, unter
denen diese Abbildungen Fixpunkte haben. Das nachfolgende Lemma wollen wir,
auch zur Illustration der Benutzung des topologischen Grades, kurz beweisen.
1.3.14 Lemma Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn stetig, offen,
diskret und orientierungserhaltend. Des weiteren sei x0 ∈ G und ε > 0 so, daß
B(x0, ε) ⊂ G gilt.
Existiert ein Gebiet U derart, daß U ⊂ B(x0, ε) und f(U) = B(x0, ε) gilt und
f |U eigentlich ist, so existiert ein a ∈ U mit f(a) = a.
Beweis: Sei U ein Gebiet mit den oben gewu¨nschten Eigenschaften. Wir ko¨nnen
annehmen, daß x0 = 0 gilt. Andernfalls betrachten wir statt f die Funktion
M ◦ f ◦M−1, wobei M eine geeignete Mo¨biustransformation bezeichnet.
Dann hat f in U eine Nullstelle. Da (f, U, 0) zula¨ssig und f orientierungs-
erhaltend ist, gilt µ(f, U, 0) > 0. Wir betrachten nun die stetige Funktion g :=
f |U − idU . Da U ⊂ B(0, ε) ist, existiert ein δ < ε so, daß U ⊂ B(0, δ) gilt. Da des
weiteren f(∂U) = ∂f(U) = ∂B(0, ε) gilt, ko¨nnen wir insgesamt ‖g − f |U‖∞ =
‖idU‖∞ ≤ δ < ε = dist(0, f(∂U)) folgern. Es gilt also µ(g, U, 0) = µ(f, U, 0) > 0
nach (µ5). Aus (µ4) folgt, daß g eine Nullstelle in U hat. Bezeichnen wir diese
Nullstelle mit a, so gilt f(a) = a.

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Abschließend zu diesem Abschnitt ist zu bemerken, daß sich das Konzept des
topologischen Grades problemlos auf Funktionen des Rn u¨bertragen la¨ßt, fu¨r die
wir es auch des o¨fteren verwenden werden. Man vergleiche hierzu auch [33] ab
Seite 16, wo der topologische Grad gleich auf dem Rn eingefu¨hrt und die meisten
oben aufgefu¨hrten Ergebnisse fu¨r Funktionen im Rn formuliert sind.
Einer nicht-konstanten quasimeromorphen Funktion la¨ßt sich zudem ein Grad
im Sinne von Bemerkung 2 zu Lemma1.3.13 zuweisen.
1.3.15 Satz, Definition Sei f : Rn → Rn eine nicht-konstante, quasimeromor-
phe Abbildung.
Dann existiert eine Konstante µ(f) so, daß µ(f) =
∑
x∈f−1(y) i(x, f) < ∞ fu¨r
alle y ∈ Rn gilt.
Wir nennen µ(f) den Abbildungsgrad von f .
Der Beweis der obigen Aussage la¨ßt sich in [24] in Abschnitt 4 nachlesen.
1.4 Wichtige Ergebnisse
In diesem Abschnitt listen wir Ergebnisse aus der Theorie der quasiregula¨ren Ab-
bildungen auf, die wir in den Beweisen der na¨chsten Kapitel zusa¨tzlich zu den in
Abschnitt 1.2 aufgefu¨hrten Eigenschaften quasiregula¨rer Abbildungen beno¨tigen.
Bei den meisten der nachfolgenden Sa¨tze handelt es sich um Aussagen, welche die
Normalita¨t von Familien quasiregula¨rer Abbildungen betreffen. Zusa¨tzlich zum
Begriff der Normalita¨t einer Familie von Funktionen fu¨hren wir den der Qua-
sinormalita¨t ein, der in Kapitel 2 ebenfalls Verwendung finden wird. Beginnen
wollen wir jedoch mit einem fu¨r uns zentralen Satz der Werteverteilungstheorie
der quasiregula¨ren Abbildungen, einem Analogon des Kleinen Satzes von Picard,
welcher besagt, daß eine holomorphe Funktion f : C → C, die mindestens zwei
verschiedene Werte aus C nicht annimmt, konstant sein muß. Fu¨r quasiregula¨re
Funktionen in der Ebene gilt exakt dieselbe Aussage, da sich solche Funktio-
nen als Hintereinanderausfu¨hrung einer analytischen und einer quasikonformen
Abbildung schreiben lassen, wie wir schon in Bemerkung 4 nach Definition 1.2.6
festgestellt haben. Fu¨r den Fall n ≥ 3 wurde zuerst gezeigt, daß eine auf ganz
Rn definierte quasiregula¨re Funktion in ihrem Bild ho¨chstens eine Menge der Ka-
pazita¨t Null auslassen kann. Schließlich gelang es S.Rickman 1980 in [31] das
Anologon des Satzes von Picard zu beweisen.
1.4.1 Satz (Rickman) Fu¨r alle n ≥ 2 und alle K ≥ 1 existiert ein q0 ∈ N,
welches nur von n und K abha¨ngt, derart, daß jede K-quasimeromorphe Abbildung
f : Rn → Rn, die mindestens q0 verschiedene Werte ausla¨ßt, konstant ist.
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Bemerkungen: 1. Das minimale zuK und n geho¨rige q0 mit der obigen Eigenschaft
wollen wir im folgenden als Rickman-Konstante bezeichnen.
2. In [33] wird im Beweis auf Module von Familien von Wegen zuru¨ckgegriffen,
eine Technik, die in der Theorie der quasiregula¨ren Abbildungen sehr fruchtbar
ist. Man betrachtet eine fest gewa¨hlte Kugelschale Y . La¨ßt man zu, daß q0 beliebig
groß wird, so kann man das Mittel u¨ber die Anzahl der Urbilder von Punkten aus
Y in Kugeln B(x, r) durch eine Zahl echt gro¨ßer Null nach unten beschra¨nken,
wa¨hrend ihr Durchmesser mit r gegen Null geht, was zum Widerspruch fu¨hrt.
A. Eremenko und J. L. Lewis haben in ihrem Artikel [10] einen Beweiszugang
gewa¨hlt, der die Zusammenha¨nge von quasiregula¨ren Funktionen und partiellen
Differentialgleichungen und als zentrales Beweismittel Harnacks Ungleichung aus-
nutzt. Diese Herangehensweise findet sich auch in dem Buch [20] von T. Iwaniec
und G.Martin ab Seite 467.
3. S. Rickman hat daru¨ber hinausgehend eine Theorie der Werteverteilung fu¨r
quasiregula¨re Abbildungen entwickelt, die in Teilen den Theorien von L.V.Ahlfors
und R.Nevanlinna entspricht. Kapitel V in [33] vermittelt einen Einblick in seine
Ergebnisse.
4. Es wurde lange vermutet, daß auch in Dimensionen n ≥ 3 der Wert q0 = 3
gesetzt werden kann. S.Rickman konnte in [32] jedoch zeigen, daß diese Vermu-
tung wenigstens fu¨r n = 3 falsch ist. Er zeigt durch Angabe konkreter Beispiele,
daß fu¨r alle p ∈ N eineK(p)-quasiregula¨re, nicht konstante Funktion f : R3 → R3
existiert, die p verschiedene Punkte ausla¨ßt. Dieser Beweis ist, wie so oft, wenn es
um die Konstruktion konkreter Beispiele quasiregula¨rer Abbildungen geht, sehr
kompliziert.
Da orientierungserhaltende Mo¨biustransformationen fu¨r alle K ≥ 1 zu den
K-quasiregula¨ren Abbildungen geho¨ren, ist klar, daß q0 schon immer mindestens
2 sein muß.
Die als Beispiel 6 in Kapitel 1.2 angegebene Zorich-Funktion ist ein Beispiel
einer auf ganz Rn definierten nicht-konstanten quasiregula¨ren Funktion, die zwei
verschiedene Werte des Rn ausla¨ßt.
Des weiteren gilt fu¨r n ≥ 3, daß ein Kn > 1 derart existiert, daß alle nicht kon-
stanten Kn-quasiregula¨ren Funktionen lokale Homo¨omorphismen sind (siehe [33,
Kapitel VI.8.14]), und daß eine quasiregula¨re Abbildung f : Rn → Rn, die lokal
ein Homo¨omorphismus ist, schon ein Homo¨omorphismus ist. Das bedeutet, daß
jede auf Rn definierte Kn-quasiregula¨re Funktion konstant oder ein Homo¨omor-
phismus ist. Fu¨r 1 ≤ K ≤ Kn und beliebiges n ≥ 3 kann man also q0 = 2
wa¨hlen.
Schließlich la¨ßt sich der Wert q0 in Termen der Dilatationen und der Dimension
nach oben abscha¨tzen. Genaueres hierzu findet sich in [33] auf Seite 86.
24 1 GRUNDLAGEN
5. Kleine Vera¨nderungen in dem Beweis aus [33] liefern eine n-dimensionale
Version des Großen Satzes von Picard, der dort auf Seite 87 zu finden ist.
C
Nun kommen wir zu der grundlegenden Definition dieses Abschnitts.
1.4.2 Definition Sei G ⊂ Rn ein Gebiet, und sei F eine Familie in G definier-
ter quasimeromorpher Abbildungen.
Die Familie F nennt man normal, falls jede Folge in F eine lokal gleichma¨ßig
konvergente Teilfolge besitzt. Sie heißt normal in einem Punkt x ∈ G, falls es eine
Umgebung U von x gibt, in der die Familie der auf U eingeschra¨nkten Funktionen
aus F normal ist.
Existiert zu jeder Folge in F eine Teilfolge und eine endliche Menge E ⊂ G
derart, daß diese Teilfolge lokal gleichma¨ßig auf G \ E konvergiert, so heißt F
quasinormal.
Ist die Ma¨chtigkeit der Menge E unabha¨ngig von den betrachteten Folgen be-
schra¨nkt und ist q die kleinste obere Schranke fu¨r die Ma¨chtigkeit, so nennt man
F quasinormal von der Ordnung q.
Wir werden nun einige speziellere Ergebnisse betrachten, die unterschiedlich tief-
liegend sind. Genaueres werden wir in den auf die jeweiligen Sa¨tze folgenden
Bemerkungen auffu¨hren. Wir beginnen mit einem einfachen Ergebnis, einer Ei-
genschaft von stetigen, offenen Abbildungen, dem Maximumsprinzip.
1.4.3 Satz Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn offen und stetig. Sei
D ∈ K(G).
Dann gilt maxx∈∂D |f(x)| = maxx∈D |f(x)|.
Als na¨chstes betrachten wir ein Anologon zum Satz von Hurwitz, welches man in
dem Artikel [27] von R.Miniowitz findet.
1.4.4 Satz Sei G ⊂ Rn ein Gebiet, und sei a ∈ Rn. Des weiteren sei (fk)k∈N eine
Folge K-quasiregula¨rer Abbildungen von G nach Rn \ {a}, die lokal gleichma¨ßig
gegen eine Funktion f : G→ Rn konvergiert.
Dann ist f konstant, oder es gilt µ(f,D, a) = 0 fu¨r alle D ∈ K(G).
Bemerkungen: 1. Da die Grenzfunktion f , sobald sie nicht konstant ist, nach
Satz 1.2.9 (d) quasiregula¨r und somit orientierungserhaltend ist, gilt schon, daß
auch f den Wert a nicht annimmt.
2. Der Beweis ist eine einfache Anwendung der Eigenschaften von µ.
C
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Als na¨chstes beno¨tigen wir eine Reihe von Normalita¨tskriterien, die sich alle in
dem Artikel [27] von R.Miniowitz finden.
1.4.5 Satz Sei F eine Familie von auf einem Gebiet G ⊂ Rn definierten, K-
quasimeromorphen Abbildungen.
Dann ist F genau dann normal, wenn fu¨r alle kompakten Teilmengen K von G
ein M <∞ so existiert, daß
χ(f(x), f(y)) ≤M(χ(x, y))α
fu¨r α = K1/(n−1) und alle x ∈ K, y ∈ G und f ∈ F gilt.
Bemerkung: Ist F in einem Punkt x0 nicht normal, so liefert Satz 1.4.5 Folgen
(xk)k∈N und (yk)k∈N in G mit xk 6= yk, die gegen x0 konvergieren sowie eine Folge
(fk)k∈N in F , fu¨r die gilt:
χ(fk(xk), fk(yk))
χ(xk, yk)α
→∞ fu¨r k →∞.
C
Der na¨chste Satz ist ein Analogon zu dem im Komplexen bekannten Zalcman-
Lemma (siehe [38]).
1.4.6 Satz Eine Familie F von in B(0, 1) definierten K-quasimeromorphen Ab-
bildungen ist genau dann in einem Punkt x0 ∈ B(0, 1) nicht normal, wenn
(a) ein Folge positiver Zahlen (ρk)k∈N, die gegen Null konvergiert,
(b) eine Folge (xk)k∈N in B(0, 1), die gegen x0 konvergiert,
(c) eine Folge (fk)k∈N von Funktionen aus F und
(d) eine nicht konstante, K-quasimeromorphe Funktion h : Rn → Rn
so existieren, daß (fk(ρkx+ xk))k∈N lokal gleichma¨ßig auf Rn gegen h konver-
giert.
Bemerkungen: 1. Die Forderung, daß die in (b) genannte Folge gegen x0 konver-
giert, findet sich in dem Artikel von R.Miniowitz nicht. Daß der Satz auch in der
hier angegeben Version gu¨ltig ist, ist einfach zu zeigen (vergleiche etwa [20]).
2. Der vorangegangene Satz ermo¨glicht wie im Komplexen auch im Rn eine
Art Bloch-Prinzip zu entwickeln, das Bedingungen, welche die Normalita¨t einer
Funktionenfamilie erzwingen, in Relation zu Bedingungen an quasiregula¨re Ab-
bildungen f : Rn → Rn setzt, die darauf schließen lassen, daß diese Abbildungen
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konstant sind. Diese Idee wird in dem Artikel [27] von R.Miniowitz konkretisiert.
Ein Beispiel fu¨r eine solche Beziehung liefern der Satz von Rickman und der fol-
gende Satz.
C
Das na¨chste Ergebnis stellt eine n-dimensionale Entsprechung des Satzes von
Montel dar.
1.4.7 Satz Sei G ⊂ Rn ein Gebiet, und sei F eine Familie von in G definierten
K-quasimeromorphen Abbildungen.
Dann existiert eine Konstante q ∈ N, die nur von K und n abha¨ngig ist, so, daß
folgendes gilt:
Existieren verschiedene Punkte a1, . . . , aq ∈ Rn derart, daß fu¨r alle f ∈ F die
Bedingung f(G) ∩ {a1, . . . , aq} = ∅ gilt, so ist F normal.
Bemerkung: Im Beweis dieses Satzes benutzt R.Miniowitz in [27] das in der zu
Satz 1.4.6 geho¨renden Bemerkung 2 angesprochene Prinzip und den oben auf-
gefu¨hrten Satz von Rickman. Die Konstante q ist genau die Konstante, die auch
in Satz 1.4.1 beno¨tigt wird. In den daran anschließenden Bemerkungen haben wir
bereits einige Anmerkungen zum Wert dieser Konstante gemacht.
C
2 Fixpunkte und Normalita¨t
Ziel dieses Kapitels ist es, Verknu¨pfungen zwischen der Normalita¨t einer Fa-
milie quasiregula¨rer Abbildungen und der Existenz von Fixpunkten der in der
betrachteten Familie enthaltenen Funktionen oder deren Iterierten herzustellen.
Dafu¨r stellen wir zuna¨chst eine Reihe von Hilfsmitteln bereit. Im ersten Abschnitt
bescha¨ftigen wir uns mit einigen von der Theorie der quasiregula¨ren Abbildungen
vo¨llig unabha¨ngigen graphentheoretischen U¨berlegungen. Wir erarbeiten Bedin-
gungen, die, in den Kontext der quasiregula¨ren Abbildungen gesetzt, die Exi-
stenz von Fixpunkten geeigneter Funktionen sicher stellen. Daran anschließend
bescha¨ftigen wir uns mit einer Normalita¨tsaussage, deren zweidimensionale Ver-
sion aus dem Themenkreis der Ahlforsschen Theorie der U¨berlagerungsfla¨chen
stammt. Sie wird uns befa¨higen, Funktionen in nicht-normalen Familien zu fin-
den, die Eigenschaften besitzen, welche die Anwendung der im ersten Teil erar-
beiteten Ergebnisse erlauben. Im dritten Abschnitt dieses Kapitels nutzen wir
die bereits gewonnenen Erkenntnisse, um die Existenz von Fixpunkten und pe-
riodischen Punkten von Funktionen aus geeigneten Familien nachzuweisen. In
Abschnitt 4 formulieren wir Aussagen u¨ber die Normalita¨t von Familien, deren
zugeho¨rige Funktionen bestimmten Anforderungen an die Existenz von Fixpunk-
ten beziehungsweise periodischen Punkten genu¨gen. Es handelt sich dabei unter
anderem um die Analoga der in der Einleitung bereits angesprochenen Sa¨tze aus
den Artikeln [11] und [2]. Sie folgen leicht aus den Ergebnissen des dritten Ab-
schnitts. Abschließen werden wir dieses Kapitel mit einer Anwendung einiger in
den vorangegangenen Abschnitten erarbeiteten Ergebnisse. Wir betrachten qua-
siregula¨re Abbildungen, die auf ganz Rn definiert sind und in ∞ eine wesentliche
Singularita¨t besitzen. Es ist uns mo¨glich zu beweisen, daß solche Abbildungen
schon unendlich viele periodische Punkte beliebiger Periode gro¨ßer eins besitzen.
Viele der in die letzten drei Abschnitte eingehende Ideen stammen aus den Ar-
tikeln [11] und [2], in denen entsprechende Probleme fu¨r analytische Funktionen
untersucht worden sind.
2.1 Einige graphentheoretische U¨berlegungen
In den spa¨teren Beweisen werden wir uns in einer Situation befinden, die man
graphentheoretisch umschreiben kann. Es erweist sich deshalb als sinnvoll, in
diesem allgemeinen Kontext U¨berlegungen anzustellen, auf die wir spa¨ter in der
konkreten Situation zuru¨ckgreifen ko¨nnen. Am Ende dieses Abschnittes erhalten
wir durch Lemma2.1.9 einen Einblick, wie das geschehen wird.
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2.1.1 Definition Sei V eine Menge, und sei E ⊂ V × V .
Wir nennen G := (V,E) einen gerichteten Graphen. Die Elemente aus V heißen
Ecken, die aus E Kanten.
Sei k ∈ N, und sei w := (v0, . . . , vk) ∈ V k+1.
Dann heißt w geschlossener Kantenzug der La¨nge k in G, falls (vj−1, vj) ∈ E fu¨r
alle j ∈ {1, . . . , k} gilt, und v0 = vk ist.
Ein geschlossener Kantenzug w = (v0, . . . , vk) heißt einfach, falls es kein p ∈ N,
1 ≤ p < k, derart gibt, daß k durch p teilbar ist und vj = vl ist fu¨r alle j, l ∈
{1, . . . , k}, fu¨r die gilt, daß j− l von p geteilt wird. Anschaulich bedeutet dies, daß
man w nicht erhalten kann, indem man einen ku¨rzeren geschlossenen Kantenzug
mehrmals durchla¨uft.
Die Ma¨chtigkeit der Menge {u ∈ V ; (v, u) ∈ E} heißt der Außengrad der Ecke v
und wird mit od (v) bezeichnet.
In den folgenden Lemmata bezeichnet V eine endliche Menge. Des weiteren ist
E ⊂ V × V und G der gerichtete Graph (V,E).
Im ersten Lemma halten wir eine offensichtliche Beobachtung fest.
2.1.2 Lemma Existiert ein v ∈ V derart, daß (v, v) ∈ E gilt, so existieren
geschlossene Kantenzu¨ge beliebiger La¨nge.
Unter den im obigen Lemma gegebenen Voraussetzungen ist natu¨rlich keine Aus-
sage u¨ber einfache geschlossene Kantenzu¨ge mo¨glich. Die no¨tigen Zusatzvoraus-
setzungen finden sich im na¨chsten Lemma.
2.1.3 Lemma Existieren u, v ∈ V , u 6= v, so, daß {(v, v), (u, v), (v, u)} ⊂ E gilt,
so existieren einfache geschlossene Kantenzu¨ge beliebiger La¨nge.
Die Voraussetzungen von Lemma2.1.3 sind erfu¨llt, sobald cardV ≥ 2 und E =
V × V gilt.
2.1.4 Lemma Sei q ∈ N, und sei cardV ≥ max{(q− 1)2+1, 3}. Fu¨r alle v ∈ V
gelte od (v) ≥ cardV − (q − 1).
Dann existiert fu¨r jedes k ≥ 2 ein geschlossener Kantenzug der La¨nge k.
Beweis: Sei k ≥ 2.
Existiert ein v ∈ V derart, daß (v, v) ∈ E gilt, so folgt die Behauptung nach
Lemma2.1.2.
Im folgenden gelte (v, v) /∈ E fu¨r alle v ∈ V . (Das heißt insbesondere, daß q >
1 gilt.) Wir zeigen nun: Es existieren q paarweise verschiedene Punkte v1, v
j
0 ∈ V ,
j ∈ {1, . . . , q − 1}, derart, daß (vj0, v1) ∈ E fu¨r alle j ∈ {1, . . . , q − 1} gilt.
2.1 Einige graphentheoretische U¨berlegungen 29
Dazu seien u1, . . . , u(q−1)(q−2)+1, w1, . . . , wq−1 ∈ V verschieden. Wir betrachten
nun fu¨r j ∈ {1, . . . , (q − 1)(q − 2) + 1} die q Ecken uj, w1, . . . , wq−1. Da (uj, uj) /∈
E gilt und od (uj) ≥ cardV − (q − 1) ist, existiert ein ji ∈ {1, . . . , q − 1} derart,
daß (uj, wji) ∈ E gilt.
Wegen d(q − 1)(q − 2) + 1 : (q − 1)e = q − 1, wobei d·e die obere Gauß-
klammer bezeichnet, existieren l1, . . . , lq−1 ∈ {1, . . . , (q − 1)(q − 2) + 1} und ein
l ∈ {1, . . . , q − 1} derart, daß (uli , wl) ∈ E fu¨r alle i ∈ {1, . . . , q − 1} gilt.
Wir setzen nun v1 := wl und v
i
0 := uli fu¨r alle i ∈ {1, . . . , q − 1}. Es gilt also
(vi0, v1) ∈ E fu¨r alle i ∈ {1, . . . , q − 1}.
Da cardV ≥ max{(q − 1)2 + 1, 3} ist, gilt cardV − (q − 1) ≥ q. Somit
ko¨nnen wir aus od (v) ≥ cardV − (q − 1) und (v, v) /∈ E folgern, daß fu¨r al-
le v ∈ V \ {vj0 ; j ∈ {1, . . . , q − 1}} ein w ∈ V \ {vj0 ; j ∈ {1, . . . , q − 1}}
derart existiert, daß (v, w) ∈ E ist. Wir wa¨hlen nun sukzessiv v2, . . . , vk−1 ∈
V \ {vj0 ; j ∈ {1, . . . , q − 1}} so, daß (vl, vl+1) ∈ E fu¨r alle l ∈ {1, . . . , k − 2} gilt.
Schließlich finden wir ein j ∈ {1, . . . , q − 1} so, daß (vk−1, vj0) ∈ E ist. Dann ist
(vj0, v1, . . . , vk−1, v
j
0) ein geschlossener Kantenzug der La¨nge k in G.

Im na¨chsten Lemma wird wieder eine Aussage u¨ber einfache geschlossene Kan-
tenzu¨ge getroffen.
2.1.5 Lemma Es gebe paarweise verschiedene Ecken u, v, w ∈ V derart, daß
{(u, v), (v, u), (v, w), (w, v), (w, u)} ⊂ E gilt.
Dann entha¨lt G fu¨r alle k ≥ 2 einen einfachen geschlossenen Kantenzug der
La¨nge k.
Beweis: Sei k ≥ 2.
Wir setzen v0 := vk := u. Fu¨r jedes j ∈ {1, . . . , k − 1} wa¨hlen wir induktiv
ein vj ∈ {v, w} so, daß (vj−1, vj) ∈ E gilt und vj 6= vj−1 ist. Dann ist (v0, . . . , vk)
ein einfacher geschlossener Kantenzug der La¨nge k.

Das na¨chste Lemma a¨hnelt in den Voraussetzungen Lemma2.1.4, trifft aber eine
Aussage u¨ber einfache geschlossene Kantenzu¨ge.
2.1.6 Lemma Sei q ∈ N, und es gelte cardV ≥ (q4 + 3q2 + 1)− (2q3 + q). Fu¨r
jedes v ∈ V sei der Außengrad mindestens cardV − (q − 1).
Dann entha¨lt G fu¨r alle k ≥ 2 einen einfachen geschlossenen Kantenzug der
La¨nge k.
Beweis: Der Beweis la¨ßt sich in zwei Schritte gliedern.
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Schritt 1: Wir definieren q˜ := (q − 1)q + 1 und zeigen zuna¨chst folgendes:
Sind u1, . . . , uq˜, v1, . . . , vq ∈ V paarweise verschieden, so finden wir i ∈ {1, . . . , q˜}
und ein j ∈ {1, . . . , q} so, daß (ui, vj), (vj, ui) ∈ E gilt.
Wir wa¨hlen also paarweise verschiedene Ecken u1, . . . , uq˜, v1, . . . , vq ∈ V . Nach
Voraussetzung gilt od (ui) ≥ cardV − (q − 1) fu¨r alle i ∈ {1, . . . , q˜}, das heißt, es
existiert ein ji ∈ {1, . . . , q} so, daß (ui, vji) ∈ E gilt. Weil dq˜ : qe = q gilt, wobei
d·e die obere Gaußklammer bezeichnet, finden wir paarweise verschiedene Ecken
uν(1), . . . , uν(q) ∈ {u1, . . . , uq˜} und ein j ∈ {1, . . . , q} derart, daß (uν(i), vj) ∈ E fu¨r
alle i ∈ {1, . . . , q} gilt. Da auch od (vj) ≥ cardV − (q−1) gilt, existiert außerdem
ein i ∈ {1, . . . , q} so, daß auch (vj, uν(i)) ∈ E gilt.
Schritt 2: Wir wenden nun die Methode aus Schritt 1 wiederholt an. Dazu
wa¨hlen wir (q − 1)q˜ + 1 Mengen Vi mit folgenden Eigenschaften:
(1) Vi ⊂ V \ {u1, . . . , uq˜} fu¨r alle i ∈ {1, . . . , (q − 1)q˜ + 1},
(2) cardVi = q fu¨r alle i ∈ {1, . . . , (q − 1)q˜ + 1},
(3) Vi ∩ Vj = ∅ fu¨r alle i, j ∈ {1, . . . , (q − 1)q˜ + 1} mit i 6= j.
Nun fu¨hren wir Schritt 1 fu¨r u1, . . . , uq˜ und jeweils eine der gewa¨hlten Mengen
Vi aus. Dann erhalten wir fu¨r jedes i ∈ {1, . . . , (q − 1)q˜ + 1} ein vi ∈ Vi so,
daß ein ν(i) ∈ {1, . . . , q˜} existiert mit (uν(i), vi), (vi, uν(i)) ∈ E. Also finden wir
auch ein u ∈ {u1, . . . , uq˜} und q paarweise verschiedene Punkte vµ(1), . . . , vµ(q) ∈⋃(q−1)q˜+1
j=1 Vj so, daß (u, vµ(i)), (vµ(i), u) ∈ E fu¨r alle i ∈ {1, . . . , q} gilt.
Da fu¨r alle v ∈ V gilt, daß od (v) ≥ cardV − (q − 1) ist, existieren v, w ∈
{vµ(1), . . . , vµ(q)} so, daß (v, w) ∈ E gilt.
Ist v = w,, so gilt (v, u), (u, v), (v, v) ∈ E, und die Behauptung folgt mit
Lemma2.1.3.
Ist v 6= w, so gilt (u, v), (v, u), (u,w), (w, u), (v, w) ∈ E, und die Behauptung
folgt mit Lemma2.1.5.

Verwenden werden wir diese Lemmata, um die Existenz von Fixpunkten bezie-
hunsweise periodischen Punkten nachzuweisen. Der Zusammenhang zwischen die-
sen beiden Bereichen wird durch das na¨chste Lemma klar. Zuna¨chst geben wir
nun die Definition eines Fixpunktes und eines periodischen Punktes an.
2.1.7 Definition Sei G ⊂ Rn ein Gebiet, f : G → Rn eine Funktion, k ∈ N
und a ein Punkt aus G.
Dann heißt a Fixpunkt von fk, wenn f j(a) ∈ G fu¨r alle j ∈ {1, . . . , k − 1} und
fk(a)=a gilt.
Gilt u¨berdies f j(a) 6=a fu¨r alle j < k, so nennen wir a einen periodischen Punkt
der Periode k von f .
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Fu¨r das anstehende Lemma fu¨hren wir noch eine Bezeichnungsweise ein.
2.1.8 Bezeichnung Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn eine quasi-
meromorphe Abbildung. Des weiteren sei p ∈ N, und seien x1, . . . , xp ∈ G \ {∞}
verschieden. Es sei ε > 0 so gewa¨hlt, daß fu¨r alle Bj := B(xj, ε), j ∈ {1, . . . , p},
gilt, daß ihre Abschlu¨sse in G liegen und paarweise disjunkt sind.
Wir setzen V :={Bj ; j ∈ {1, . . . , p}} und bezeichnen mit E die Menge der Paare
(Bj, Bk) ∈ V × V , fu¨r die ein Teilgebiet von Bj existiert, dessen Abschluß in Bj
enthalten ist und das durch f eigentlich auf Bk abgebildet wird. Den gerichteten
Graphen (V,E) bezeichnen wir mit G(f, {Bj}pj=1).
2.1.9 Lemma Entha¨lt der gerichtete Graph G(f, {Bj}pj=1) einen geschlossenen
Kantenzug der La¨nge k, so hat fk einen Fixpunkt in jeder Ecke des Kantenzuges.
Entha¨lt G(f, {Bj}pj=1) einen einfachen geschlossenen Kantenzug der La¨nge k, so
hat f einen periodischen Punkt der Periode k in jeder Ecke des Kantenzuges.
Beweis: Sei k ∈ N, und sei (Bν(0), . . . , Bν(k)) ein geschlossener Kantenzug der
La¨nge k in G(f, {Bj}pj=1). Dann existiert nach Definition von E ein Gebiet Uk−1
mit Uk−1 ⊂ Bν(k−1), welches durch f eigentlich auf Bν(k) abgebildet wird. Nach
Bemerkung 1 zu Lemma1.3.13 ist Uk−1 ein normales Gebiet von f . Da nach Vor-
aussetzung (sofern k ≥ 2 ist) ein Teilgebiet von Bν(k−2) existiert, dessen Abschluß
in Bν(k−2) liegt und das eigentlich auf Bν(k−1) abgebildet wird, existiert eine Ur-
bildkomponente Uk−2 von Uk−1, deren Abschluß in Bν(k−2) liegt. Dann ist Uk−2
ein normales Gebiet von f nach Lemma1.3.9 und somit auch von f 2. Nach der
schon oben erwa¨hnten Bemerkung 1 zu Lemma1.3.13 bildet f 2 das Gebiet Uk−2
eigentlich auf Bν(k) ab. Induktiv erhalten wir nun ein normales Gebiet U0 von f
k,
dessen Abschluß in Bν(0) = Bν(k) liegt und welches von f
k eigentlich auf Bν(k)
abgebildet wird. Nach Lemma1.3.14 hat fk also einen Fixpunkt a in Bν(k). Of-
fensichtlich sind dann die Punkte f(a), . . . , fk−1(a) ebenfalls Fixpunkte von fk,
die in den weiteren Ecken des Kantenzuges liegen.
Ist (Bν(0), . . . , Bν(k)) ein einfacher geschlossener Kantenzug der La¨nge k in
G(f, {Bj}pj=1), so folgt aus der Definition der Einfachheit, daß die wie oben in
jeder Ecke des Kantenzugs gefundenen Fixpunkte von fk periodische Punkte der
Periode k von f sind.

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2.2 Das Insellemma
In diesem Abschnitt werden wir einen Satz beweisen, der zu einem zentralen Hilfs-
mittel im na¨chsten Teil dieses Kapitels werden wird. Er findet seine Entsprechung
in einem Ergebnis der komplexen Funktionentheorie, das folgendes besagt. Die
Familie aller in einem Gebiet G definierten meromorphen Abbildungen f mit der
Eigenschaft, daß kein Teilgebiet von G, dessen Abschluß in G enthalten ist, durch
f eigentlich auf eine von drei fest gewa¨hlten Kreisscheiben B(aj, ε), j ∈ {1, 2, 3},
abgebildet wird, ist fu¨r geeignet gewa¨hltes ε > 0 normal. Ein Teilgebiet von G
mit den oben genannten Eigenschaften nennt man Insel von f u¨ber dem ent-
sprechenden Gebiet B(aj, ε). Die Beweisidee, die sich in [6] findet, la¨ßt sich auf
quasimeromorphe Abbildungen u¨bertragen.
2.2.1 Bezeichnung Sei p ∈ N. Seien a1, . . . , ap ∈ Rn verschieden. Fu¨r ein Ge-
biet G ⊂ Rn und ε > 0 bezeichnen wir mit FK(G, {B(aj, ε)}pj=1) die Familie aller
K-quasimeromorphen Abbildungen f : G→ Rn, die folgende Eigenschaft haben:
Kein Teilgebiet von G, dessen Abschluß in G enthalten ist, wird durch f
eigentlich auf eines der Gebiete B(aj, ε) abgebildet.
2.2.2 Satz (Insellemma) Sei K ≥ 1, und sei q die zu n und K geho¨rige
Rickman-Konstante. Seien a1, . . . , aq ∈ Rn paarweise verschieden.
Es existiert ein ε˜ > 0 derart, daß die Familie FK(G, {B(aj, ε)}qj=1) fu¨r beliebiges
Gebiet G ⊂ Rn und 0 < ε ≤ ε˜ normal ist.
Beweis: Wir nehmen an, daß die Behauptung falsch ist.
Dann finden wir eine Folge (εk)k∈N, die gegen Null konvergiert und eine Folge
(Gk)k∈N von Gebieten im Rn derart, daß fu¨r alle k ∈ N die Familie Fk :=
FK(Gk, {B(aj, εk)}qj=1) nicht normal ist.
Fu¨r jedes Fk sei pk ein Punkt in Gk, in dem Fk nicht normal ist. Des weiteren
sei Vk ⊂ Gk eine Kugel-Umgebung von pk. Mit Mk bezeichnen wir eine orien-
tierungserhaltende Mo¨biustransformation, die die Null auf pk und B(0, 1) auf Vk
abbildet. Sei Dk :=M
−1
k (Gk) ⊃ B(0, 1).
Dann ist F˜k := {f ◦Mk|Dk ; f ∈ Fk} in Null nicht normal. Wir finden nach
Satz 1.4.5 fu¨r alle k ∈ N Punkte xk und yk in B(0, 1) und eine Funktion gk ∈ F˜k
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fu¨r α = K1/(n−1) gilt. Wir betrachten nun die Menge G := {gk|B(0, 1) ; k ∈ N}.




Somit ist G nach Satz 1.4.5 nicht normal.
Nach Lemma1.4.6 existieren eine Teilfolge (gν(k))k∈N von (gk)k∈N, eine Fol-
ge (ρk)k∈N positiver Zahlen, die gegen Null konvergiert und eine Folge (xk)k∈N
in B(0, 1) derart, daß die Funktionenfolge (hk)k∈N lokal gleichma¨ßig gegen eine
Funktion h konvergiert, wobei hk(x) := gν(k)(xk + ρkx) gesetzt und h : R
n → Rn
nicht konstant und K-quasimeromorph ist.
Nach Satz von Rickman gilt, daß ein j ∈ {1, . . . , q} und ein ξ ∈ Rn so exi-
stieren, daß h(ξ) = aj ist. Dann existiert nach Lemma1.3.11 eine beschra¨nkte
normale Umgebung U von ξ derart, daß h(U)=B(aj, ε) gilt, falls ε klein genug
gewa¨hlt ist. Es gilt also h(∂U) = ∂(h(U)) = ∂B(aj, ε), und h|U ist eigentlich.
Auf ∂U konvergiert (hk)k∈N ab genu¨gend großem k gleichma¨ßig gegen h. Somit
findet man ein k1∈N so, daß fu¨r alle k>k1 die Abscha¨tzung
dist(hk(∂U), h(∂U)) = dist(hk(∂U), ∂B(aj, ε)) <
ε
4
gilt. Da h orientierungserhaltend ist, gilt µ(h , U , aj) > 0. Weil h auf U nicht
konstant ist, liefert der Satz von Hurwitz, daß ein k0 > k1 so existiert, daß
hk fu¨r alle k > k0 eine aj-Stelle in U hat. Gema¨ß ihrer Konstruktion sind die
Funktionen hk ebenfalls orientierungserhaltend, also gilt fu¨r alle k > k0, daß
µ(hk , U , aj) > 0 ist. Da µ(hk , U , · ) auf den Zusammenhangskomponenten von
Rn \ hk(∂U) konstant ist, und B(aj, ε2) nach obiger Abscha¨tzung fu¨r alle k > k0
in einer Zusammenhangskomponente von Rn \hk(∂U) liegt, gilt µ(hk , U , x) > 0
fu¨r alle x ∈ B(aj, ε2). Es gilt also B(aj, ε2) ⊂ hk(U).
Da die zu Anfang des Beweises gewa¨hlte Folge (εk)k∈N gegen Null konver-
giert, finden wir nun ein k ∈ N so, daß ν(k) > k0 und εν(k) < ε2 ist. Somit ist
B(aj, εν(k)) ⊂ B(aj, ε2) ⊂ hk(U). Also existiert eine beschra¨nkte Komponente Uk
von h−1k (B(aj, εν(k))), deren Abschluß in U liegt. Somit ist Uk nach Lemma1.3.9
ein normales Gebiet, und hk|Uk ist eigentlich.
Sei U˜k := xk + ρkUk. Dann ist U˜k ein Gebiet, dessen Abschluß in Dk ent-
halten ist. Somit gilt gν(k)(U˜k) = B(aj, εν(k)), und gν(k)|fUk ist eigentlich. Nach
Konstruktion existiert nun ein f ∈ Fν(k) so, daß gν(k) = f ◦Mν(k) gilt. Dann ist
V := Mν(k)(U˜k) ein Gebiet, dessen Abschluß in Gν(k) enthalten ist, und f bildet
V eigentlich auf B(aj, εν(k)) ab. Dies fu¨hrt zum Widerspruch.

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Bemerkungen: 1. Betrachtet man quasiregula¨re statt quasimeromorphe Abbildun-
gen, so sind q− 1 verschiedene Punkte a1, . . . , aq−1 ∈ Rn in den Voraussetzungen
ausreichend, da jede quasiregula¨re Funktion den Wert ∞ ausla¨ßt.
2. Der sogenannte Ahlforssche 5-Insel-Satz liefert in der Funktionentheorie
eine wesentlich sta¨rkere Aussage. Wa¨hlt man fu¨nf statt drei geeignete Kreisschei-
ben, so ist schon die Familie aller meromorphen Funktionen, die kein Teilgebiet
ihres Definitionsbereiches bijektiv auf eine der betrachteten Kreisscheiben abbil-
den, normal. Die Aussage bleibt erhalten, wenn man statt der fu¨nf Kreisscheiben
fu¨nf Jordangebiete auf der Riemannschen Zahlenkugel mit paarweise disjunkten
Abschlu¨ssen vorgibt. In [6] la¨ßt sich ein Beweis dieses Ergebnisses nachlesen, in
dem auch die im obigen Beweis verwendeten Methoden zum Tragen kommen.
Zusa¨tzlich wird ausgenutzt, daß eine komplexe, ganze, nicht-konstante Funktion
ho¨chstens vier vollsta¨ndig verzweigte Werte in C haben kann. Bei quasiregula¨ren
Abbildungen ko¨nnen wesentlich mehr vollsta¨ndig verzweigte Werte vorliegen, wie
schon das Beispiel 5 aus dem ersten Kapitel zeigt. In Kapitel 3 werden wir das
Insellemma weiter auf die hier genannten Aspekte hin untersuchen.
C
Wir werden in den folgenden Kapiteln eine Folgerung aus Satz 2.2.2 verwenden,
die sich sofort aus der Kontraposition von Satz 2.2.2 ergibt. Wir wollen sie hier
noch kurz formulieren.
2.2.3 Folgerung Es gelten dieselben Voraussetzung wie in Satz 2.2.2, und es sei
ε˜ entsprechend der Behauptung des Satzes gewa¨hlt. Des weiteren sei G ⊂ Rn
ein Gebiet, und sei F eine Menge von auf G definierten K-quasimeromorphen
Funktionen, die nicht normal ist.
Dann existiert zu jedem ε ≤ ε˜ ein f ∈ F , ein Gebiet U , dessen Abschluß in G
liegt und ein j ∈ {1, . . . , q} derart, daß f das Gebiet U eigentlich auf B(aj, ε)
abbildet.
Bemerkungen: 1. Wa¨hlt man f , U und j ∈ {1, . . . , q} gema¨ß obiger Folgerung
so, daß f : U → B(aj, ε˜) eigentlich ist, so existieren offensichtlich fu¨r alle ε ≤ ε˜
Gebiete V ⊂ U so, daß f : V → B(aj, ε) eigentlich ist.
2. Gelten die Voraussetzungen von Satz 2.2.2 und ist ε˜ entsprechend seiner
Aussage gewa¨hlt, so la¨ßt sich folgendes feststellen. Ist f : Rn → Rn eine K-
quasimeromorphe, nicht-konstante Abbildung und definieren wir Mk(x) := kx
fu¨r alle k ∈ N, so ko¨nnen wir mittels Satz 1.4.5 leicht zeigen, daß die Familie
F := {f ◦Mk ; k ∈ N} nicht normal ist. Somit existiert ein beschra¨nktes Gebiet
U ⊂ Rn und ein j ∈ {1, . . . , q} derart, daß f das Gebiet U eigentlich auf die
Kugel B(aj, ε˜) abbildet. Wir haben damit gezeigt, daß eine auf dem R
n definierte
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K-quasimeromorphe Abbildung, die u¨ber keiner der Kugeln B(ai, ε˜) eine Insel
besitzt, konstant ist.
Eine Beziehung zwischen Aussagen u¨ber Familien K-quasimeromorpher Ab-
bildungen einerseits und u¨ber auf dem Rn definierte K-quasimeromorphe Abbil-
dungen andererseits, wie sie durch Satz 2.2.2 und das eben aufgefu¨hrte Ergebnis
aufgezeigt wird, haben wir schon in der zweiten Satz 1.4.6 folgenden Bemerkung
angesprochen und dort durch Satz 1.4.7 und den Satz von Rickman illustriert.
C
Ruft man sich Lemma2.1.9 in Erinnerung, so zeichnet sich ab, in welcher Weise
die oben formulierte Folgerung uns helfen wird, aus Normalita¨tseigenschaften ei-
ner Funktionenfamilie auf die Existenz von Fixpunkten der entsprechenden Funk-
tionen oder deren Iterierten zu schließen. Wie dies im einzelnen geschieht, zeigt
der na¨chste Abschnitt.
2.3 Existenz von Fixpunkten und periodischen Punkten
Die vorangegangenen Abschnitte liefern uns eine Reihe von Hilfsmitteln, die wir
nun einsetzen wollen, um die Existenz von Fixpunkten von zu geeigneten Fami-
lien geho¨renden, quasiregula¨ren Abbildungen nachzuweisen. Im Mittelpunkt der
Betrachtungen stehen dabei Funktionenfamilien, die nicht in allen Punkten der
Definitionsbereiche der zugeho¨rigen Abbildungen normal sind. Zuerst bescha¨fti-
gen wir uns mit der Situation, daß die Familien nur in voneinander isolierten
Punkten nicht normal sind. In den anschließenden Untersuchungen fordern wir
stattdessen, daß ausreichend viele Punkte vorhanden sind, in denen die betrach-
tete Familie nicht normal ist. In beiden Fa¨llen finden wir Bedingungen, die auf
die Existenz von Fixpunkten oder auch periodischen Punkten der entsprechenden
Abbildungen schließen lassen.
Die Normalita¨t stellt in den folgenden Beweisen einen zentralen Begriff dar.
Die auftretenden Grenzfunktionen von in den betrachteten Familien liegenden
Folgen liefern uns wichtige Informationen. In diesem Zusammenhang erweist sich
das folgende einfache Lemma als nu¨tzlich.
2.3.1 Lemma Sei G ⊂ Rn und sei (fk)k∈N eine Folge K-quasiregula¨rer Funk-
tionen auf G, die lokal gleichma¨ßig gegen eine Funktion f : G→ Rn konvergiert.
Dann ist f K-quasiregula¨r oder konstant ∞.
Beweis: Sei f nicht K-quasiregula¨r. Dann gibt es ein x0 ∈ G mit f(x0) = ∞.
Sei U ⊂ G eine Umgebung von x0 derart, daß (fk)k∈N auf U gleichma¨ßig gegen
f konvergiert und |f(x)| > C > 0 fu¨r alle x ∈ U gilt. Dann existiert ein k0 ∈ N
so, daß |fk(x)| > C/2 fu¨r alle k ≥ k0 und fu¨r alle x ∈ U gilt.
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Sei nunM eine orientierungserhaltende Mo¨biustransformation, fu¨r dieM(0)=
∞ und M(∞) = 0 gilt. Dann ist (M ◦fk|U)k≥k0 eine Folge K-quasiregula¨rer Ab-
bildungen, die M ◦fk(x) 6= 0,∞ fu¨r alle x ∈ U und k ≥ k0 erfu¨llt und lokal
gleichma¨ßig gegen M ◦f |U konvergiert. Somit ist M ◦f |U nach Satz 1.2.9 (d) K-
quasiregula¨r. Des weiteren gilt M◦f |U(x0)=0 und somit gilt µ (M◦f |U , U, 0) > 0,
oder M ◦f |U ist konstant. Nach Satz 1.4.4 muß aber M ◦f |U konstant sein oder
µ (M◦f |U , U, 0)=0 gelten. Es folgt, daß M◦f |U konstant 0 ist, und dies bedeutet,
daß f auf U konstant ∞ ist.
Wir haben gezeigt, daß {x ∈ G ; f(x) =∞} offen ist. Die Stetigkeit von f
stellt sicher, daß diese Menge auch abgeschlossen ist. Es folgt, daß f konstant ∞
auf G ist.

Wir wollen nun die Situation beschreiben, in der die Punkte, in denen die be-
trachtete Familie nicht normal ist, isoliert vorliegen. Das folgende Lemma ist fu¨r
holomorphe Funktionen von M.Esse´n und S.Wu in [11] bewiesen worden.
2.3.2 Lemma Sei G ⊂ Rn ein Gebiet und x0 ein Punkt aus G. Des weiteren
sei (fk)k∈N eine Folge von in G definierten K-quasiregula¨ren Abbildungen, die
normal in G∗ :=G \{x0} ist, die aber keine Teilfolge besitzt, welche in x0 normal
ist.
Dann existiert fu¨r alle ε > 0 ein k0 ∈ N derart, daß fk fu¨r alle k ≥ k0 einen
Fixpunkt in B(x0, ε) besitzt.
Beweis: Sei ε > 0 so, daß B(x0, ε) ⊂ G gilt. Da (fk)k∈N in G∗ normal ist,
existiert zu jeder Teilfolge von (fk)k∈N eine Teilfolge (fν(k))k∈N dieser Teilfolge,
die lokal gleichma¨ßig gegen eine Funktion f konvergiert. Nach Lemma2.3.1 ist
f quasiregula¨r oder konstant ∞. Wa¨re f quasiregula¨r, so folgte aus dem Ma-
ximumsprinzip, daß (fν(k))k∈N auf B(x0, ε) ab genu¨gend großem k gleichma¨ßig
beschra¨nkt ist. Satz 1.4.7 lieferte dann Normalita¨t von (fkl)l∈N in x0. Dies sta¨nde
im Widerspruch zu den Voraussetzungen. Also ist f konstant ∞.
Wir finden nun ein l1 ∈ N so, daß fν(l)(∂B(x0, ε)) ∩ B(x0, ε) = ∅ fu¨r alle
l ≥ l1 gilt. Da aber (fν(l))l∈N in B(x0, ε) nicht normal ist, folgt mit Satz 1.4.7, daß
wir ein l0 ≥ l1 derart finden ko¨nnen, daß fν(l)(B(x0, ε)) ∩ B(x0, ε) 6= ∅ fu¨r alle
l ≥ l0 gilt. Da µ(fν(l), B(x0, ε), ·) auf Rn\fν(l)(∂B(x0, ε)) konstant ist, ko¨nnen wir
B(x0, ε) ⊂ fν(l)(B(x0, ε)) fu¨r alle l ≥ l0 folgern. Somit existiert eine Komponente
U des Urbilds von B(x0, ε) unter fν(l), deren Abschluß in B(x0, ε) liegt. Dann
ist U ein normales Gebiet von fν(l) und wird eigentlich auf B(x0, ε) abgebildet.
Mit Lemma1.3.14 folgt nun, daß fν(l) fu¨r alle l ≥ l0 einen Fixpunkt in B(x0, ε)
besitzt.
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Insgesamt haben wir nun gezeigt, daß jede Teilfolge von (fk)k∈N unendlich
viele Folgenglieder hat, die einen Fixpunkt in B(x0, ε) besitzen. Somit existieren
nur endlich viele Folgenglieder von (fk)k∈N, die keinen Fixpunkt inB(x0, ε) haben.
Es folgt die Behauptung.

Ein a¨hnliches Lemma wollen wir nun fu¨r periodische Punkte formulieren. Dafu¨r
reicht allerdings ein Punkt, in dem die betrachtete Folge nicht normal ist, nicht
aus.
2.3.3 Lemma Sei G ⊂ Rn. Seien x1, x2 ∈ G verschieden. Des weiteren sei
(fk)k∈N eine Folge auf G definierter K-quasiregula¨rer Abbildungen. Diese Folge
sei in G \ {x1, x2} nomal, es sei jedoch jede Teilfolge von (fk)k∈N weder in x1
noch in x2 normal.
Dann existiert fu¨r alle ε > 0 ein k0 ∈ N derart, daß fk fu¨r alle k ≥ k0 und fu¨r
beliebiges m ∈ N einen periodischen Punkt der Periode m sowohl in B(x1, ε) als
auch in B(x2, ε) besitzt.
Beweis: Sei ε > 0 so, daß die Abschlu¨sse von B(x1, ε) und B(x2, ε) disjunkt sind
und in G liegen. Nach den Voraussetzungen ko¨nnen wir zu jeder Teilfolge von
(fk)k∈N eine Teilfolge (fν(k))k∈N dieser Teilfolge finden, die auf G \ {x1, x2} lokal
gleichma¨ßig konvergiert. Wie im Beweis von Lemma2.3.2 ko¨nnen wir schließen,
daß die Grenzfunktion schon konstant ∞ sein muß. Ebenfalls wie im Beweis von
Lemma2.3.2 finden wir nun ein k0 ∈ N so, daß fν(k)(∂B(xi, ε)) ∩ B(xj, ε) =
∅ und fν(k)(B(xi, ε)) ∩ B(xj, ε) 6= ∅ und somit B(xi, ε) ⊂ fν(k)(B(xj, ε)) fu¨r
alle k ≥ k0 und fu¨r alle i, j ∈ {1, 2} gilt. Somit finden wir fu¨r alle k ≥ k0
und fu¨r alle i, j ∈ {1, 2} ein Gebiet V ji , dessen Abschluß in B(xi, ε) liegt und
welches von fν(k) eigentlich auf B(xj, ε) abgebildet wird. Somit ist der Graph
G(fν(k), {B(xi, ε)}2i=1), wie er in Bezeichnung 2.1.8 eingefu¨hrt wurde, fu¨r alle k ≥
k0 ein vollsta¨ndiger Graph. Nach Lemma2.1.3 und Lemma2.1.9 folgt nun, daß
fν(k) fu¨r alle k ≥ k0 sowohl in B(x1, ε) als auch in B(x2, ε) einen periodischen
Punkt beliebiger Periode besitzt.
Wir haben nun gezeigt, daß es nur endlich viele Folgenglieder von (fk)k∈N
geben kann, die keine periodischen Punkte beliebiger Periode in B(x1, ε) und
B(x2, ε) besitzen. Die Behauptung folgt.

Bemerkung: Die beiden vorangegangenen Lemmata sind fu¨r quasimeromorphe
Abbildungen nicht analog beweisbar, da das Maximumprinzip in den Beweisen
eine wesentliche Rolle spielt.
C
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Es ist uns gelungen, Kriterien zu finden, die uns die Existenz von Fixpunkten
oder periodischen Punkten sichern, falls wir Punkte finden, die in der Menge
der Punkte, in denen die betrachtete Folge nicht normal ist, isoliert liegen. Die
na¨chsten beiden Lemmata zielen darauf ab, entsprechende Ergebnisse ohne die
Voraussetzung der Isoliertheit der Punkte, in denen die Folge nicht normal ist,
zu liefern. Ein zentrales Hilfsmittel stellt dabei das Insellemma2.2.2 dar.
2.3.4 Lemma Sei q die zu n und K geho¨rige Rickman-Konstante. Sei G ⊂ Rn
ein Gebiet, und sei p ∈ N≥q. Seien x1, . . . , xp paarweise verschiedene Punkte in
G \ {∞}. Des weiteren sei (fk)k∈N eine Folge K-quasimeromorpher Funktionen
in G derart, daß fu¨r alle Teilfolgen (fkl)l∈N von (fk)k∈N und alle j ∈ {1, . . . , p}
gilt, daß (fkl)l∈N in xj nicht normal ist.
Dann existiert ein ε0 > 0 derart, daß B(xj, ε0) ⊂ G fu¨r alle j ∈ {1, . . . , p} gilt,
und fu¨r alle ε ≤ ε0 eine Teilfolge (fν(k))k∈N von (fk)k∈N so existiert, daß fu¨r jedes
f ∈ {fν(k) ; k ∈ N} folgendes gilt:
(?) Sind xα(1), . . . , xα(q) ∈ {x1, . . . , xp} paarweise verschieden, und ist
x ∈ {x1, . . . , xp}, so findet man ein l ∈ {1, . . . , q} und ein Gebiet
U , dessen Abschluß in B(x, ε) enthalten ist, derart, daß f das
Gebiet U eigentlich auf B(xα(l), ε) abbildet.
Beweis: Seien T1, . . . , Ts die verschiedenen Teilmengen von {x1, . . . , xp}, die q
Elemente haben. Wir wa¨hlen nun entsprechend des Insellemmas 2.2.2 und un-
ter Beibehaltung der dortigen Bezeichnungen fu¨r alle k ∈ {1, . . . , s} zu Tk =
{xαk(1), . . . , xαk(q)} ein εk > 0 derart, daß fu¨r alle ε ≤ εk und fu¨r alle Gebiete
H ⊂ Rn die Familie F(H , {B(xαk(j), ε)}qj=1) normal ist.
Sei ε0 ≤ min{εk ; k ∈ {1, . . . , s}} so, daß B(xj, ε0) ⊂ G fu¨r alle j ∈ {1, . . . , p}
gilt. Sei ε ≤ ε0.
Schritt 1: Wir betrachten die Familie F1,1 := {fk|B(x1, ε) ; k ∈ N}. Da
nach Voraussetzung keine Teilfolge von (fk)k∈N in x1 normal ist, ist auch keine
Teilfamilie von F1,1 normal. Zuna¨chst betrachten wir die Menge T1. Nach der
Folgerung zum Insellemma finden wir eine Teilfolge (fα1,1(k))k∈N von (fk)k∈N mit
der folgenden Eigenschaft:
Fu¨r alle k ∈ N existieren ein jk ∈ {1, . . . , q} und ein Gebiet Uk, dessen Ab-
schluß in B(x1, ε) liegt derart, daß fα1,1(k) das Gebiet Uk eigentlich auf B(xα1(jk), ε)
abbildet.
Nun betrachten wir die Familie F1,2 := {fα1,1(k)|B(x1, ε) ; k ∈ N} und wieder-
holen das obige Argument fu¨r F1,2 und T2.
Induktiv erhalten wir schließlich eine Teilfolge (fα1,s(k))f∈N von (fk)k∈N mit
der Eigenschaft:
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Fu¨r alle k ∈ N und alle Tl, l ∈ {1, . . . , s}, existieren ein jk ∈ {1, . . . , q} und
ein Gebiet Uk,l, dessen Abschluß in B(x1, ε) liegt derart, daß die Funktion fα1,s(k)
das Gebiet Uk,l eigentlich auf B(xαl(jk), ε) abbildet.
Schritt 2: Wir betrachten nun die Funktionen der gefundenen Teilfolge ein-
geschra¨nkt auf B(x2, ε), also die Familie F2,1 := {fα1,s(k)|B(x2, ε) ; k ∈ N}.
Durch Wiederholung von Schritt 1 erhalten wir eine Teilfolge (fα2,s(k))k∈N von
(fα1,s(k))k∈N mit der gewu¨nschten Eigenschaft. Induktiv erhalten wir letztlich ei-
ne Teilfolge (fαp,s(k))k∈N von (fk)k∈N mit folgender Eigenschaft:
Fu¨r alle k ∈ N, x ∈ {x1, . . . , xp} und Tl, l ∈ {1, . . . , s}, existieren ein j ∈
{1, . . . , q} und ein Gebiet U , dessen Abschluß in B(x, ε) liegt derart, dass die
Funktion fαp,s(k) das Gebiet U eigentlich auf B(xαl(j), ε) abbildet.

Bemerkung: Betrachten wir ausschließlich quasiregula¨re Abbildungen, so ist das
Insellemma2.2.2, wie in den daran anschließenden Bemerkungen erwa¨hnt, schon
fu¨r q − 1 verschiedene Punkte x1, . . . , xq−1 gu¨ltig. Somit reicht es in diesem Fall
aus, p ≥ q − 1 in den Voraussetzungen von Lemma2.3.4 zu fordern.
C
Mit Hilfe der entsprechenden Lemmata aus der Graphentheorie ko¨nnen wir nun
Aussagen u¨ber die Existenz von Fixpunkten und periodischen Punkten treffen.
2.3.5 Lemma Es seien die Voraussetzungen des Lemmas 2.3.4 gegeben.
Dann existiert ein ε0 > 0 so, daß B(xj, ε0) ⊂ G fu¨r alle j ∈ {1, . . . , p} gilt und
fu¨r alle ε ≤ ε0 eine Teilfolge (fν(k))k∈N von (fk)k∈N existiert, die folgendes erfu¨llt:
(i) Ist p ≥ max{(q − 1)2 + 1, 3}, so existiert fu¨r jede Funktion f ∈
{fν(k) ; k ∈ N} zu jedem k > 1 ein j ∈ {1, . . . , p} derart, daß fk
einen Fixpunkt in B(xj, ε) besitzt.
(ii) Ist p ≥ (q4 + 3q2 + 1) − (2q3 + q), so existiert fu¨r jede Funktion
f ∈ {fν(k) ; k ∈ N} zu jedem k > 1 ein j ∈ {1, . . . , p} derart, daß
f in B(xj, ε) einen periodischen Punkt der Periode k besitzt.
Beweis: Sei ε0 > 0 entsprechend Lemma2.3.4 gewa¨hlt. Sei ε ≤ ε0, und sei
(fν(k))k∈N eine Teilfolge von (fk)k∈N, welche die Bedingung (?) gema¨ß Lem-
ma 2.3.4 erfu¨llt. Sei f ∈ {fν(k) ; k ∈ N}. Wir betrachten den gerichteten Gra-
phen G(f, {Bj}pj=1), der in Bezeichnung 2.1.8 eingefu¨hrt wurde. Die Bedingung
(?) liefert uns, daß der Außengrad einer jeden Ecke Bj mindestens p − (q − 1)
betra¨gt.
Ist nun p ≥ max{(q − 1)2 + 1, 3}, sind die Voraussetzungen von Lemma2.1.4
erfu¨llt, und es folgt, daß der Graph G(f, {Bj}pj=1) fu¨r jedes k > 1 einen geschlosse-
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nen Kantenzug der La¨nge k entha¨lt. Lemma2.1.9 liefert somit, daß die Funktion
fk fu¨r jedes k > 1 einen Fixpunkt in einem der Bj besitzt.
Ist p ≥ (q4 + 3q2 + 1)− (2q3 + q), sind die Voraussetzungen von Lemma2.1.6
erfu¨llt, und es folgt, daß der Graph G(f, {Bj}pj=1) fu¨r jedes k > 1 einen einfachen
geschlossenen Kantenzug der La¨nge k entha¨lt. Lemma2.1.9 liefert dann, daß die
Funktion f fu¨r jedes k > 1 einen periodischen Punkt der Periode k in einem der
Bj besitzt.

Die Formulierung von Lemma2.3.5 la¨ßt uns sofort einsehen, daß wir sogar ei-
ne Aussage u¨ber die Mindestanzahl der Fixpunkte der Abbildungen fν(k) in G
machen ko¨nnen. Sie hat die folgende Gestalt.
2.3.6 Lemma Es seien wieder die Voraussetzungen von Lemma2.3.4 gegeben.
Wir setzen q˜1 := max{(q−1)2+1, 3}, q˜2 := (q4+3q2+1)−(2q3+q), c1 := p−q˜1+1
und c2 := p− q˜2 + 1.
Dann existiert eine Teilfolge (fν(k))k∈N von (fk)k∈N, die folgendes erfu¨llt:
(i) Ist p ≥ q˜1, so hat fk fu¨r alle f ∈ {fν(k) ; k ∈ N} und alle k > 1
mindestens c1 verschiedene Fixpunkte in G.
(ii) Ist p ≥ q˜2, so hat jedes f ∈ {fν(k) ; k ∈ N} fu¨r alle k > 1 minde-
stens c2 verschiedene periodische Punkte der Periode k in G.
Beweis: Wir wa¨hlen ε > 0 so, daß ε ≤ ε0 fu¨r das ε0 aus Lemma2.3.5 und
B(xi, ε) ∩ B(xj, ε) = ∅ fu¨r alle i, j ∈ {1, . . . , p} mit i 6= j gilt. Sei (fν(k))k∈N
eine Teilfolge von (fk)k∈N, die die Aussagen von Lemma2.3.5 erfu¨llt. Sei nun
f ∈ {fν(k) ; k∈N} und k > 1.
Wir wenden Lemma2.3.5 (i) zuna¨chst nur fu¨r x1, . . . , xq˜1 an. Dann finden wir
ein j1 ∈ {1, . . . , q˜1} derart, daß fk in B(xj1 , ε) einen Fixpunkt besitzt. Anschlie-
ßend tauschen wir, falls c1 > 0 ist, xj1 gegen xq˜1+1 und wiederholen das Argu-
ment fu¨r die q˜1 verschiedenen Punkte x1, . . . , xj1−1, xj1+1, . . . , xq˜1+1. So erhalten
wir einen Fixpunkt in B(xj2 , ε), wobei j1 6= j2 gilt. Diesen Schritt ko¨nnen wir
noch (c1− 2)-mal ausfu¨hren und erhalten so c1 verschiedene Fixpunkte von fk in
G.
Vo¨llig analog la¨ßt sich (ii) unter Verwendung von Lemma2.3.5 (ii) beweisen.

Bemerkung: Auch in den vorangegangenen Lemmata verringert sich der Wert,
den p mindestens haben muß, falls wir ausschließlich quasiregula¨re Abbildun-
gen betrachten. Entsprechend der Bemerkung nach Lemma2.3.4 und aufgrund
der Tatsache, daß die im obigen Beweis verwendeten graphentheoretischen Lem-
mata gu¨ltig bleiben, wenn man q durch den Wert q − 1 ersetzt, ist es aus-
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reichend, in der Aussage (i) p ≥ max{(q − 2)2 + 1, 3} beziehungsweise p ≥
((q − 1)4 + 3(q − 1)2 + 1) − (2(q − 1)3 + (q − 1)) in (ii) zu fordern, um die
entsprechenden Ergebnisse zu erhalten.
C
2.4 Normalita¨t und Quasinormalita¨t
In diesem Abschnitt betrachten wir Familien quasiregula¨rer Abbildungen, die eine
Iterierte besitzen, die keine Fixpunkte hat, und wollen auf die Normalita¨t dieser
Familie schließen. Dies ist mittels der Ergebnisse aus Abschnitt 2.3 sofort mo¨glich.
Etwas schwieriger gestaltet sich die Situation, wenn wir Anforderungen stellen,
die sich statt auf Fixpunkte einer Iterierten der betrachteten Abbildung auf pe-
riodische Punkte der Abbildung selbst beziehen. In diesem Fall erzielen wir ein
etwas schwa¨cheres Ergebnis in der Form von Satz 2.4.2. Abschließend formulieren
wir die angesprochenen Aussagen noch etwas allgemeiner fu¨r quasimeromorphe
statt quasiregula¨re Abbildungen.
Wie auch schon einleitend erwa¨hnt, ist das folgende Ergebnis von M.Esse´n
und S.Wu in [11] fu¨r holomorphe Funktionen bewiesen worden.
2.4.1 Satz Sei G ⊂ Rn ein Gebiet, und sei F eine Familie von in G definierten
K-quasiregula¨ren Funktionen. Es existiere fu¨r alle f ∈ F ein k > 1 derart, daß
fk keinen Fixpunkt in G besitzt.
Dann ist F normal.
Beweis: Wir nehmen an, daß F nicht normal ist.
Dann existiert ein x1 ∈ G, in dem F nicht normal ist. Somit finden wir eine
Folge (fk)k∈N in F derart, daß keine Teilfolge von (fk)k∈N in x1 normal ist. Da
fk fu¨r alle k ∈ N nach Voraussetzung keinen Fixpunkt besitzen kann, folgt aus
Lemma2.3.2, daß x1 in der Menge der Punkte, in denen (fk)k∈N nicht normal
ist, nicht isoliert ist. Sei mit q = q(n,K) die Rickman-Konstante bezeichnet.
Wir setzen p := max{(q − 1)2 + 1, 3} und wa¨hlen paarweise verschiedene Punkte
x1, . . . , xp ∈ G und eine Teilfolge (fµ(k))k∈N von (fk)k∈N so, daß keine ihrer Teil-
folgen in einem der xj, j ∈ {1, . . . , p}, normal ist. Nun ko¨nnen wir Lemma2.3.5 (i)
anwenden. Dies liefert uns ein f ∈ {fµ(k) ; k ∈ N} derart, daß fk fu¨r alle k > 1
einen Fixpunkt in G besitzt. Dies ist ein Widerspruch, da f ∈ F gilt.

Bemerkung: In C gibt es Beispiele, die zeigen, daß man in den Voraussetzungen
von Satz 2.4.1 tatsa¨chlich k > 1 fordern muß und nicht etwa k ≥ 1 zulassen darf
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(siehe [11]). Betrachtet man die Beweise der graphentheoretischen Lemmata, die
wir verwendet haben, so stellt man fest, daß diese ebenfalls nur Ergebnisse im
Fall k > 1 liefern.
C
Wir haben gezeigt, daß die Familie F aller K-quasiregula¨ren Funktionen f , fu¨r
die ein k > 1 so existiert, daß fk keinen Fixpunkt besitzt, normal ist. Im fol-
genden wollen wir die Familie F˜ aller K-quasiregula¨ren Funktionen f , fu¨r die ein
k > 1 so existiert, daß f keinen periodischen Punkt der Periode k hat, betrachten.
Offensichtlich gilt F ⊂ F˜ . Die Familie F˜ ist nicht normal. Etwa liegt die Folge
(λkid)k∈N fu¨r λ ∈ R>1 in F˜ . Diese hat keine Teilfolge, die in 0 lokal gleichma¨ßig
konvergiert. Durch Konjugation mit Mo¨biustransformationen la¨ßt sich dieses Bei-
spiel unabha¨ngig von dem Gebiet, auf dem die Funktionen der Familie F˜ definiert
sind, betrachten.
Der na¨chste Satz zeigt, daß wir unter diesen schwa¨cheren Voraussetzungen
trotzdem noch Quasinormalita¨t, sogar der Ordnung 1, erhalten. Er ist von D.Barg-
mann und W.Bergweiler im Rahmen der komplexen Funktionentheorie in [2] be-
wiesen worden.
2.4.2 Satz Sei G ⊂ Rn ein Gebiet. Sei F˜ die Familie aller K-quasiregula¨ren
Funktionen f : G → Rn, fu¨r die ein k = k(f) > 1 derart existiert, daß f keinen
periodischen Punkt der Periode k besitzt.
Dann ist F˜ quasinormal von der Ordnung 1.
Beweis: Wie oben schon gezeigt, ist F˜ nicht normal. Somit finden wir ein
p ∈ N, verschiedene Punkte x1, . . . , xp ∈ G und eine Folge (fk)k∈N derart, daß
keine Teilfolge von (fk)k∈N in einem der xj normal ist. Wir zeigen nun, daß p = 1
gilt. Dies bedeutet, daß F˜ quasinormal von der Ordnung 1 ist.
Sei mit q wieder die Rickman-Konstante bezeichnet. Wir nehmen zuna¨chst
an, daß p ≥ (q4 + 3q2 + 1)− (2q3 + q) =: q˜ gilt.
Wir ko¨nnen nun Lemma2.3.5 (ii) anwenden und erhalten damit ein f ∈ F˜ ,
welches periodische Punkte beliebiger Periode gro¨ßer 1 in G besitzt. Dies ist ein
Widerspruch zu den Voraussetzungen.
Es folgt, daß p < q˜ gilt. Sei p nun in dem Sinne maximal, daß (fk)k∈N in
G \ {x1, . . . , xp} normal ist. Wa¨re nun p ≥ 2, so ko¨nnten wir Lemma2.3.3 an-
wenden und erhielten wiederum eine Funktion f ∈ F˜ , die periodische Punkte
beliebiger Periode in G besitzt. Da dies nach den Voraussetzungen ausgeschlos-
sen ist, ko¨nnen wir folgern, daß schon p = 1 gelten muß.

M.Esse´n und S.Wu haben in ihrem Artikel [11] die in Satz 2.4.1 gegebene Si-
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tuation auch im meromorphen Fall betrachtet. Ihre U¨berlegungen erweisen sich
als auf den quasimeromorphen Fall u¨bertragbar. Es stellt sich das Problem, daß
Lemma2.3.2 fu¨r Folgen quasimeromorpher Abbildungen im allgemeinen falsch
ist, wie im Fall n = 2 durch die Betrachtung der Folge (x − 1/(kx))k∈N auf der
Einheitskreisscheibe, die auch von M.Esse´n und S.Wu angegeben wird, deutlich
wird. Somit entfa¨llt dieses Hilfsmittel zur Beschaffung ausreichend vieler Punkte,
in denen die betrachtete Familie nicht normal ist, im Beweis von Satz 2.4.1. Auch
Satz 2.4.2 la¨ßt sich nicht ohne weiteres auf den Fall quasimeromorpher Abbildun-
gen u¨bertragen, da wir im Beweis Lemma2.3.3 verwendet haben, welches eben-
falls nicht fu¨r quasimeromorphe Abbildungen gilt (vergleiche die Bemerkung nach
Lemma2.3.3). Der angegebene Beweis ist also nicht geeignet, um eine Satz 2.4.2
entsprechende Aussage fu¨r quasimeromorphe Abbildungen zu beweisen. Indem
wir in beiden Fa¨llen die Kontrapositionen der entsprechenden Aussagen aus Lem-
ma 2.3.5 anwenden, ko¨nnen wir aber wenigstens eine abgeschwa¨chte Version leicht
einsehen. Wir werden diesen Satz hier etwas allgemeiner fassen. Er folgt sofort
aus den Kontrapositionen der Aussagen aus Lemma2.3.6.
2.4.3 Satz Sei G ⊂ Rn ein Gebiet, und sei F eine Familie auf G definierter
K-quasimeromorpher Abbildungen. Mit q sei die zu n und K geho¨rige Rickman-
Konstante bezeichnet. Sei c ∈ N0. Wir setzen q˜1 := max{(q − 1)2 + 1, 3} und
q˜2 := (q
4 + 3q2 + 1)− (2q3 + q).
(i) Existiert fu¨r alle f ∈ F ein k > 1 so, daß fk ho¨chstens c ver-
schiedene Fixpunkte in G besitzt, so ist F quasinormal von der
Ordnung ho¨chstens q˜1 + c− 1.
(ii) Existiert fu¨r alle f ∈ F ein k > 1 so, daß f ho¨chstens c ver-
schiedene periodische Punkte der Periode k in G besitzt, so ist F
quasinormal von der Ordnung ho¨chstens q˜2 + c− 1.
Bemerkungen: 1. Lassen wir Gebiete G ⊂ Rn als Definitionsbereiche zu, so erho¨ht
sich die Ordnung der Quasinormalita¨t um jeweils 1, da das verwendete Lem-
ma 2.3.6 keine Aussage im Punkt ∞ tifft.
2. Ist n = 2, so hat q nach dem Kleinen Satz von Picard den Wert 3. Wir
erhalten also in diesem Spezialfall fu¨r c = 0, also in der Situation von Satz 2.4.1,
in der obigen Aussage Quasinormalita¨t der Ordnung ho¨chstens 4. Dies stellt eine
Verbesserung zum Ergebnis von M.Esse´n und S.Wu in [11, §4 Remark 2] dar.
Dort wird nur Quasinormalita¨t der Ordnung ho¨chstens 17 erreicht. S.Wang und
S.Wu haben diese Verbesserung in [37] ebenfalls erzielt. Sie geben außerdem ein
Ergebnis der Form (i) fu¨r komplexe, meromorphe Funktionen an.
C
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2.5 Periodische Punkte ganzer quasiregula¨rer Abbildun-
gen
Fu¨r ganze, das heißt auf dem ganze Raum definierte, transzendente Funktionen in
der komplexen Ebene ist in [5] vonW.Bergweiler gezeigt worden, daß diese fu¨r alle
m ≥ 2 unendlich viele periodische Punkte der Periodem besitzen. Dieses Ergebnis
wollen wir jetzt nach einer Idee aus [2] unter Anwendung einiger Ergebnisse der
vorangegangenen Abschnitte fu¨r K-quasiregula¨re Funktionen im Rn beweisen.
Der oben genannte Satz stellt dann den Spezialfall n = 2 und K = 1 dar.
Zuerst mu¨ssen wir dazu einige Informationen u¨ber wesentliche Singularita¨ten
quasiregula¨rer Abbildungen sammeln. Wir halten uns dabei wieder an das Buch
[33] von S.Rickman und beginnen mit der Definition einer wesentlichen Singula-
rita¨t.
2.5.1 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn quasimeromorph.
Des weiteren sei b ein isolierter Punkt des Randes von G (in Rn).
Dann heißt b wesentliche Singularita¨t von f , falls limx→b f(x) in Rn nicht exi-
stiert.
Bemerkungen: 1. Existiert der Grenzwert limx→b f(x), so la¨ßt sich f nicht nur
stetig, sondern quasimeromorph in b fortsetzen (siehe [33, Seite 66]).
2. Besitzt die quasimeromorphe Funktion f eine wesentliche Singularita¨t in
∞, so folgt aus der obigen Definition, daß wir eine unbeschra¨nkte Folge im Defi-
nitionsbereich von f finden ko¨nnen, deren Bildfolge unter f beschra¨nkt ist.
C
Im folgenden beno¨tigen wir Aussagen u¨ber das Verhalten des Maximalbetra-
ges einer quasiregula¨ren Funktion. Die gewu¨nschte Aussage folgern wir aus zwei
Lemmata, die in [33] auf Seite 79 beziehungsweise Seite 83 zu finden sind. Doch
zuna¨chst mu¨ssen wir noch einige Begriffe einfu¨hren.
2.5.2 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G → Rn quasimeromorph
und nicht konstant.
Fu¨r y ∈ Rn und eine Borelmenge E, deren Abschluß eine kompakte Teilmenge
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Ist Y eine (n− 1)-dimensionale Kugelschale in Rn, so definieren wir






Zur Abku¨rzung definieren wir
n(r, y) := n(B(0, r), y) und ν(r, s) := ν(B(0, r), ∂B(0, s)).
Schließlich setzen wir
M (r) := max
|x|=r
|f(x)|,
falls f : Rn → Rn gilt.
Bemerkungen: 1. Ist aus dem Kontext nicht klar, auf welche Funktion wir uns
beziehen, so versehen wir die jeweiligen Bezeichnungen mit einem entsprechenden
Index.
2. Die Funktion n(E, ·) ist eine Borelfunktion, die die Urbilder jedes Punktes
y ∈ Rn in E gema¨ß Vielfachheit za¨hlt. Man nennt sie deswegen auch Za¨hlfunktion.
Der Wert ν(E, Y ) gibt das spha¨rische Mittel u¨ber die Anzahl der Urbilder von







Wegen des Maximumprinzips ist M eine monoton wachsende Funktion. Man
nennt M (r) Maximalbetrag.
C
Wir kommen jetzt zu den angeku¨ndigten Lemmata.
2.5.3 Lemma Sei G ⊂ Rn ein Gebiet. Seien r, s, t > 0, und sei θ > 1 derart,
daß B(0, θr) ⊂ G gilt. Schließlich sei f : G → Rn quasimeromorph und nicht
konstant.
Dann gilt
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2.5.4 Lemma Sei f : Rn → Rn eine quasimeromorphe Abbildung, die eine we-




ν(r, Y ) =∞
fu¨r alle (n− 1)-dimensionalen Kugelschalen Y in Rn.
Bemerkung: Im Beweis von Lemma2.5.3 ([33, Seite 79]) benutzt S.Rickman das
Mittel der Module von Familien von Wegen. In den Beweis von Lemma2.5.4 ([33,
Seite 83]) gehen U¨berlegungen daru¨ber ein, wie groß die Menge aller Punkte sein
kann, die von f nicht angenommen werden, welche wesentlich grundlegender sind
als Satz 1.4.1. Lemma2.5.4 selbst stellt einen Baustein im Beweis von Satz 1.4.1
dar.
C
Aus den beiden vorangegangenen Lemmata folgern wir nun eine Aussage, die wir
im Beweis von Satz 2.5.6 beno¨tigen.
2.5.5 Lemma Sei f : Rn → Rn eine quasiregula¨re, nicht-konstante Abbildung,
die in ∞ eine wesentliche Singularita¨t besitzt.
Dann gilt M (R)/R→∞ fu¨r R→∞.
Beweis: Wir wa¨hlen θ > 1, r > 0, s = 1 und t > M (θr) und erhalten aus Lem-
ma 2.5.3




Da t > M (θr) gewa¨hlt ist, gilt ν(θr, t) = 0. Es folgt also mit t ↓ M (θr)


















Mit Lemma2.5.4 ergibt sich, daß logM (R)/ logR → ∞ fu¨r R → ∞ gilt. Somit
gilt auch M (R)/R→∞ fu¨r R→∞.

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Wir haben nun genug Vorarbeit geleistet, um den nachfolgenden Satz beweisen
zu ko¨nnen.
2.5.6 Satz Sei f : Rn → Rn eine K-quasiregula¨re Funktion, die in ∞ eine
wesentliche Singularita¨t besitzt. Sei m ∈ N≥2.
Dann besitzt f unendlich viele periodische Punkte der Periode m.
Beweis: Da f nach Voraussetzung eine wesentliche Singularita¨t in ∞ besitzt,
finden wir eine betragsma¨ßig monoton steigende, unbeschra¨nkte Folge (ak)k∈N in
Rn derart, daß (f(ak))k∈N beschra¨nkt ist.
Sei Dk eine Drehung, die den ersten Einheitsvektor e1 auf
1
|ak|ak abbildet,
das heißt insbesondere, daß Dk sowie D
−1
k orthogonal sind. Weiter sei Sk die
Streckung x→ |ak|x. Dann ist Mk := Sk ◦Dk eine Mo¨biustransformation, die e1
auf ak abbildet. Des weiteren gilt |M−1k (x)| = |S−1k (x)| = 1|ak| |x| fu¨r alle x ∈ Rn.
Wir betrachten nun die K-quasiregula¨re Abbildung fk := M
−1
k ◦ f ◦Mk. Es
ist x genau dann ein periodischer Punkt der Periode m von fk, wenn Mk(x) ein
periodischer Punkt der Periode m von f ist. Es gilt |fk(x)| = 1|ak| |f(Mk(x))| fu¨r
alle x ∈ Rn. Es folgt, daß |fk(0)| = 1|ak| |f(0)| → 0 fu¨r k → ∞ und somit auch
fk(0)→ 0 fu¨r k →∞ gilt. Ebenso gilt |fk(e1)| = 1|ak| |f(ak)| → 0 fu¨r k →∞, also
fk(e1)→ 0 fu¨r k →∞.
Nun ko¨nnen wir zwei Fa¨lle unterscheiden. Im ersten Fall haben wir genu¨gend
Punkte, in denen (fk)k∈N nicht normal ist, zur Verfu¨gung, um Lemma2.3.5 an-
zuwenden. Andernfalls stellen wir U¨berlegungen an, die es uns erlauben, Lem-
ma 2.3.3 nutzbringend einzusetzen. Wir bezeichnen mit q wie gewohnt die zu n
und K geho¨rige Rickman-Konstante und definieren p := (q4+3q2+1)− (2q3+q).
1.Fall: Es existiert eine Teilfolge (fµ(k))k∈N von (fk)k∈N und p verschiedene
Punkte x1, . . . , xp ∈ Rn \ {0} derart, daß keine Teilfolge von (fµ(k))k∈N in einem
der xi normal ist.
Nach Lemma2.3.5 ko¨nnen wir ein ε > 0 und eine Teilfolge (fν(k))k∈N von
(fµ(k))k∈N so finden, daß 0 /∈ B(xi, ε) fu¨r alle i ∈ {1, . . . , p} gilt und zu jedem f ∈
{fν(k) ; k ∈ N} ein j ∈ {1, . . . , p} derart existiert, daß f einen periodischen Punkt
der Periode m in B(xj, ε) besitzt. Wir du¨rfen annehmen, daß es ein j ∈ {1, . . . , p}
so gibt, daß fν(k) fu¨r alle k ∈ N einen periodischen Punkt pk der Periode m in
B(xj, ε) hat. Andernfalls gehen wir zu einer geeigneten Teilfolge u¨ber.
Fu¨r jedes k ∈ N ist nun Mν(k)(pk) ein periodischer Punkt der Periode m von
f . Es gilt Mν(k)(pk) ∈ B(Mν(k)(xj), |aν(k)|ε) und somit
|aν(k)|(|xj| − ε) ≤ |Mν(k)(pk)| ≤ |aν(k)|(|xj|+ ε).
Da |aν(k)| → ∞ fu¨r k → ∞ gilt, ko¨nnen wir folgern, daß f unendlich viele
periodische Punkte der Periode m hat.
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2.Fall: Die Folge (fk)k∈N ist in Rn \ {0} quasinormal von der Ordnung
ho¨chstens p− 1.
Wir finden also Punkte x1, . . . , xp−1 ∈ Rn \ {0} und eine Teilfolge (fµ(k))k∈N
von (fk)k∈N derart, daß (fµ(k))k∈N lokal gleichma¨ßig in Rn \{0, x1, . . . , xp−1} kon-








t|aµ(k)| → ∞ fu¨r k →∞,
da nach Lemma2.5.5 die Beziehung
max|x|=|aµ(k)|t |f(x)|
|aµ(k)|t →∞ fu¨r k →∞
gilt, und t fest gewa¨hlt ist.
Aus der obigen U¨berlegung folgt mit Hilfe von Lemma2.3.1, daß (fµ(k))k∈N in
Rn \{0, x1, . . . , xp−1} lokal gleichma¨ßig gegen∞ konvergiert. Da wie oben gezeigt
fµ(k)(e1) → 0 und fµ(k)(0) → 0 fu¨r k → ∞ gilt, folgt somit, daß jede Teilfolge
von (fµ(k))k∈N weder in e1 noch in 0 normal ist. Die Folge (fµ(k))k∈N erfu¨llt nun
die Voraussetzungen von Lemma2.3.3. Dieses liefert uns ein ε ∈ (0, 1/2) und ein
k0 ∈ N derart, daß fµ(k) fu¨r alle k ≥ k0 einen periodischen Punkt pk der Periode
m in B(e1, ε) besitzt. Dann ist Mµ(k)(pk) fu¨r alle k ≥ k0 ein periodischer Punkt
der Periode m von f . Da Mµ(k)(pk) ∈ B(Mµ(k)(e1), |aµ(k)|ε) ist, gilt
|aµ(k)|(1− ε) ≤ |Mµ(k)(pk)| ≤ |aµ(k)|(1 + ε)
fu¨r alle k ≥ k0. Da |aµ(k)| → ∞ fu¨r k → ∞ gilt, folgt, daß f unendlich viele
periodische Punkte der Periode m besitzt.

Bemerkung: In C kann man eine noch genauere Aussage erzielen, na¨mlich daß
eine ganze transzendente Funktion schon unendlich viele abstoßende periodische
Punkte von beliebiger Periode ≥ 2 besitzt. Man vergleiche hierzu auch die Be-
merkungen nach Satz 2.2.2 sowie das folgende Kapitel.
Des weiteren wird durch die holomorphe Funktion z 7→ ez + z illustriert, daß
die Aussage des vorangegangenen Satzes fu¨r m = 1 im allgemeinen falsch ist.
C
3 Abstoßende Fixpunkte und Normalita¨t
In diesem Kapitel wollen wir uns nochmals mit den Fragen aus Kapitel 2 befas-
sen, allerdings in einer etwas spezielleren Form. Wir haben in Kapitel 2 Bezie-
hungen zwischen der Normalita¨t einer Familie von quasiregula¨ren Abbildungen
und den Fixpunkten der in dieser Familie enthaltenen Abbildungen hergestellt.
Nun interessieren wir uns nicht mehr nur fu¨r Fixpunkte im allgemeinen, sondern
beschra¨nken unsere Betrachtungen auf die sogenannten abstoßenden Fixpunkte.
Eine Eigenschaft dieser Fixpunkte ist, daß die betrachtete Funktion in einer Um-
gebung eines abstoßenden Fixpunktes injektiv ist. Dies erweist sich keineswegs
als Einschra¨nkung bei der Benutzung der Ergebnisse aus Abschnitt 2.1, jedoch
zeigt die na¨here Betrachtung der folgenden Abschnitte von Kapitel 2, daß dort
Modifikationen no¨tig werden. Zuna¨chst wenden wir uns dem in Abschnitt 2.2 an-
gegebenen Insellemma zu und fu¨hren die fu¨r unsere Zwecke geeigneten Vera¨nde-
rungen durch. Im zweiten Teil dieses Kapitels werden wir untersuchen, inwiefern
sich Ergebnisse aus den Abschnitten 2.3 und 2.4 auf die hier betrachtete Situation
u¨bertragen lassen.
3.1 Variationen des Insellemmas
Wie schon einleitend erwa¨hnt, wollen wir in diesem Abschnitt das Insellemma
aus Abschnitt 2.2 so modifizieren, daß wir es zum Beweis von Aussagen nicht nur
u¨ber Fixpunkte im allgemeinen, sondern u¨ber abstoßende Fixpunkte verwenden
ko¨nnen. Zuna¨chst betrachten wir die Definition eines abstoßenden Fixpunktes.
Es sei erwa¨hnt, daß die Klassifizierung von Fixpunkten im na¨chsten Kapitel ver-
vollsta¨ndigt werden wird. Hier fu¨hren wir nur den in diesem Kapitel beno¨tigten
Begriff ein.
3.1.1 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G→ Rn eine Funktion.
Ein Fixpunkt a von f heißt abstoßend, falls eine Umgebung U ⊂ G von a so
existiert, daß f auf U injektiv ist und f(U) ⊃ U gilt.
Ist x ein periodischer Punkt der Periode m ∈ N von f , so heißt x abstoßend, falls
x ein abstoßender Fixpunkt von fm ist.
Bemerkungen: 1. Wir verwenden hier einen topologischen Zugang wie dies in
[15] geschieht. Es ist jedoch auch mo¨glich, eine analytische Definition anzugeben.
Genauer werden wir darauf in den der vollsta¨ndigen Klassifikation der Fixpunkte
folgenden Bemerkungen im na¨chsten Kapitel eingehen.
2. In Kapitel 2 haben wir das Insellema 2.2.2 und einige graphentheoretische
U¨berlegungen ausgenutzt, um Funktionen zu finden, die ein Gebiet U , dessen
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Abschluß in einer ε-Umgebung eines bestimmten Punktes x liegt, eigentlich auf
eben diese ε-Kugel abbilden und somit nach Lemma1.3.14 einen Fixpunkt in
U besitzen. Wu¨ßten wir nun, daß U nicht nur eigentlich sondern sogar bijektiv
abgebildet wird, so ko¨nnten wir nach der obigen Definition schon auf die Existenz
eines abstoßenden Fixpunktes schließen.
C
Betrachten wir die vorangegangene Bemerkung, so wird klar, daß wir eine Form
des Insellemmas beno¨tigen, welche Aussagen u¨ber die Existenz von Inseln u¨ber
ε-Kugeln, die nicht nur eigentlich, sondern bijektiv abgebildet werden, sogenannte
einfache Inseln, liefert. In den Bemerkungen nach Satz 2.2.2 sind wir schon auf
die entsprechenden Ergebnisse in der komplexen Ebene sowie die Schwierigkeiten,
die in ho¨heren Dimensionen auftreten, eingegangen. Im folgenden wollen wir nun
zwei weitere Versionen des Insellemmas angeben, die uns die gewu¨nschte Aussage
liefern. Dazu passen wir zuna¨chst unsere Bezeichnungen an.
3.1.2 Bezeichnung Sei G∗ ⊂ Rn ein Gebiet, und sei L := {fλ ; λ ∈ Λ} eine
Familie auf G∗ definierter K-quasimeromorpher Abbildungen. Sei A ⊂ Rn. Sei
p ∈ N, und seien a1, . . . , ap ∈ Rn paarweise verschieden.
Fu¨r ein Gebiet G ⊂ Rn und ε > 0 bezeichnen wir mit F1K,ε(G,A) die Familie
aller K-quasimeromorphen Abbildungen f : G → Rn, die folgende Eigenschaft
haben:
Kein Teilgebiet von G, dessen Abschluß in G enthalten ist, wird durch f
bijektiv auf eines der Gebiete B(a, ε), a ∈ A, abgebildet.
Fu¨r ein Gebiet G ⊂ G∗ und ε > 0 bezeichnen wir mit F1L(G, {B(aj, ε)}pj=1) die
Familie aller Funktionen f ∈ {g|G ; g ∈ L}, die folgende Eigenschaft haben:
Kein Teilgebiet von G, dessen Abschluß in G enthalten ist, wird durch f
bijektiv auf eines der Gebiete B(aj, ε) abgebildet.
Im folgenden Satz werden wir die schon im ersten Kapitel angesprochene Tatsache
ausnutzen, daß fu¨r jede offene diskrete Abbildung f die Beziehung
dimBf = dim f(Bf ) ≤ n− 2
gilt. Wir erhalten folgende Aussage.
3.1.3 Satz Sei A ⊂ Rn eine Menge, deren topologische Dimension dimA gro¨ßer
als n− 2 ist.
Dann existiert ein ε˜ > 0 derart, daß fu¨r alle Gebiete G ⊂ Rn und fu¨r alle
0 < ε ≤ ε˜ gilt, daß die Familie F1K,ε(G,A) normal ist.
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Beweis: Wir nehmen an, daß die Behauptung falsch ist. Wir finden also eine
Folge positiver Zahlen εk → 0 und eine Folge von Gebieten (Gk)k∈N so, daß Fk :=
F1K,εk(Gk, A) fu¨r kein k ∈ N normal ist. Wir gehen nun analog zum Beweis von
Satz 2.2.2 vor. Aus diesem la¨ßt sich ersehen, daß wir o. B. d.A. annehmen ko¨nnen,
daß Funktionen gk ∈ Fk, eine Folge von positiven Zahlen ρk → 0 sowie eine Folge
von Punkten (xk)k∈N so existieren, daß die Folge (hk)k∈N lokal gleichma¨ßig gegen
eine quasimeromorphe, nicht konstante Funktion h : Rn → Rn konvergiert, wobei
hk(x) := gk(xk + ρkx) gesetzt ist.
Nach dem Satz von Rickman nimmt h ho¨chstens q − 1 Punkte nicht an, wo-
bei q die Rickman-Konstante aus Satz 1.4.1 bezeichnet. Sei nun O die Menge der
Punkte, die von h nicht angenommen werden. Fu¨r eine beliebige endliche Menge
E ⊂ Rn gilt dimA \ E > n − 2, wie sich leicht aus der Definition der topologi-
schen Dimension ersehen la¨ßt (vergleiche [17]). Wa¨re nun h−1(A) ⊂ Bh, so ga¨lte
A \ O ⊂ h(Bh) und somit dimA \ O ≤ dimh(Bh) ≤ n − 2. Dies ist nach den
Voraussetzungen ausgeschlossen. Also finden wir ein ξ ∈ Rn \ Bh und ein a ∈ A
so, daß h(ξ) = a gilt.
Da Bh abgeschlossen ist, finden wir nach Lemma1.3.11 eine beschra¨nkte nor-
male Umgebung U von ξ so, daß U ⊂ Rn \Bh und h(U) = B(a, ε) fu¨r genu¨gend
kleines ε gilt. Des weiteren gilt i(ξ, h) = 1 und h−1(a)∩U = {ξ}. Da h eigentlich
auf der normalen Umgebung U ist, gelten nach Bemerkung 2 nach Lemma1.3.13
die Beziehungen sup{card(U ∩ h−1(y)) ; y ∈ Rn} = 1 und∑x∈h−1(y)∩U i(x, h) = 1
fu¨r alle y ∈ B(a, ε). Es folgt, daß h die normale Umgebung U bijektiv auf B(a, ε)
abbildet, insbesondere gilt µ(h, U,B(a, ε)) = 1 sowie h(∂U) = ∂B(a, ε).
Wie im Beweis vom Insellemma2.2.2 la¨ßt sich folgern, daß hk fu¨r alle genu¨gend
großen k eine a-Stelle in U hat und B(a, ε/2) ⊂ hk(U) gilt. Da die Folge (hk)k∈N
auf U gleichma¨ßig gegen h konvergiert, ko¨nnen wir aus der Eigenschaft (µ 5)
des topologischen Grads schließen, daß fu¨r genu¨gend großes k die Gleichung
µ(hk, U, a) = µ(h, U, a) = 1 gilt. Wa¨hlen wir nun k so groß, daß B(a, εk) ⊂ hk(U)
gilt, so finden wir ein normales Gebiet Uk, dessen Abschluß in U liegt, und
fu¨r das hk(Uk) = B(a, εk) gilt. Da µ auf den Zusammenhangskomponenten von
Rn \hk(∂Uk) konstant ist, gilt µ(hk, Uk, x) = 1 fu¨r alle x ∈ B(a, εk). Es folgt, daß
hk das Gebiet Uk bijektiv auf B(a, εk) abbildet.
Schließlich folgt, daß gk das Gebiet xk + ρkUk, dessen Abschluß in Gk liegt,
bijektiv auf B(a, εk) abbildet. Dies ist ein Widerspruch.

Bemerkung: Der oben bewiesene Satz ist fu¨r die einleitend angesprochenen Zwecke
nicht geeignet. Dies liegt an folgendem Problem. In Abschnitt 2.3 haben wir das
Insellemma 2.2.2 verwendet, um Lemma2.3.4 zu beweisen, welches eine zentra-
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le Rolle im Beweis von Lemma2.3.5 spielte. Es ist unser Ziel, das letztgenannte
Lemma in einer Version fu¨r abstoßende Fixpunkte zu beweisen. Also beno¨tigen
wir eine Form von Lemma2.3.4, die geeignet ist, als Hilfsmittel in Beweisen von
Aussagen u¨ber die Existenz abstoßender Fixpunkte zu dienen. Um diese zu er-
halten, wollen wir aus schon angesprochenen Gru¨nden Satz 2.2.2 im Beweis von
Lemma2.3.4 durch eine modifizierte Version dieses Satzes, die Aussagen u¨ber
einfache Inseln ermo¨glicht, ersetzen. Im Beweis von Lemma2.3.4 spielt es eine
wesentliche Rolle, daß wir uns, wie in Satz 2.2.2, nur mit endlich vielen Punkten
a1, . . . , ap befassen mu¨ssen. Statt endlich vieler Punkte mußten wir uns im oben
angegebenen Satz jedoch eine unendliche Menge A vorgeben. Das macht die An-
wendung dieses Satzes im Beweis von Lemma2.3.4 unmo¨glich.
C
Im vorangegangenen Satz haben wir ausgenutzt, daß wir eine Schranke fu¨r die
Gro¨ße der Verzweigungsmenge einer beliebigen Funktion kennen. Dementspre-
chend mußten wir die Menge A nur groß genug wa¨hlen, um sicherzugehen, daß
wir einen Wert in A finden wu¨rden, der fu¨r die von uns betrachtete Funktion kein
vollsta¨ndig verzweigter Wert ist. Als na¨chstes werden wir stattdessen Vorausset-
zungen u¨ber die Verzweigungsmengen der zu der betrachteten Funktionenfami-
lie geho¨rigen Funktionen formulieren, die uns auf die Verzweigungsmenge einer
Grenzfunktion schließen lassen.
Zuna¨chst fu¨hren wir noch ein Lemma an, daß wir im Beweis des folgenden Sat-
zes beno¨tigen. Ein Beweis findet sich in [23] in Abschnitt 2.1. Dazu sei angemerkt,
daß eine Menge Q ⊂ Rn relativ lokal zusammenha¨ngend heißt, wenn jeder Punkt
in Q beliebig kleine Umgebungen besitzt, deren Schnitt mit Q zusammenha¨ngend
ist.
3.1.4 Lemma Sei G ⊂ Rn, und sei f : G → Rn ein lokaler Homo¨omorphis-
mus. Des weiteren sei Q ⊂ Rn einfach zusammenha¨ngend und lokal wegzusam-
menha¨ngend. Sei P eine Komponente von f−1(Q), deren Abschluß in G enthalten
ist.
Dann bildet f die Komponente P homo¨omorph auf Q ab.
Ist Q zusa¨tzlich relativ lokal zusammenha¨ngend, so bildet f sogar P homo¨omorph
auf Q ab.
Nun ko¨nnen wir den na¨chsten Satz beweisen.
3.1.5 Satz Sei G∗ ⊂ Rn, und sei L := {fλ ; λ ∈ Λ} eine Familie von auf G∗
definierten K-quasimeromorphen Abbildungen.
Des weiteren seien a1, . . . , aq ∈ Rn \
⋃
λ∈Λ fλ(Bfλ) verschieden, wobei q wie ge-
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wohnt die zu n und K geho¨rige Rickman-Konstante bezeichnet.
Dann existiert ein ε˜ so, daß die Familie F1L(G, {B(aj, ε)}qj=1) fu¨r alle ε ≤ ε˜ und
fu¨r alle Gebiete G ⊂ G∗ normal ist.
Beweis: Wir nehmen an, die Behauptung ist falsch.
Dann existieren eine Folge positiver Zahlen (εk)k∈N, die gegen Null konvergiert
und eine Folge (Gk)k∈N von Teilgebieten von G∗ derart, daß die Familie Fk :=
F1L(Gk, {B(aj, εk)qj=1}) fu¨r alle k ∈ N nicht normal ist. Wir du¨rfen o. B. d.A.
annehmen, daß jede der Familien Fk in Null nicht normal ist und B(0, 1) ⊂ Gk
fu¨r alle k ∈ N gilt.
Wir gehen nun vo¨llig analog zum Beweis des Insellemmas 2.2.2 vor und fin-
den wie dort angegeben Funktionen gk ∈ Fk so, daß die Folge (gk)k∈N nicht
normal ist. Weiter finden wir nach Satz 1.4.6 eine gegen Null konvergierende
Folge positiver Zahlen (ρk)k∈N, eine Teilfolge von (gk)k∈N, wobei wir der Ein-
fachheit halber annehmen wollen, daß diese Teilfolge schon die Folge (gk)k∈N
selbst ist, und eine Folge (xk)k∈N von Punkten in B(0, 1) derart, daß die Folge
(hk)k∈N mit hk(x) := gk(xk + ρkx) fu¨r alle k ∈ N lokal gleichma¨ßig gegen eine
K-quasimeromorphe, nicht-konstante Funktion h : Rn → Rn konvergiert. Nach
Satz von Rickman finden wir ein j ∈ {1, . . . , q} und ein ξ ∈ Rn so, daß h(ξ) = aj
gilt.
Nun existieren r > 0 sowie ein k0 ∈ N so, daß B(ξ, r)∩Bhk = ∅ fu¨r alle k ≥ k0
gilt. Andernfalls existierten Folgen (ξk)k∈N und (hν(k))k∈N derart, daß ξk → ξ und
ξk ∈ Bhν(k) , das heißt hν(k)(ξk) ∈
⋃
λ∈Λ fλ(Bfλ) fu¨r alle k ∈ N gilt. Es ga¨lte dann
|hν(k)(ξk)−h(ξ)| → 0 fu¨r k →∞ und somit aj = h(ξ) ∈
⋃
λ∈Λ fλ(Bfλ). Dies wa¨re
ein Widerspruch.
Somit sind die Funktionen hk auf B(ξ, r) lokale Homo¨omorphismen. Nach
Lemma1.3.11 existiert eine beschra¨nkte normale Umgebung U von ξ bezu¨glich
h derart, daß U ⊂ B(ξ, r) und h(U) = B(aj, ε) gilt, falls ε > 0 klein genug
gewa¨hlt ist. Analog zum Beweis des Insellemmas 2.2.2 finden wir ein k ≥ k0
und ein normales Gebiet Uk von hk, dessen Abschluß in U liegt und welches von
hk eigentlich auf B(aj, εk) abgebildet wird. Dabei ist Uk eine Komponente von
h−1k (B(aj, εk)) und Uk ⊂ B(ξ, r). Damit ist Lemma3.1.4 anwendbar und liefert
uns, daß hk das Gebiet Uk bijektiv auf B(aj, εk) abbildet.
Dann ist U˜k := xk+ρkUk ein Gebiet, dessen Abschluß in Gk liegt und welches
von gk bijektiv auf B(aj, εk) abgebildet wird. Dies fu¨hrt zum Widerspruch.

Auch hier la¨ßt sich eine Folgerung 2.2.3 entsprechende Folgerung formulieren.
3.1.6 Folgerung Es gelten die Voraussetzungen wie in Satz 3.1.5. Sei ε˜ entspre-
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chend der Behauptung des Satzes 3.1.5 gewa¨hlt. Sei G ⊂ G∗ ein Gebiet. Des
weiteren sei (fk)k∈N eine Folge von auf G eingeschra¨nkten Funktionen aus L, die
nicht normal ist.
Dann existiert ein f ∈ {fk ; k ∈ N} derart, daß wir fu¨r alle ε ≤ ε˜ ein Gebiet U ,
dessen Abschluß in G liegt und ein j ∈ {1, . . . , q} so finden ko¨nnen, daß f das
Gebiet U bijektiv auf B(aj, ε) abbildet.
Fordern wir die in Satz 3.1.5 angegebenen Voraussetzungen, haben wir nun Aus-
sagen zur Verfu¨gung, die denen aus Abschnitt 2.2 entsprechen.
3.2 Existenz abstoßender Fixpunkte und Normalita¨t
Wir wenden uns nun den Ergebnissen aus den Abschnitten 2.3 und 2.4 zu. Wol-
len wir analoge Aussagen fu¨r abstoßende Fixpunkte zeigen, so mu¨ssen wir die
Beweise der enstprechenden Ergebnisse dahingehend modifizieren, daß wir Fix-
punkte finden, die in einfachen Inseln u¨ber geeigneten ε-Kugeln liegen. Wie dies
im einzelnen geschehen kann, haben wir im vorangegangenen Abschnitt gesehen.
Zur Verdeutlichung wollen wir ein Lemma2.3.2 entsprechendes Ergebnis mit Be-
weis angeben. Nachfolgend listen wir noch einige weitere Ergebnisse ohne Beweis
auf, da diese sich direkt aus den Beweisen der enstprechenden Aussagen aus den
Abschnitten 2.3 und 2.4 und den oben angegebenen A¨nderungen ergeben.
3.2.1 Lemma Sei G ⊂ Rn ein Gebiet. Sei (fk)k∈N eine Folge von in G defi-
nierten K-quasiregula¨ren Abbildungen. Sei x0 ∈ G \
⋃
k∈N fk(Bfk). Es sei (fk)k∈N
normal in G∗ :=G \{x0}, aber keine Teilfolge von (fk)k∈N sei normal in x0.
Dann existiert fu¨r alle ε > 0 ein k0 ∈ N so, daß fk fu¨r alle k ≥ k0 einen absto-
ßenden Fixpunkt in B(x0, ε) besitzt.
Beweis: Da x0 /∈
⋃
k∈N fk(Bfk) gilt, existiert ein ε0 > 0 so, daß B(x0, ε0) ∩⋃
k∈N fk(Bfk) = ∅ und B(x0, ε0) ⊂ G gilt. Sei ε ≤ ε0. Wir gehen nun analog zum
Beweis von Lemma2.3.2 vor, um eine Teilfolge (fν(l))l∈N von (fk)k∈N und ein
l0 ∈ N so zu finden, daß fu¨r beliebiges l ≥ l0 folgendes gilt. Es existiert ein Gebiet
U , dessen Abschluß in B(x0, ε) liegt und welches von fν(l) eigentlich auf B(x0, ε)
abgebildet wird. Des weiteren gilt U ∩ Bfν(l) = ∅, da B(x0, ε) ∩ fν(l)(Bfν(l)) = ∅
gilt. Somit ist fν(l) auf einer Umgebung von U ein lokaler Homo¨omorphismus. Da
B(x0, ε) einfach zusammenha¨ngend und lokal wegzusammenha¨ngend ist, ko¨nnen
wir Lemma3.1.4 anwenden und erhalten, daß fν(l) das Gebiet U bijektiv auf
B(x0, ε) abbildet. Also besitzt fν(l) einen abstoßenden Fixpunkt in U . Wie in
Lemma2.3.2 folgt die Behauptung.

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Um die in Abschnitt 2.1 bereitgestellten Hilfsmittel in unserem Sinne anwenden
zu ko¨nnen, haben wir in Abschnitt 2.3 Lemma2.3.4 formuliert. Der Beweis ver-
wendete maßgeblich das Insellemma2.2.2. Verwenden wir nun stattdessen die
Ergebnisse des vorangegangenen Abschnitts, so erhalten wir die folgende Aussa-
ge.
3.2.2 Lemma Sei G ⊂ Rn ein Gebiet, und sei (fk)k∈N eine Folge auf G definier-
ter K-quasimeromorpher Abbildungen. Sei q die zu n und K geho¨rige Rickman-




Es gelte fu¨r jede Teilfolge von (fk)k∈N, daß sie in keinem der xj normal ist.
Dann existiert ein ε0 > 0 derart, daß B(xj, ε0) ⊂ G fu¨r alle j ∈ {1, . . . , p} gilt,
und fu¨r alle ε ≤ ε0 eine Teilfolge (fν(k))k∈N von (fk)k∈N so existiert, daß fu¨r jedes
f ∈ {fν(k) ; k ∈ N} folgendes gilt:
(?) Sind xα(1), . . . , xα(q) ∈ {x1, . . . , xp} paarweise verschieden, und ist
x ∈ {x1, . . . , xp}, so findet man ein l ∈ {1, . . . , q} und ein Gebiet
U , dessen Abschluß in B(x, ε) enthalten ist, derart, daß f das
Gebiet U bijektiv auf B(xα(l), ε) abbildet.
Mit Hilfe des obigen Lemmas und den graphentheoretischen Hilfsmitteln aus Ab-
schnitt 2.1 ko¨nnen wir nun analog zu Lemma2.3.5 das folgende Ergebnis beweisen.
Es wird im na¨chsten Kapitel zu einer wichtigen Anwendung kommen.
3.2.3 Lemma Sei G ⊂ Rn ein Gebiet, und sei F eine Familie auf G definierter
K-quasimeromorpher Abbildungen. Sei p ∈ N, und sei q die zu n und K geho¨rige
Rickman-Konstante. Des weiteren gebe es eine Folge (fk)k∈N in F und verschie-
dene Punkte x1, . . . , xp ∈ G∩ (Rn \
⋃
k∈N fk(Bfk)) derart, daß keine Teilfolge von
(fk)k∈N in einem der xi normal ist.
Ist p ≥ max{(q− 1)2+1, 3}, so existiert ein f ∈ F derart, daß fk fu¨r alle k > 1
einen abstoßenden Fixpunkt in G besitzt.
Bemerkung: Wie schon nach den entsprechenden Ergebnissen in Kapitel 2 be-
merkt, ko¨nnen wir q durch q− 1 ersetzen, sobald wir ausschließlich quasiregula¨re
Funktionen betrachten.
C
Die angegebenen Lemmata ermo¨glichen es uns nun, den Beweis von Satz 2.4.1 so
zu modifizieren, daß wir das folgende Ergebnis erhalten.
3.2.4 Satz Sei G ⊂ Rn ein Gebiet, und sei F eine Familie von in G definierten
K-quasiregula¨ren Funktionen. Es existiere fu¨r alle f ∈ F ein k > 1 derart, daß
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fk keinen abstoßenden Fixpunkt in G besitzt.
Dann ist F normal in G \⋃f∈F f(Bf ).
Bemerkung: In [11] gelingt es M.Esse´n und S.Wu im Falle holomorpher Funktio-
nen zu beweisen, daß unter den Voraussetzungen des obigen Satzes die Familie F
schon in ganz G normal ist. Dazu ist anzumerken, daß fu¨r komplexe analytische
Funktionen wesentlich scha¨rfere Versionen des Insellemmas zur Verfu¨gung ste-
hen (vergleiche die Bemerkungen nach Satz 2.2.2). Des weiteren gelingt es ihnen,
Lemma2.3.2 ohne weitere Voraussetzungen fu¨r abstoßende Fixpunkte zu bewei-
sen. Dieser Beweis ist jedoch nicht auf unsere Situation u¨bertragbar.
C
Zum Ende dieses Kapitels seien noch zwei Dinge angemerkt.
Wir haben uns hier darauf beschra¨nkt, die Ergebnisse u¨ber Fixpunkte und
Normalita¨t aus den Abschnitten 2.3 und 2.4 zu modifizieren. Die dabei zur An-
wendung gekommene Idee la¨ßt sich ebenso einfach anwenden, um Ergebnisse fu¨r
abstoßende periodische Punkte zu erzielen. Somit lassen sich die in den Abschnit-
ten 2.3 und 2.4 getroffenen Aussagen u¨ber die Existenz periodischer Punkte und
die Quasinormalita¨t von Familien von Funktionen mit geeigneten Eigenschaften
entsprechend der oben angefu¨hrten Ergebnisse umformulieren und beweisen.
Schließlich sei noch folgendes erwa¨hnt. Es ist zu beachten, daß die hier ange-
gebenen Sa¨tze und Lemmata nicht immer gehaltvoll sind, einfach weil die Menge⋃
λ∈Λ fλ(Bfλ) so groß sein kann, daß es nicht mo¨glich ist, q verschiedene Punkte
aus Rn\⋃λ∈Λ fλ(Bfλ) zu wa¨hlen. Betrachten wir etwa die Funktion f aus Beispiel
5 in Kapitel 1.2 fu¨r n = 3. Es gilt Bf = {(x, 0, 0) ; x ∈ R}. Wir bezeichnen nun mit
f(y,z) die Funktion, die wir erhalten, wenn wir f nach einer geeigneten Verschie-
bung ausfu¨hren, die gewa¨hrleistet, daß Bf(y,z) = {(x, y, z) ; x ∈ R} gilt. Setzen
wir Λ := Q×Q, so gilt ⋃λ∈Λ fλ(Bfλ) = R3, das heißt R3 \⋃λ∈Λ fλ(Bfλ) = ∅.
Andererseits lassen sich auch Situationen finden, in denen die vorangegange-
nen Sa¨tze und Lemmata sinnvoll angewendet werden ko¨nnen, wie wir im na¨chsten
Kapitel illustrieren werden.
4 Iterationstheorie gleichma¨ßig quasimeromor-
pher Abbildungen
Die Iterationstheorie bescha¨ftigt sich im allgemeinen mit dem Verhalten von
Punkten aus dem Definitionsbereich einer Funktion unter wiederholter Anwen-
dung dieser Funktion. Anfang des letzten Jahrhunderts begru¨ndeten P. Fatou
und G. Julia die Iterationstheorie komplexer rationaler Funktionen, die mittler-
weile reich entwickelt ist. Im Mittelpunkt stehen dabei die Fatoumenge, die alle
Punkte entha¨lt, in denen die Iteriertenfolge normal ist, und ihr Komplement,
die Juliamenge. In den letzten Jahren wurde von verschiedenen Autoren damit
begonnen, eine Iterationstheorie fu¨r quasimeromorphe Funktionen zu entwickeln.
Dazu erwies es sich als notwendig zu fordern, daß die Dilatation der betrachte-
ten Funktion sowie die ihrer Iterierten durch denselben Wert beschra¨nkt werden
kann. Dies fu¨hrte zum Begriff der gleichma¨ßig quasimeromorphen Abbildung so-
wie der Frage, ob u¨berhaupt interessante Funktionen (das heißt Funktionen mit
nicht-leerer Verzweigungsmenge) dieser Art zu finden sind. Diese Frage ist von
T. Iwaniec und G.Martin in [19] und spa¨ter erga¨nzend durch V.Mayer in [25]
positiv beantwortet worden.
Das Ziel dieses Kapitels ist es, einen U¨berblick u¨ber die Iterationstheorie
gleichma¨ßig quasimeromorpher Abbildungen zu geben. Unser Hauptaugenmerk
liegt dabei auf der Situation in ho¨heren Dimensionen. Wir werden jedoch auch
immer wieder auf Parallelen sowie Unterschiede zur komplexen Dynamik hin-
weisen. Zuna¨chst stellen wir im ersten Abschnitt die grundlegenden Definitionen
und Eigenschaften vor und sammeln Ergebnisse, die wir in den folgenden Ab-
schnitten beno¨tigen werden. Im zweiten Teil dieses Kapitels wenden wir uns der
Fatoumenge zu und versuchen, ihre Struktur sowie das dynamische Verhalten der
Iteriertenfolge auf den Komponenten der Fatoumenge zu beschreiben. Der letzte
Abschnitt befaßt sich mit der Gestalt der Juliamenge. Definitionsgema¨ß ist die
Iteriertenfolge auf der Juliamenge nicht normal, was es uns ermo¨glicht, den Bogen
zu den Ergebnissen der vorangegangenen Kapitel zu schlagen.
4.1 Grundlegende dynamische Eigenschaften
In diesem Abschnitt fu¨hren wir in die Iterationstheorie gleichma¨ßig quasimero-
morpher Abbildungen ein. Dabei definieren wir neben Fatou- und Juliamenge wei-
tere wichtige Begriffe wie den der postkritischen Menge. Eine zentrale Rolle wer-
den die Fixpunkte der betrachteten Funktionen spielen, was uns dazu veranlaßt,
die in Abschnitt 3.1 begonnene Klassifikation der Fixpunkte zu vervollsta¨ndigen
und die Zugeho¨rigkeit der verschiedenen Fixpunkte zur Fatou- beziehungsweise
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Juliamenge zu untersuchen. Schließlich werden wir eine Reihe von Ergebnissen
vorstellen, die das dynamische Verhalten der Iteriertenfolge in offenen, die Julia-
menge schneidenden Mengen betreffen. Doch zuna¨chst wollen wir einige grundle-
gende Definitionen und Ergebnisse festhalten.
4.1.1 Definition Sei G ⊂ Rn ein Gebiet, und sei f : G → G eine quasimero-
morphe Abbildung.
Dann heißt f gleichma¨ßig quasimeromorph, falls ein K ∈ [1,∞) so existiert, daß
fk fu¨r alle k ∈ N eine K-quasimeromorphe Abbildung ist.
Die Fatoumenge von f ist die Menge aller x ∈ G, die eine Umgebung besitzen,
auf der die Familie der Iterierten von f normal ist. Sie wird mit F (f) bezeichnet.
Das Komplement der Fatoumenge G\F (f) heißt Juliamenge und wird mit J (f)
bezeichnet.
Offensichtlich ist die Fatoumenge offen und die Juliamenge abgeschlossen. In [19]
finden sich die folgenden grundlegenden Ergebnisse.
4.1.2 Satz Fatou- und Juliamenge einer gleichma¨ßig quasimeromorphen Abbil-
dung f sind vollsta¨ndig invariant, das heißt ein Punkt ist genau dann in der
entsprechenden Menge, wenn auch der Bildpunkt in dieser Menge ist.
Ist die Verzweigungsmenge einer nicht-konstanten gleichma¨ßig quasimeromor-
phen Abbildung f : Rn → Rn nicht leer, so ist die Juliamenge von f nicht leer.
Ist die Verzweigungsmenge der betrachteten Abbildung f : Rn → Rn leer, so
ist die Situation sehr einfach. Man kann beweisen, daß die Juliamenge dann
aus ho¨chstens zwei Elementen besteht. Es zeigt sich also, daß fu¨r unsere Be-
trachtungen nur Funktionen mit nicht-leerer Verzweigungsmenge interessant sind.
Daher gelte im folgenden: Sofern nicht anders erwa¨hnt, seien alle betrachteten
gleichma¨ßig quasimeromorphen Abbildungen nicht konstant und ihre Verzwei-
gungsmengen nicht leer.
Bemerkung: Wie schon in der Einleitung dieses Kapitels erwa¨hnt, stellte sich zu-
erst die Frage nach der Existenz gleichma¨ßig quasimeromorpher Abbildungen,
deren Verzweigungsmenge nicht leer ist. Im R2 erfu¨llen alle rationalen Funktio-
nen vom Grad ≥ 2 diese Vorausssetzung. Umgekehrt sind gleichma¨ßig quasime-
romorphe Abbildungen fu¨r n = 2 schon quasikonform konjugiert zu rationalen
Funktionen. Dieses Ergebnis findet sich in [13] und in [14, Theorem1]. Somit blieb
diese Frage noch fu¨r n ≥ 3 zu kla¨ren. Beantwortet wurde sie von T. Iwaniec und
G.Martin, die in [19] folgendes beweisen: Fu¨r alleK > 2 existiert eine gleichma¨ßig
K-quasimeromorphe Abbildung f : Rn → Rn, deren Verzweigungsmenge nicht
leer ist.
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V.Mayer gelang es in [25] und [26] eine weitere Klasse gleichma¨ßig quasime-
romorpher Abbildungen mit nicht-leerer Verzweigungsmenge zu beschreiben. Er
verallgemeinert darin eine Konstruktion von S. Latte`s, der sich mit komplexen
rationalen Funktionen befaßte.
Die hier angesprochenen Beispiele zeichnen sich alle durch strukturell verha¨lt-
nisma¨ßig einfache Verzweigungsmengen aus. Dies ist aber nicht norwendigerweise
der Fall, wie ein Ergebnis von G.Martin zeigt. Indem er die Methode zur Kon-
struktion von gleichma¨ßig quasimeromorphen Abbildungen aus [19] verfeinerte,
bewies er in [22], daß sich zu jeder quasimeromorphen Abbildung f : Rn → Rn
eine gleichma¨ßig quasimeromorphe Abbildung g : Rn → Rn so finden la¨ßt, daß
die Verzweigungsmengen von f und g u¨bereinstimmen.
Es blieb zu kla¨ren, ob die zur Verfu¨gung stehenden Beispiele auch illustrieren
ko¨nnen, daß es sich lohnt, das dynamische Verhalten gleichma¨ßig quasimeromor-
pher Abbildungen zu untersuchen. Unter den Beispielen, die V.Mayer angegeben
hat, finden sich Funktionen, deren Juliamengen der Rand der Einheitskugel oder
sogar der ganze Raum sind. Das heißt, daß es durchaus mo¨glich ist, daß die
Fatoumenge leer ist. Die Juliamenge kann jedoch auch eine kompliziertere Struk-
tur aufweisen. So ist etwa die Juliamenge der in [19] konstruierten, gleichma¨ßig
quasimeromorphen Abbildung, die wir gegen Ende des letzten Abschnitts dieses
Kapitels vorstellen werden, eine Cantormenge.
C
Fatou- und Juliamenge haben eine weitere nu¨tzliche Eigenschaft, die es ermo¨g-
licht, bei Betrachtungen von Eigenschaften von bestimmten Iterierten einer Funk-
tion f diese Eigenschaften ohne Beschra¨nkung der Allgemeinheit schon f selbst
zuzuschreiben.
4.1.3 Lemma Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbildung.
Sei k ∈ N.
Dann gilt F (f) = F (fk) und J (f) = J (fk).
Beweis: Offensichtlich gilt F (f) ⊂ F (fk).
Wir definieren nun Fl := {f l ◦ f jk ; j ∈ N0} fu¨r alle l ∈ {0, . . . , k − 1}. Dann gilt
{f j ; j ∈ N0} =: F =
⋃k−1
l=0 Fl. Da f
l fu¨r alle l ∈ {0, . . . , k−1} auf Rn gleichma¨ßig
stetig ist, ist F l in jedem x ∈ F (fk) normal. Somit ist auch F normal, es gilt
also F (fk) ⊂ F (f).
Die Aussage fu¨r die Juliamenge ergibt sich durch Komplementbildung.

Im vorigen Kapitel haben wir in Definition 3.1.1 begonnen, eine Einteilung von
Fixpunkten vorzunehmen. Diese wollen wir nun vervollsta¨ndigen.
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4.1.4 Definition Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbil-
dung.
Ein Fixpunkt a von f heißt abstoßend beziehungsweise anziehend, falls eine Um-
gebung U ⊂ G von a so existiert, daß f auf U injektiv ist und f(U) ⊃ U bezie-
hungsweise f(U) ⊂ U gilt.
Liegt ein Fixpunkt in der Verzweigungsmenge von f , so nennen wir ihn superat-
traktiv.
Erfu¨llt der Fixpunkt keine der vorangegangenen Bedingungen, so nennen wir ihn
neutral.
Ist x ein periodischer Punkt der Periode m ∈ N von f , so heißt x abstoßend, an-
ziehend, superattraktiv oder neutral, falls x als Fixpunkt von fm die entsprechende
Eigenschaft aufweist.
Bemerkungen: 1. In Lemma2.1 in [25] wird gezeigt, daß ein superattraktiver Fix-
punkt, obwohl er nach Definition kein anziehender Fixpunkt ist, sich in gewisser
Hinsicht eben doch wie ein solcher verha¨lt.
2. In [16] wird im Rahmen der Iteration gleichma¨ßig quasimeromorpher Abbil-
dungen eine analytische Definition angegeben, die der aus der Iterationstheorie im
Komplexen stammenden Definition mittels des Multiplikators entspricht. Da eine
quasimeromorphe Abbildung f nicht in jedem Punkt differenzierbar sein muß,
fu¨hren die Autoren den Begriff des Infinitesimalraums von f in einem Fixpunkt
x0 ein. Die darin enthaltenen Abbildungen ko¨nnen als verallgemeinerte Ableitun-
gen verstanden und entsprechend der Klassifikation von Mo¨biustransformationen
in loxodromische und elliptische Elemente eingeteilt werden. Die Art eines Ele-
ments aus dem Infinitesimalraum legt die Art aller darin enthaltenen Funktionen
fest und ermo¨glicht eine Klassifikation des zugeho¨rigen Fixpunkts.
C
Wir wollen nun versuchen, die verschiedenen Arten von Fixpunkten der Fatou-
oder der Juliamenge zuzuordnen. Die Definition eines anziehenden Fixpunktes
liefert zusammen mit Satz 1.4.7 sofort, daß anziehende Fixpunkte in der Fatou-
menge liegen mu¨ssen. Wie schon in Bemerkung 1 nach Definition 4.1.4 erwa¨hnt,
verhalten sich die Iterierten nahe superattraktiver Fixpunkte a¨hnlich wie in der
Na¨he von anziehenden Fixpunkten, weswegen man sie ebenso der Fatoumenge
zuordnen kann. Andererseits ist die Iteriertenfolge in keiner Umgebung eines ab-
stoßenden Fixpunktes normal. Diese Fixpunkte geho¨ren damit zur Juliamenge.
Sofort ersichtlich wird dies aus Theorem1.2 in [15]. Zusammenfassend erhalten
wir den folgenden Satz.
4.1.5 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph.
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Anziehende und superattraktive Fixpunkte von f liegen in der Fatoumenge von f .
Abstoßende Fixpunkte von f liegen in der Juliamenge von f .
Bemerkung: Mit Lemma4.1.3 ist sofort klar, daß die Aussage von Satz 4.1.5 auch
fu¨r die entsprechenden periodischen Punkte von f gilt.
C
Die neutralen Fixpunkte lassen sich nicht ohne weiteres einordnen. Wir geben
deshalb die folgende, erga¨nzende Definition.
4.1.6 Definition Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbil-
dung, und sei x ein neutraler Fixpunkt von f .
Der Punkt x heißt Siegelpunkt, falls er in der Fatoumenge von f liegt.
Er heißt parabolisch, sobald eine Zusammenhangskomponente Ω von F (f) und
eine Teilfolge (f ν(k))k∈N von (fk)k∈N so existieren, daß f(Ω) ⊂ Ω und x ∈ ∂Ω
gilt und (f ν(k))k∈N auf Ω lokal gleichma¨ßig gegen x konvergiert.
Liegt x in der Juliamenge, ist aber nicht parabolisch, so nennen wir x Cremer-
punkt.
Ein periodischer Punkt der Periode m heißt parabolisch, Siegel- oder Cremer-
punkt, falls er ein parabolischer Punkt, ein Siegel- oder ein Cremerpunkt von fm
ist.
Bemerkung: Diese Einteilung der Fixpunkte entspricht der in der komplexen Dy-
namik, in der man konkrete Beispiele fu¨r alle Fixpunktarten kennt. In [16] wird
gezeigt, daß anziehende, superattraktive, abstoßende und parabolische Fixpunkte
tatsa¨chlich auftreten ko¨nnen. Es ist mir nicht bekannt, ob es gleichma¨ßig quasime-
romorphe Abbildungen gibt, die einen Siegel- oder einen Cremerpunkt besitzen.
C
Neben Fatou- und Juliamenge lohnt es sich noch eine weitere Menge zu betrach-
ten.
4.1.7 Definition Sei f : Rn → Rn gleichma¨ßig quasimeromorph.
Ein Punkt x ∈ Rn heißt Ausnahmepunkt von f , falls die Menge ⋃k∈N0 f−k(x)
endlich ist.
Die Menge aller Ausnahmepunkte von f heißt Ausnahmemenge und wird mit
E (f) bezeichnet.
Bemerkungen: 1. Man kann zeigen, daß fu¨r einen Punkt x0 ∈ E (f) gilt, daß die
Menge {x ∈ Rn ; ∃k, l ∈ N0 : fk(x) = f l(x0)} endlich ist. Ein Beweis fu¨r diese
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Aussage im Rahmen der rationalen Funktionen findet sich in [4] auf Seite 66. Er
la¨ßt sich problemlos auf unsere Situation u¨bertragen.
2. Mit der vorangegangenen Bemerkung wird sofort deutlich, daß auch die
Menge E (f) vollsta¨ndig invariant ist.
C
Wir betrachten in diesem Kapitel nur Funktionen, die auf ganz Rn definiert sind.
In diesem Fall ko¨nnen wir folgendes beweisen.
4.1.8 Satz Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbildung.
Dann gilt E (f) ⊂ F (f).
Beweis: Wir zeigen dazu, daß jeder Punkt der Ausnahmemenge schon ein su-
perattraktiver periodischer Punkt von f ist.
Da f stetig und offen ist, gilt f(Rn) = Rn, das heißt jeder Punkt ausRn besitzt
Urbilder unter f . Sei nun x ∈ E (f). Da die Menge der Urbilder von x unter allen
Iterierten von f endlich ist, folgt, daß x ein periodischer Punkt von f ist. Wir
finden also ein l ∈ N so, daß f l(x) = x gilt. Des weiteren gilt (f l)−1(x) = {x}, da
E (f) vollsta¨ndig invariant und jeder Punkt der Ausnahmemenge periodisch ist.
Da f nicht injektiv ist und somit µ (f l) > 1 gilt, folgt i(x, f l) = µ (f l) > 1. Es
folgt, daß x ∈ Bf l ist, das heißt x ist ein superattraktiver Fixpunkt von f l. Nach
Satz 4.1.5 gilt x ∈ F (f l) = F (f).

Bemerkung: Bezeichnen wir mit q wie gewohnt die zu n und K geho¨rige Rickman-
Konstante, so ko¨nnen wir aus Satz 1.4.7 und dem obigen Satz folgern, daß E (f)
ho¨chstens q − 1 Punkte enthalten kann.
C
Wir betrachten nun das dynamische Verhalten der Iteriertenfolge auf offenen
Mengen, die nicht-leeren Schnitt mit der Juliamenge haben. Die hier gesammelten
Ergebnisse werden im folgenden immer wieder Verwendung finden, weswegen wir
auch die einfachen Beweise angeben wollen. Die aufgefu¨hrten Aussagen finden
sich teilweise in [16], die dort angegebene Beweise unterscheiden sich allerdings
von den hier gefu¨hrten.
4.1.9 Lemma Sei f : Rn → Rn gleichma¨ßig quasimeromorph. Des weiteren sei
U ⊂ Rn offen, und es gelte U ∩ J (f) 6= ∅.




k(U) ⊃ Rn \ E (f).
(b) Die Juliamenge von f ist perfekt, das heißt, sie ist nicht leer, ab-
geschlossen und entspricht der Menge aller ihrer Ha¨ufungspunkte.
(c) Es existiert ein k0 ∈ N derart, daß fk(U) ⊃ J (f) fu¨r alle k ≥ k0
gilt.
(d) Keine Teilfolge von (fk)k∈N ist in U normal. Insbesondere existiert
kein Punkt in der Juliamenge von f , in dem eine Teilfolge von
(fk)k∈N normal ist.
Beweis: Zu (a): Sei x0 ∈ Rn \
⋃
k∈N0 f
k(U). Dann ist x /∈ ⋃k∈N0 fk(U) sobald
x Urbild von x0 unter einer Iterierten von f ist. Da (f
k)k∈N in U nicht normal
ist, folgt nach Satz 1.4.7, daß die Menge der Urbilder von x0 unter beliebigen
Iterierten von f endlich ist. Somit gilt x0 ∈ E (F ).
Zu (b): Wir haben zu Anfang des Kapitels schon festgestellt, daß die Julia-
menge von f abgeschlossen und nicht leer ist. Wir zeigen nun, daß jeder Punkt
aus der Juliamenge Ha¨ufungspunkt der Juliamenge ist.
Da die Menge der Ausnahmepunkte in der Fatoumenge von f liegt und die
Juliamenge nicht leer und vollsta¨ndig invariant ist, entha¨lt sie abza¨hlbar viele
Elemente. Da J (f) außerdem kompakt in Rn ist, finden wir eine Folge (xk)k∈N
in J (f), die gegen einen von allen Folgengliedern verschiedenen Punkt x0 ∈ J (f)
konvergiert. Sei nun x ∈ J (f) beliebig, und sei V eine Umgebung von x. Dann
existiert nach (a) ein k ∈ N0 so, daß fk(V ) eine Umgebung von x0 ist. Da x0
nicht isoliert ist, ko¨nnen wir nun schließen, daß (V \ {x}) ∩ J (f) nicht leer ist.
Die Behauptung folgt.
Zu (c): Sei q wieder die zu n und der Dilatation von f geho¨rige Rickman-
Konstante. Entsprechend (b) ko¨nnen wir q offene Mengen U1, . . . , Uq ⊂ U so
wa¨hlen, daß ihre Abschlu¨sse disjunkt sind, und Uj ∩ J (f) 6= ∅ fu¨r alle j ∈
{1, . . . , q} gilt. Da (fk)∈N in keiner der Mengen Ui normal ist, folgern wir mit
Satz 1.4.7, daß fu¨r alle j ∈ {1, . . . , q} ein i ∈ {1, . . . , q} und ein l ∈ N so existieren,
daß f l(Uj) ⊃ Ui gilt. Es ist nun leicht einzusehen, daß ein m ∈ N und ein
j ∈ {1, . . . , q} so existieren, daß fm(Uj) ⊃ Uj gilt. Somit gilt f (l+1)m(Uj) ⊃
f lm(Uj) fu¨r alle l ∈ N0. Nach (a) haben wir nun
⋃
l∈N0 f
lm(Uj) ⊃ Rn \ E (fm) ⊃
J (fm) = J (f), also bilden die Mengen f lm(Uj), l ∈ N0, eine geschachtelte
offene U¨berdeckung der kompakten Menge J (f). Wir finden somit ein l0 ∈ N
derart, daß J (f) ⊂ fml0(Uj) ⊂ fml0(U) gilt. Schließlich gilt J (f) = f(J (f)) ⊂
fml0+1(U), und wir erhalten induktiv die Behauptung.
Zu (d): Wir nehmen an, es gibt eine Teilfolge (fkl )l∈N von (fk)k∈N, die auf
U lokal gleichma¨ßig gegen eine Funktion g konvergiert. Sei nun x0 ∈ U ∩ J (f),
und sei ε > 0 so klein, daß J (f) 6⊂ Bχ(g(x0), 2ε) gilt. Des weiteren existieren
eine Umgebung V von x0 und ein l0 ∈ N derart, daß χ(g(x), g(x0)) < ε und
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χ(fkl(x), g(x)) < ε fu¨r alle x ∈ V und l ≥ l0 gilt. Daraus ko¨nnen wir folgern, daß
schon fkl(V ) ⊂ Bχ(g(x0), 2ε) fu¨r alle l ≥ l0 gilt. Andererseits existiert nach (c)
ein l ≥ l0 so, daß fkl(V ) ⊃ J (f) gilt. Dies ist ein Widerspruch.

Bemerkungen: 1. In der komplexen Dynamik beweist man (c) und (d) oft unter
Verwendung der in R2 bekannten Tatsache, daß die Juliamenge einer Funktion f
dem Abschluß der Menge der abstoßenden periodischen Punkte von f entspricht.
Dieses Ergebnis haben wir so nicht zur Verfu¨gung. Ausfu¨hrlich werden wir uns
damit im dritten Abschnitt dieses Kapitels bescha¨ftigen.
2. Aus (c) la¨ßt sich sofort folgern, daß die Juliamenge von f entweder leeres
Inneres besitzt oder schon J (f) = Rn gilt.
C
Fu¨r uns wird im weiteren Verlauf interessant sein, was mit der Verzweigungsmen-
ge unter Iteration passiert. Hierzu fu¨hren wir den folgenden Begriff ein, der, wie
in der Theorie der komplexen Iteration, auch in unserem Fall eine große Rolle
spielt.
4.1.10 Definition Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbil-
dung.
Wir setzen B+f :=
⋃
k∈N f
k(Bf ) und nennen B
+
f die postkritische Menge von f .
Bemerkungen: 1. Es ist leicht einzusehen, daß Bfk =
⋃k−1
j=0 f





2. In der komplexen Iterationstheorie bezeichnet der Begriff der postkritischen
Menge oft schon den Abschluß der von uns definierten Menge B+f .
C
Betrachten wir offene Mengen, die den Abschluß der postkritischen Menge nicht
schneiden, so ist es mo¨glich, Folgen von Umkehrfunktionen von Iterierten der be-
trachteten Funktion f zu untersuchen. Alle Umkehrfunktionen mu¨ssen in ihrem
Bild die Verzweigungsmenge von f auslassen. Satz 1.4.7 und Ergebnisse u¨ber die
Gro¨ße der Verzweigungsmenge (vergleiche Bemerkung 4 nach Satz 1.2.11) ermo¨gli-
chen es, auf die Normalita¨t von beliebigen Familien von Umkehrfunktionen zu
schließen. Eine einfache U¨berlegung mit Hilfe von Lemma4.1.9 (d) la¨ßt eine ge-
nauere Aussage zu, falls wir die Folge der Umkehrfunktionen auf einer Menge
betrachten, die nicht-leeren Schnitt mit der Juliamenge von f hat. Wir erhalten
das folgende Ergebnis, welches sich in [16, Lemma3.4] findet.
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4.1.11 Lemma Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei Ω ⊂ Rn
ein Gebiet. Sei (f ν(k))k∈N eine Teilfolge von (fk)k∈N derart, daß fu¨r alle k ∈ N
ein Zweig der Umkehrfunktion gk : Ω→ Rn von f ν(k) existiert.
Dann ist (gk)k∈N normal.
Ist Ω ∩ J (f) 6= ∅, so hat jede konvergente Teilfolge von (gk)k∈N eine konstante
Grenzfunktion.
4.2 Die Fatoumenge
Auf den Zusammenhangskomponenten, oder kurz Komponenten, der Fatoumen-
ge ist die Familie der Iterierten definitionsgema¨ß normal. Es liegt somit nahe,
die Menge der Grenzfunktionen von Teilfolgen der Iteriertenfolge na¨her zu be-
trachten, um so eine Charakterisierung der Komponenten der Fatoumenge zu
erreichen. Es wird sich zeigen, daß dabei sowohl die bereits in Abschnitt 4.1 er-
folgte Klassifizierung der Fixpunkte der betrachteten Funktion f als auch die
postkritische Menge von f eine große Rolle spielen wird. Das entstehende Bild
des Verhaltens der Iteriertenfolge auf den verschiedenen Komponenten der Fa-
toumenge gleicht auf den ersten Blick der Situation in der komplexen Dynamik.
Es gibt jedoch auch Unterschiede und ungekla¨rte Fragen, die wir im Laufe dieses
Abschnitts ansprechen werden. Wir beginnen mit einer grundlegenden Definition.
4.2.1 Definition Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei Ω eine
Zusammenhangskomponente der Fatoumenge von f .
Wir nennen Ω periodisch, falls ein p ∈ N so existiert, daß fp(Ω) ⊂ Ω gilt. Gilt
diese Bedingung fu¨r p = 1, so heißt Ω invariant.
Des weiteren heißt Ω pra¨periodisch, falls ein k ∈ N und eine periodische Kompo-
nente U derart existieren, daß fk(Ω) ⊂ U gilt.
Ist Ω nicht pra¨periodisch, so nennen wir Ω wandernde Komponente.
Bemerkung: Da fp offen und Ω in Rn kompakt ist, gilt ∂fp(Ω) = fp(∂Ω) ⊂ J (f).
Somit ist fp(Ω) schon selbst eine Komponente von F (f). Es gilt also fu¨r eine pe-
riodische Komponente Ω schon fp(Ω) = Ω.
C
Da die Fatoumengen von f und fk fu¨r alle k ∈ N u¨bereinstimmen und da pra¨pe-
riodische Komponenten durch eine Iterierte von f auf periodische abgebildet wer-
den, ist es fu¨r die Untersuchung des dynamischen Verhaltens auf der Fatoumenge
ausreichend, invariante und wandernde Komponenten zu betrachten.
Nach Definition 4.1.6 und Satz 4.1.5 liegen Siegelpunkte sowie anziehende und
superattraktive Fixpunkte in der Fatoumenge, genauer in einer invarianten Kom-
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ponente der Fatoumenge. Ein parabolischer Fixpunkt liegt zwar in der Juliamen-
ge, beeinflußt jedoch ebenfalls das Verhalten der Iterierten auf einer Komponente
der Fatoumenge. Es scheint also sinnvoll, eine der Klassifikation der Fixpunkte
entsprechende Einteilung der Komponenten der Fatoumenge vorzunehmen.
4.2.2 Definition Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbil-
dung, und sei Ω eine invariante Komponente der Fatoumenge von f .
Wir nennen Ω
(a) Attraktionsgebiet, falls Ω einen anziehenden oder superattraktiven
Fixpunkt entha¨lt;
(b) parabolisches Gebiet, falls ein Fixpunkt x0 ∈ ∂Ω und eine Teilfolge
(f ν(k))k∈N der Iteriertenfolge so existiert, daß (f ν(k))k∈N auf Ω
lokal gleichma¨ßig gegen x0 konvergiert;
(c) Rotationsgebiet, falls eine Teilfolge der Iteriertenfolge auf Ω lokal
gleichma¨ßig gegen eine nicht-konstante Grenzfunktion konvergiert.
Entha¨lt Ω im letzten Fall einen Siegelpunkt, so nennen wir Ω ein Siegelgebiet.
Eine periodische Komponente der Fatoumenge nennen wir Attraktionsgebiet, pa-
rabolisches Gebiet oder Rotationsgebiet, falls sie die angegebenen Bedingungen fu¨r
die entsprechende Iterierte von f erfu¨llt.
Es ist nun wie im rationalen Fall einfach zu zeigen, daß damit alle invarianten,
und somit auch periodischen, Komponenten der Fatoumenge beschrieben sind.
4.2.3 Satz Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbildung.
Eine invariante Komponente der Fatoumenge von f ist entweder ein Attraktions-
gebiet, ein parabolisches Gebiet oder ein Rotationsgebiet.
Beweis: Sei Ω eine invariante Komponente von F (f), aber kein Rotationsge-
biet. Also entha¨lt die Menge aller mo¨glichen Grenzfunktionen von Teilfolgen von
(f |kΩ)k∈N, die wir mit L bezeichnen wollen, nur konstante Funktionen. Offensicht-
lich muß L ⊂ Ω gelten. Sei x0 ∈ L und (f ν(k))k∈N eine Teilfolge von (fk)k∈N,
die auf Ω lokal gleichma¨ßig gegen x0 konvergiert. Wegen der Invarianz von Ω gilt
f(x0) = f(limk→∞ f ν(k)(x)) = limk→∞ f ν(k)(f(x)) = x0 fu¨r x ∈ Ω. Es sind also
alle Elemente aus L Fixpunkte von f .
Ist x0 ∈ Ω, so kann L nur x0 enthalten. Somit konvergiert (fk)k∈N auf Ω lokal
gleichma¨ßig gegen x0. Es ist nun nicht schwer einzusehen, daß x0 superattraktiv
oder anziehend sein muß.
Ist x0 ∈ ∂Ω, so liegen schon alle Element aus L im Rand von Ω. Nach Defini-
tion ist x0 ein parabolischer Fixpunkt und Ω ein parabolisches Gebiet.

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Bemerkungen: 1. Im obigen Beweis haben wir gesehen, daß die Iteriertenfolge
auf einem Anziehungsgebiet Ω lokal gleichma¨ßig gegen den anziehenden oder su-
perattraktiven Fixpunkt x0 lokal konvergiert. Des weiteren geht aus dem Beweis
hervor, daß alle Element der Menge L der Grenzfunktionen parabolische Fixpunk-
te von f sind, falls Ω ein parabolisches Gebiet ist. Ist f eine rationale Funktion,
so la¨ßt sich mittels des Identita¨tssatzes daraus folgern, daß L diskret ist. Weite-
re einfache U¨berlegungen zeigen dann, daß L nur aus einem Punkt besteht, das
heißt die gesamte Iteriertenfolge konvergiert lokal gleichma¨ßig gegen einen para-
bolischen Fixpunkt. Leider steht uns in ho¨heren Dimensionen der Identita¨tssatz
nicht zur Verfu¨gung, wie man sich leicht durch die Betrachtung des Beispiels 5
aus dem zweiten Abschnitt des ersten Kapitels im Vergleich mit der Identita¨tsab-
bildung klar machen kann. Wir ko¨nnen in der allgemeinen Situation auf diesem
Weg somit nicht kla¨ren, ob auch im Falle eines parabolischen Gebiets die gesamte
Iteriertenfolge gegen eine Punkt konvergiert.
2. In [16] werden ab Seite 13 Beispiele gleichma¨ßig quasimeromorpher Abbil-
dungen angegeben, die einen anziehenden und einen superattraktiven Fixpunkt
und damit zwei Attraktionsgebiete besitzen. Daran anschließend werden Beispie-
le genannt, die ein parabolisches Gebiet aufweisen. Es ist mir nicht bekannt, ob
es gleichma¨ßig quasimeromorphe Abbildungen in ho¨heren Dimensionen gibt, die
einen Siegelpunkt besitzen. In der komplexen Dynamik dagegen sind Funktionen
mit Siegelgebieten bekannt.
3. Bei erster Betrachtung ergibt sich also, bis auf die Frage nach der Existenz
von konkreten Beispielen, die Situation, die aus der komplexen Iterationstheo-
rie bekannt ist. Allerdings lassen sich im Iterationsverhalten auch Unterschiede
zwischen der zwei- und der ho¨herdimensionalen Situation feststellen. Als Bei-
spiel hierfu¨r wollen wir das Verhalten der Iteriertenfolge nahe eines parabolischen
Fixpunktes betrachten. Haben wir es mit einer rationalen Funktion zu tun, so
kann man ein Teilgebiet des parabolischen Gebiets, das den zugeho¨rigen para-
bolischen Fixpunkt als Randpunkt besitzt, finden, auf welchem die betrachtete
Funktion f zu der Translation T (x) := x + 1 konform konjugiert ist. Im Fall
gleichma¨ßig quasimeromorpher Abbildungen sucht man quasikonforme statt kon-
forme Linearisierungen und kann Beispiele finden, die ein den rationalen Funk-
tionen entsprechendes Verhalten zeigen. Aber es gibt auch Funktionen, die sich
nicht quasikonform zu T konjugieren lassen.
In [16] wird neben den oben angesprochenen Ergebnissen auch gezeigt, daß
sich die Ergebnisse u¨ber die Linearisierung in geeigneten Umgebungen von ab-




Wie auch in der komplexen Dynamik kann man Informationen u¨ber die postkri-
tische Menge nutzen, um Schlu¨sse u¨ber die Gestalt der Fatoumenge zu ziehen.
Liegt ein Punkt nicht im Abschluß der postkritischen Menge, so ist es mo¨glich,
Iteriertenfolgen von Umkehrfunktionen der betrachteten Funktion zu untersu-
chen. Lemma4.1.11 ist eines der Hilfsmittel, die den Beweis des na¨chsten Satzes
ermo¨glichen. Genaueres findet sich in [16] in Abschnitt 7.3.
4.2.4 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph.
Jeder Fixpunkt von f , der weder abstoßend noch ein Siegelpunkt ist, liegt im
Abschluß der postkritischen Menge von f . Des weiteren liegt der Rand eines Ro-
tationsgebiets von f vollsta¨ndig im Abschluß der postkritischen Menge.
Bemerkung: Wir haben ein Rotationsgebiet etwas anders definiert, als dies in
[16] geschieht. Die Beweisidee fu¨r den Rotationsgebiete betreffenden Teil von
Satz 4.2.4 kann dennoch aus [16] u¨bernommen werden.
C
Wir haben am Beispiel der Linearisierung nahe parabolischer Fixpunkte in Be-
merkung 3 nach Satz 4.2.3 gesehen, daß sich das Iterationsverhalten von rationalen
und gleichma¨ßig quasiregula¨ren Abbildungen im ho¨herdimensionalen Raum we-
nigstens lokal unterscheiden kann. Des weiteren ist es meines Wissens noch nicht
gekla¨rt, ob Siegelscheiben, deren Existenz in der komplexen Dynamik nachge-
wiesen ist, im Ho¨herdimensionalen auftreten ko¨nnen. Andererseits ist bekannt,
daß rationale Abbildungen keine wandernden Gebiete besitzen ko¨nnen. Bewiesen
wurde dieses tiefliegende Ergebnis von D. Sullivan Anfang der achtziger Jahre.
Der Beweis ist a¨ußerst komplex und la¨ßt nicht hoffen, daß man ihn auf unsere
Situation u¨bertragen kann. So begnu¨gen wir uns an dieser Stelle damit, einige ein-
fache Feststellungen u¨ber wandernde Gebiete festzuhalten, die es wenigstens in
speziellen Situationen erlauben, die Existenz wandernder Gebiete auszuschließen.
4.2.5 Satz Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbildung, und
sei Ω ein wanderndes Gebiet von f .
Dann entha¨lt die Menge aller mo¨glichen Grenzfunktionen von Teilfolgen von
(fk|Ω)k∈N ausschließlich konstante Funktionen.
Beweis: Wir zeigen die Kontraposition der Aussage.
Sei (f ν(k))k∈N eine Teilfolge von (fk)k∈N, die auf Ω lokal gleichma¨ßig gegen
eine nicht-konstante Abbildung Φ konvergiert. Dann ist Φ quasimeromorph, ins-
besondere ist Φ offen. Da J (f) kein Inneres besitzt, sobald F (f) nicht leer ist,
gilt Φ(Ω)∩F (f) 6= ∅. Sei x ∈ Ω so gewa¨hlt, daß Φ(x) ∈ F (f) gilt, und sei V die
Komponente von F (f), die Φ(x) entha¨lt. Es gilt sowohl f ν(k)(x)→ Φ(x) als auch
4.2 Die Fatoumenge 69
f ν(k+1)(x) → Φ(x). Ist k groß genug, gilt somit schon f ν(k)(x), f ν(k+1)(x) ∈ V .
Da V eine Komponente der Fatoumenge und f ν(k)(Ω) ⊂ F (f) fu¨r alle k ∈ N
zusammenha¨ngend ist, sind f ν(k)(Ω) und f ν(k+1)(Ω) Teilmengen von V , woraus
wir schließen ko¨nnen, daß V eine periodische Komponente der Fatoumenge von
f ist. Somit ist Ω pra¨periodisch, also kein wanderndes Gebiet.
C
Zum Abschluß dieses Abschnitts wollen wir auch fu¨r wandernde Gebiete eine
Beziehung zur postkritischen Menge herstellen.
4.2.6 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei Ω ein wan-
derndes Gebiet von f .
Konvergiert eine Teilfolge (f ν(k))k∈N von (fk)k∈N lokal gleichma¨ßig auf Ω gegen
einen Wert a ∈ Rn, so gilt a ∈ B+f .
Beweis: Wir nehmen an, daß a /∈ B+f gilt.
Dann existiert r0 > 0 derart, daß B(a, r0) ∩ B+f = ∅ gilt. Sei 0 < r < r0. Sei
V ein Gebiet, dessen Abschluß in Ω enthalten ist. Wir ko¨nnen nun ein k0 ∈ N so
finden, daß f ν(k)(V ) ⊂ B(a, r) fu¨r alle k ≥ k0 gilt. Sei im folgenden k ≥ k0.
Sei U die Komponente von (f ν(k))−1(B(a, r0)), die V entha¨lt. Es gilt nun
U ∩Bfν(k) = ∅, denn andernfalls existierte ein x ∈ U ∩Bfν(k) und somit f ν(k)(x) ∈
B(a, r0) ∩ B+f im Widerspruch zur Wahl von r0. Daraus folgt, daß f ν(k) : U →
B(a, r0) ein lokaler Homo¨omorphismus ist. Die Kugel B(a, r) ist einfach zusam-
menha¨ngend und lokal wegzusammenha¨ngend, und es existiert eine Komponente
W von (f ν(k))−1(B(a, r)), die V entha¨lt und deren Abschluß in U liegt. Nach Lem-
ma 3.1.4 ist f ν(k) : W → B(a, r) ein Homo¨omorphismus. Somit existiert fu¨r alle
k ≥ k0 auf B(a, r) eine Umkehrfunktion φk von f ν(k) so, daß φk ◦ f ν(k)|V = idV
gilt. Nach Lemma4.1.11 ist die Folge (φk)k∈N normal. Es gelte o. B. d.A., daß
(φk)k∈N lokal gleichma¨ßig gegen eine Funktion φ konvergiert. Da V ⊂ φk(B(a, r))
fu¨r alle Folgenglieder φk gilt, kann φ nicht konstant sein.
Andererseits kann a nicht in der Fatoumenge von f liegen, da sonst f ν(k)(Ω)
und f ν(k+1)(Ω) fu¨r genu¨gend großes k nicht-leeren Schnitt mit der Komponente
der Fatoumenge ha¨tten, die a entha¨lt. Somit wa¨ren sie schon gleich dieser Kompo-
nente und Ω wa¨re keine wandernde Komponente. Es gilt folglich B(a, r)∩J (f) 6=
∅. Dann mu¨ßte (φk)k∈N nach Lemma4.1.11 aber eine konstante Grenzfunktion be-




Nachdem wir uns im vorangegangenen Abschnitt mit den Komponenten der Fa-
toumenge bescha¨ftigt haben, wollen wir nun einen Blick auf die Gestalt der Julia-
menge werfen. Wie auch bei der Betrachtung der Fatoumenge werden die postkri-
tische Menge und periodische Punkte eine wichtige Rolle spielen. Besonders die
Frage, wie die Juliamenge einer gleichma¨ßig quasimeromorphen Abbildung f und
die Menge der abstoßenden periodischen Punkte von f in Beziehung zueinander
stehen, wird uns im zweiten Teil dieses Abschnitts interessieren. Auch hier fin-
den sich viele Entsprechungen zu der Situation in der komplexen Dynamik. Wir
beginnen mit einigen einfachen Zusammenhangseigenschaften. Dabei betrachten
wir die Juliamenge des o¨fteren als topologischen Teilraum des Rn, den wir mit
der Relativtopologie versehen.
4.3.1 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei x ∈ J (f).
Existiert eine zusammenha¨ngende Relativumgebung V von x in J (f), so ist J (f)
bereits zusammenha¨ngend.
Insbesondere ist die Juliamenge von f zusammenha¨ngend, wenn sie lokal zusam-
menha¨ngend ist.
Beweis: Sei V ⊂ J (f) eine zusammenha¨ngende Relativumgebung von x in
J (f). Dann finden wir eine in Rn offene, nicht-leere Menge U so, daß U∩J (f) ⊂
V gilt. Nach Lemma4.1.9 (c) existiert ein k ∈ N derart, daß J (f) ⊂ fk(U)
gilt. Wegen der vollsta¨ndigen Invarianz von J (f) folgt die Beziehung J (f) ⊂
fk(U ∩J (f)) ⊂ fk(V ) ⊂ J (f), also gilt insgesamt J (f) = fk(V ). Da fk stetig
und V zusammenha¨ngend ist, folgt die Behauptung.

Eine Folgerung aus dem Satz von Baire, welche besagt, daß eine Folge abgeschlos-
sener Teilmengen (Xk)k∈N eines nicht-leeren, vollsta¨ndigen, metrischen Raumes
X, die die Bedingung X =
⋃
k∈NXk erfu¨llt, schon ein Element Xk0 mit nicht-
leerem Inneren besitzen muß, ermo¨glicht uns den Beweis des folgenden Ergebnis-
ses.
4.3.2 Satz Sei f : Rn → Rn gleichma¨ßig quasiregula¨r.
Die Juliamenge von f ist entweder zusammenha¨ngend oder besitzt u¨berabza¨hlbar
viele Komponenten.
Beweis: Wir nehmen an, J (f) besteht aus nur abza¨hlbar vielen Zusammen-
hangskomponentenKj, j ∈ N. Da J (f) ein nicht-leerer, vollsta¨ndiger, metrischer
Teilraum von Rn ist, erhalten wir mittels der oben angesprochenen Folgerung aus
dem Satz von Baire, daß ein j ∈ N derart existiert, daß intJ (f)Kj 6= ∅ gilt. Dann
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ist Kj eine zusammenha¨ngende Relativumgebung fu¨r jeden Punkt aus dem Inne-
ren von Kj. Nach Satz 4.3.1 folgt, daß die Juliamenge von f zusammenha¨ngend
ist.

Im vorigen Abschnitt haben wir gesehen, daß wir Informationen u¨ber die postkri-
tische Menge nutzen ko¨nnen, um Ru¨ckschlu¨sse auf die Gestalt der Fatoumenge zu
ziehen. Auch die Juliamenge la¨ßt sich unter diesen Gesichtspunkten untersuchen.
Das folgende Ergebnis ist fu¨r rationale Funktionen von P. Fatou bereits Anfang
des letzten Jahrhunderts bewiesen worden (siehe [12]).
4.3.3 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei Ω ein inva-
riantes Attraktionsgebiet von f . Es gelte Bf ⊂ Ω.
Dann ist die Juliamenge von f eine Cantormenge.
Beweis: Sei ξ der anziehende oder superattraktive Fixpunkt, der in Ω enthalten
ist. Da Bf ⊂ Ω gilt und Ω ein invariantes Attraktionsgebiet ist, folgt B+f ⊂ Ω.
Nach Satz 4.2.6 kann f keine wandernden Gebiete besitzen. Des weiteren lie-
fert uns Satz 4.2.4, daß auch Rotationsgebiete, parabolische Gebiete und von Ω
verschiedene Attraktionsgebiete nicht auftreten ko¨nnen. Es folgt, daß die Fatou-
menge von f aus Ω und den Urbildern von Ω unter den Iterierten von f besteht.
Insbesondere gilt, daß die Iteriertenfolge auf der Fatoumenge lokal gleichma¨ßig
gegen ξ konvergiert.
Wir trennen nun B+f von J (f) wie folgt. Zuna¨chst du¨rfen wir annehmen, daß
∞ /∈ Ω gilt, indem wir andernfallsM(Ω) fu¨r eine geeignete Mo¨biustransformation
M betrachten und nach der folgenden Konstruktion zuru¨cktransformieren. Wir
u¨berdecken die kompakte Menge B+f mit offenen, achsenparallelen Quadern so,
daß fu¨r alle x ∈ B+f ein Quader Qx derart existiert, daß x ∈ Qx ⊂ Qx ⊂ Ω gilt.
Nun ko¨nnen wir endlich viele Quader Q1, . . . , Qj finden, die B
+
f u¨berdecken. Da
Ω insbesondere wegzusammenha¨ngend ist, finden wir Wege γi, i ∈ {1, . . . , j − 1},





kompakt und zusammenha¨ngend ist und B+f ⊂ K0 ⊂ Ω gilt.
Wir u¨berdecken nun K0 mit einem achsenparallelen Quadergitter der Sei-
tenla¨nge δ, wobei 2δ < dist(K0, ∂Ω) sei, und betrachten alle abgeschlossenen
Quader des Gitters, die K0 schneiden. Es sei Γ die Vereinigung der Quadersei-
ten, die Randseite nur eines der betrachteten Quader sind. Wir erhalten somit
ein (n − 1)-dimensionales Polyeder, welches B+f von J (f) trennt. Des weiteren
hat Rn \ Γ genau zwei Zusammenhangskomponenten, die beide einfach zusam-
menha¨ngend sind.
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Wir bezeichnen mit V die Zusammenhangskomponente, die J (f) und mit
W die, die B+f entha¨lt. Die Mengen V ∪ Γ und W ∪ Γ sind kompakt, und es
gilt W ∪ Γ ⊂ Ω. Somit ko¨nnen wir folgern, daß ein k ∈ N so existiert, daß
fk(W ∪ Γ) ⊂ W gilt. Dann gilt (fk)−1(K) ⊂ V fu¨r K := V ∪ Γ. Da B+
fk
⊂ B+f
und J (fk) = J (f) gilt, du¨rfen wir annehmen, daß k = 1 gilt.
Sei nun d der Grad von f . Fu¨r jede Komponente U von f−1(V ) gilt f(U) =
V und U ⊂ V , da f(W ∪ Γ) ⊂ W gilt. Nach Konstruktion ist V einfach
zusammenha¨ngend und lokal wegzusammenha¨ngend sowie relativ lokal zusam-
menha¨ngend. Des weiteren ist f auf einer Umgebung vonK ein lokaler Homo¨omor-
phismus. Wir ko¨nnen nun Lemma3.1.4 anwenden und erhalten, daß f die Menge
U homo¨omorph auf V = K abbildet. Somit finden wir d Zweige g1, . . . , gd der Um-
kehrfunktion von f , die auf K definiert sind. Offensichtlich sind g1(K), . . . , gd(K)
kompakte, disjunkte Teilmengen von V .
Wir setzen nun K(i1, . . . , ik) := (gi1 ◦ · · · ◦ gik)(K) fu¨r i1, . . . , ik ∈ {1, . . . , d},
somit sind die K(i1, . . . , ik) kompakt. Da gi(K) ⊂ K fu¨r alle i ∈ {1, . . . , d} ist,
gilt schon immer K(i1, . . . , ik+1) ⊂ K(i1, . . . , ik). Schließlich gilt K(i1, . . . , ik) ∩
K(j1, . . . , jk) = ∅, falls (i1, . . . , ik) 6= (j1, . . . , jk) ist, und
f−k(K) =
⋃
(i1, . . . , ik)∈{1, . . . , d}k
K(i1, . . . , ik).
Wir definieren K∞ :=
⋂
k∈N0 f
−k(K). Da die Juliamenge von f eine Teilmenge
von K und vollsta¨ndig invariant ist, gilt J (f) ⊂ K∞. Ist x ∈ K∞, so gilt fk(x) ∈
K fu¨r alle k ∈ N, das heißt fk(x) 6→ ξ, also gilt x /∈ F (f). Es gilt somit insgesamt
schon K∞ = J (f).
Sei L eine Komponente von J (f). Fu¨r jedes k liegt L in ho¨chstens einer der
Komponenten K(i1, . . . , ik), das heißt wir finden eine Folge (ik)k∈N derart, daß
L ⊂ ⋂k∈NK(i1, . . . , ik) gilt. Nun zeigen wir, daß der Durchmesser der Mengen
K(i1, . . . , ik) gegen Null konvergiert. Wir definieren hk := gi1 ◦ · · · ◦ gik fu¨r alle
k ∈ N. Nach Satz 1.4.7 ist (hk)k∈N normal. Des weiteren gilt V ∩ J (f) 6= ∅
und somit folgt nach Satz 4.1.11, daß jede konvergente Teilfolge von (hk)k∈N ei-
ne konstante Grenzfunktion hat. Sei ζ der Wert einer solchen Grenzfunktion,
und sei U eine beliebig kleine ε-Umgebung von ζ. Da gi1(K) kompakt ist und
K(i1, . . . , ik+1) ⊂ K(i1, . . . , ik) fu¨r alle k ∈ N gilt, folgt, daß fu¨r jedes genu¨gend
große k die Menge K(i1, . . . , ik) in U liegt. Da ε beliebig gewa¨hlt war, folgt,
daß diamK(i1, . . . , ik) gegen Null konvergiert. Wir ko¨nnen nun schließen, daß
K∞ = J (f) total unzusammenha¨ngend ist. Ferner ist die Juliamenge perfekt,
also ist sie eine Cantormenge.

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Bemerkung: In der komplexen Iterationstheorie nennt man eine Funktion f , deren
Verzweigungsmenge in der Vereinigung aller Attraktionsgebiete von f liegt, hy-
perbolisch. Diese Definition la¨ßt sich auf gleichma¨ßig quasimeromorphe Abbildun-
gen u¨bertragen. Mit Hilfe der Sa¨tze 4.2.6 und 4.2.4 zeigt man wie zu Anfang des
obigen Beweises, daß diese Forderung a¨quivalent zu der Bedingung B+f ∩J (f) = ∅
ist. Ein konkretes Beispiel einer diese Bedingung erfu¨llenden Abbildung stellen
wir auf Satz 4.3.6 folgend vor.
C
Wir wollen uns nun der Aufgabe zuwenden, die Juliamenge mithilfe der peri-
odischen Punkte der betrachteten Funktion f zu beschreiben. Eines der klassi-
schen und wichtigsten Ergebnisse der Iterationstheorie holomorpher Funktionen
ist, daß die Juliamenge von f dem Abschluß der Menge der abstoßenden periodi-
schen Punkte von f entspricht. Dieses Ergebnis wurde bereits Anfang des letz-
ten Jahrhunderts unabha¨ngig voneinander von G. Julia und P. Fatou bewiesen.
Fu¨r gleichma¨ßig quasimeromorphe Abbildungen konnten bisher nur Teilergebnis-
se in dieser Richtung erzielt werden. Fu¨r uns liegt es nahe, die in den vorigen
Kapiteln erarbeiteten Aussagen u¨ber den Zusammenhang zwischen Normalita¨t
bestimmter Funktionenfamilien und der Existenz von Fixpunkten von zu diesen
Familien geho¨renden Funktionen auf die Familie der Iterierten einer gleichma¨ßig
quasimeromorphen Abbildung anzuwenden. So erhalten wir zuna¨chst die folgende
Aussage, die auch schon in [16, §5.3] bewiesen wurde.
4.3.4 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph, und sei x ∈ J (f).
Dann liegt x im Abschluß der Menge der periodischen Punkte von f .
Beweis: Sei U eine Umgebung von x. Da die Juliamenge von f perfekt ist, finden
wir p := max{(q−1)2+1, 3} verschiedene Punkte x1, . . . , xp ∈ (U ∩J (f))\{∞}.
Nach Lemma4.1.9 (d) ist keine Teilfolge von (fk)k∈N in einem der xi normal.
Somit sind die Voraussetzungen von Satz 2.3.5 (i) erfu¨llt, und es folgt, daß wir
eine Iterierte fm von f derart finden, daß fml fu¨r alle l ∈ N>1 einen Fixpunkt in
U besitzt. Das heißt, es existiert ein y ∈ U , fu¨r das f 2m(y) = y gilt. Also ist y ein
periodischer Punkt von f .

Wenden wir uns nun den abstoßenden periodischen Punkten und ihrer Bedeutung
fu¨r die Juliamenge, wie wir sie oben bereits angesprochen haben, zu. Das erste
Teilergebnis findet sich in [16, §5.1].
4.3.5 Satz Sei f : Rn → Rn gleichma¨ßig quasimeromorph. Die Fatoumenge von
f bestehe aus mindestens zwei Zusammenhangskomponenten.
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Dann liegen die abstoßenden periodischen Punkte von f in der Juliamenge von f
dicht.
Bemerkung: Die Anforderung an die Fatoumenge von f stellt tatsa¨chlich eine
Bedingung dar, die gewa¨hrleistet, daß die Juliamenge von f gro¨ßer als die Ver-
zweigungsmenge einer beliebigen quasimeromorphen Abbildung ist. Betrachtet
man meromorphe Funktionen, so ist dies immer der Fall, da ihre Verzweigungs-
menge diskret ist. In ho¨heren Dimensionen kann sie jedoch wesentlich gro¨ßer sein.
Allerdings ist bekannt, daß die topologische Dimension der Verzweigungsmenge
jeder quasimeromorphen Abbildung ebenso wie die ihres Bildes durch n − 2 be-
schra¨nkt ist (siehe Satz 1.2.11). Der Beweis von Satz 4.3.5 aus [16] greift auch
bei gleichma¨ßig quasimeromorphen Abbildungen, deren Juliamengen Dimension
mindestens n − 1 haben, ohne daß zusa¨tzlich Bedingungen an die Fatoumenge
gestellt werden mu¨ssen.
C
Die Ergebnisse aus Kapitel 3 ermo¨glichen es uns nun auch in dem Fall, daß die
Fatoumenge zusammenha¨ngend ist, eine Aussage im Stil von Satz 4.3.5 zu tref-
fen. Allerdings kommen wir nicht ohne Anforderungen an die Verzweigungsmenge
aus. Der Satz hat die folgende Gestalt.
4.3.6 Satz Sei f : Rn → Rn eine gleichma¨ßig quasimeromorphe Abbildung. Es
gelte J (f) 6⊂ B+f .
Dann liegen die abstoßenden periodischen Punkte von f in der Juliamenge von f
dicht.
Beweis: Sei x ∈ J (f). Fu¨r alle Umgebungen U von x gilt U ∩ J (f) 6⊂ B+f .
Existierte eine Umgebung U mit U∩J (f) ⊂ B+f , so wa¨re es nach Lemma4.1.9 (c)
mo¨glich, ein k ∈ N derart zu finden, daß J (f) ⊂ fk(U ∩J (f)) ⊂ fk(B+f ) ⊂ B+f
gilt. Dies widerspra¨che den Voraussetzungen.
Sei p := max{(q − 1)2 + 1, 3}, wobei q die zu n und K geho¨rige Rickman-
Konstante bezeichne, und sei U eine Umgebung von x. Es existieren p verschiede-




Nach Lemma4.1.9 (d) ist keine Teilfolge von (fk)k∈N in einem der xi normal. So-
mit ko¨nnen wir Lemma3.2.3 (i) anwenden, welches uns eine Iterierte f l von f
derart liefert, daß (f l)k fu¨r alle k > 1 einen abstoßenden Fixpunkt in U besitzt.
Insbesondere hat dann f einen abstoßenden periodischen Punkt in U .

Anders als in Satz 4.3.5 stellen wir in dem vorangegangenen Satz keine Bedingun-
gen an die Gro¨ße der Juliamenge, sondern nutzen Informationen u¨ber die Lage
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der postkritischen Menge in Relation zur Juliamenge aus. Daß eine solche Bedin-
gung durchaus im konkreten Fall nachpru¨fbar sein kann, zeigt das folgende aus
[19] stammende Beispiel.
Beispiel: Wir wollen hier die Konstruktion des Beispiels nicht im Detail wie-
dergeben und verweisen fu¨r genauere Betrachtungen auf den Artikel [19].
Sei 0 < ε < pi/2. Wir setzen
W1 := {(r, θ, z) ; r > 0, |θ| < ε, z ∈ Rn−2} und
W2 := {(r, θ, z) ; r > 0, |θ − pi| < ε, z ∈ Rn−2},
wobei wir zylindrische Koordinaten (r, θ, z) im Rn verwenden. Die Mengen W1
undW2 stellen also bezu¨glich der von den Einheitsvektoren e2, . . . , en aufgespann-
ten Hyperebene spiegelsymmetrische, unbeschra¨nkte Keile dar. Sei schließlich
a := de1 so gewa¨hlt, daß d > 3 gilt und B(a, 1) ⊂ W1 ist.
Zuna¨chst wird nun eine Abbildung g konstruiert, die auf W1 eine Streckung
um den Faktor 2 und auf W2 eine Rotation um pi gefolgt von einer Streckung um
den Faktor 2 darstellt. Somit gilt g(W1) = W1 und g(W2) = W1. Außerhalb von
W1 ∪W2 a¨hnelt g der Abbildung aus Beispiel 5 in Kapitel 1.2. Die Verzweigungs-
menge von g ist nicht leer und liegt im Komplement von W1 ∪W2. Sei nun Φ
die Hintereinanderausfu¨hrung der Spiegelung an ∂B(a, 1) und der Spiegelung an
der Hyperebene {x ∈ Rn ; xn = 0}. Somit ist Φ eine konforme Abbildung. Wir
setzen nun f := Φ ◦ g. Die Verzweigungsmenge von f stimmt somit mit der von
g u¨berein. Die Abbildung f hat die folgenden Eigenschaften.
(1) Es gilt Bf ∩ (W1 ∪W2) = ∅.
(2) Fu¨r alle k ∈ N gilt fk(B(a, 1)) ⊂ B(a, 1).
(3) Es gilt f(x) ∈ B(a, 1) fu¨r alle x ∈ Rn \ (W1 ∪W2).
Aus den obigen Eigenschaften ko¨nnen wir schließen, daß f gleichma¨ßig quasime-
romorph ist.
Betrachten wir nun die Verzweigungsmenge von f , so ko¨nnen wir aus (1) und
(3) folgern, daß B+f ⊂ B(a, 1) gilt. Da die Verzweigungsmenge von f nicht leer ist,
ist auch die Juliamenge nicht leer. Mit (2) und Satz 1.4.7 folgt sofort, daß B(a, 1)
in der Fatoumenge liegt. Des weiteren ko¨nnen wir aus den Abbildungseigenschaf-
ten von f schließen, daß f(∂B(a, 1)) ⊂ B(a, 1) und somit B(a, 1) ⊂ F (f) gilt.
Insgesamt gilt also J (f)∩B+f = ∅. Die Abbildung f erfu¨llt somit die Vorausset-
zungen von Satz 4.3.6, und wir ko¨nnen folgern, daß die abstoßenden periodischen
Punkte in der Juliamenge von f dicht liegen.
Fu¨r eine genauere Untersuchung der Gestalt der Juliamenge gehen wir wie
folgt vor. Wir setzen D1 := f
−1(Rn \ B(a, 1)). Aus (3) und der Gestalt der Ab-
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gilt. Ist x /∈ D1, so existiert eine Umgebung U von x derart, daß f(U) ⊂ B(a, 1)
und nach (2) auch fk(U) ⊂ B(a, 1) fu¨r alle k ∈ N gilt. Somit gilt fu¨r jedes x /∈ D1
schon x ∈ F (f), also J (f) ⊂ D1.
Nun definieren wir D2 := f
−1(D1). Es gilt D2 ⊂ W1 ∪W2 nach (3). Das Ur-
bild von W1 unter Φ besteht aus zwei abgeschlossenen, disjunkten Kugeln, die in
B(a, 1) und deren Mittelpunkte auf der e1-Achse liegen. Jede dieser Kugeln hat
unter g wiederum die Vereinigung zweier abgeschlossener Kugeln, deren Mittel-
punkte auf der e1-Achse liegen, als Urbild, wobei eine der Kugeln in B(−a/2, 1/2)
und die andere in B(a/2, 1/2) liegt. Insgesamt ko¨nnen wir folgern, daß D2 aus
vier abgeschlossenen, disjunkten Kugeln besteht, von denen jeweils zwei in einer
Komponente von D1 liegen. Wieder gilt fu¨r jedes x /∈ D2, daß eine Umgebung U
so existiert, daß f 2(U) ⊂ B(a, 1) gilt, also ist x ∈ F (f).
Induktiv erhalten wir nun folgendes. Wir setzen Dk+1 := f
−1(Dk). Dann
setzt sich Dk+1 aus 2
k+1 disjunkten, abgeschlossenen Kugeln, deren Mittelpunkte
auf der e1-Achse liegen, zusammen, von denen jeweils zwei in einer Komponente
von Dk liegen. Des weiteren gilt fu¨r alle x /∈ Dk+1 schon x ∈ F (f). Somit gilt
J (f) ⊂ ⋂k∈NDk. Wir ko¨nnen nun folgern, daß die Juliamenge von f eine Can-
tormenge und Teilmenge der e1-Achse ist. Die Fatoumenge von f ist demnach
zusammenha¨ngend. Man kann zeigen, daß f einen anziehenden Fixpunkt besitzt.
C
Bemerkungen: 1. Wie schon in den Bemerkungen zu Anfang dieses Kapitels
erwa¨hnt, ist das oben angefu¨hrte Beispiel in [22] verallgemeinert worden, um zu
zeigen, daß zu jeder quasimeromorphen Funktion f : Rn → Rn eine gleichma¨ßig
quasimeromorphe Abbildung g : Rn → Rn so existiert, daß Bg und Bf u¨ber-
einstimmen. Das dafu¨r verwendete Konstruktionsverfahren liefert wiederum eine
gleichma¨ßig quasimeromorphe Funktion g, deren Juliamenge eine Cantormenge
ist und deren Fatoumenge einen anziehenden Fixpunkt entha¨lt. Des weiteren la¨ßt
sich wie im obigen Beispiel einsehen, daß B+g die Juliamenge von g nicht schneidet.
Somit ist Satz 4.3.6 auf alle so gewonnenen Abbildungen anwendbar.
Es sei hierzu jedoch noch erwa¨hnt, daß es fu¨r die auf diese Weise konstruierten
Beispiele ohne gro¨ßeren Aufwand auch direkt nachpru¨fbar ist, daß in beliebig
kleinen Umgebungen eines jeden Punktes der Juliamenge abstoßende periodische
Punkte liegen.
2. In der Bemerkung nach Satz 4.3.3 haben wir den Begriff der hyperbolischen
Funktion vorgestellt. In der Iterationstheorie holomorpher Funktionen stellen die-
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se Abbildungen eine wichtige, gru¨ndlich untersuchte Klasse dar. Offensichtlich ist
Satz 4.3.6 fu¨r jede hyperbolische, gleichma¨ßig quasimeromorphe Abbildung an-
wendbar.
3. In [16] wird die oben angesprochene Methode zur Konstruktion von gleich-
ma¨ßig quasimeromorphen Abbildungen geringfu¨gig abgewandelt. Statt einer Funk-
tion, deren Fatoumenge aus einer Komponente mit einem anziehenden Fixpunkt
besteht, erha¨lt man eine Abbildung g, deren Fatoumenge ebenfalls zusammenha¨n-
gend ist, deren Iterierten darauf aber gegen einen neutralen Fixpunkt, welcher in
der Juliamenge von g liegt, konvergieren. Dieser Fixpunkt liegt außerdem auch
in B+g , daß heißt B
+
g ∩J (g) ist nicht leer. Aber es la¨ßt sich wieder wie oben zei-
gen, daß B+g die Juliamenge von g nicht umfaßt. Fu¨r diese Funktion ist Satz 4.3.6
ebenfalls anwendbar.
C
Auch in diesem Abschnitt haben sich viele Parallelen zur komplexen Dynamik
gezeigt. Es ist jedoch auch klar geworden, daß nicht alle Ergebnisse fu¨r rationale
Funktionen ohne Schwierigkeiten auf die ho¨herdimensionale Situation u¨bertrag-
bar sind. Dies la¨ßt es interessant und lohnend erscheinen, weitere Untersuchungen
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